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Abstract. Remote operations started with integrated operations (IO) some years 
ago where designated tasks and roles were shifted from off- to onshore. Remote 
operations, however, is more than remote control as the operational model or 
concept is key: it defines the scope for the tasks to be conducted remotely. With 
this increased ambition and scope, sociotechnical concerns play an increasingly 
important role. With increased autonomy and automation in the oil and gas 
business, the reliance upon digital representations of the process conditions that 
the center/ control room follow up becomes more complex, technically but not 
the least organizationally and institutionally. Operational, organizational and in-
formation infrastructure issues are key considerations for remote operation in-
cluding employer-employee relationships and collaboration with vendors. How 
will these new centers differ from traditional control rooms and the previous 
generation of collaboration centers that came with integrated operations 10-15 
years ago? What are the key capabilities around which you build scalability and 
replicability in the design of such control centers? We discuss and empirically 
illustrate different configurations of remote operations.  
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1 Introduction 

Technologies for collaboration within the oil and gas industry Integrated Operations 
(IO), allowed real-time data sharing between remote locations that challenged tradi-
tional geographical, disciplinary, and organizational boundaries [1]. According to the 
Norwegian oil industry association (OLF) [2] the first generation (G1) processes 
would integrate processes and people onshore and offshore using ICT solutions and 
facilities that improve onshore’s ability to support offshore operationally. The second 
generation (G2) processes would help operators utilize vendors’ core competencies 
and service more efficiently. Utilizing digital services and vendor products, operators 
would be able to update reservoir models, drilling targets and well trajectories as 
wells are drilled, manage well completions remotely, optimize production from reser-
voir to export. 
 
In this paper we address this development of opening of boundaries into ecosystems, 
from integrated operations to remote operations. This process took many years and we 
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analyze it as an infrastructuring process [3,4]. Infrastructuring highlights the ongoing, 
provisional and contingent work that goes into working infrastructures of IO or re-
mote operations. Working infrastructures share similar properties to ecosystems as 
they evolve along with their spread. Our analysis of integrated operations and remote 
operations specifically targets the evolution of emergent infrastructures over time. 
The key here is to focus on the increasing degree of entanglement of the infrastructure 
with internal and external stakeholders and agendas [5] in an everchanging ecosys-
tem. 
 
Crucially, an infrastructural perspective on IO emphasizes how collaborative practices 
are achieved through collections of – rather than singular – artefacts. One of the key 
components related to IO was the establishment of onshore support centers which 
enabled companies to move work tasks from offshore platforms to land. To enable 
such control centers several artefacts and practices were bundled: fiber-optic networks 
to shore, proper standards for communication and sharing of data, collaboration tools 
and new work practices and competence. This was a socio-technical bundling that 
made it possible for local and bounded distinct readings/data to be transferred to any 
place in a larger ecosystem [6]. Bruno Latour’s [7] concept of centers of calculation 
underscores an important precondition to understand the unboundedness that comes 
with the development of IO and remote operations [8]. Collaboration centers and 
collaboration rooms were centers of calculation. Our research question is: How do 
infrastructuring process transforming IO to remote operations change the content of 
the centers of calculation? IO collaboration centers opened bounded offshore sites a 
process that has expanded with remote operations where boundaries are more obscure 
and where all control functions ultimately can be operated from anywhere given the 
proper barriers and cyber security mitigation.  
 
IO grew out of Human Factors work methods and the research and consultants that 
worked with control room and control center development around the legacy of 
ISO11064 ‘Ergonomic design of control centers’. Even though the ISO standard had 
ways to deal with communication outside the control room, this method was still 
bounded in space. It was also criticized for not dealing with the change management 
and the multifaceted stakeholders and challenges that came with IO.  It focused to a 
large extent around the development and construction of a control room, a bounded 
centre of calculation. Much of the new demand in IO came from understanding col-
laboration/work and IT support outside the control room, in the interaction between 
onshore and offshore staff during maintenance and operations and collaboration in-
side and across company borders more in general. Finally, how the existing situation 
could be changed through change management. The traditional HF methods could not 
address the ecosystem perspective and the existing methods were not able to address 
the dynamic features of the larger ecosystems [9]. New MTO/HF methods and con-
ferences were developed as joint industry/research developments (see example center 
for integrated operations (https://www.iocenter.no/ and CRIOP (www.criop.sintef.no) 
to deal with this challenge where HF methods and around risk and change manage-
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ment were incorporated into new frameworks to address the increasing boundaryless 
features of IO. 
 
However, IO lost remote operation along the way. When Rosendahl and Hepsø [1] 
co-edited the book on Integrated operations, 2012-2013, remote control had not prov-
en to be as important as heralded, largely due to the socio-technical complexity of 
operational and technical aspects of remote operations. There were two main lessons 
that were incorporated according to Edwards[10]. 
 
The first was a move from the understanding that the operational model of the instal-
lation was a consequence of design, where the operational model was recognized as a 
precondition for the design rather than the other way around. Linked to the first les-
sons was a focus on maintenance hours. As Edwards et al argue [10], they are normal-
ly a function of how much equipment you have on the installation that will require 
maintenance. Maintenance hours is a key parameter for how many people you will 
need to maintain the proper technical condition of the installation. When one was able 
to combine these two lessons into a profitable business case, the path to remote opera-
tions was possible. Edwards [11] describe the road to low manning, remote operation 
as a configuration of complexity of the installation systems, instrumentation needed to 
remotely control and a low number of maintenance hours. All these together form a 
path to an operational model based on remote control.  
 
As a consequence of these two lessons the focus changed from the technical concept 
of remote control, that includes the technical capabilities that needs to be in place to 
make remote control possible, to remote operations that is a socio-technical configu-
ration. This is where the operational model/concept is the key and where the tech-
nical, organizational and competence capabilities are included in the concept.   

2 The current centers of calculation 

In what follows we describe the main configurations of centers of calculation as they 
appear with remote operations. We use the IOGP recommended practice as the basis 
for these types of configurations [11].  
 
2.1 Remote onshore control room 

This is the first centre of calculation configuration. It can exist in various socio-
technical realizations based on instrumentation level, manning and operational princi-
ples, installation reliability and maintenance load. It can also operate several installa-
tions from the same location regardless of geography. The main control room is locat-
ed outside the production site boundary and in a safe zone. This location can be far 
away from the actual production site but is within the premises managed by the com-
pany. The primary purpose is to remotely control and operate the production site(s), 
but it may also include dedicated remote engineering or maintenance rooms. As these 
connections allow interaction with the production process or equipment, physical 
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access controls are typically strictly enforced. Remote control refers to remote actions 
such as control commands (including: adjusting plant or equipment operational pa-
rameters, set point changes, alarm acknowledgement, manual start/stop commands), 
set point changes and operations monitoring on detailed graphical displays (e.g., pro-
cess conditions, equipment status, alarms, errors). Safety functions can also be per-
formed from the remote-control room (such as executing manual shutdowns, operat-
ing critical action panels, etc.). Remote control requires read and write access to the 
system to enable operator interaction with the process and equipment on the produc-
tion site. There are different preventive controls and recovery preparedness principles/ 
measures in manned or unmanned situations and if there are people on site, or not. 
This is sought presented in the four-field table below (Figure 1). This table describes 
four ideal situations, normal operations vs. emergency and if the installation is 
manned vs. unmanned installation. 

 
 Normal operations Emergency 

Manned  
installation 

• Lean crew close to emergency 
preparedness requirements 

• Onshore control room always 
in control 

• Can use operators to verify 
situation in the field 

• Traditional onsite emergency 
organization and roles 

• Offshore has most functions 
• Offshore crew can verify 

situation in the plant, if safe 

Unmanned  
installation 

• Normal situation is unmanned 
• Onshore control room always 

in control 
• Campaign based maintenance 

and ad-hoc visits when neces-
sary 

• When unmanned must use 
instrumentation/ actuators, 
camera, mobile fixed sensors 
to verify a situation in the 
field, ad-hoc shuttling last re-
sort 

• Crawling, swimming or flying 
drones for check and report 

 

• During campaigns normal 
emergency preparedness on 
site 

• Unmanned, the standard, roles 
filled by onshore or by nearby 
installation 

• Automatic or camera, 
fixed/mobile sensor identifi-
cation during emergency 

Fig. 1: Four ideal situations of remote operations 
 

A remotely operated but manned installation can have a local offshore control room, 
but during normal operations the command and control of the installation are con-
ducted from an onshore control room. Examples of this on the Norwegian continental 
shelf are the Martin Linge (Equinor) and Ivar Aasen (AkerBP) installations. Such an 
installation typically has a lean organization close to the emergency preparedness role 
requirements and the crew are always on the installation in shift rotation. During an 
emergency the local control room can be manned, and the offshore organization per-
forms emergency preparedness roles. The offshore organization has a fully manned 
emergency preparedness organization. Compared to traditional oil and gas platforms 
the biggest difference is that the onshore control room is always in control. We ex-
clude subsea installations here since they are always unmanned and remotely operat-
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ed. Subsea fields like Ormen Lange and Snøhvit that are controlled from an onshore 
control room, but most subsea assets and tie-ins are usually controlled from the instal-
lation into which they deliver their production. 

 
An unmanned installation can have a local control room, but command and control 
are always undertaken from an onshore control room. There can also be no offshore 
control room or just simplified control and shut-down functions on the installation. 
The remote sensor capabilities (CCTV coverage, remote actuation capabilities of 
equipment and sensor systems) are more advanced since the installation is operated 
most of the time without any crew. The visit intervals are dependent upon the mainte-
nance load and instrumentation level of the installation, often scheduled in mainte-
nance campaigns. Ad-hoc visits by helicopter can happen as last resorts. Maintenance 
campaigns typically range from manned for two out of six weeks, to as little as one or 
two scheduled short campaigns in a year. Examples of such installations are Valemon 
(Equinor) that are unmanned four out of six weeks, or well-head platforms like Ose-
berg H (Equinor) that have two scheduled campaigns every year. When unmanned the 
emergency function is handled onshore or by a nearby installation. In a period with 
campaign manning a simplified emergency organization exists locally (rescue teams) 
on the installation while emergency management functions can be divided between a 
nearby field or by the onshore organization. The normal operations model-unmanned 
in Figure 1 above is the emerging model on the Norwegian Continental Shelf but this 
is already the standard in highly automated domains like wind-farms and power pro-
duction/utilities more in general.  

 
We do not have the possibility to address the larger ecosystem around remote opera-
tion in this short paper, but we mention these other types of centers of calculation 
since they bear witness of the movement from local control to centralized global or 
unbounded control more in general. Neither do we address the cybersecurity aspects 
and risks around control functions executed through these types. These ideal types 
also build on the IOGP recommended practice for control systems [11].   
 

 
The first is the remote collaborative centre which is the collaboration center we rec-
ognise as a center of calculation from IO. Remote collaborative centre refers to an 
open office-based environment where personnel from multiple disciplines collaborate 
to manage the performance of one or more sites or specialised system across sites, 
like monitoring of rotating equipment.  Such centres typically host collaboration, 
monitoring, visualisation, and analytical functions. They are similar to remote control 
rooms in terms of geographic location but may sometimes be distributed over several 
locations (i.e., multiple interconnected collaborative centres). Collaborative centres 
sometimes have less access controls than a control room however this depends on 
operational or security risks. Remote collaborative centers typically perform remote 
monitoring, or monitoring and diagnostics of production, operations and equipment 
conditions remotely using data generated and exported from the production site out-
side the control room. It also includes remote security monitoring using systems and 
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network logs. It requires appropriate data needs to be available at the remote location. 
Access is usually made available inside the company firewall with either a vertical or 
horizontal integration, see next section. Remote at vendor premises also came with IO 
and refers to a centre of calculation at a remote location belonging to a vendor (or 
subcontractor). This location is usually located in private premises managed by the 
vendor or contractor. Contracts may define physical access and security restrictions at 
the vendor premises. Connection to these premises usually involves communications 
links via public networks. The external user at the vendor location accesses a fire wall 
(DMZ) with a strong user authentication process. This center normally does monitor-
ing but can also conduct remote operation of equipment given the right access and 
cyber physical safety. Both these two centres and their access solution existed in the 
IO period, but they now can execute more control functions than earlier. The newest 
center of calculation is remote access from anywhere. Here control can in principle be 
done from any external location, in a private or public area (e.g., a home, hotel, or 
airport) where people can sit distributed outside company/vendor premises and can 
access/ execute control functions given the proper access rights and functions. This 
option is increasingly seen as an opportunity with the coming of Internet of Things 
and becomes possible via control of devices via cloud services and new standards 
developed like OPC UA coming with Industry 4.0.  

3 Basics of Industrial automation and control systems (IACS) 
and enterprise systems OT and IT 

IACS refers to collection of personnel, hardware, and software that can affect or in-
fluence the safe, secure, and reliable operation of an industrial process [11]. This area 
is called the operational technology (OT) domain. Most IACS can be remotely oper-
ated. Most new facilities include connections to enterprise networks to enable data 
export for plant monitoring, and other types of administrative systems whether these 
are collaboration systems, portals that are more open to the external world. The latter 
is the administrative domain defined as IT.  Typically, the separation between OT/IT 
are implemented using firewalls that create a zone and conduit model to achieve ap-
propriate network segmentation and restrict any direct connections between the OT/IT 
systems.  An intermediate network or de-militarized zone (DMZ) network between 
OT/IT networks is typically used to prevent direct connections between enterprise 
network and control system networks.  This makes it possible for office network-
based systems and users to view data from control systems in a secure manner. The 
DMZ acts as a protection gateway between the safe zone and the enterprise network. 
Remote connectivity to control systems can be provisioned in two key ways, referred 
to here as ‘horizontal’ or ‘vertical’ connectivity [12]. First as ‘horizontal’ connectivi-
ty, an extension of control system ‘zones’ whereby the local control network is ex-
tended to a remote location. This provides identical level 2 control system network 
access and functionality at the remote location to that at the local site or operational 
site. The remote location retains the same security requirements as the IACS on the 
main site as they are fundamentally on the same zone. A ‘horizontal’ connectivity 
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essentially maintains the remote functions within the IACS zone, thus relatively re-
ducing the potential for external access as compared to vertical connectivity. But it 
increases the access points on the network, making them more distributed and may 
create new vulnerabilities or common mode of failure especially when the extension 
is not using dedicated network infrastructure. 

 
‘Vertical’ connectivity – happens via implementation of connectivity from a remote, 
higher level (typically office / IT based) network to the local control network through 
a segregated and controlled ‘zone’ and ‘conduit’ architecture.  Access to control sys-
tem networks is managed through strong authentication and network traffic controls 
(typically a firewall or IDPS).  ‘Vertical’ connectivity however connects control sys-
tems to enterprise network or external networks. This is sometimes achieved using 
third party networks. As all enterprise networks will have external, internet connectiv-
ity and often run a managed service to allow inbound connections, ‘vertical’ connec-
tivity typically introduces the threat of external access to control system networks. In 
most facilities, some form of ‘vertical’ connectivity between control systems and 
enterprise networks as well as ‘horizontal’ connectivity are used.   

 
Both the vertical and horizontal approach has its pros and cons. The recommended 
practice [12] describes the trade-offs and considerations that should be undertaken in 
the design process of the onshore control room. Thus, in the provision of remote op-
erating centers, it is common that hybrid architectures will be present. The architec-
ture is based on the IEC 62443 architecture reference model [11]. For details in the 
architecture and use-cases we refer to the IOGP Remote Control, monitoring and 
engineering architectures and security Recommended practice [12].  

4 Quo vadis- remote operation industrial control systems 

Each remotely operated facility has their own IACS (also referred to as safety and 
automation system – SAS) with functionalities for control and safety distributed be-
tween the facility itself (local) and the control center (remote). The dominant model 
for enterprise reference architecture in IACS is the Purdue Enterprise Reference Ar-
chitecture (commonly known as the Purdue Model) for control systems and network 
segregation. Once the Purdue model became the industry standard, many companies 
started using these network models for safety systems. Purdue provides a model for 
enterprise control, which end users, integrators and vendors can share in integrating 
applications at key layers in the enterprise.  Over time the industry has moved from a 
stable order informed by the Purdue model to a situation below where the network 
architecture is opening up, providing new possibilities and configurations coming 
with cloud infrastructures and IoT, but also new risks. In other words, Purdue has 
over time shifted towards an infrastructural system facilitating an evolving ecosystem. 
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