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Summary

This master’s thesis investigated the practical application of demand forecasts based

on point of sales data in dynamic lot sizing of new product launches for food manu-

facturers. Demand forecasting and production planning are particularly challenging

in regards to new products due to the high and varying demand uncertainty. Histori-

cal data is not available as a predictor of future demand, and there is high uncertainty

associated with consumer acceptance and competitive reactions. Regardless of its

complexity, production planning and accurate demand forecasting of new products

are crucially important to stay competitive in the food market. Product variety

is increasing while the average product life-cycle is decreasing. Additionally, food

products are perishable, making lot sizing decisions on when to produce and in what

quantity particularly important. Manufacturers typically use unreliable and incon-

sistent forecasting methods when estimating the demand for new products. Pipeline

fills are commonly performed, where a product is produced in excess of the antici-

pated demand to ensure product availability during the early phase of the product’s

life-cycle. A large pipeline fill increases the risk of overproduction and obsolescence

of products. Similarly, underproduction can occur if the pre-launch forecast is too

pessimistic as manufacturers are not aware of how well their products are selling

until they receive re-fill orders on the new products.

Based on the challenges above, this study investigated how to use downstream sup-

ply chain data to aid in production planning and control for food manufacturers.

Specifically, it examined how point of sales data from the retailer can be used to fa-

cilitate dynamic lot sizing of new product launches. The following research question

was introduced to guide the research:

How can demand forecasting based on point of sales data facilitate dynamic lot sizing

of new product launches?

The research question was addressed through a combination of a literature study

and a case study. Multiple forecasting methods were identified and evaluated based

on their ability to forecast point of sales data. In the case study, the forecasts from

the identified methods were used as input to a dynamic lot sizing model to create

a proposed production schedule. The costs derived from executing the proposed

production plan were compared to that of the case company to investigate the

effects on costs and service level. The results displayed a significant cost reduction,

averaging at 30%, from using our proposed methods compared to the case company’s

approach. These cost reductions were obtained while maintaining a required service

level of 97%.
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The case study findings suggest that utilization of downstream point of sales data

can reduce demand uncertainty associated with new product launches. Forecasts

of point of sales data proved a reliable indicator of the manufacturer’s demand and

can be used in a dynamic lot sizing model to aid the producer in producing closer to

the actual customer demand while minimizing waste. As a result, production and

holding costs during a product’s early life-cycle can be reduced, alongside the need

for a large pipeline fill prior to launch.
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Sammendrag

Denne masteroppgaven undersøkte den praktiske anvendelsen av etterspørselsprognoser

basert p̊a salgsdata i butikk i dynamisk lot sizing av nye produktlanseringer for

matvareprodusenter. Etterspørselsprognoser og produksjonsplanlegging er spesielt

utfordrende i forhold til nye produkter p̊a grunn av den høye og varierende et-

terspørselsusikkerheten. Historisk data er ikke tilgjengelig som en indikator for

fremtidig etterspørsel, og det er stor usikkerhet knyttet til reaksjoner fra forbrukere

og konkurrenter. Uavhengig av denne kompleksiteten er produksjonsplanlegging og

nøyaktig etterspørselsprognostisering for nye produkter avgjørende for å holde seg

konkurransedyktig i matmarkedet. Produktvariasjonen øker mens den gjennomsnit-

tlige produktlivssyklusen minker. I tillegg er matvarer bedervelige, som gjør lot

sizing avgjørelser p̊a n̊ar man produserer og i hvilken mengde spesielt viktig. Pro-

dusenter bruker ofte up̊alitelige og inkonsekvente prognosemetoder n̊ar de estimerer

etterspørselen for nye produkter. Produkter produseres vanligvis i overkant av for-

ventet etterspørsel for å sikre produkttilgjengelighet i starten av produktets livssyk-

lus. Denne overflødige produksjonen øker risikoen for overproduksjon. Underpro-

duksjon kan ogs̊a oppst̊a hvis prognosen før lansering er for pessimistisk for̊arsaket

av at produsentene ikke er klare over hvordan produktene deres selger før de mottar

nye bestillinger fra grossisten.

Basert p̊a utfordringene ovenfor, undersøkte denne studien hvordan man kan bruke

nedstrøms forsyningskjededata for å hjelpe produksjonsplanleggingen for matpro-

dusenter. Spesifikt undersøkte oppgaven hvordan salgsdata i butikk kan brukes til

å tilrettelegge for dynamisk lot sizing av nye produktlanseringer. Følgende forskn-

ingsspørsmål ble introdusert for å lede forskningen:

Hvordan kan etterspørselsprognoser basert p̊a salg i butikk legge til rette for dynamisk

lot sizing av nye produkter for matprodusenter?

Forskningsspørsmålet ble besvart gjennom en kombinasjon av en litteraturstudie og

et casestudie. Flere prognosemetoder ble identifisert og evaluert basert p̊a deres evne

til å predikere salgsdata. I casestudien ble prognosene fra de identifiserte metodene

brukt som input i en dynamisk lot sizing modell for å generere en produksjons-

plan. Kostnadene som kommer av gjennomføring av den foresl̊atte produksjonspla-

nen ble sammenlignet med kostnadene til case-selskapet for å undersøke effektene

p̊a kostnader og serviceniv̊a. Resultatene viste en betydelig kostnadsreduksjon, i

gjennomsnitt p̊a 30%, ved å bruke v̊are foresl̊atte metoder sammenlignet med case-

selskapets tilnærming. Disse kostnadsreduksjonene ble oppn̊add samtidig som et

nødvendig serviceniv̊a p̊a 97% ble opprettholdt.
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Disse funnene tyder p̊a at bruk av nedstrøms salgsdata kan redusere etterspørselsusikkerhet

knyttet til nye produktlanseringer. Prognoser for salg i butikk viste seg å være en

p̊alitelig indikator p̊a produsentens etterspørsel og kan brukes i en dynamisk lot

sizing modell for å hjelpe produsenten med å produsere nærmere den faktiske kun-

deetterspørselen. Som et resultat kan kostnadene av å produsere og lagre produkter

i løpet av et produkts tidlige livssyklus reduseres, sammen med behovet for å pro-

dusere overflødig før lansering.
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Abbreviations

ANN Artificial neural network

BOM Bill of materials

CODP Customer Order Decoupling Point
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CRP Capacity requirements planning
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Chapter 1

Introduction

1.1 Motivation

The Norwegian food supply chain is essential to provide food for the population,

and consists of many actors including suppliers, manufacturers, wholesalers, gro-

cery stores, and customers. The grocery market account for 40% of the revenue

from retail in Norway (Moen et al., 2018). In addition, the grocery market is a

highly competitive market with low marginal profits where economies of scale are

beneficial (Oslo-Economics, 2017). As a result, a characterization of the Norwegian

food supply chain is the presence of large actors at each stage, typically umbrella

organizations joining wholesalers and retailers. These integrated organizations takes

advantage of the economy of scale and increased bargaining power within the supply

chain (Wifstad et al., 2018). The highly competitive market has led manufacturers to

frequently launch new products and conduct promotional activity. NorgesGruppen,

one of Norway’s biggest wholesalers, estimates around 2000 new product launches

each year (NOU, 2011). Due to the large product variety, the major wholesalers

and retail chains have negotiation power over the smaller manufacturers in deciding

assortment, placement in stores and sales price (Draganska and Klapper, 2007).

In order to gain goodwill and bargaining power with wholesalers, food manufacturers

need to be able to supply the wholesalers and their associated grocery stores with

products in the correct quantity at the right time. The wholesalers measure the

service level of the manufacturers and use it as a bargaining tool if the service level

is below what they require. This puts pressure on the producer to ensure product

availability at all times which in turn can result in excessive production and huge

stockpiles (Oslo-Economics, 2017). There is a significant amount of food waste in

the Norwegian food supply chain as the products are perishable, estimated to have a
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cost of 20,5 billion NOK each year (Stensg̊ard and Hanssen, 2016). For that reason,

the quantity and timing of production is essential for the manufacturer to maximize

profits, increase market shares, provide fresh products and improve relationships

with wholesalers and retailers.

To ensure meeting customer demand while simultaneously minimizing waste, accu-

rate demand forecasting is crucial. Food manufacturers need to account for different

types of demand, including regular demand, seasonal demand, campaign demand,

and demand for new products. Particularly difficult is estimating the demand for

new products as historical data is not available as an indicator for future demand.

Accurate handling of new products are critical for most companies, and in 2003, 28%

of both sales and profits came from new products in the United States (Crawford and

Benedetto, 2008). Food manufacturers primarily use historical orders from whole-

salers to predict future demand (Dreyer et al., 2016). However, with no previous

order history on new products, predicting when re-fill orders will come and at what

quantity proves difficult. In an attempt to ensure a satisfactory service level during

the uncertain launch period, food manufacturers typically produce vast amounts

prior to a product launch (Shen et al., 2014). This product saturation is called a

pipeline fill and ensures that the manufacturer can provide the products when new

wholesaler orders are received. However, the pipeline fill may lead to waste because

of excessive production if the end-consumer demand significantly subceeds the antic-

ipated demand. Oppositely, inadequate production may occur if the actual demand

significantly exceeds what was forecasted. In such a case, the manufacturer will risk

getting lost sales and a poor service level. As a result, there is an industrial need

to conduct research on new product launches and the present challenges of demand

forecasting and production planning during the highly uncertain launch period.

Much research has been made on forecasting the demand for new products, par-

ticularly through the application of qualitative methods (Kahn, 2014, 2002). Re-

cent studies have also explored quantitative methods for demand forecasting of new

products, typically estimating the new product demand by how similar it is to other

previously launched products (R.M. van Steenbergen, 2020; Babu, 2018). Addition-

ally, incorporating point of sales (POS) data, showing the quantity purchased of

a given product at a given store at a given time, have been examined previously

(Dharmawardane et al., 2021; Hartzel and Wood, 2017; Småros, 2005). However,

most research is focused on using POS data for demand forecasting in the store gen-

erating the POS data. Research is, however, scarce on forecasting the demand of the

manufacturer given point of sales data from the grocery stores where its products

are selling, obtained through supply chain collaboration. Some research has mapped

the potential benefits of using downstream supply chain data in demand forecasting

2



by upstream supply chain actors (Olsen, 2021; Småros, 2005). The benefits argued

for include more accurate forecasts, increased response time, and reduced produc-

tion and inventory costs. Due to these potentially significant benefits, researching

ways of utilizing downstream supply chain data is of great importance and should

be conducted.

To examine the potential benefits of using supply chain data, like POS, the fore-

casting methods and the production planning and control system using the forecast

should be investigated simultaneously (Tiacci and Saetta, 2009). Despite the fact

that demand forecasting for new product launches is important in itself, it is not

sufficient to only evaluate the demand forecasting accuracy isolated. In fact, Xi

et al. (2012) found that the forecast accuracy is reduced without a proper link to

the inventory management which is making decisions based on the forecast. Forecast

accuracy affects the manufacturing planning and control system to a large degree.

Inaccurate forecasts can be costly for the company as overly optimistic forecasts

can lead to redundant production resulting in waste and costly inventories, while

pessimistic forecasts can lead to insufficient production resulting in lost sales and

poor service levels (Kourentzes et al., 2020). Consequently, lot sizing, which involves

determining the quantity and timing of the production to balance inventory, is of

great significance (Jans and Degraeve, 2008). Lot sizing can be done statically with

a fixed quantity and timing, or it can be done dynamically, where the quantity and

timing change depending on the period considered. The forecasted demand for new

product launches can drastically evolve over time as actual demand information be-

comes available, resulting in irregular lot sizing decisions on when and how much

to produce (Pauls-Worm et al., 2014). Accordingly, investigating how dynamic lot

sizing models perform based on forecasted demand is highly relevant. As most lot

sizing models focus on mature products, investigating lot sizing for new products is

needed (De Bodt et al., 1984).

1.2 Problem formulation

The challenges on new product launches faced by the Norwegian food supply chain

substantiates the need for research on the matter. Additionally, the scarce research

on both demand forecasting with downstream point of sales data and dynamic lot

sizing of new products shows there is a need for further research on these topics. In

particular, further examination of the two topics simultaneously is important, as lot

sizing decisions often are based on the forecasts. Investigating the use of point of

sales data in dynamic lot sizing for new product launches is therefore necessary due

3



to both scarce literature and industrial challenges.

The goal of this master thesis is to investigate the use of downstream supply chain

data in production planning and control for food manufacturers. Specifically, exam-

ination how point of sales data from retail stores can be used to facilitate dynamic

lot sizing of new product launches. Furthermore, our research investigates the ef-

fects of dynamic lot sizing, attained by utilizing POS data, on a food manufacturer’s

ability to meet customer demand and reducing production and inventory costs. In

so doing, our research aims to bridge the existing research gap on ways of utilizing

downstream supply chain data in the production planning for an upstream supply

chain actor.

1.3 Research question and objectives

Based on the problem formulation, the following research question have been for-

malized to guide the research:

Research question: How can demand forecasting based on point of sales data

facilitate dynamic lot sizing of new product launches?

The underlying goal of the master thesis is to answer the research question stated

above. In order to do so, it has been broken down into the following three key

objectives to complete:

Objective 1: Identity forecasting models suited for forecasting point of sales data

of new product launches.

The first objective is to identify some highly regarded forecasting models that can

be used to forecast based on point of sales data. To do so, a literature study is

conducted examining the most commonly used, and state of the art time-series

forecasting models. In addition, the characteristics of the data collected for the case

study is examined to investigate what forecasting models that may be particularly

suited for the data.

Objective 2: Conduct a case study to investigate the effect of dynamic lot sizing

with forecasts based on point of sales data on cost reduction and service level for

new product launches.

Once suitable forecasting methods are determined, the next objective is to conduct

a case study to investigate the effects dynamic lot sizing using forecasts from the

selected forecast methods have on cost reduction and service level for the case com-
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pany. In the case study, the current approach of the case study company is compared

to that of using forecasts based on POS data with dynamic lot sizing. The goal is to

give an example of how our suggested approach can be applied through a real-world

example.

Objective 3: Create guidelines explaining how manufacturers can use dynamic lot

sizing based on forecasts of point of sales data for new product launches.

Our final objective is to create guidelines explaining the actions required by a man-

ufacturer to implement the proposed solution used in the case study. To answer this

objective we will combine the theoretical knowledge acquired in the literature study

with the practical knowledge obtained in the case study. The final output will be

guidelines that can be followed by manufacturers in order to perform dynamic lot

sizing using forecasts based on POS data suited for the characteristics of the given

company.

1.4 Research scope

The research scope will be limited to new product launches. According to the

literature, manufacturers find it particularly challenging to estimate demand for new

product launches, and analysis of point of sales data is most beneficial for products

with a demand that is difficult to predict (R.M. van Steenbergen, 2020; Kahn, 2014).

Additionally, Olsen (2021) conducted research on the same company used in the

case study of this master’s thesis, Brynild, using the same data foundation as in this

master’s thesis, and argued for that downstream information sharing of supply chain

data is most beneficial for new products. In our research, the use of downstream

supply chain data will be limited to point of sales data from the grocery stores. Our

assumption is that utilization of POS data will yield the biggest benefits for food

manufacturers.

In this master’s thesis we investigate the use of point of sales data in short-term

demand forecasting to facilitate dynamic lot sizing. We apply forecasting methods

that are highly regarded in the literature, however, the aim is not to develop a

new forecasting method beating the existing state of the art time-series forecasting

methods. Similarly, we apply a dynamic lot sizing model, but we do not attempt to

create an improved lot sizing model. Instead, our research examines the utilization

of forecasts based on POS data in a dynamic lot sizing model to facilitate dynamic

lot sizing of new products for food manufacturers.
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As we only examine new product launches we are required to determine the length of

the launch period, meaning the number of days after product launch where the prod-

uct can be considered new. Some studies suggests that the launch period can range

from 2-12 months depending on the characteristics of the products sold (Schoen-

herr and Swink, 2015; Soni and Cohen, 2004). In our previous work with the case

company, Brynild, the length of the launch period was set as the average number of

days it took for the demand to stabilize (Flaarønning and Løvhaugen, 2021). The

time it took for the products demand to stabilize was on average about 6 months.

In this study we have chosen the same length of the launch period, meaning we will

only investigate improving forecasting and production planning during the first 182

days after the product’s launch date.

1.5 Report outline

The motivation and problem formulation has been presented in this chapter, re-

sulting in a research question with three research objectives and a clear research

scope. The next chapter presents the research methodology used to answer the re-

search question in addition to justifications for the selected methods. Following is

the ”Theoretical Background” chapter, presenting relevant theory on Manufacturing

Planning and Control, lot sizing, demand forecasting, and information sharing based

on literature study findings. Further, the chapter ”Empirical Background” describes

the Norwegian food supply chain, including its characteristics, common methods of

demand forecasting, and the current state of information sharing within the supply

chain. In the chapter ”Case Study”, the case company Brynild and its supply chain

are presented. Additionally, the chapter explains the details regarding the quanti-

tative analysis and model development performed during the research. Afterwards,

the case study results are presented followed by a discussion of the findings. Next

is the ”Discussion” chapter where we discuss the findings in relation to the research

question, and argue for the usefulness of the methods used in our research for manu-

facturers in general. The emphasis lies on interpretation of the findings, limitations

and weaknesses of the study, and potential for further research. Finally, the last

chapter presents the conclusion drawn from the conducted research.
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Chapter 2

Methodology

The research methodology for the master’s thesis is presented in this chapter. Kothari

(2004) defines research methodology as a methodical approach to solving a research

problem, and research methods as the tools researchers employ to conduct research.

Furthermore, an essential part of the research methodology involves explaining how

and why the selected methods are employed to address the research topic (Kothari,

2004). Based on the characteristics of the methods, qualitative and quantitative

research methods can be distinguished. Quantitative methods focus on analyzing

numerical data with the use of mathematical and statistical tools (Croom, 2008).

Qualitative methods use non-numerical data for understanding concepts and expe-

riences with perception, interpretation, and constructivism (Croom, 2008). A liter-

ature review and a case study are chosen as research methods to answer the research

question stated in Section 1.3. The following sections will present the methods and

the justification for why they are selected, establishing the research methodology.

2.1 Literature study

A literature study was selected as a research method. According to Croom (2008), a

literature study is used to get an overview of the current research on relevant topics

and a deep understanding of state-of-the-art solutions. It is a fundamental part of

research to make sure that the research is contributional (Snyder, 2019). Further,

the literature study helps to narrow the scope of the research to focus on the existing

research gap (Karlsson, 2010).

Therefore, the literature study was carried out to gain insights into previous litera-

ture on relevant topics and to identify a research opportunity. More specifically, a
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literature study was required for this research in order to acquire insight into food

supply chains and challenges regarding new product launches. The literature study

used to get knowledge on production planning and control in order to understand

the case company, their data, and the challenges they face. Further, research on

lot sizing problems and forecasting methods was necessary to study in order to un-

derstand current solutions and to apply them in the case study. In addition, the

most recent research on information sharing and utilization of point of sales data

was examined to determine the state-of-the-art. The literature study is therefore

used to answer research objective 1, to develop the research within the case study,

and form the theoretical foundation for research objective 3.

The first step in the literature study process was to find relevant research papers

and articles relevant to our research. Initially, a random search approach was used,

not relying on scientific research databases. Instead, Google Search was utilized to

capture the overall picture of the food industry, including essential actors, common

practices, and challenges. Additionally, we were recommended certain publications

from people who have conducted research on similar topics within the Norwegian

food supply chain at the institute. Simultaneously, several academic textbooks on

operation management and production planning were used to acquire knowledge on

these topics.

With a broader understanding of the research topic, building block search was the

following search strategy used. The initial step resulted in a list containing terms

and phrases commonly used in the food supply chain, production planning, forecast-

ing, and information sharing. The terms and phrases from the list were then joined

with boolean operators into blocks and used to search in academic databases, mainly

Scopus, Google Scholar, and Oria. The block searches resulted in a significant num-

ber of papers. The title and keywords were the first to be reviewed in order to filter

out irrelevant articles from the large number of total papers. Secondly, the abstract

and conclusion were read to ensure the article’s relevance further. Simultaneously,

as the papers were checked for relevance, the articles were assessed for quality to

ensure that the research was reliable. In order to determine the quality of the paper,

the authors, publisher, amount of citations, time since publication, language, and

peer-reviewing were examined. The number of citations was weighted less if the

paper was recently written, as the paper could still have adequate quality (Croom,

2008). The article was skimmed or read in its entirety, and a short review was

produced if the article seemed relevant and passed the initial quality evaluation.

Additionally, during the building block search, cited reference search and citation

search strategies were utilized to find similar papers of relevant articles. The two
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search strategies involve examining the papers referencing or citing the selected

article. These methods effectively find relevant papers that might have used different

terminologies or approaches. Furthermore, because cited papers are older and citing

publications are newer, combining them can indicate how the research has evolved

through time. These papers were also reviewed, and quality checked as described

above. Moreover, new topics or terms acquired from these articles further updated

the building blocks search, making the process iterative.

2.2 Case study

Yin (2009) describes the case study research method as the following: ”... the case

study is used in many situations, to contribute to our knowledge of individual, group,

organizational, social, political and related phenomena”. According to Voss et al.

(2002), the case study is a frequently used method within operations management

that has provided important research using data from case companies. A case study

can use both qualitative and quantitative data to conduct theory but also test it in

practice (Croom, 2008). Understanding the phenomenon studied should be the goal

of the case study, in addition to support validation of the case results (Meredith,

1998).

To answer the research question in this master’s thesis, a case study of Brynild was

conducted, utilizing both quantitative and qualitative data. The case study was

done to develop and test the theory with actual data from a real company as it

provides rich and detailed data. Research objective 2 is directly answered from the

case study. In addition, the case study provides practical insights into answering

research objective 3.

Data from the case company Brynild was captured and collected in multiple ways, in-

cluding both quantitative and qualitative data. It should be noted that this master’s

thesis is a continuation of the specialization project of Flaarønning and Løvhaugen

(2021). Flaarønning and Løvhaugen (2021) conducted a case study of Brynild with

the same data foundation used in this master’s thesis. Therefore, some of the data

collection presented bellow will be the same.

2.2.1 Qualitative data collection

Qualitative data has been collected to understand the production planning and

control system at Brynild. In addition, the qualitative data were gathered to provide
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a better insight into the Norwegian food supply chain. The qualitative data has

been necessary to ensure that the research is relevant for the case company and the

industry in general. Furthermore, the qualitative data is used to make assumptions

and set boundaries for the quantitative analysis. The qualitative data were collected

in the following ways:

Physical and digital meetings

Multiple digital meetings with Brynild were held over the fall of 2021. The par-

ticipants were mainly Haris Jasarevic (Project Manager Digitization/Automation

Factory) and Mathias Holm (Supply Chain Director). Digital meetings with Eirik

Bl̊a (Senior Production Planner) and a physical meeting at NTNU with Mathias

Holm (Supply Chain Director) were held during the spring of 2022. From these

meetings, qualitative data on the case company and relevant aspects of the research

was provided. The participants shared information on the research topic from their

point of view in attrition to insights on Brynild. These meetings can be classified

as informal interviews as they did not follow a specific structure with an interview

protocol. Notes were taken from each meeting and used as a reference for later.

Discussion about what quantitative data Brynild had available was the main topic

in several meetings. Through these meetings, we mapped what data Brynild had

collected from the supply chain over the past years and how complementary the

data was for each participant in the supply chain. This was an essential part of the

research to make sure that the data collected was able to provide us with insights

into the research topic. In addition, we were informed about how Brynild has used

this data to date.

Emails

Furthermore, several email exchanges with Brynild took place during the fall of 2021

and spring of 2022, where supplementary questions, clarifications, and assumptions

were discussed. The emails were mostly exchanged with Mathias Holm (Supply

Chain Director), but some also with Haris Jasarevic (Project Manager Digitiza-

tion/Automation Factory) and Eirik Bl̊a (Senior Production Planner).

Company visit

A company visit to Brynild was done on 29.10.2021 to better understand the plan-

ning and production processes of Brynild. At the factory, we got a tour where the
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sugar and nuts production was shown and explained in detail. In addition to the

tour, we had meetings with Haris Jasarevic (Project Manager Digitization/Automa-

tion Factory) and Mathias Holm (Supply Chain Director) to discuss the use of point

of sales data and what data was available. During this meeting, Elisabeth Tegneby

(Key Account/Business manager) held a short presentation on how Brynild pre-

viously had used point of sales data when a new variety of nuts were released in

2020.

Documents

Documents have been collected and studied to gain knowledge about the case com-

pany Brynild. A presentation about Brynild in the course TPK4100 - Operations

Management at NTNU has been used to gain a general understanding of the com-

pany. Additionally, the document ”As-is planning and control of sugar molding at

Brynild”, a short-term project between NTNU and Brynild, was used to understand

Brynild’s way of performing production planning and control.

2.2.2 Quantitative data collection

The quantitative data collection was done with the help of Haris Jasarevic (Project

Manager Digitization/Automation Factory) on two occasions. Haris first supplied

us with data of Brynild’s customers, products, and sales. He also provided data from

the Tradesolution platform, containing information about NorgesGruppen stores and

sales from ASKO to the stores of NorgesGruppen. In addition, Haris shared point

of sales data Brynild had acquired from NorgesGruppen. This data was received

by a SharePoint link sent in an email on October 29th 2021, and also used in the

work of Flaarønning and Løvhaugen (2021). Then, on March 31th, Haris granted

us access to Brynild’s production data, as well as customer orders and sales history,

through a SharePoint link. The same day, Eirik Bl̊a (Senior Production Planner)

sent us an email containing a file with production information for sugar products.

Tables 2.1, 2.2 and 2.3 shows an overview of the quantitative data collected from

Brynild’s supply chain. The tables show the dataset received, the number of rows

and columns in the dataset, and a short description of what the dataset contains.

As can be seen from the tables, a huge amount of data was collected. Dataset 6*,

7*, and 8* were collected during the spring of 2022, while the rest was acquired in

the work of Flaarønning and Løvhaugen (2021).
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Dataset # rows # columns Description
1 7963 11 Brynild’s customers
2 10636 35 Detailed data on Brynild’s customers
3 8580 92 Brynild’s products
4 454622 20 Brynild’s sales to wholesalers from 2013-2021
5 553672 21 Brynild’s sales to wholesalers for all sale so-

lutions from 2013-2021
6* 217057 11 Brynild’s production output from 2015-2021
7* 185518 10 Orders and deliveries to all of Brynild’s cus-

tomers from 2016-2022
8* 27 40 Production information of sugar products

Table 2.1: Data from Brynild

Dataset # rows # columns Description
9 18 3 NorgesGruppen’s store profiles
10 5071 38 NorgesGruppen’s stores
11 10967804 13 Sales from ASKO to NorgesGruppen stores

for all sale solutions
12 10631098 22 Sales from ASKO to NorgesGruppen stores

Table 2.2: Data from Tradesolution

Dataset # rows # columns Description
13 19649364 7 Inventory level for Brynild’s products at

NorgesGruppen stores from 2015-2020
14 45188348 8 Point of sales for Brynild’s products in

NorgesGruppen stores from 2015-2020

Table 2.3: Data from NorgesGruppen

2.2.3 Validation of case data

The data from Brynild, shown in Table 2.1, is data that Brynild has gathered and

stored by themselves, either manually or from the ERP system. Brynild always has

access to this data, and other manufacturers usually have similar data. However,
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historical data on forecasts and forecast accuracy was not able to be acquired in the

case study. Additionally, the production data only displayed the output for finished

products and not intermediates.

The data from Tradesolution, shown in Table 2.2, is gathered by Brynild through

the Tradesoultion platform. Tradesolution is a company that is owned by the major

actors in grocery retail in Norway, like NorgesGruppen, COOP, REMA 1000, in ad-

dition to an interest organization called Dagligvareleverandørenes Forening (DLF,

n.d.). Tradesolution maintains the electronic product database where all products

sold in Norwegian grocery stores must be registered (Dulsrud and Alfnes, 2015).

Furthermore, Tradesolution stores information on retail stores and sales from whole-

salers to retailers (Tradesolution, n.d.). Data from Tradesolution should therefore

be accessible for Brynild in the future and for other food manufacturers in Norway.

The point of sales data represented in Table 2.3 is acquired by Brynild from Norges-

Gruppen. The reason NorgesGruppen shared the point of sales data with Brynild

was mainly for research purposes through a shared research project, Digimat. Al-

though, NorgesGruppen also shared point of sales data with Brynild when ”pick

and mix” nuts were replaced by new prefilled cups of nuts in 2020. Only POS data

from NorgesGruppen was collected for this master’s thesis and gave information for

only one of Brynild’s primary customers. At the time of collection, Brynild stated

that they had purchased POS data from REMA 1000, but the data was not ready

for usage yet. The POS data of REMA 1000 is stored at Tradesolution. Further-

more, Brynild had limited access to POS data from COOP, mainly downloads from

a business intelligence system. Accordingly, Brynild does not have access to POS

data from all retail chains on a regular basis. However, as can be seen for Brynild,

there has been a development with increased sharing of supply chain data. Brynild

and other manufacturers within the food supply chain may have POS data available

if the development continues, at least for some customers.

2.2.4 Quantitative data analysis

All the data collected was received as either Excel files or CSV files. To be able to

use the data effectively, the first step of the analysis was creating an SQL database

with SQLite3 (Hipp, 2020). The database was created by inserting each Each Excel

or CSV file into the database.

The analysis was performed using the programming language Python in Google Co-

laboratory, allowing the Python code to be run in the cloud (Van Rossum and Drake,
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2009; Google Colab, n.d.). Data from the SQLite3 database was extracted by SQL

queries and stored in Pandas dataframes, a Python data analysis and manipulation

tool (Pandas, 2020). The data was cleaned and transformed, and some data had

to be calculated from other data. The main part of the case study was the model

development which is elaborated in detail in section 5.4. The forecasting meth-

ods have been implemented with Statsmodels and Tensorflow (Abadi et al., 2015;

Seabold and Perktold, 2010). The lot sizing models were developed with Gurobi

and solved with the Gurobi Optimizer, a mathematical optimization solver (Gurobi

Optimization, LLC, 2022). Some of the results in the case study are visualized as

graphs with Plotly, an open source graphing library for Python (Inc., 2015).

2.3 Research overview

An overview of the conducted research is illustrated in Figure 2.1. The literature

study was used to answer the research question directly but was also necessary to de-

velop the quantitative data analysis of the case study. The case study answered the

research question through both qualitative and quantitative data collection in addi-

tion to analysis of the quantitative data. Qualitative data collection was essential

to guide the quantitative data analysis with data from the case company.

Figure 2.1: Overview of the research
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Chapter 3

Theoretical Background

This chapter presents the theoretical background based on the literature study.

Manufacturing planning and control is first introduced, before lot sizing is furhter

elaborated. Then theory on demand forecasting is presented, followed by a section

on information sharing in supply chains.

3.1 Manufacturing Planning and Control

3.1.1 Introduction and overview

Jacobs et al. (2011) describes manufacturing planning and control (MPC) as a sys-

tem that is concerned with planning and controlling all aspects of manufacturing.

The authors further describe that this includes managing material, scheduling ma-

chines and people in addition to coordinating suppliers and key customers. An

essential part of the MPC system is that the activities develop over time due to

market and strategy changes. Effectively responding to the changes is a key to suc-

ceed in any production company, according to Jacobs et al. (2011). MPC is also

referred to as production planning and control (PPC) and will be used interchange-

ably. According to Slack et al. (2019), PPC is concerned with: ”... the activities

that attempt to reconcile the demands of the market and the ability of the opera-

tion’s resources to deliver. It provides the systems, procedures, and decisions which

bring different aspects of supply and demand together”. Manufacturing planning

and control is a way to manage resources to meet the demand, which is especially

needed with increasingly higher customer demand and expectations in a competi-

tive climate (Stevenson et al., 2005). Typical functions within MPC are planning
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material requirements, demand management, capacity planning, and the scheduling

and sequencing of jobs (Stevenson et al., 2005).

This chapter introduces theory on MPC based on the manufacturing planning and

control system framework developed by Jacobs et al. (2011). Figure 3.1 shows a

simplified overview of the MPC system. The figure shows that the MPC system

can be divided into three phases. Moreover, the figure displays the use of enterprise

resource planning (ERP) systems in all parts, which are typically used in an MPC

system today. This paper will focus on the long term and medium term of the MPC

system.

Figure 3.1: Manufacturing Planning and Control System. The figure is collected
from Jacobs et al. (2011).

3.1.2 Planning and Control

Planning and control are an essential part of MPC, and it is important to understand

the differences between them. Slack et al. (2019) defines planning as formalizing

what is going to happen in the future. Within production, planning is the over-

all decisions that are made on how to use current resources, determine the future

resources needed, and acquire new resources (Sanders, 2012). As all information

about the future is not available in the present, the plans are driven by a forecast.
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Planning is the process of choosing the right actions based on a forecast (Sanders,

2012).

Control is cornered with monitoring and handling deviations from the initial plans

(Slack et al., 2019). Plans are based on forecasts and assumptions that can change

throughout the planning period. Assumptions can be machine up time, order deliv-

ery from suppliers, and available resources like capital. Therefore, control is needed

so the producer can react and make changes if forecast accuracy is low or the as-

sumptions are wrong. In fact, Nahmias and Cheng (2009) argues that forecasts

usually are wrong, showing the great need for control when the plans are based on

forecasts. Disruptions can always happen in a supply chain, so there are no guaran-

tees that the plans will be successful. However, better plans can be made with more

intelligent and accurate forecasts (Jacobs et al., 2011). According to Sanders (2012)

the time from awareness of an unforeseen impending event until the need to make

a response has become shorter over the last years, emphasizing that forecasting,

planning, and control are even more critical today.

Planning and control are complementary tasks that are very related. The time

horizon is the key factor in deciding their balance. The planning and control activ-

ities can be organized hierarchically based on the time until the event that is being

planned for (Bonney, 2000). Slack et al. (2019) and Jacobs et al. (2011) categorize

the activities of planning and control by long-term, medium-term and short-term.

Figure 3.2 shows the significance of planning and control and how they change over

a time horizon. In the long-term, planning is the most important, but the need for

control increases closer to the end of the planning horizon (Slack et al., 2019).

The MPC system in the long-term considers strategic decisions on what to make,

what resources the company need, and what objectives the company want to achieve

(Slack et al., 2019). These plans are less detailed, focusing on volume estimations

and financial targets, and there is little use of control principles. Moreover, in the

long-term, the MPC system should provide information on the overall capacity and

resources needed to evaluate if the market’s future demand can be met with the

current capacity (Jacobs et al., 2011). Aggregated forecasted demand is often used

to determine aggregated resource requirements.

The planning gets more detailed in the medium-term perspective, where in addition

to the product volume, the product mix is of focus (Jacobs et al., 2011). The

forecasted demand gets more disaggregated to match the supply with the demand

in terms of both volume and mix. Therefore, the focal point is to provide the

exact production materials and the required capacity so customer needs can be met.
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Figure 3.2: Significance of planning and control over different time horizons. The
figure is collected from Slack et al. (2019).
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Jacobs et al. (2011) further elaborates that the right level of raw material, work

in progress, and inventory of finished goods and their timing is essential. In the

medium-term, deviations from the plans can occur, and reserve resources can be

built up to control the variations to make the planning and control in the short-

term easier (Slack et al., 2019). As a result, the planning and control are more

balanced in this stage.

In the short term, it is harder to make significant changes as the extent of resources

has already been planned for (Slack et al., 2019). On the other hand, detailed

scheduling of the available resources like time, material, and equipment is required

to face the production requirements (Jacobs et al., 2011). The forecasted demand is

here totally disaggregated, or the actual orders are used if available. It is essential

to measure the manufacturing performance and use of resources to control the exe-

cution of the plans (Jacobs et al., 2011). The information must be shared between

managers, customers, and suppliers as changes can happen rapidly. Thus, PPC is

more focused on controlling rather than planning in the short term.

3.1.3 Product process types and production environments

The manufacturing planning and control system is often designed based on factors

like the volume and variety of the production output and the influence customers

can have on the final products (Chapman, 2006). Olhager and Wikner (2000) states

that it is necessary to understand the environment in terms of customers, markets,

and production processes to organize an efficient MPC system. In this section,

product process types that correlate with volume-variety characteristics are briefly

introduced before production environments are explained.

Project process

In a project process, the output is often a one-of-a-kind product (Chapman, 2006).

The product is highly customized, and the product takes a long time to finish as

the process is complex (Slack et al., 2019). The project process has typically very

low volume and wide variety (Slack et al., 2019).

Job shop process

Job shop processes are usually flexible where the equipment is general and can be

used for multiple purposes (Chapman, 2006). The workers tend to be highly skilled
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in producing customer-specific products. The product variety is therefore wide, and

the volume is low (Slack et al., 2019). Job shop processes can be complex, and each

product shares resources with other products (Slack et al., 2019).

Batch process

The batch process produces multiple products within a period and is one of the

most common processes in the world today (Chapman, 2006). Batch processing

can produce several items during a period before the setup is changed and another

batch of a similar product is made. As a consequence, the product volume and

variety in a batch process can differ widely (Slack et al., 2019). The equipment is

often more specialized compared to a job shop process and requires a less skilled

workforce (Chapman, 2006). However, similar worker skills and machines are often

grouped together, making the product move through different specified areas during

the process. A batch process can be quite similar to a job shop process, especially

if the batch size is small, but the variety is lower in the batch process (Slack et al.,

2019).

Repetitive flow process

The repetitive flow process produces products in high volume with a narrow variety,

usually highly standardized products (Slack et al., 2019). This type of process is

sometimes referred to as a mass process. The equipment is often specialized and

requires little labor, making the fixed cost lower due to the high volume (Chapman,

2006). As a result, the product price is often low and competitive.

Continuous flow process

A continuous flow process is on the far end of production processes types where

specialized equipment and a low labor force are needed (Chapman, 2006). The

product volume is very high with very low variety, and the products are produced

in an endless flow (Slack et al., 2019).

Figure 3.3 summaries the manufacturing process and the volume-variety charac-

teristics. The five process types introduced here are the most common but note

that there can be hybrid processes that combine these common processes (Chap-

man, 2006). This could be the case in the food industry, where some products are
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produced in a repetitive flow process before the packaging is done in a batch process.

Figure 3.3: Different process types imply different volume–variety characteristics for
the process. The figure is collected from Slack et al. (2019).

In addition to the process type, the production environment highly dictates the

planning and control needed for a company (Chapman, 2006). The production

environment can be classified by where the Customer Order Decoupling Point is

located (Jacobs et al., 2011). Olhager (2003) defines the Customer Order Decoupling

Point (CODP) as the location of where a specific customer order interacts with the

value chain to the manufacturer of the product. The CODP shows how much the

customer can influence the final design of the product (Chapman, 2006). As a result,

production that is happening before the CODP is based on forecasts and plans, while

customer orders are used in the production after the CODP. Therefore, the CODP is

the point where the demand changes from independent to dependent (Jacobs et al.,

2011). In some cases, the term Order Penetration Point is used. With the use of

the CODP, Olhager (2003) and Jacobs et al. (2011) have defined four production

environment as shown in Figure 3.4. Make-to-Stock will be presented here as the is

most common environment within food manufacturing.

Make-to-Stock

Jacobs et al. (2011) describes the make-to-stock (MTS) environment as an environ-

ment where the CODP is located in the finished goods inventory. The products are
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Figure 3.4: CODP for production environments. The dotted lines depict the
forecast-driven production activities, whereas the straight lines depict customer-
order-driven activities. The figure is collected from Olhager (2003).

completely made and stocked in a finished goods inventory. Customers only con-

sider whether or not to buy the product, and the service level relies on whether the

product is in stock or not. The production plans are entirely based on forecasted

demand. Therefore, the plans must include in what quantity and at what time the

finished goods inventory stock is replenished. Demand management in an MTS en-

vironment is focused on the finished goods inventory and the activities connected

to replenishing the stock. Chapman (2006) describes the primary focus in an MTS

environment to be forecasting, inventory, and safety stock policies. The challenge

is to balance inventory and customer service levels. As to say, there is a trade-off

between increasing inventory cost and service level. Since the manufacturing plans

are based on forecasted demand, the forecast accuracy should be monitored so cor-

rective actions can be made in time. A more optimal trade-off can be made with

more accurate forecasts and insights on customer demand.

Additionally, many MTS companies use multiple warehouses and distribution cen-

ters to accomplish the desired service level. The forecasting and master scheduling

is commonly done at the finished item level, where the master production schedule

can be seen as the inventory replenishment schedule (Chapman, 2006). He further

states that the most common methods to influence demand are pricing, advertising,

and promotions. The communication with the customer is often shallow, except for

cases with back-ordering. The customer receives the products within a short period,

primarily instantaneously. Batch, repetitive flow, and continuous flow process are

mainly present in an MTS environment Chapman (2006). The MTS production

environment is very commonly used within the food production industry.

3.1.4 Demand Management

There is a need for managing demand as most markets are changing over time.

Demand management is concerned with activities like estimating the demand, con-
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verting customer orders to delivery dates, and balancing supply and demand (Jacobs

et al., 2011). The customers and the market is in focus where information to consider

demand management is gathered through demand planning, customer orders, and

product requirements (Jacobs et al., 2011). Chapman (2006) explains four major

aspects of demand management presented here.

The first aspect is prediction, where forecasting the customer demand is essential.

Forecasts are not always correct, and demand management is needed to anticipate

how correct the forecasts are and how the incorrect information is handled. Jacobs

et al. (2011) argue that this is one of the reasons there is a clear distinction be-

tween forecasts and plans. The authors explain that forecasts are estimates, and

the plans are made on these estimates. Further, plans and forecasts can differ de-

pending on multiple factors. Nevertheless, the plans based on the forecasts are fully

controlled, whereas the demand is not. The MPC system should provide plans that

are executable with clear instructions. Furthermore, the control function should

make new plans when conditions within the system change. Uncertainty in demand

makes MPC and demand management more complex, and inaccuracies in the fore-

casts can lead to excess inventories or lost sales (Lawrence et al., 2000; Slack et al.,

2019) . However, Chapman (2006) presents the following methods of coping with

uncertainties in the demand and forecast errors.

1. Communication. More communication with the customers to be able to

understand the demand patterns faster and more accurately.

2. Influence. If forecasts and available resources differ, there is a decision to be

made whether to change the resources or to use marketing tools to influence

the demand.

3. Lead time reduction. The further into the future the forecast is made for,

the more inaccurate it will be. With a lead time reduction, the forecasting

error and the need for further demand management can be reduced.

4. Production flexibility. With high production flexibility, the unexpected

demand can be more rapidly met with production changes. This method is

closely connected to lead time reduction, as the process setup influences both.

5. S&OP and the master schedule. The sales and operations plan(S&OP)

and the master production schedule (MPS) are higher-level plans that are

often made with the desired customer service level, inventory policy, and more

in mind. These plans can greatly impact the ability to handle unexpected

demand.
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6. Safety stock or MPS overplanning. With a safety stock or MPS over-

planning, the forecasted errors can be reduced when the forecasted quantity

is too low. However, if the forecasted quantity is too high, there is a risk of

overproduction and obsolescence of products.

Communication is the second aspect of demand management. Good communication

with customers is especially important. The communication can be order entries,

order delivery promises, or customer service.

The third major aspect of demand management is influence and is one of the key

tasks of the sales and marketing department. When a forecast of future customer

demand has resulted in a plan, the company can decide to influence the demand

to better utilize resources within the company and to better match supply with

demand. Companies can influence the demand for their products in various ways.

With campaigns, advertisements, price changes, and more, the customer’s behavior

and perception of the products can be changed (Sanders, 2012). Demand man-

agement can have an impact on production plans, and as a result, the plans need

controlling accordingly (Sanders, 2012). However, when influencing the demand, the

sales and marketing department should have a close connection to the production

department, so opportunities and constraints are understood (Chapman, 2006).

Prioritization and allocation is the last major aspect presented by Chapman (2006).

New orders that are entered should be prioritized according to all other orders,

and this is often done continually where resources are allocated accordingly. Clear

guidelines and rules should be present to ensure that the resources and priorities are

best suited for the company.

Chapman (2006) further describes two important reasons why demand management

is crucial for planning and control. The first reason is that some demand comes from

internal sources. The second is that marketing and sales are more flexible and can

change plans faster than production plans can be changed. The first reason is also

explained by Jacobs et al. (2011), where they also argue why the distinction between

forecasts and plans is essential. The demand patterns and the company’s response

to the demand can be quite different. The decision to buy a product lies with the

customer, independent of each separate customer. The aggregated demand for a

product is made up of multiple customers and is hence independent to the company

(Waters, 2008). The company can influence the decision with demand management,

but the customer’s demand is independent. The independent demand thus needs

planning and control for forecasting and responding if the forecast is not matched

(Slack et al., 2019). On the other hand, parts for planned products are said to be
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dependent, and the amount can be calculated with relative certainty (Slack et al.,

2019). Similarly, products with known customer orders are perceived as dependent

demand. To determine the demand from all sources is also an essential part of

demand management, where the demand can come from inventory build-up for

promotions, spare parts, new products, and inventory changes (Jacobs et al., 2011).

Considering all this demand is necessary to create realistic manufacturing planning

and control plans.

3.1.5 Sales and Operations Planning

Sales and Operations Planning (S&OP) is focused on creating low detailed plans

that align resources with strategical plans of the company (Chapman, 2006). This

requires coordination of several fundamental functions within the company like op-

erations, marketing, financial, and human resources, which can be a challenging

task (Grimson and Pyke, 2007). An example is releasing a new product in the

market, where manufacturing capacity, promotional marketing plans, financial re-

sources, and capital need coordination so pipeline inventory can be built up. As a

result, planning of inventory levels, cash flow, human resources, production outputs,

capacity planning, and sales and marketing activities are decisions that need to be

established in S&OP (Chapman, 2006).

The key objectives are to create a sales plan and an operations (production/manu-

facturing) plan that represents management’s handle on the business (Jacobs et al.,

2011). The length of S&OP plans depends on how long time the company needs to

secure resources if estimates show that it is needed, which often is months or years

(Chapman, 2006). Jacobs et al. (2011) further states that within manufacturing

planning and control, S&OP is likely the least understood aspect, but the benefits

of a good S&OP plan are significant. Tavares Thomé et al. (2012) states that S&OP

has two purposes, firstly balancing the supply and demand, and secondly, linking

operational plans and strategic plans. The role of S&OP is to have a process that

creates a balance between demand and supply, in addition, to giving early warnings

when they differ (Jacobs et al., 2011). According to Olhager et al. (2001), at the

S&OP level, the production plan is based on the sales plan, which again is based

on forecasted demand. The authors further explain that any differences between

the operations and sales plans will result in a complementary inventory or backlog

plan. It will be an inventory plan in an MTS environment and a backlog plan for an

MTO environment. The operations plan can differ from the forecast of aggregated

demand, as the operations plan is planned production based on strategic decisions
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(Jacobs et al., 2011).

Another fundamental part of S&OP is the volume and mix of products, which has to

be treated differently in the MPC system (Jacobs et al., 2011). Volume means how

much to produce, and it considers production rates within product families usually

stated in aggregated units. The product mix focuses on more detailed decisions

for individual products, like what quantity to make and the sequence. However,

Olhager and Rudberg (2002) explains S&OP as mostly volume planning. Jacobs

et al. (2011) explain that S&OP is focusing on the big picture, which is matching

supply and demand in terms of volume before details of MPC are considered. The

mix will then be easier to manage when the volume is planned effectively. Chapman

(2006) explains that the aggregation in the volume is essential because forecasts

are usually more accurate in terms of aggregation. It is further discussed about

the aggregation of time in buckets (weeks, months, or years) and the level of detail

in the planning. Aggregation should be done to the degree that allows for easier

planning of resources without losing valuable information.

A sales and operations planning process can be divided into five steps (Grimson and

Pyke, 2007). The process involves considering changes in the sales plan, operations

plan, and the inventory (Jacobs et al., 2011). The five steps could be done monthly

where Jacobs et al. (2011) describes the steps as follows:

1. Sales forecasting

2. Demand planning

3. Supply planning

4. Pre-SOP meeting.

5. Executive SOP Meeting

3.1.6 Master Production Schedule

The master production scheduling (MPS) system states what end products are going

to be produced in addition to the quantity and timing of the production (Slack et al.,

2019). Chapman (2006) explains that MPS is the next logical step after S&OP as

the MPS uses the resources that were planned in S&OP. He elaborates further that

the MPS is more detailed and planned in terms of end products for a shorter time

horizon. The S&OP is, on the contrary, less detailed, often using product families

over a longer horizon. The relationship is that the capacity constraints developed
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in the S&OP work as boundaries in the MPS (Chapman, 2006). From S&OP,

resources are planned based on aggregated forecasted demand, often without any

customer orders. Therefore, MPS, in addition to using forecasted demand, uses

actual customer orders when available (Chapman, 2006). All sources of demand

should be included, like spare parts and internal promises. It is also worth noting

that the demand forecast methods usually differ in S&OP and MPS. The demand

forecasts in MPS are generally made from time series and qualitative methods,

whereas casual methods often are used for the long-term aggregated forecasts in

S&OP (Chapman, 2006). In addition to forecasted demand and actual orders, the

MPS considers the cost of production and capacity limitations (Jacobs et al., 2011).

The MPS can be seen as a disaggregation of the S&OP, and more specific resource

and capacity plans are thus needed. As a result, planning and utilization of equip-

ment and labor are done with a base in the MPS (Slack et al., 2019). In an MTS

environment, the MPS states the production quantity and timing of end products

(Jacobs et al., 2011). The MPS can be seen as a final assembly schedule (FAS), work-

ing as a replenishment schedule of the finished goods inventory (Chapman, 2006).

The master schedule makes use of the projected available balance to schedule the

production (Jacobs et al., 2011). The projected available balance is calculated by

adding the previous balance with the scheduled production quantity before subtract-

ing the forecasted demand. The scheduled production quantity is called the lot size,

and it represents the number of units made in a batch (Jacobs et al., 2011). Lot

sizing decisions often involve a trade-off between inventory holding costs and setup

costs (or order costs), making the quantity and timing of the production essential

for minimizing the total costs (Chapman, 2006). Other factors like available storage

and risk of obsolescence can influence the lot sizing decisions. Further theory on lot

sizing is given in section 3.2, as it is a focal point in this master’s thesis.

Many production approaches can be used to meet the demand. Chapman (2006)

describes three common planning strategies that are used, namely level, chase, and

a combination. With a level planning approach, resources are set to a level while

the demand fluctuates. This approach gives a stable production environment, but

building inventories are necessary if the demand cannot be influenced not to fluctu-

ate. With the second approach, chase, resources are continuously changed to meet

the fluctuating demand. A chase strategy is used if the demand is hard to influence

and the resources are easily changeable. The chase strategy is often used with low

volume and highly customized products, whereas the level strategy is used for high

volumes and standard products (Olhager and Selldin, 2007). The last strategy is

combination, and a mix of level and chase is used. The combination is the most

used approach so companies can alter demand and resources to maximize their per-
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formance. Safety stocks are often used, especially with the level or combination

strategies. The safety stock works as a buffer for the schedule against uncertainty

in demand, like forecast errors and backlogging of orders (Jacobs et al., 2011).

Chapman (2006) describes two common time fences used in the MPS planning, the

planning time fence, and the demand time fence. The planning time fence is the

time horizon currently being planned for. In the demand time face, only customer

orders are used in the MPS, often in the first weeks of the planning horizon, as it is

believed that customer orders matter more than the forecast in the short term. An

essential point in the MPS is that the planning horizon should be longer than the

cumulative lead time for the products being scheduled (Chapman, 2006). According

to Stevenson et al. (2014) is the time horizon typically six to eight weeks. If new

information is acquired during the planning horizon, changes in the MPS might be

required to improve performance (Jacobs et al., 2011). However, many changes can

be costly and reduce productivity. On the other hand, increased inventory and poor

service levels can result from too few changes in the MPS. Changes in the MPS

can cause ripple effects as a change in the plan impacts many components of the

products. This effect is called nervousness, and safety stocks can reduce the impact

(Chapman, 2006). Furthermore, it is more challenging to make changes in the MPS

in the demand fence, so it is often looked at as frozen. A frozen time horizon means

that no changes are possible (Jacobs et al., 2011). The MPS is increasingly flexible

to changes further ahead in the planning horizon.

Additionally, Chapman (2006) explains that the MPS is usually implemented with

a rolling horizon, where the current period is deleted before a new period is added at

the end of the planning horizon. This implies that the planning horizon always has

the same length, and all new information should be incorporated when the period

is rolled forward (Chapman, 2006). New information can include inventory status,

updated forecasts, and customer orders. The material requirements planning system

will be driven by the MPS after it has been developed (Yeung et al., 1998).

Material requirements planning (MRP) is an approach for detailed material planning

with a time-phased (period-by-period) approach (Jacobs et al., 2011). The MRP

system systematically calculates the required number of parts or materials and at

what time they are needed (Slack et al., 2019). Jacobs et al. (2011) further explain

that MRP is a fundamental and central concept with materials planning and control

and is usually a starting point when developing an MPC system. Additionally, MRP

is the link to what is actually produced in the MPC system, as overall production

plans are translated into detailed individual steps.
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The MRP record represents the status and plans for the items in a time-phased

way (Jacobs et al., 2011). It is used for raw materials, components, and finished

goods, making it an essential part of the MPC system. The MRP record is usually

divided into time buckets that could be a day, a week, or longer, where the number

of periods is called the planning horizon. Chapman (2006) presents the following

information in a typical MRP record:

• Gross requirements show the quantity needed for an item at the beginning

of the period. Value often comes from the MPS for a parent product.

• Scheduled receipts are a representation of orders that have been committed

and are expected to be available during the period. It also describes the status

of open orders for the item at the begging of the period.

• Projected available, available inventory for the item at the end of the period.

• Net requirement, the quantity needed of the item after gross requirements

and projected available are considered.

• Planned order releases represent planned orders at the beginning of the

period where lot sizes and lead times are taken into account. This is the main

output of the MRP, showing the quantity and timing of the production or

purchasing.

The master production schedule (MPS), alongside a bill of materials (BOM) and

inventory levels, are used as the primary input for detailed material planning with

MRP (Jacobs et al., 2011). The BOM can be thought of as the information about

the product structure and how it is put together as it shows what components and

parts each product requires (Slack et al., 2019). The inventory levels are used to

incorporate information about products in stock, sub-assemblies, and components,

so the net requirements are calculated. Slack et al. (2019) explains that with the

inputs, the master production schedule is exploded, calculating when and in what

quantity the number of parts and sub-assemblies that are required. The calculations

start at the parent level and “exploded” through the lower levels in the BOM, where

the inventory for the parts is checked before calculating the next level. Jacobs et al.

(2011) describes using the inventory and already committed orders as gross to net

explosion, where only necessary requirements are calculated. The authors elaborate

that gross to net explosion is the concept behind dependent demand, demand that

can be calculated from the parent component and thus does not need forecasting.
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To incorporate the timing of the parts required, lead times are used in a process

called back-scheduling (Slack et al., 2019). Back-scheduling determines when differ-

ent tasks/assemblies need to be executed to get the end product finished in time.

This process requires a sound system with accurate data of lead times, BOM, and

work in progress (WIP) so components are started at the right time (Jacobs et al.,

2011). However, the back-scheduling process gives advantages like reduced WIP,

storage of finished components, and commitment to raw materials. In fact, Jacobs

et al. (2011) states that the back-scheduling and the explosion are the heart of MRP.

The time-phased MRP records allow for explicit timing, lot sizing, and safety stock

(Jacobs et al., 2011). With uncertainties in operations, many companies use safety

stocks to deal with the uncertainties. The MRP record can be used to plan for these

safety stocks by increasing the gross requirements (Jacobs et al., 2011). As a result,

the make-to-stock environment is a good fit for the MRP system (Chapman, 2006).

Additionally, Jacobs et al. (2011) elaborates that lot sizing can be done with the

time-phased records combined with supplementary data. Discrete lot sizes can be

developed so net requirements are satisfied for one or more periods, reflecting the

best strategy for the organization. Lot sizing is further discussed in section 3.2.

Although the MRP system is an effective method for creating detailed plans, it

should be noted that the MRP system is extremely data dependent (Chapman,

2006). Accurate data is therefore essential. The MRP system is also a push system,

where orders are planned and pushed out. As a consequence, the orders can be

pushed to work centers before they are needed if unexpected problems occur like

machine breakdowns and late supplier deliveries (Chapman, 2006).

The outputs of the MRP are raw material requirements and component parts needed

for each period (Jacobs et al., 2011). Production planners are most involved with

the MRP system output. The MRP output can further be used in detailed capac-

ity planning, as the MRP explosion assumes adequate capacity (Chapman, 2006).

Detailed capacity planning using MRP planned order releases is often conducted

iteratively and is described later in this chapter.

Chapman (2006) also explains that the MRP output can be used to plan the overall

activities in a company, and different systems for this have been developed over the

years. Manufacturing resource planning (MRP II) is one of them and is a closed-loop

MRP system where the MRP plans are adjusted to capacity and resource calcula-

tions. Further development and evolvement of the MRP II have led to enterprise

resource planning (ERP) systems and will be presented in the next section.
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3.1.7 Enterprise Resource Planning

Enterprise resource planning can be defined as: “...a complete enterprise-wide busi-

ness solution. The ERP system consists of software support modules such as: mar-

keting and sales, field service, product design and development, production and

inventory control, procurement, distribution, industrial facilities management, pro-

cess design and development, manufacturing, quality, human resources, finance and

accounting, and information services. Integration between the modules is stressed

without the duplication of information.“ (Slack et al., 2019). The ERP system pro-

vides information that is used in managing the day-to-day execution where standard

MPC functions are supported (Jacobs et al., 2011). This includes demand manage-

ment, S&OP, MPS, MRP, inventory control, forecasting, and more. The idea behind

the ERP system is that production plans and all other parts of the company should

be connected to maximize customer service and other strategical goals (Chapman,

2006). Material requirement planning is often the system’s core and provides man-

agers with information to handle planning and control. Nevertheless, in addition to

production planning and control, the ERP is used to manage the whole enterprise,

giving the name to the system (Chapman, 2006). Decisions and databases from

the entire company are integrated to support this, always available in the system

and with real-time information updates (Slack et al., 2019). As an ERP system is a

computer system, the development in information technology has given more power,

functionality, and flexibility to ERP over the years (Chapman, 2006).

Jacobs et al. (2011) explains multiple benefits of ERP. The ERP system integrates

the MPC process, making it more efficient. Real-time data supported by the ERP

system can improve responsiveness to customer needs. Additionally, there are ad-

vantages of integrating processes and data in an information system. The accuracy

of the information can be improved and eliminate redundant processes. Despite

these benefits and the popularity of ERP systems, there are challenges to imple-

menting the systems. Chapman (2006) describes the challenges, and one of them

is that the flow of information needs to be effective and efficient so that the data

generated in the system is accurate and available at the right time. Since the ERP

system integrates many aspects of the company, each part has to be well developed

to gain the benefits of the integration. Under the circumstances, companies tend to

construct a thorough process analysis of the whole organization. During this, they

often find themself in need of reengineering or improvement of the processes to make

them fit with the ERP implementation (Chapman, 2006).
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3.1.8 Capacity planning and management

Capacity planning is an essential part of the MPC system. In fact, Jacobs et al.

(2011) states that two main activities need to be coordinated in the MPC system:

“... planning/control of material and planning/control of capacities”. It is essential

that the capacity is planned, making a sufficient amount of capacity available, so the

production plans are correctly executed (Chapman, 2006). Excess capacity can be

a costly and unnecessary expense, although inadequate capacity can impact service

levels, increase work in progress inventories and frustrate workers (Jacobs et al.,

2011).

Chapman (2006) describes two main factors to consider within capacity planning,

namely the capacity and the load. Capacity is often declared as the production

output rate and measured as the output per unit of time. On the other hand,

the load is the planned work for a process for a set period. Chapman further

describes capacity planning as harmonizing the difference in available capacity and

the required capacity needed to satisfy the load that represents customer orders.

Planners have to alter the capacity or the load so the two fulfill each other. Adjusting

the capacity is most common, but the load is often changed when the capacity is

difficult to adjust.

Figure 3.5 outlines the capacity planning in the MPC system and how it is connected

with other functions (Jacobs et al., 2011). The figure also shows how capacity

planning can be divided into long-, medium- and short-range horizons. The different

horizons have different attention to detail appropriate to matching the production

planning (Chapman, 2006). As with the rest of the MPC system, the focus of this

master’s thesis will be on the long and medium range. Correspondingly, resource

planning connected with S&OP, rough-cut capacity planning linked to MPS, and

detailed capacity planning connected to MRP will be presented. Figure 3.5 also

shows how S&OP, MPS, and MRP systems are respectively linked with double-sided

arrows to resource planning, rough cut capacity planning, and capacity requirements

planning. The capacity planning system supports the managers in making the right

choices, so the material plan and capacity plan correspond (Jacobs et al., 2011). If

they do not correspond, the plans will be ineffective or not possible to realize.

Resource planning

Resource planning is closely connected to S&OP, and it is done over the most ex-

tended period, often months, quarters, or years (Jacobs et al., 2011). Data from
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Figure 3.5: Capacity planning in the MPC system. The figure is collected from
Jacobs et al. (2011).

the S&OP is used to create aggregated resource plans. The resources can involve

machine hours, labor hours, and floor space where the capital, warehouse space,

and machine tools need planning. Chapman (2006) describes two common options

to achieve resource planning. One deals with the supply side, and the other takes

care of the demand side. The supply option gives internal strategies that focus on

operations to alter the production. It could involve changing the number of workers,

using overtime, subcontracting, and increasing inventory. The demand option gives

external strategies focused on the customer, trying to change the demand rate. The

strategies could be pricing, promotions, advertising, and package deals. Chapman

further states that the external strategies are commonly used with a level production

approach while the internal is most used in a chase approach, where the inventory

option might be the exception.

Rough cut capacity planning

Rough cut capacity planning (RCCP) is connected to the master production sched-

ule and uses information from the MPS (Jacobs et al., 2011). RCCP looks at known

capacity bottlenecks to evaluate the capacity constraints on the medium to short

term (Slack et al., 2019). Several techniques can be used to estimate the rough cut
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capacity requirements of an MPS. They are rough and are often easy to calculate,

which requires a tiny amount of data (Chapman, 2006). Some common methods

are capacity planning using overall factors, capacity bills and resource profiles, but

will not be elaborated here. A rough-cut capacity planning method should be se-

lected regarding what level of details are needed and what information is available

(Chapman, 2006).

Capacity requirements planning

When a company uses material requirements planning (MRP) to create material

plans with much detail, a detailed capacity plan can be made with capacity require-

ments planning (CRP) (Jacobs et al., 2011). Slack et al. (2019) explains that the

MRP process needs to be checked to see if the plans are achievable, usually done in

a closed-loop where production plans and available capacity are revised if needed.

Capacity requirements plans consider orders from the MRP on a day-to-day basis

(Slack et al., 2019). CRP uses the MRP as input where the bill of material (BOM),

routing, and lead times of the lot sizes have been taken into account (Chapman,

2006). To increase the level of detail, work in progress, inventory levels, demand

for spare parts, and expected scrap are also included in the CRP, ensuring that the

capacity requirement timing is improved.

The detailed CRP can be challenging to manage effectively as the MRP constantly

change when the material is used, received, or produced (Chapman, 2006). This

causes the CRP to constantly change accordingly, which can be an issue for practical

use.

Capacity management

Capacity planning has been introduced as providing managers with data to support

their decisions to manage the capacity. Chapman (2006) describes that the key in

capacity management is to continuously compare the available capacity and the re-

quired capacity stated in the MPS and the MRP. When a mismatch emerges, changes

in the material or capacity plan should be made, preferably the most cost-effective

alternative (Jacobs et al., 2011). The capacity plan can be changed by hiring/-

firing workers, increasing/decreasing machines, and allowing overtime/undertime.

Similarly, the capacity requirements from the material plan can be changed. The

options include subcontracting, substituting the raw material, changing inventories,

and changing customer delivery promises. Notice that some of these options are
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similar to those mentioned in resource planning. Although, the critical difference in

managing the demand is the time horizon. In the shorter term, some methods to

alter the load are not feasible (Chapman, 2006). Anyhow, with accurate forecast-

ing and sound S&OP, the need for capacity management will be lower as overall

resources should be in place (Chapman, 2006). More detailed capacity planning will

then be more about fine-tuning. Forecasting methods and the S&OP should there-

fore be revised first if mismatches occur frequently. Lastly, it should be mentioned

that it is the capacity that dictates the manufacturing, heavily influencing the flex-

ibility (Jacobs et al., 2011). A completely balanced capacity and material plan will

have no room to increase production on short notice. As a result, managers have to

consider this aspect to become more dynamic and flexible in their production.

3.2 Lot sizing

Equal produced items on the same setup are called a lot, and the number of items in

the lot is the lot size (Brahimi, 2004). Lot sizing involves the production planning

problem of determining the optimal quantity and timing of the production (Jans

and Degraeve, 2008). According to Karimi et al. (2003), lot sizing is one of the

most challenging and essential problems within production planning. Lot sizing is

an essential part of inventory management, and inventories tend to be one of the

most extensive uses of capital (Jacobs et al., 2011). Inventories usually exist because

there is a mismatch between supply and demand (Slack et al., 2019). Slack further

explains that holding inventory can be costly and take up storage space. On the

other side, the inventory can provide security against environmental uncertainties,

smoothing the supply and demand. Therefore, the objective is usually to reduce

the inventory levels but still keep the customer service level at a satisfactory level

(Slack et al., 2019). Glock et al. (2014) states: ”Determining the most economical

inventory levels by balancing its positive and negative consequences in terms of cost

has become one of the most influential research areas in the operations management

literature”, showing the importance of lot sizing.

Numerous methods and models are developed to solve the lot sizing problems con-

sidering different aspects of the problem. In general, the objective of lot sizing is

to minimize costs by determining when and in what quantity to produce or order

(Brahimi et al., 2006). In most cases, setup costs and holding costs are the costs

that need to be minimized (Haase, 1994). The bigger lot sizes, the fewer setups are

required. On the other hand, a bigger lot size can cause higher inventory levels and

thereby higher holding costs. As there are many ways to approach the lot sizing
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problem, the following section introduces some key characteristics that can be used

to classify lot sizing models to get an overview of the problems.

3.2.1 Classification of lot sizing problems

Table 3.1, shows an overview of criteria that can be used to classify lot sizing prob-

lems. As can be seen, there are many variations and approaches to the problem.

Brahimi et al. (2017) remarks that since the work of Brahimi et al. (2006), more

than 100 publications on the single item lot sizing problems and extensions have

been published. In their tertiary study, Glock et al. (2014) shows that published

reviews of lot sizing has increased over the last years. The following section explains

the characteristics needed to understand different models.

Parameter Classifications
Information degree deterministic, stochastic
Temporal develop-
ment of parameters

static, dynamic

Planning horizon finite, infinite
Time scale discrete(small, large), continuous
Number of items single, multi
Number of levels single, multi
Relevant costs setup, inventory, capacity
Resource constraints number, type
Service policy demand satisfied on-time, backorder, lost

sales, sub-contracting
Time consuming ac-
tivities

setup time, processing time, lead time, trans-
portation time

Objectives minimize costs, maximize service level,
smoothing of production load, maximize
profit

Table 3.1: Classification of lot sizing problems based on Haase (1994) and Brahimi
et al. (2017).

Information degree

The lot sizing problems can be classified based on the information degree. If each

variable has a known fixed value the problem is deterministic, while the problem is

stochastic if the variables are uncertain (Haase, 1994). This could be for variables like

demand (quantity and/or timing), capacity, setup time, machine breakdown, and

more. The uncertainty in a stochastic model makes the underlying mathematical
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model more complex than in a deterministic model, making the lot sizing problem

harder to solve (Bushuev et al., 2015,). In stochastic models, the expected costs are

minimized (Akartunalı and Dauzère-Pérès, 2021).

Temporal development of parameters, planning horizon, and time scale

If the parameters in the model are constant over the period, the problem is static.

The problem is dynamic if some of the variables change over time, such as demand,

capacity, costs, and more (Haase, 1994).

The planning horizon can be classified as finite or infinite. Usually, the demand

is dynamic in a finite planning horizon, whereas, in an infinite planning horizon,

the demand is static (Karimi et al., 2003). Besides, the lot sizing problems can be

classified into a discrete time scale or a continuous time scale. Discrete problems

generally consider a finite time horizon, while continuous problems consider an infi-

nite time horizon (Brahimi, 2004). The discrete problem can further be divided as

either big bucket or small bucket problems (Karimi et al., 2003). With a big time

bucket, the time period is so long that multiple items can be produced on the same

machine (with a multi-item case) (Jans and Degraeve, 2008). With a small time

bucket, there is only time to produce one item in the period on a machine.

The planning horizon can also be implemented as a rolling horizon (Karimi et al.,

2003). When a period passes, it will be removed and replaced with a new period

added at the end of the horizon (Federgruen and Tzur, 1994). The rolling horizon

approach is very common for dynamic lot sizing as it allows for re-planning, incor-

porating new information about the system (Tavaghof-Gigloo and Minner, 2021). A

rolling horizon is normally used in a stochastic model where there are uncertainties

in the data (Karimi et al., 2003).

Number of items and number of levels

One of the characteristics of lot sizing problems is the number of end items considered

in the problem (Brahimi et al., 2017). The problems are mostly divided into single

or multi items. In the single item case, only one product is produced, and it is the

only product in the model. On the other hand, the multi item problem is faced with

multiple end items. As a result, the multi-item level is significantly more complex as

costs, demands, setups, and more are increasing with more end items in the model

(Karimi et al., 2003). The multi-item problem with no capacity constraints can

be reduced to a single item uncapacitated problem for each of the items (Brahimi
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et al., 2006). On the other hand, a multi-item problem with capacity is a very

challenging problem that has received much attention in the literature (Jans and

Degraeve, 2007).

Another lot sizing problem characteristic of importance is the number of levels,

where the production system can be single level or multi level. In a single level

system, the end items are produced directly from the raw materials where there are

no subassemblies or intermediates (Karimi et al., 2003). The single level lot sizing

problem is often seen in industries like the medical and chemical industries, where

the end products are created with one simple operation. The product demand in a

single level system is said to be independent demand, generated directly from market

forecasts or orders from the end customers. On the contrary, the end products in the

multi level problem are created by several assemblies. There are now multiple levels

from raw materials to the finished product creating a parent-component relationship,

depending on the item structure (Brahimi, 2004). The demand of the intermediates

is dependent on the parent, classifying this demand as dependent demand. As with

the number of items, the number of levels increases the difficulty of solving the

problem as the complexity magnifies (Karimi et al., 2003).

Relevant cost parameters

Many relevant cost parameters can be incorporated in lot sizing problems. Haase

(1994) explain four relevant types of costs as following. A unit production cost

or unit buy price can be present in the problem. Additionally, there can be setup

related costs or changeover related costs that are present when a setup or changeover

is happening. These costs can be sequence dependent on the item structure or item

scheduling. If the lot sizing problem considers ordering rather than production, the

setup cost is called ordering cost.

Furthermore, there can be inventory related costs. The most important is holding

costs, also called carrying costs. The holding cost represents the cost of holding an

item in the inventory over a period of time. Many factors can decide the holding

costs like capital, risk of obsolescence, insurances, taxes, and operations costs. If

there are inventory shortages, penalty costs can be added, like backlogging or lost

sales costs (Tempelmeier, 2013).

The last type of cost that can be involved in lot sizing problems presented by Haase

(1994), is capacity related costs. These costs occur when capacity is used or increased,

often involving the use of overtime, subcontracting, or change in the workforce level.
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Capacity or resource constraints

Lot sizing problems can be classified as uncapacitated or capacitated. When the

lot sizing problem includes restrictions on capacity or resources, the problem is

classified as capacitated (Karimi et al., 2003). If there are no restrictions, the problem

is uncapacitated. Capacity constraints heavily influence the decision making in

production planning (Li and Meissner, 2011). The capacitated lot sizing problem

can include restrictions on variables like machines, workforce, equipment, capital,

inventory, etc. The capacity restrictions make the lot sizing closer to real-world

problems as the assumption of an infinite amount of resources is not realistic in

most cases (Brahimi et al., 2017). A way to model the problem is to introduce

a limited production capacity variable for each period (Absi and Kedad-Sidhoum,

2008). Production in the time period then consumes capacity from the limited

variable. Love (1973) explored the problem in another way by adding inventory

bounds to the inventory variable, meaning a lower and upper bound is set for the

inventory variable. With capacity or resource constraints, there can be periods

where the demand exceeds the capacity. This will have an impact on the timing

and quantity of products in the other periods to make sure that the demand is met

(Karimi et al., 2003). As a result, the capacitated problem is more complicated than

the uncapacitated problem.

Service policy

If the demand can not be satisfied in a period, a decision about the service level

must be made. The unsatisfied demand can be considered as a lost sale or it can

be delayed to a later time period, called backlogging (Haase, 1994). It is common

to have a safety stock inventory to ensure that the service level is maintained when

faced with uncertainties in supply, demand, and lead times. Tempelmeier (2013)

summarize four different approaches to model the service level. The service levels

can additionally be used as constraints in the lot sizing model, often done with

stochastic demand (Tempelmeier, 2013).

Time consuming activities

There are many time consuming activities that can be considered in lot sizing mod-

els, thereby classifying them. The activities can include transportation time, lead

time, processing time per unit and production speed (Haase, 1994). If the problem is

uncapacitated, the production speed is assumed to be infinite, or similarly, the pro-
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duction time per unit is assumed to be zero. Many lot sizing problems assume that

transportation, production, and/or setup take no time and happen instantly, while

some consider these time consuming activities. When the setup time is considered,

the setup time is determined by the setup structure of the item. The setup structure

is called simple if the setup time and cost are the same for all sequences and deci-

sions in previous periods. On the other hand, the setup structure is called complex

if the sequence or previous decisions affect the time and cost (Karimi et al., 2003).

The complex setups can be divided into three. The first one is a carry-over setup

where the production of an item can be continued from the last period without any

setups, reducing both costs and time. The second type of complex setup structure

is family (major) and item (minor) setup. The family (major) setup occurs when

there are similarities between groups of items and the production process. The item

(minor) setup happens when the production change between items within the same

family. The third complex setup type is sequence-dependent setup, and in this case,

the production sequence determines the setup time and cost. Karimi et al. (2003)

states that the complex setup structures make the lot sizing problems harder to

solve. Notice also that the setup time can be a stochastic variable.

Objectives

In most cases, the objective in lot sizing problems is to minimize the total costs. Al-

ternatively, the objective could be to maximize the profit (Brahimi, 2004). However,

the objective can also be to maximize the service level or to smooth the production

load. Some lot sizing problems also consider scheduling simultaneously, often called

the lot sizing and scheduling problem, where the goal is to determine the production

quantity and the production sequence (Lee and Lee, 2021).

This paper will not review all the different models that can be developed based on

these classifications. Instead, basic lot sizing problems will be in focus, as further

extensions of these problems can be used to create more exact models of industrial

problems (Jans and Degraeve, 2007). The static lot sizing problems will first be

introduced to reflect the origin of the problem. Then, the main focus will be on

dynamic lot sizing problems, where the single item uncapacitated and capacitated

problems will be given most attention.
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3.2.2 The static lot sizing problem

The first lot sizing problem was reported in 1913 by Ford W. Harris (Harris, 1990).

Harris introduced the lot sizing problem as a static single-item model with constant

demand, a continuous time scale with an infinite time horizon (Jans and Degraeve,

2007). The model was named the Economic Order Quantity (EOQ), where setup

cost and inventory holding cost are balanced to avoid unnecessary inventory build-

up (Glock et al., 2014). By using the average inventory level and setup required,

the total costs TC can be formulated as shown in equation 3.1. The parameters

average demand D, setup cost S, and holding cost h are assumed to be constant

and deterministic.

TC = S
D

Q
+ h

Q

2
(3.1)

By minimizing equation 3.1 the economical order quantity Q∗ is given by equation

3.2. The output is the replenishment quantity to produce, so total costs are mini-

mized as a function of setup costs, inventory holding costs, and the average demand

(Glock et al., 2014).

Q⋆ =

√
2SD

h
(3.2)

The assumption of constant parameters, making the model static, is not always the

case in real-life problems. Therefore, the following sections will consider dynamic

versions of the lot sizing problem. The most basic dynamic lot sizing problems,

often acting as the base for more complex problems, will be introduced.

3.2.3 Dynamic lot sizing problems

The single item uncapacitated problem

The single item uncapacitated dynamic lot sizing problem is the simplest form of a

dynamic lot sizing problem (Jans and Degraeve, 2008). This problem considers only

the production of a single product and has no restrictions on capacity. As with the

static EOQmodel introduced in section 3.2.2, the single item uncapacitated lot sizing

model considers the tradeoff between inventory and setup costs to minimize the

total cost. However, there is a dynamic demand, discrete time scale, and finite time

horizon (Jans and Degraeve, 2007). Despite being a simple problem, the single item
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uncapacitated dynamic lot sizing problem is often used to solve sub-problems of more

complex lot sizing models (Brahimi et al., 2006). In the single item uncapacitated

dynamic lot sizing problem, the variables over the period 1 to the length of the

decision horizon T are denoted as the following:

• dt = demand in period t

• ht = holding cost per item carried from period t to period t+ 1

• st = setup cost in period t

• xt = products produced in period t

• It = inventory at the end of the period t

The goal of the single item uncapacitated dynamic lot sizing problem is to decide

when and in what quantity to produce in order to satisfy demand while minimizing

the total costs (Brahimi et al., 2017). Equation 3.3 shows the objective function

that is minimized subject to the restrictions in equation 3.4 and 3.5.

Minimize
T∑
t=1

stδ(xt) + htIt (3.3)

Subject to:

It−1 + xt = dt + It ∀ t ∈ T (3.4)

It, xt ≥ 0 ∀ t ∈ T (3.5)

Three decision variables exist in the objective function (Jans and Degraeve, 2007).

The production variable xt deciding when and how much to produce, the setup

variable δ(xt), and the inventory variable It. There is a need for a setup in each

period, and δ(xt) in the equation is a binary Heaviside step function indicating

whether there is production in the period and is given by equation 3.6.

δ(xt) =

0 if xt = 0

1 if xt > 0
(3.6)

Constraint 3.4 is the inventory balance, where inventory from the previous period

and produced items are used to satisfy demand in the period or build inventory

for further demand (Jans and Degraeve, 2007). Restriction 3.5 makes sure that the

production and inventory are never negative (Jans and Degraeve, 2008).
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The single item capacitated problem

The single item capacitated dynamic lot sizing problem can be viewed as an ex-

tension of the uncapacitated problem, and the complexity often depends on the

capacity parameter (Brahimi et al., 2006). The capacity restrictions constrain the

production quantity for each period (Karimi et al., 2003). A limited production

capacity variable capt and a capacity consume variable vt is often introduced to

model the capacity usage. The main difference between the uncapacitated and ca-

pacitated problem is the additional capacity constraint shown in equation 3.7 (Jans

and Degraeve, 2008).

vtxt ≤ capt ∀ t ∈ T (3.7)

Stochastic lot sizing problems

A way to deal with uncertainty in demand is to model the dynamic lot sizing problem

as stochastic (Sox et al., 1999). The future demand is often assumed to be equal

to the expected value and solved with a linear programming approach (Salomon,

1991). Tarim and Kingsman (2004) states that forecasted demand is often treated

as deterministic demand, not evaluating forecast accuracy or errors. Wemmerlöv

(1989) investigated how forecast errors impact the performance of lot sizing models,

concluding that stockouts and more extensive inventories were the results of forecast

errors. In a stochastic environment, the inventory quantities required to assure a

specific service level rise dramatically (Winands et al., 2011). Brahimi et al. (2017)

presents the three following different strategies for stochastic lot sizing based on

recent literature:

• Static strategy : This strategy executes production plans without considering

new demand information. Setups and production quantity are decided in

advance and often beneficial with limited capacity.

• Dynamic strategy : The strategy involves forecasting the whole planning hori-

zon but only deciding on plans for the first period. When new demand infor-

mation is available, an updated production plan is made.

• Static-dynamic strategy : In this strategy, decisions about setups are made

prior to the whole period, but the quantity of the product is evaluated for

each period with the latest demand information.
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The dynamic and static-dynamic strategy is often combined with the rolling horizon

approach and primarily used in stochastic lot sizing models to manage the uncer-

tainty in the demand (Tavaghof-Gigloo and Minner, 2021). Lot sizes for immediate

periods can be decided before the horizon is rolled forward, and more updated in-

formation about demand, inventory and capacity can be taken into consideration

(Charles et al., 2021). This approach allows for re-planning and can reduce safety

stock inventories (Tavaghof-Gigloo and Minner, 2021). Figure 3.6 illustrates the

rolling horizon approach.

Figure 3.6: Illustration of rolling horizon planning environment, from Narayanan
and Robinson (2010)

Despite the benefits of information updates, there are some challenges with the

rolling horizon effect. The optimal solution for each period is not a guarantee of an

optimal solution for the whole planning period, making each period act as a heuris-

tic (Karimi et al., 2003). Additionally, an end-of-horizon effect can occur as many

solutions involve having zero inventory at the end of the horizon, which might not be

optimal when the new horizon is added (Charles et al., 2021). Further, dynamic lot

sizing with a rolling horizon approach can cause nervousness in the system, mainly

from the end-of-horizon effect and effects of revising data (Federgruen and Tzur,

1994). Nervousness in an MRP system happens when many changes in the produc-

tion plan ripple through the bill of materials causing changes in several components

(Chapman, 2006). To reduce the nervousness, parts of the planning horizon can be

frozen, meaning changes cannot be made in these periods (Sahin et al., 2013).
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Solution approaches

A huge variety of lot sizing problems has emerged from the most basic dynamic lot

sizing problem introduced here. Dynamic lot sizing models are often adjusted to

fit a specific real world problem, making the parameters and input of the model

different for each problem. As a result, different solution approaches to the problem

have evolved over time. Wagner and Whitin (1958) were the first to address the

single item uncapacitated dynamic lot sizing problem as the EOQ model did not

provide optimal solutions when the demands differed for each period. To solve

the problem, they used a dynamic programming recursion (Jans and Degraeve,

2007). Dynamic programming is a common way to solve lot sizing problems and

is an implicit enumeration method (Brahimi et al., 2006). However, models can be

formulated as Mixed Integer Linear Programming (MILP) models, as the single item

uncapacitated and capacitated dynamic problem in this section has been (Pochet

and Wolsey, 2006). Single item uncapacitated problems are often not solved whit

MILP, but as more complex models often use these models to solve sub-problems,

they are also formulated as MILP (Brahimi et al., 2017). Capacitated problems

are mainly solved by linear or mixed integer programming model (Guillaume et al.,

2017). MILP models can be solved with optimization software, usually using a

branch-and-bound or branch-and-cut algorithm to find the optimal solution (Gurobi

Optimization, LLC, 2022).

3.3 Demand forecasting

Hyndman and Athanasopoulos (2018) defines demand forecasting as the art of pre-

dicting future customer demand as accurately as possible, using all the information

you have available. Forecasts help companies anticipate demand fluctuations which

enable them to have the necessary capacity and materials available to quickly and

reliably respond to their customers (Stevenson et al., 2014). Accurate forecasts are

crucial to ensure flexibility and responsiveness in the supply chain (Stevenson et al.,

2014). Inaccurate forecasts may lead to shortages and excesses throughout the sup-

ply chain. Shortages of materials, parts, and services can lead to underproduction,

missed deliveries, and work disruption resulting in poor customer service (Stevenson

et al., 2014). Additionally, overly optimistic forecasts may lead to overproduction

and excess capacity and materials, which in turn raises costs (Stevenson et al., 2014).

However, a forecast is simply an inference of what is likely to happen in the future

and not an absolute certain prophesy (Dilworth, 1996). Given the complexity and

45



randomness of most real-world variables, it is very difficult to accurately predict the

future values of these variables consistently (Stevenson et al., 2014). Consequently,

it is important to have an indication of the extent of deviation the forecast have

from the actual value. Decision makers would want to include forecasting accuracy

as a key factor when choosing a forecasting technique (Stevenson et al., 2014). Some

common measures of forecast error include mean square error (MSE, equation 3.8)

and mean absolute percentage error (MAPE, equation 3.9) (Chen and Yang, 2004).

MSE =
1

n

n∑
i=1

(Yi − Ŷi)
2 (3.8)

where

MSE: Mean squared error

n: Number of data points

Yi: Observed value for data point i

Ŷi: Predicted value for data point i

MAPE =
1

n

n∑
t=1

At − Ft

At

(3.9)

where

MAPE: Mean absolute percentage error

n: Number of data points

At: Actual demand at time t

Ft: Predicted demand for at time t

Demand forecasts are useful for all functions in a manufacturing firm (Moon, 2018),

although different departments have different needs regarding the forecast granu-

larity, horizon, and interval. The forecast horizon refers to the length of time for

which the forecast is intended, whereas the forecast interval is the period between

two forecasts (Stevenson et al., 2014). Moon (2018) discussed key functions and

corresponding needs of forecasting, summarized in Table 3.2.
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Needs Forecast
horizon

Forecast
interval

Marketing Marketing requires a forecast of expected de-
mand in order to effectively prepare promo-
tional activities, new product introductions,
and similar demand generation activities.

One to two
quarters

Quarterly

Sales Sales requires a demand forecast to derive
reasonable sales quotas. In addition, it is
needed to effectively allocate sales resources
to the sub-departments and customers where
they can be best utilized.

One quar-
ter to one
year

Quarterly
or annu-
ally

Finance The finance department needs a forecast to
be able to plan for working capital require-
ments as well as to create future financial
projections for the company and for govern-
ment reporting.

One month
to one year

Monthly

Sourcing Strategic need: Long-term contracts with
suppliers of required raw materials and com-
ponents. Tactical need: To manage short-
term raw material and component deliveries
and inventories

Lead time
dependent

Monthly

Logistics Strategic need: To manage long-term con-
tracts with transportation providers and
warehousing assets. Tactical need: To man-
age short-term transportation requirements
and day-to-day distribution center manage-
ment

Lead time
dependent

Monthly

Operations The operations department needs demand
forecasts to schedule manufacturing runs in
the most efficient manner, and to plan for ex-
panded capacity if it is required to meet the
expected customer demand.

Lead time
dependent

Weekly to
monthly

Table 3.2: How forecasts are used by different functions in a manufacturing company.
Adapted from Moon (2018).

3.3.1 Forecast horizons

Forecasts are made with a pre-defined time horizon in mind (Stevenson et al., 2014).

The time horizon may be fairly short, ranging from a week to a month or longer, cov-
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ering months or years (Stevenson et al., 2014). Table 3.3 displays the time horizons

corresponding to different forecasting categories (Lewis, 2012). Each forecasting

horizon has its own application and requires the forecasting technique best fitting

to that horizon (Hyndman and Athanasopoulos, 2018). Manufacturers often have

multiple forecasts, each of which focuses on a different time horizon, in order to fa-

cilitate decisions that involve different lead times (Dilworth, 1996). The appropriate

time period for one decision may be inappropriate for another. Food manufactur-

ers typically have a long-term forecast to support strategic decisions, as well as a

short-term forecast to support tactical, day-to-day operations (Takey and Mesquita,

2006). It is important that there is a coherency between the short-term and long-

term forecasts. The short-term forecast should support the objectives established

by the long-term forecast (Dilworth, 1996).

Type of forecast Length of forecast horizon Update frequency (interval)

Immediate-term 1 hour to 1 day Daily

Short-term 1 week to 1 month Weekly

Medium-term 1 month to 1 year Weekly to monthly

Long-term 1 year to 1 decade Quarterly to yearly

Table 3.3: Typical lengths and update frequencies for different forecast categories
(Lewis, 2012).

Long-term demand forecasting

As illustrated in Table 3.3, a long-term forecast typically has a forecast horizon of one

year to one decade. According to (Moon, 2018), the length of a long-term forecast

should at least be as long as it takes to create additional manufacturing capacity.

Demand may increase to the point where new capacity is required to meet the extra

demand. Increasing production capacity for food manufacturers may require new

machines, expansion of already existing manufacturing facilities, or building a new

manufacturing facility. The long-term forecast horizon should at least be as long as

the time it takes to implement the capacity expansion efforts (Moon, 2018).

The long-term forecast, being the forecast with the longest time frame, is a key input

to strategic decisions regarding sourcing and logistics as these decisions typically

have an extended lead time (Dilworth, 1996). For food manufacturers, decisions
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in these areas commonly involve creating and managing long-term contracts with

suppliers, wholesalers, and retailers (Moon, 2018). Logistical decisions related to

warehousing and transportation typically also have a longer lead time and require

a reasonable estimation of long-term demand (Dilworth, 1996). The forecasting

hierarchy, as illustrated in Figure 3.7, is highly relevant for the long-term forecast

(Moon, 2018). The hierarchy starts at the bottom by estimating the demand for

a single product during the forecast horizon in stock-keeping units (SKU). As an

example, a confectionery manufacturer will at this level estimate the number of each

of its sugar and chocolate products that are anticipated to be sold each month during,

for example, the next year. Moving up the product hierarchy level, the forecasts for

each product belonging in the same brand can be combined, to answer the question:

”How much of a specific brand of products will be demanded each month the next

year?”. Moving further to the product family level, forecasts of different brands in

the same product family can be combined to answer the question, ”What will the

demand be for all chocolate and sugar products each month the next year?”. Finally,

all chocolate and sugar product forecasts can be combined to arrive at the overall

company forecast. In most cases, these hierarchical relationships are defined in a

manufacturer’s ERP system (Section 3.1.7). The ERP system takes the complete

company forecast as input and calculates the required resources to produce the

anticipated demand, thus facilitating long-term decisions (Moon, 2018).

Figure 3.7: Product hierarchy adapted from (Moon, 2018).
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Short-term demand forecasting

Short-term forecasts have a time horizon ranging from 1 week to 1 month (Table

3.3), and are especially helpful in planning and scheduling day-to-day operations

(Stevenson et al., 2014). In general, forecast accuracy increases as the forecast time

horizon decreases (Stevenson et al., 2014). Consequently, flexible companies that

are capable of responding quickly to demand fluctuations typically benefit from

accurate shorter-range forecasts and obtain a competitive advantage over the less

flexible companies that must use longer forecast horizons (Stevenson et al., 2014).

Short-term forecasts usually take recent sales data alongside expert judgment and

opinions as input in order to tweak the long-term forecast according to the current

market situation (Lewis, 2012). Food manufacturers have shown to benefit from

shorter-ranged forecasts, much due to the varying demand uncertainty caused by

new product introductions and promotional activity (Verdouw, Beulens, Trienekens

and Wolfert, 2010). A food manufacturer will be better able to effectively respond

to demand fluctuations through forecasts with shorter time horizons, so long as it

is able to adjust its production in time to meet the change in demand (Verdouw,

Beulens, Trienekens and Wolfert, 2010). According to Moon (2018), the absolute

minimum time length of the forecasting horizon is the production lead time. A safety

time length should, in most cases, be added to account for unpredictable events. The

short-term forecast is generally not changed as regularly as the long-term forecast.

A manufacturing company may choose to freeze the forecast for its entire duration,

meaning that no changes will be made to the forecast after its creation. Another

approach is to freeze the first couple of weeks but allow edits to the remaining weeks

for as long as the company has the ability to adjust the production in time to meet

changes in demand.

3.3.2 Forecasting methods

Forecasting methods are typically categorized as either qualitative or quantitative

(Spyros G. Makridakis, 2008). A qualitative approach involves collecting and ap-

praising judgments, opinions, and best guesses from experts to make predictions

(Slack et al., 2019). Common qualitative forecasting methods include the panel

approach, Delphi method, and scenario planning (Mateus Meneghini, 2018). Quan-

titative methods are characterized by using well-defined processes for data analysis.

Spyros G. Makridakis (2008) explains that quantitative forecasting can be applied

only if all of the following three conditions are met:
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1. Information about the past is available.

2. This information can be quantified in the form of numerical data.

3. It can be assumed that some aspects of the past pattern will continue into the

future.

According to Chiung Song (2007), quantitative methods can produce more precise

results than qualitative methods since they employ objective criteria less suscepti-

ble to subjective errors. On the other hand, the authors argue that on occasions

when there are contextual factors that cannot be included in the statistical model,

the qualitative model obtains a better performance in the forecast. The two main

approaches to quantitative forecasting are time series analysis and causal modeling

(Slack et al., 2019).

3.3.3 Causal modelling

Causal modeling is a forecasting approach that tries to evaluate the cause-effect

relationship between key variables used in the demand forecast Friston et al. (2003).

Complex techniques are used to comprehend the strength of relationships between

the causal variables and the impact they have on each other (Fildes et al., 2019).

A simple regression model is an example of a common causal model that uses one

independent variable to predict the outcome of another dependent variable (Gomila,

2021).

Understanding the correlation between key variables is crucially important to create

accurate demand forecasts for food producers (Lewis, 2012). For example, Hvolby

and Steger-Jensen (2015) argues for the importance of knowing how price adjust-

ments on one product can affect the demand for other products in the same category.

This phenomenon is called sales cannibalization and is quite common in the food

sector. The promotional uplift of one product causes a reduction in sales for other

products within that category (Hvolby and Steger-Jensen, 2015). By not adjusting

the demand for the other products in the same category, one can often experience

overproduction.

3.3.4 Linear regression

Linear regression is one of the most vastly used causal models. As the name sug-

gests, the model predicts values within a continuous numerical range by finding a
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linear relationship between one or more predictor variables and the outcome variable

(Gomila, 2021). Equation 3.10 presents the linear regression formula.

Y = β0 + β1x1 + β2x2 + ...+ βnxn (3.10)

where

Y : Predicted value (dependent variable)

β0: Constant (the line intercept on the Y-axis)

β1...βn: Slope coefficients (also called the model weights)

x1...xn: Feature values (independent variables)

The simplest form of linear regression is a model predicting a single dependent

variable with only a single independent variable and is given by Equation 3.11.

Y = β0 + β1x (3.11)

The goal of the model is to determine the intercept β0 and set of weights β1, β2, ..., βn,

which forms a regression line that best matches the data. These coefficients are

obtained by minimizing the mean squared errors (MSE - Equation 3.8) between the

actual data points and the fitted line, in order to form a linear hyperplane that most

appropriately describes the observations (Kuhn and Johnson, 2016).

3.3.5 Time series forecasting

Time series forecasting examines the historical demand pattern over time in order

to estimate the pattern’s future behavior (Stevenson et al., 2014). By only taking

into account historical demand data, an assumption is made that the demand trend

in the past will remain unchanged (Mark Davis, 2003). Quantitative time series

forecasting methods can be categorized as either statistical or machine learning

based (Parmezan et al., 2019). Each forecasting technique has its advantages and

disadvantages, hence the situation which is forecasted needs to be assessed (Waters,

2008). In particular, the data material and data availability must be evaluated

(Shaohui Ma, 2016).
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Statistical forecasting methods

The first real application of statistical models for the purpose of time series fore-

casting dates back to the late 1920s (Zoubir, 2017). At that time, simple linear

regression methods were applied, and the moving average model was introduced as

an effective way to identify and remove fluctuations in time series data (Equation

3.12). When using moving average, the forecaster can decide how many periods to

include in the calculation, thus eliminating irrelevant demand history (Moon, 2018).

A plethora of research studies has been conducted to investigate the effectiveness of

using simple statistical methods for demand forecasting in food retail (Priyadarshi

et al., 2019). The studies have found that simple statistical models perform very

well in terms of accuracy and ability to be implemented in a manufacturing company

(de Almeida and da Veiga, 2022; Mou et al., 2018; Sargut and Isik, 2017).

Ft+1 =
Dt +Dt−1 + ...+Dt−(N−1)

N
(3.12)

where:

Ft+1 = Forecast for period t+1

Dt = The demand for period t

N = Number of periods in the moving average

Exponential smoothing

Today, the most widely used time series methods in the literature are still statistical

methods such as moving average and exponential smoothing (Abraham and Ledolter,

2009). Exponential smoothing is an adaptation of the moving average that expands

on the idea of eliminating old, irrelevant data from the calculation (Moon, 2018).

Forecasts generated using exponential smoothing methods are weighted averages

of past observations where the weights decay exponentially as the observations get

older (Hyndman and Athanasopoulos, 2018). In other words, the more recent the

observation, the higher the associated weight meaning it will affect the forecast to

a larger degree than more distant observations. This framework produces accurate

forecasts quickly and for a wide range of time series, which is a significant benefit for

industrial applications (Stevenson et al., 2014). The simplest exponential smoothing

method is called simple exponential smoothing and is suitable for forecasting data

with no evident trend or seasonal pattern (Hyndman and Athanasopoulos, 2018).

The formula is as follows:
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Ft+1 = αDt + (1− α)Ft (3.13)

where:

Ft+1 = Forecast for period t+1

Ft = Forecast for period t

Dt = The demand for period t

α = The smoothing coefficient ranged between 0 and 1

More advanced adaptations of exponential smoothing are required to forecast time

series data containing trend and seasonality. One popular adaptation is called

the Holt-Winters’ method and is widely used in retail forecasting (Hyndman and

Athanasopoulos, 2018).

Holt-Winters’ method

Holt (2004) and Winters (1960) extended the simple exponential smoothing method

to capture seasonality and trend. The Holt-Winters method is a forecast equation

comprised of three smoothing equations. Each smoothing equation helps produce a

forecast by capturing one of the following key components:

• Level: The local average in the time series

• Trend: The magnitude of increase or decrease in value between successive time

points in the time series

• Seasonality: The deviation from the mean due to repeating cycles in the series.

There are two variations to the Holt-Winters formula - additive or multiplicative -

which are determined depending on the seasonal component. The additive method

is preferred when the seasonal variations are roughly constant throughout the se-

ries, while the multiplicative method is preferred when the seasonal variations are

changing proportionally to the level of the series (Hyndman and Athanasopoulos,

2018). The following equations show the formulas for the additive and multiplicative

variations of Holt-Winters:

Additive:

Ft+n = Lt + nBt + St+m−s (3.14)
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Level: Lt = α(Ft − St−m) + (1− α)(Lt−1 +Bt−1)

Trend: Bt = β(Lt − Lt−1) + (1− β)Bt−1

Seasonality: St = γ(Ft − Lt) + (1− γ)St−m

(3.15)

Multiplicative:

Ft+n = (Lt + nBt)St+m−s (3.16)

Level: Lt =
αFt

St−m

+ (1− α)(Lt−1 +Bt−1)

Trend: Bt = β(Lt − Lt−1) + (1− β)Bt−1

Seasonality: St =
γFt

Lt−1 +Bt−1

+ (1− γ)St−m

(3.17)

Where

Ft+n = Forecasted value at period t+ n

Lt, Tt , St = Level, trend and seasonality components of the series at time t

α, β, γ = Smoothing coefficients

m = Number of periods in one seasonal cycle

Machine learning forecasting methods

Although statistical methods provide satisfactory forecasting accuracy in many

cases, a fundamental weakness is that they simply look at past behavior to pre-

dict future demand, ignoring causal variables (Makridakis et al., 2018b) (Section

3.3.3). Food manufacturers may benefit from including other data such as inventory

levels, promotional ventures, and competitor activities alongside previous demand

data to increase forecast accuracy (Fildes et al., 2019). Due to this fact, other

time-series forecasting methods have been explored in recent literature, including

machine learning based methods which have shown promising results (Parmezan

et al., 2019).

As the number of forecasting parameters increases, it becomes more difficult to

choose the appropriate technique in a particular context. One possible solution is
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to rely on a class of algorithms called “universal approximators,” which can approx-

imate any function to an arbitrary accuracy (Pavlyshenko, 2019). Machine learning

(ML) techniques, such as artificial neural networks and support vector machines,

are examples of such universal approximators and can be used to learn any function

(Réal Carbonneau, 2007). They allow the inclusion of supply chain data along-

side historical demand data to enhance the forecast. Whereas traditional statistical

time-series models simply apply past patterns to future demand, machine learning

models go a step further by trying to define the actual relationship between vari-

ables and their associated demand patterns (Småros and Kaleva, 2020). In addition,

whereas statistical methods require manual manipulation of the baseline forecast to

accommodate the impact of, for example, upcoming promotions or price changes,

machine learning based methods can be customized to automatically consider these

factors in a single model. One of the most prominent machine learning methods to

use for time series demand forecasting is using a type of recurrent artificial neural

network called long short-term memory (LSTM) network (Pavlyshenko, 2019). The

following sub-sections give an introduction to the architecture of neural networks.

Artificial neural network (ANN)

An artificial neural network (ANN) is a computational model that is built to mimic

the architecture of the human brain (Yegnanarayana, 2009). It is used to build

intelligent agents through multiple iterations of learning. At its base, an artificial

neural network is made up of layers of perceptrons, which are simple computational

units that send weighted inputs through an activation function and produce a single

numeric value as output. A variety of activation functions can be used, including

step function, linear, and non-linear functions. The job of the activation function

is to determine whether the degree of impact the single neuron should have on the

final output of the network. An artificial neural network consists of an input layer,

an output layer, and one or more hidden layers, each of which contains one or more

perceptrons (Yegnanarayana, 2009). When a neural network includes more than

one hidden layer, it is referred to as a deep neural network, giving rise to the term

”deep learning” (LeCun et al., 2015). Neural networks are built to discover and

interpret patterns in the input data, which is why they have proven to be very good

at forecasting time series data (Pavlyshenko, 2019). Figure 3.8a displays a simple

perceptron, and Figure 3.8b illustrates a neural network containing an input and

output layer as well as two hidden layers.
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(a) A single perceptron (artificial neuron) (b) Artificial neural network with two hid-
den layers

Figure 3.8: Overview of a perceptron and an artificial neural network

Recurrent neural network (RNN)

A recurrent neural network (RNN) is a specialized neural network built to detect

and interpret the sequential information contained in the input data (Mikolov et al.,

2010). Regular artificial neural network assumes that the inputs are independent,

which is true in many cases (Yegnanarayana, 2009). However, when dealing with

sequential data, such as time series, the input sequence contains key information

which must be captured in order to make accurate predictions (Fildes et al., 2019).

The hidden layers of a recurrent neural network have connections back to them-

selves, through so-called loops. These loops makes it possible to utilize historical

information by transferring data from a previous time step into the calculation for

the current time step, making the RNN able to capture the underlying sequential

information better (Abiodun et al., 2018). Figure 3.9 displays a folded and unfolded

representation of an RNN. At each time step t, the current input xt is fed to the

model alongside the output from the previous time step ht−1 which are combined

to calculate the new output at time t. wh,wy and wx represents the weights of

perceptrons contained in the input, hidden and output layers. These weights are

initialized somewhat randomly, but are adjusted during training to fit the data in

order to make better predictions.
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(a) A simple recurrent neural
network

(b) An unfolded recurrent neural network

Figure 3.9: Recurrent neural networks

The vanishing and exploding gradient problem

Recurrent neural networks are good at capturing underlying sequential information,

however, they struggle to detect long-term dependencies in the data (Hochreiter,

1998). This is much due to the problem of exploding or vanishing gradients, par-

ticularly affecting the perceptrons in the first layers of the network. During back-

propogation, the network’s weights are updated in proportion to the gradient of the

loss function with respect to the weights in the network (Hochreiter, 1998). Each

layer in the network have an activation function which typically squishes a large

input space into a small input space, normally between 0 and 1, hence making the

derivatitive small. When n small derivatives are multiplied together as we propa-

gate down the network, the gradient decreases exponentially. A vanishingly small

gradient prevents the weights in the network from changing its value effectively and

proportionally, slowing down or in the worst case, stopping the network from fur-

ther training. The minimal change in network weights will not contribute much to

minimizing the prediction error. The opposite can also happen if the gradient grows

to be excessively large, in which case the network weights gets updated too much

and dis-proportionally, also resulting in no significant contribution in minimizing

the prediction error. These issues can be solved with the use of a long-short term

memory (LSTM) network.

Long short-term memory (LSTM)

Long short-term memory (LSTM) networks are a type of recurrent neural networks

that prevents the problem of exploding and vanishing gradients. The network con-
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tains LSTM layers which are made up of specialized LSTM cells that are specifically

built to capture long-term dependencies. Accurately capturing the level and magni-

tude of the trend and seasonal components of time series data is critically important

to perform accurate forecasting (Abbasimehr et al., 2020). The LSTM cell is specifi-

cally designed to maintain important information from past observations and forget

unimportant information.

Figure 3.10 illustrates the architecture of an LSTM cell. The cell consists of 3 gates,

namely an input gate, an output gate, and a forget gate. Each gate aids the network

in learning long-term dependencies by selecting what data to keep and what data

to discard. In addition, the cell has an internal cell state, ct, that serves as the

cell’s long-term memory and is updated as new data passes through it. Finally, the

cell has a hidden state, ht, which serves as the cell’s short-term memory and simply

contains the cell’s output from the previous time step.

The calculations performed in the cell consists of the four following steps (Olah,

2015), as illustrated in Figure 3.10:

The first step is to decide what information to discard from the cell state, which

is determined by the forget gate. The new input xt and the previous hidden state,

ht−1, is multiplied by the weights of the forget gate, added with the bias of the

forget gate, and passed through a sigmoid function (equation 3.18). The sigmoid

function returns a final value, ft, that ranges between 0 and 1, where a value close

to 0 indicates that the information was forgotten and a value close to 1 indicates

that the information was retained.

ft = σ(Wf [ht−1, xt] + bf ) (3.18)

The next step is to determine what new information to store in the cell state, which

is decided by the input gate. A sigmoid layer, it (equation 3.19), decide what values

to update, while a hyperbolic tangent layer, C ′
t (equation 3.20), generates a vector

of candidate values to potentially add to the new cell state. Finally, these values

are multiplied together to obtain the new candidate values for the cell state scaled

by how much the sigmoid layer decided to update each state value (equation 3.21).

it = σ(Wi[ht−1, xt] + bi) (3.19)

C ′
t = tanh(Wc[ht−1, xt] + bf ) (3.20)
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Gt = it ∗ C ′
t (3.21)

Where Wi and bi are the weights and bias of the input layer, and Wc and bc are the

weights and bias of the hyperbolic tangent layer.

The third step is to update the cell state. This is accomplished by multiplying the

old state, Ct−1, with the values from the forget gate, ft, thus forgetting the data

that the forget gate judged unimportant. Then we simply add the new candidate

values Gt and we are left with the new cell state, Ct (equation 3.22).

Ct = Ct−1 ∗ ft +Gt (3.22)

The final step is to determine what the cell should output, which is decided by the

output gate. The cell’s previous hidden state, ht−1 is passed through a sigmoid

function alongside the current input, xt, to decide what parts of the cell state the

cell should output, ot (equation 3.23). Following, the new cell state, Ct, is passed

through a hyperbolic tangent function and multiplied by ot to produce the output

and new hidden state, ht (equation 3.24).

ot = σ(Wo[ht−1, xt] + bo) (3.23)

ht = ot tanh(ct) (3.24)

3.3.6 Forecasting new product launches

Demand forecasting of new products is particularly challenging as historical data

is not available as an indicator of future demand (R.M. van Steenbergen, 2020).

Planners usually have limited analysis time, and there is a high uncertainty related

to consumer acceptance and competitive reactions (Lee et al., 2014; Baardman et al.,

2017). Even so, accurate demand forecasting of new products is of great importance,

particularly because many industries are facing shorter product life cycles (Basallo-

Triana et al., 2017). The forecast guides operations such as capacity planning,

procurement, and inventory control. Previous research has shown that failing to

manage these tasks appropriately can be particularly costly when dealing with new

products (Lee et al., 2014; Basallo-Triana et al., 2017; Wright and Stern, 2015).
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Figure 3.10: Overview of an LSTM cell

Different types of new product launches will result in different demand profiles

(Gelper et al., 2016; Surathkal et al., 2017). For example, the demand for a com-

pletely new product will likely differ from that of a new product launch within an

already existing category. According to (Kahn, 2014), new product launches can be

categorized into the following seven types: cost reductions, product improvements,

line extensions, new markets, new uses, new category entries, and new-to-the-world

products. Kahn (2002) and Kahn (2005) goes on to explain that each category

differs in reported forecast accuracy, where bigger changes in most cases lead to

a lower prediction accuracy. Consumers tend to respond differently depending on

the type of new product, which stresses the importance of selecting the appropriate

forecasting method (Kahn, 2014).

Qualitative methods such as expert opinions and surveys are the most widespread

techniques applied for new product launches, as they do not require historical data

(Kahn, 2002). However, recent literature has explored quantitative approaches for

forecasting new product launches (R.M. van Steenbergen, 2020; Machuca et al.,

2014). Goodwin et al. (2013) argue that quantitative models should be at the core

of the forecasting process of new products. Arguably the most widely used quan-

titative method for new product forecasting is the bass model (Kahn, 2014). The

model describes the process of how new products get adopted in a population as an

interaction between adapted customers and potential customers (Bass, 1969). The

heart of the model is a differential equation that gives rise to a function estimat-

ing the incremental sales in future periods (Equation 3.25). The Bass model, first

published in 1969, has withstood the test of time and explains the ”s-curve” that

the cumulative demand profile of new products typically resembles (Babu, 2018).
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Figure 3.11 illustrates an example of the s-curve one gets by implementing the Bass

model.

S(t) = [p+ q(
Y (t)

M
)] ∗ [M − Y (t)] (3.25)

where:

Y (t) =
t−1∑
i=1

S(i) (3.26)

and where:

S(t) = Incremental sales in period t

Y = Cumulative adoptions to date

p = Coefficient of innovation

q = Coefficient of imitation

Figure 3.11: Bass model S-curve

In newer times, the Bass model has been adopted and improved through the use

of machine learning methods (R.M. van Steenbergen, 2020). The general idea of

such a machine learning model is to perform similarity clustering of old products to

categorize the new product in relation to already existing products (Lee et al., 2014).

From there, one can perform curve fitting of past products to determine the p and q

coefficients used in the Bass model. By combining the similarity clustering with its

corresponding coefficients, it is possible to obtain an estimated demand profile of a

new product without the use of historical data. The result is a pre-launch forecast

which can support inventory management decisions for new products.
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3.3.7 High-frequency forecasting using point of sales data

Point of sales (POS) data is information collected at the retail store that provides

volumetric information on every transaction made (Banerjee and Banerjee, 2000). A

single point of sales data point typically includes the quantity sold of a given product,

the price at which the transaction was made, the exact time of the transaction, and

possibly added information regarding promotional activity at the retail store at the

time of the transaction. The increasing availability of customers’ transaction level

data at the point of sale has facilitated the exploration of high-frequency forecasting

in the grocery retail (Dharmawardane et al., 2021). Food manufacturers typically

generate forecasts on a monthly or weekly basis, hence forecasting at smaller inter-

vals, such as daily, can be considered high frequency (Fildes et al., 2019). According

to Fildes et al. (2019), high frequency forecasting can aid in identifying granular

levels of seasonality in demand which in turn helps manufacturers and retailers im-

prove product freshness and availability while reducing spoilage, overstocking, and

inventory costs. POS data is absolutely essential in facilitating high-frequency fore-

casting for food manufacturers (Hartzel and Wood, 2017; Dharmawardane et al.,

2021).

Although the use of POS data is heavily appraised in the literature (Chen and Lee,

2009; Lee et al., 1997, 2000), high-frequency forecasting has proved operationally

challenging for entities in a food supply chain (Dharmawardane et al., 2021). Whole-

salers, having millions of SKU-store combinations, struggles to account for demand

variation at high frequencies without introducing manual decisions in the forecast-

ing process (Hartzel and Wood, 2017). However, simply due to the vast amount of

data processing required to perform high frequency forecasting, the process must

be automated in order to be feasible (Dharmawardane et al., 2021). Seaman (2018)

illustrated the scale of the problem through an analysis of Walmart stores in the

USA. There are approximately 5000 Walmart stores across the USA. A single store

can hold more than 200 000 products, which makes for approximately 1 billion fore-

casts at store-product level. Creating high frequency forecasts of each store-product

combination is not feasible if manual adjustments are required. Performing this kind

of high frequency forecasting on all combinations requires state of the art big data

analytics (Choi et al., 2018), which leads to major implications for digitalization

of operations management (Holmström et al., 2019). Manufacturers face the same

challenge. Although they may not have as many product combinations to create

forecasts for, they instead have to account for lead times in material and component

replenishment which will affect their capability of performing high frequency fore-

casting (Dharmawardane et al., 2021). Forecasting must be done at an interval and
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with a time horizon that allows the manufacturer to make changes to the production

to meet the new forecasted demand (Fildes et al., 2019).

An area where POS data has proven particularly important is in determining the

success of new product launches (Småros, 2005). Forecasting new products is, as

elaborated on in Section 3.3.6 particularly challenging as historical data is limited.

However, by monitoring early POS data, manufacturers can get an early indication

of how well the new product is selling and can begin estimating the expected demand

profile of the new product (Småros, 2004). So long as the manufacturing company is

capable of altering their production to rapid demand fluctuations, early POS data

monitoring can help reduce the risk of stock-outs and enable rapid correction of

overly optimistic pre-launch forecasts (Småros, 2005).

3.4 Information sharing in supply chains

This section delves into the advantages and challenges of vertical information sharing

in the food supply chain. A brief explanation of the bullwhip effect, a critical con-

sequence of lack of information sharing, is presented. Then, opportunities, benefits,

and challenges with information sharing are addressed.

3.4.1 The bullwhip effect

Demand distortion, also known as the bullwhip effect, refers to the amplification of

demand variability when moving upstream in the supply chain (Lee et al., 1997).

As demand fluctuations occur at the consumer level, the grocery stores will order

more from the wholesaler to keep up with the rising demand. This might trigger

the wholesaler to order an excessive amount from the manufacturer in anticipation

that the demand will continue to rise. Finally, the manufacturer may feel obligated

to produce even more in anticipation that the demand from the wholesaler will

continue to rise. In most cases, the result is an increase in production variability

and the need for buffer stock (Småros, 2005). This, in turn, drives up costs due

to inefficient capacity utilization, overtime, stock-outs, warehouse space, and more

(Romsdal, 2014).

Lee et al. (1997) discusses the four following primary causes of the bullwhip effect,

which are heavily supported in more recent literature (Wang and Disney, 2016;

Bhattacharya and Bandyopadhyay, 2011):

64



Demand forecast updating

Each echelon of a supply chain typically performs its own demand forecasting (Paik

and Bagchi, 2007). These forecasts are usually based on the order history for the

company’s immediate downstream customer (Dulsrud and Alfnes, 2016). When the

downstream customer places an order, the upstream entity processes that signal

and readjusts its demand forecast. In so doing, the upstream entity will send a

new signal to its upstream echelon, which in turn, readjusts its forecasts (Lee et al.,

1997). Furthermore, each supply chain echelon has its own safety stock policy, which

creates varying demand requirements for different entities in the supply chain. The

more entities in the supply chain, the more the problem will propagate upstream

in the supply chain, and the less these forecast updates will reflect the actual end-

customer demand.

Order batching

Each company in a supply chain have its own specific inventory control policy (Lee

et al., 1997). As inventory is depleted, the downstream company may choose to

not place an order immediately but instead accumulate demand before issuing an

order. This accumulation leads to bigger orders which can be interpreted as a surge

in demand even though it is not actually reflected by the end-consumer demand.

Furthermore, manufacturers typically round up or down the order quantity received

from their downstream customer to suit production constraints such as equipment

setup or truckload quantities. The more companies that customize their order batch-

ing, the more distortion will be made on the original quantities demanded.

Price fluctuation

According to Lee et al. (1997), an estimated 80% of transactions between manufac-

turers and distributors in the grocery industry are made in an arrangement where

items are bought in advance of requirement, usually because manufacturers offer an

attractive price offer. Price discounts, quantity discounts, coupons, and rebates all

contribute to order variability that does not reflect the demand at the given time.

Upstream entities can misinterpret the extra demand as an increase in end-consumer

interest, although that may not be the case.
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Rationing and shortage gaming

When the demand of a product exceeds a manufacturer’s available inventory, the

manufacturer may choose to allocate the available inventory to its customers in

proportion to the amount ordered from the different customers. If downstream

entities are aware that the manufacturer will ration the products when it is in short

supply, they may make an upward adjustment to the order quantity to ensure they

receive what they actually need at the time they need it. This rationing and gaming

create distortions in the ordering information that is being received by the supply

chain, exacerbating the bullwhip effect (Lee et al., 1997).

Information sharing to combat the bullwhip effect

Information sharing across entities in the supply chain is widely recognized as a

means of mitigating demand distortion (Lee et al., 1997). However, there is a dis-

connect between the ideal integrated supply chain and reality (Gunasekaran et al.,

2004). Many companies are unaware of the benefits of information sharing and col-

laborative forecasting. Premkumar (2001) identifies the following 6 challenges that

must be assessed to allow for successful supply chain collaboration:

• Alignment of business interests

• Long-term relationship management

• Reluctance to share information

• Complexity of large-scale supply chain management

• Competence of personnel supporting supply chain management

• Performance measurement and incentive systems to support supply chain man-

agement.

3.4.2 The value of information sharing in supply chains

Advancements in technology have facilitated information sharing and moved it to

an increasingly electronic character over the years (Jorgenson et al., 2000). Viet

et al. (2018) conducted a thorough study of recent literature to investigate and

quantify the value of information sharing in supply chains. Figure 3.12 displays the

different information types that were studied in the articles reviewed. Effects on
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demand uncertainty and inventory level were the most researched and were also the

areas that displayed the most significant gain by increased information sharing (Viet

et al., 2018). The research of Cui et al. (2015) showed that the value of downstream

sales information to upstream firms stems from improving upstream order fulfillment

forecast accuracy. Such an improvement can lead to lower safety stock and better

service levels (Cui et al., 2015). The research is supported by Kovtun et al. (2019),

Wei et al. (2019), and Pei and Yan (2019) that all found that increased information

sharing reduces the bullwhip effect, causing a reduction in demand uncertainty for

upstream echelons.

Cui et al. (2015) and Mason-Jones and Towill (1997) examined the value of manufac-

turer access to POS data. Both articles argued that the manufacturer is the supply

chain entity that receives the most benefits from increased information sharing.

Mason-Jones and Towill (1997) examined a case where a company got a sudden in-

crease in demand, greater than 20%. A demand increase of that size can happen due

to various reasons such as promotional or marketing efforts, new product launches,

or when products move into season. The effect on inventory and production con-

trol was measured and compared against a scenario where only order data is used

in decision making, without access to POS data. Their results show that demand

amplification and response time were reduced significantly. When the manufacturer

had access to POS data in real-time, the delay of the initial response to demand

fluctuations was eradicated, and overstocking was significantly reduced. Addition-

ally, the findings of Cui et al. (2015) showed that safety stocks could be reduced

significantly as demand forecasts are more accurate and reliable when having access

to POS data. Lotfi et al. (2013) elaborated on the findings and argued that manu-

facturers are better fit to reduce the initial pipeline fill prior to the launch of a new

product if they receive access to POS data for the new product at an early stage.

Småros (2005) performed a case study on a food supply chain containing a retailer,

a logistics and purchasing company, and two manufacturers. The research exam-

ined how manufacturers in practice can utilize access to POS data in managing

new product launches. Forecast accuracies and service levels were measured and

compared before and after the beginning of the information sharing cooperation

with the retailer. The key account manager of one of the manufacturing companies

claimed that access to POS data was a key factor in securing availability for at

least two of the products included in the study. The research showed that there

would have been a significant stock-out risk for the new products without access

to POS data, as their initial forecasts were much too low. Additionally, access to

POS data reduced the response time and increased forecast accuracies which is con-

sistent with the findings of Kovtun et al. (2019), Cui et al. (2015), and Pei and
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Yan (2019). Pei and Yan (2019) and Småros (2005) also explored the effect on the

logistics and retail companies. Their findings showed that the increase in service

level directly benefits the logistics company and leads to reduced inventory and less

likelihood of stock-outs. In addition, the retailer saw opportunities to increase store

replenishment efficiency by using the updated forecasts from the manufacturer to

set parameters in their automatic store ordering system. The benefits proved huge

for new product launches, but neither the manufacturer nor retailer saw any worth-

while benefit in sharing POS data for standard, mature products, as they believed

the forecasts based on sell-through data were accurate enough. Cachon and Fisher

(2000) supports this claim by stating that sharing of downstream sales data is likely

to have a significantly greater value in situations of unknown demand.

Figure 3.12: Number of recent articles (2006-2016) on information sharing per in-
formation type studied by Viet et al. (2018)

.

3.4.3 Challenges with information sharing

Although the literature points to numerous advantages of sharing data with supply

chain partners, the research also shows that there are substantial hurdles that must

be handled. These issues are inextricably linked to the following question posed by

Lee et al. (2000): ”What is the minimum set of information to share with my supply

chain partners without risking potential exploitation?”.

In a case study in the food industry, Nakayama (2000) discovered that informa-

tion exchange influences the power relationship between grocery stores and their

wholesalers, affecting their mutual trust. Although sharing information with supply
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chain partners may result in efficiency advantages, it also forces retailers to expose

key strategic knowledge, exposing them to opportunistic conduct by suppliers, as

argued for by Mohtadi and Kinsey (2005). Furthermore, the authors explain that a

retailer with lots of suppliers will have a stronger motivation to share information

because they are less reliant on individual suppliers, making them less subject to

such opportunistic behavior.

Kim and Shin (2019) and Vergin and Barr (1999) examined the effect of continuous

replenishment planning (CPR) on all entities in the supply chain. CPR is an agree-

ment where the supplier takes control of the inventory management decisions of the

buyer (Parsa et al., 2017). In the case of Vergin and Barr (1999), the manufactur-

ers determined when and how much of its goods the wholesaler or retailer should

order. Of the 10 companies studied, all reported that their customers achieved sig-

nificant improvements through lower inventories and fewer stock-outs. Furthermore,

8 of the 10 manufacturers reported an increase in sales. However, only two of the

companies claimed better management of production, and only one achieved lower

internal inventories. The same challenges were found in the study of Kim and Shin

(2019). This demonstrates that the producer faces difficulty in successfully utilizing

downstream supply chain data in practice. Despite the fact that the majority of

studies indicates that manufacturers will benefit the most from information-sharing

efforts, many manufacturers appear to have had difficulty realizing these benefits in

practice (Lapide, 2002).
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Chapter 4

Empirical Background

The following section presents the empirical background of the Norwegian food sup-

ply chain, outlining its structure and fundamental characteristics. Further, it delves

into the most common ways of performing demand forecasting, particularly how Nor-

wegian food producers handle exceptional demand such as for new product launches.

Lastly, the current state of information sharing across actors in the Norwegian sup-

ply chain is addressed.

4.1 Characteristics of the Norwegian food supply

chain

The food supply chain is characterized by a high variety of products produced in

large volumes with low profit margins (Georgiadis et al., 2020). Perishability and

short shelf life are two essential characteristics of food products, which have sig-

nificant implications for how they are handled along the supply chain (Romsdal,

2014). Raw materials, intermediates, and finished products have varying constraints

regarding shelf-life (van der Vorst, 2000). Perishability challenges affect manufac-

turers differently as some produce products with shelf-lives of months to years,

while others produce products with shelf-lives of only some days (Romsdal, 2014).

Retailers and wholesalers require short lead times and frequent deliveries to pre-

vent changes in product quality as the product progresses through the supply chain

(Dreyer et al., 2015). Perishable products naturally tend to have a higher order

frequency than less perishable products although delivery frequencies in general are

quite high (Verdouw, Wolfert, Trienekens, Top, Van der Vorst and Beulens, 2010).

The traditional food supply chain in Norway serves a dynamic marketplace with
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a diverse variety of consumer segments that demand high service levels and low

pricing (Dreyer et al., 2015). Consumers seek convenience through alternative op-

tions for purchasing food, such as through internet shopping with home deliveries,

although wholesaler distribution is most common (Erland Skogli, 2020). Norwegian

wholesalers demand a service level as high as 97.5% which puts much pressure on

the producer to deliver the right quantity at the right time (Romsdal, 2014). Failure

to fulfill the required service level can result in loss of goodwill and have a negative

influence on further negotiations with the wholesaler regarding prices, assortment,

product introductions, collaborative marketing and more (Romsdal, 2014). Due to

the substantial consequences of not meeting the required service level, food pro-

ducers put much emphasis on ensuring constant product availability (Dreyer et al.,

2016). For most products, inventory costs are low compared to the cost of lost sales

(Ketzenberg and Ferguson, 2008). As a result, producers prefer having large inven-

tories of finished products to ensure meeting the demand of their customers (Dreyer

et al., 2016, 2014; Romsdal, 2014). Large inventories resolve the issue with meeting

demand, but makes for an increase in scrapping and waste, as well as excess ca-

pacity in distribution and production departments (Lee et al., 1997). Over the last

few decades, Norwegian food producers and wholesalers have invested majorly in

structure and infrastructure as a means of overcoming such inefficiencies (Pettersen,

2013). The production have been centralised and specialized, with large-scale pro-

duction systems being invested in (Romsdal, 2014). Similarly, distribution channels

have been industrialized thanks to extremely efficient warehousing and logistics sys-

tems that emphasize centralization, big volumes, and economies of scale (Dreyer

et al., 2018; Romsdal, 2014).

The Norwegian food market is dominated by three major wholesalers having a large

aggregated market share of ordinary retail distribution (NielsenIQ, 2021). These

wholesalers are NorgesGruppen, COOP, and REMA 1000, each owning one or more

associated retail chains. NorgesGruppen is the biggest with a market share of ap-

proximately 44%, followed by COOP with a market share of 29%, and REMA 1000

at 23% (NielsenIQ, 2021). In total, the three wholesalers distribute to approximately

3800 grocery stores (NielsenIQ, 2021). Norway has one of the highest densities in

Europe of grocery stores per inhabitant at 400 grocery stores per one million inhab-

itants (Dulsrud and Alfnes, 2016).
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4.2 Structure of the Norwegian food supply chain

There are four main actors in the Norwegian supply chain: Raw material producers,

an industrial manufacturing or processing unit, wholesalers, and retailers (Dulsrud

and Alfnes, 2016). A wholesaler distribution is most common, where the material

flow goes from the manufacturer to the wholesaler, then to the retailer, and finally to

the end-consumer (Romsdal, 2014). In recent times, however, some wholesalers and

manufacturers have implemented direct distribution to the end-consumer, giving

them the ability to purchase food online right to their door (Erland Skogli, 2020).

Figure 4.1 shows the various distribution channels for food products and illustrates

the wholesaler distribution.

In Norway, the wholesaler and the stores they supply are integrated. The idea

is that the retailer can order a wide range of products from one single wholesaler

instead of having to contact every individual producer (Schulze et al., 2006). A

single wholesaler with a large inventory increases product availability for the retail-

ers, while the retailers themselves can have small inventories, which is cost-effective

(Saitone and Sexton, 2017). The wholesaler acts as an effective intermediary be-

tween manufacturers and retailers, as economies of scale ensure that features such

as purchasing, assortment, sales and transportation are taken care of in an efficient

manner (Tiwari, 2020). The consolidation and vertical integration have led to major

productivity gains by streamlining the information and material flow across supply

chain entities (NielsenIQ, 2021). However, the typical Norwegian food supply chain

can still be considered fragmented with many actors and limited cooperation and

information sharing (Romsdal, 2014). The finished-goods products are stored at

many different stock points as it moves down the supply chain, and the demand is

aggregated at each supply chain actor (Romsdal, 2014). As a result, as one pro-

ceeds up the supply chain, upstream actors’ information on end-customer demand

becomes distorted, resulting in artificial demand variation known as the bullwhip

effect (Section 3.4.1) (Lee et al., 1997).

4.3 Demand forecasting

Demand uncertainty of food products are varying, and the demand is generally be-

coming more unpredictable (Verdouw, Beulens, Trienekens and Wolfert, 2010). The

increase in demand variability is largely caused by an increased frequency in promo-

tional activities, as well as an increase in new product introductions (Huchzermeier

and Iyer, 2006). Due to the high demand fluctuations in the food industry, food
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Figure 4.1: Distribution channels of food products

manufacturers struggle to know when to have available stock on hand and when to

keep stock levels slim (Hua and Li, 2008). Increased demand variability makes accu-

rate demand forecasting particularly important (Pujara et al., 2022). The research

of (Dreyer et al., 2016) and (Dreyer et al., 2018) shows that food manufacturers pri-

marily base their forecasts on historical orders from the wholesaler, alongside expert

judgement from in-house planners. Due to the seasonal and promotional demand

patterns of food products, food manufacturers need to account for different types of

demand when calculating a demand forecast.

Regular demand

Food manufacturers typically estimate the regular demand for all their pre-existing

products 6-18 months ahead (Takey and Mesquita, 2006). The regular demand

excludes any promotional activities and new product introductions. Many manu-

facturers use an enterprise resource planning (ERP) system to perform and store

this long-term forecast (Erland Skogli, 2020). Food manufacturers have reported

that they obtain a reasonably high forecast accuracy when estimating regular de-

mand through simply using historical orders as primary input to the forecast (Moon,

2018). Basic statistical time series methods are commonly used for forecasting such

as the moving average and exponential smoothing. This long-term forecast is used

as input alongside information regarding capacity constraints on the machines to

the production plan which calculates the weekly production.
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Campaign demand

The regular demand of a product is altered when the extent of promotional activ-

ities is agreed upon through conversations with the wholesaler and its associated

retail stores (Romsdal, 2014). Volumes for campaigns and other market activities

are normally agreed with retail chains six weeks in advance to reduce demand un-

certainty related to such market activities (Romsdal, 2014). Most of the orders are

automatically exchanged through a portal solution (Dreyer et al., 2015). The cam-

paign demand is typically estimated through expert opinions from planners at the

manufacturer and retail chain based on empirical knowledge of similar campaigns

(Stevenson et al., 2014).

Demand of new product launches

Implementation of flexible automated production equipment has led to an increase

in product variety (Bourlakis and Weightman, 2008). Increased product variety

stresses the importance of accurate demand forecasting of new products. The aver-

age product life-cycle is decreasing as new products have a high failure rate, meaning

it is important to not produce a new product in excess before launch (Horvat et al.,

2019). However, because wholesalers require high service levels, manufacturers are

typically saturated with a product prior to launch, holding several months’ worth

of stock on hand (Pinna et al., 2018). This extensive production is called a pipeline

fill and is a result of high demand uncertainty for new products.

When a manufacturer wants to launch a new product, they send a new product

launch offer to the wholesalers. If the wholesalers accept the offer, they will send a

note called a listing indicating where the product will be placed on the store shelves,

and in how many stores (Romsdal, 2014). With that information, the manufacturer

can begin to estimate the expected demand during the launch period. Demand

planners typically rely on their own expertise judgement as well as information

of previous similar product launches due to the lack of historical data (R.M. van

Steenbergen, 2020). The manufacturer also negotiate with the wholesalers and retail

stores to finalize the anticipated demand. Depending on the production capacity

constraints the manufacturer may start production several months ahead of launch.

Additionally, due to the uncertainty regarding demand, the manufacturer may store

several months worth of anticipated demand prior to launch (Pinna et al., 2018).
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4.4 Current state of information sharing in the

Norwegian food supply chain

The consolidation between wholesalers and retail stores facilitates information shar-

ing. Point of sales data is continuously sent to the wholesaler’s ERP system and

used alongside information of planned campaigns in demand algorithms to create a

replenishment policy for different products (Erland Skogli, 2020). COOP operates

with an automatic replenishment policy where an order is automatically sent once

the inventory drops below a given threshold (Dreyer et al., 2015). This way of or-

ganizing the information flow in a supply chain is called efficient consumer response

and ensures constant availability of products with high quality and low price (Wood,

1993). However, the food manufacturer is not integrated with the wholesaler and

does not benefit from collaborative planning and forecasting (Dreyer et al., 2018).

According to Dreyer et al. (2016), normally, the only information shared between the

food producers and the wholesalers is the orders from the wholesalers. The collabo-

ration barrier is illustrated in Figure 4.2. Each entity in the supply chain does some

processing on the demand signal before passing it along to the next member (Dreyer

et al., 2018). As the end-customer’s demand signal moves up the supply chain, it

is increasingly distorted because of this demand signal processing (Lee et al., 1997).

Due to lack of information sharing the upstream entities are not able to capture the

demand distortion, disabling them to see the actual true demand. Research on Nor-

wegian food producers have shown that producers tend to produce too much, and

store managers tend to order too much because they lack the necessary information

to make the right decision regarding quantity (Dreyer et al., 2016).

In recent years, some food producers have acquired access to supply chain data from

the wholesaler and its associated retail chains (Dulsrud and Alfnes, 2016). Some of

the data that have been shared includes sales from the wholesaler warehouses to the

retail stores, inventory levels at warehouses and in stores, and point of sales data from

the grocery stores. All food products sold in Norwegian retail stores are required

to be registered in the electronic product database of Tradesolution (Dulsrud and

Alfnes, 2016). The Tradesolution platform also host information about all stores in

Norway as well as sales to these stores. Some food producers have purchased access

to this data to gain knowledge of the ordering policy for their products downstream

in the supply chain. The idea is to use the data to capture and prevent demand

distortions and to calculate a more accurate demand forecast (R.M. van Steenbergen,

2020). Research in the Norwegian food industry points to severe upsides through

increased information sharing in areas such as lead time, reliability, stock level and
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food wastage (Romsdal, 2014; Dreyer et al., 2016). A more transparent data system

allows the actual undistorted customer demand to determine when, what and how

to produce, as well as when and what products to pick, pack and deliver (Dreyer

et al., 2016). Most manufacturers in Norway are still in an early adaptation phase

in terms of utilizing these resources.

Figure 4.2: Collaboration barrier

76



Chapter 5

Case Study

A case study was conducted to investigate the effects of dynamic lot sizing with

forecasted demand based on point of sales data for an existing food manufacturer.

The first section of the case study is an introduction to the case company, Brynild.

The introduction is based on our qualitative data collection and presents character-

istics of Brynild and its supply chain, as well as their current use of point of sales

data, and way of performing production planning and control. The emphasis is on

new product launches as it is the scope of this master’s thesis. The next section

describes the data cleaning and transformation performed on the quantitative data

used for the data analysis. Following, a descriptive analysis of the cleaned data is

presented to display key characteristics of Brynild’s new product launches. Then,

the models developed for the case study, including the forecasting models and lot

sizing models, are described. These models are applied to the quantitative data of

Brynild, and the effects on costs and service levels resulting from employing them

are compared to that of Brynild’s approach. Lastly, the final section discusses the

findings discovered.

5.1 Introduction to the case company

Brynild is a Norwegian chocolate, sugar confectioneries, and nut manufacturer. Its

headquarters and only manufacturing facility is situated in Fredrikstad, where all

self-made products are produced. The company employs around 200 people and has

an annual turnover of around 750 million NOK, with 90% of sales going to Norway

and the remaining to Sweden, Denmark, and Finland. Brynild produces products in

the six product categories illustrated in Figure 5.1. Den Lille Nøttefabrikken, Dent,

Minde Sjokolade, and St. Michael are among Brynild’s most well-known brands. In
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the Norwegian snacks and confectionery supply chain, national manufacturers like

Brynild are challenged by global manufacturers, which have a substantial market

share (NOU, 2011). The chocolate and sugar confectionery only make up 5% of the

total market value of sales in Norwegian grocery stores (Nielsen, 2020). Brynild’s

market shares range from a small competitor in the chocolate industry to market

leaders in the Norwegian nut market. Brynild manufactures approximately 45 vari-

ants of sugar confectioneries, 45 variants of chocolate, and 70 variants of nuts. The

case study is focused on new product launches, and new products are launched each

year during three different launch periods. The first launch period is in February,

the next in May, and the last in September. Brynild launches many different types

of new product introductions, where the most common are brand new products,

re-launches, and line extensions. How different the new product is from already

existing products is an important factor contributing to the likelihood of success.

Brand new products are more difficult to predict the likelihood of success compared

to line extensions. In general, only a few mew products succeed per year.

The production facility in Fredrikstad has three separate production lines producing

candy, nuts, and chocolate, respectively. Each production line is strictly isolated

from the others to ensure no contamination between production lines. In particular,

it is of extreme importance to ensure that sugar and chocolate products are not

contaminated with traces of nuts. The strict isolation means that each production

line operates as a separate factory. However, all production lines share the same

packaging line.

Figure 5.1: Brynild’s products
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5.1.1 The supply chain

Brynild is a part of a six-echelon supply chain as illustrated in Figure 5.2. Fol-

lowing production, all products are transported to Leman, a third-party logistics

company. Leman is used as there is limited storage space at the factory in Fredrik-

stad. The products are stored at Leman and picked and packed there when orders

arrive. The orders are then picked up by wholesalers and transported to their central

and regional warehouses. Brynild supplies the three largest wholesalers in Norway:

NorgesGruppen, COOP, and REMA 1000. The three wholesalers make up around

90% of Brynild’s total sales. Each wholesaler has its associated retail chains, and in

total Brynild’s products are delivered to almost 4000 grocery stores across Norway.

As mentioned in section 4.2, Norwegian wholesalers and the retail stores they supply

are integrated. This case study focuses on the integrated wholesaler and retail um-

brella chain, NorgesGruppen. NorgesGruppen has four major retail chains, KIWI,

MENY, SPAR, and Joker, with around 1800 stores and a market share of approxi-

mately 44%. ASKO is the name of the wholesaler and distributor in NorgesGruppen.

ASKO operates 13 regional warehouses and two central warehouses, one for refrig-

erated goods and the other for dry goods. Orders from retail stores are sent to

their respective regional warehouse. If parts of the products in an order are stored

at the central warehouse rather than the regional warehouse, the products are sent

from the central warehouse to the regional warehouse before being distributed to

the retail store with the other products.

Continuous sharing of supply chain data, such as point of sales data, facilitates

effective information and material flow for the integrated partners. However, Brynild

is not integrated with its wholesalers, and Brynild’s information sharing with supply

chain partners is limited. Brynild receives orders from the wholesalers they sell to

and uses historical orders in their forecast to predict future demand. Basing their

forecast solely on historical wholesaler orders leaves them unable to identify end-

customer demand fluctuations as they occur. Brynild does not recognize a surge or

plunge in end-consumer demand before they receive an order from the wholesaler.

That is why Brynild wants to explore analysis and forecasting using POS data, with

hopes of seeing added benefits from identifying demand fluctuations at an earlier

stage.
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Figure 5.2: Illustration of the 6-echelon supply chain of Brynild

5.1.2 Current use of point of sales data

When anticipating future demand, Brynild does not use point of sales data. Nor

do they continuously monitor point of sales data to adjust the demand plan if the

actual demand looks to significantly subceed or exceed the anticipated demand.

However, the marketing team at Brynild did monitor point of sales data during

the new product launch of their nuts in plastic cups in 2020. The marketing team

noticed that the demand for some products looked to exceed what was forecasted,

while other products sold significantly less than anticipated. As a result, Brynild

altered their production to produce more of the products that sold well and less of

those that did not. The case proved why monitoring point of sales data early in the

product life cycle could help meet the customer demand better.

Brynild has the possibility to download point of sales data for its products peri-

odically. However, the POS data is aggregated and three weeks delayed, making

it challenging to apply in decision-making processes. Brynild has collected batches

of historical POS data for research purposes in recent years. Five years of POS

data, from 2015 to 2020, has been collected from NorgesGruppen. Historical POS

data from COOP has been made available on request but with a limited download

size. Some POS data from REMA 1000 has also been made available, although
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limited. Brynild wants to explore the possibilities of using POS data to enhance

their forecasting and production planning. Investigating ways of doing so is the

main objective of our case study.

5.1.3 Production planning and control at Brynild

The production process of Brynild can be categorized as manily batch processes

and with some repetitive flow processes, where the products go through some sort of

processing, like washing, cocking, roasting, mixing, and packaging. The products are

produced in batches with standardized processes, ensuring the quality and similarity

between the products. The production environment is make-to-stock, where the

customer order decoupling point is located at the finished goods warehouse of Leman.

The production is, therefore, mainly based on forecasts and inventory levels.

The case study investigates new product launches, but Brynild needs to simulta-

neously consider other types of demand, each of which is forecasted and managed

differently. The planning of new product launches will be further explained in the

next section. In addition to the demand from new product launches, Brynild has

to plan for regular demand. Regular demand corresponds to the demand of normal

sales on already existing products, excluding campaign and seasonality. The demand

from new product launches turns into regular demand when the launch period ends.

Brynild uses an ERP system delivered by SAP. The ERP system calculates the fore-

casted regular demand based on the historical demand for each product. Statistical

forecasting methods are used in the ERP system, and regular demand is usually

forecasted 12 months ahead.

Brynild also needs to consider demand from campaigns. Campaign demand refers

to the temporary increase in demand caused by promotional activity. Campaigns

are planned with individual retail chains, and Brynild is usually informed of which

stores that will execute the promotion. Brynild consults with the retail chain in

question to determine the anticipated demand during the campaign. After reaching

an agreement, Brynild typically delivers the agreed number of products within 4-6

weeks. Campaign demand will affect the demand for new product launches if there

are campaigns during the launch period. The campaign demand is often forecasted

manually and added to the ERP system.

Lastly, Brynild must consider the demand for seasonal products. Seasonal demand

refers to increased product sales during holidays like Easter, Halloween, and Christ-

mas. Seasonal demand is projected using historical data and added to the regular
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demand to calculate the product’s total expected demand. Since the demand dur-

ing seasonal periods is many times higher than the off-season demand, it tends to

be produced well ahead of the season in order to account for capacity constraints.

Seasonal demand interferes with the demand for new product introductions when

they move into season.

Brynild has weekly S&OP meetings to evaluate the total forecasted volume and

typically operates with a planning horizon of 4-26 weeks. The following topics are

frequently discussed in these meetings: what to prioritize, whether or not the sales

and operations plan is achievable or requires modifications, shift arrangements, and

the need for overtime.

The forecasted regular demand 12 months ahead is adjusted with the demand due

to campaigns and seasons, as explained above. The ERP system then splits the

forecasted demand into weekly demand resulting in a master production schedule

(MPS) that shows the production needs for each production line for the next 52

weeks. For the MPS, the lot sizing is determined by the ERP system, prioritizing

products with the highest volumes. The lot size is often set equal to the production

output from one shift or based on a fixed length between each lot. Moreover, the

master production schedule from the ERP system does not consider capacity. As

a result, the planners do a rough-cut capacity planning, which is performed every

other week during the S&OP meetings. Additionally, as the ERP system does

not include functionality to plan for safety stocks or production sequence for each

product, it is done manually by the planners at this stage. The planners try to level

the production for the following 4-5 weeks, considering capacity, safety stock, and

sequencing. As manual adjustments are made, the lot sizing decisions are changed

as well. The manually adjusted master production schedule is then exploded based

on material requirements planning with the bill of materials in the ERP system.

The planners then determine a final detailed production plan and a capacity plan

describing what products to produce, at what production lines, in what quantity,

and on what days.

Brynild’s production strategy is to be responsive so they do not freeze their pro-

duction plans. New information is incorporated into the planning as soon as it is

available. In order to be responsive to new information, there is a need for a buffer

inventory of raw materials and packaging materials, usually bought from suppliers

abroad. However, the production goal for sugar confectioneries is to minimize the

setup time, as the drying cabinet is the limiting factor for these products.
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Planning of new product launches

The beginning of a new product launch happens within Brynild’s board of innova-

tion, where the decision about launching new products is made. Then, sales and

operations planning (S&OP) meetings further discuss the launch of the new product.

The volume estimates are based on an initial listing from the retail chains, typically

received 2-3 months prior to launch. The initial listing contains information from

the retail chains on the expected number of stores the product will be sold in, in

addition to the placement in the stores. This information is then used to create

a forecast of the demand for the first 2-3 months of the launch, usually manually

by qualitative judgment. For line extensions, historical demand for already exist-

ing products within the same line is used as a reference for demand calculations.

For brand new products, planners try to look at similar products within the same

product category as a reference.

The production often starts 2.5 months prior to the launch, where the objective is

to produce around 70% of the forecasted demand for the 3 months, based on the

initial listing. The last 30% are considered closer to the launch date when the final

listings are received from the retail chains, which is typically received within four

weeks before launch. The reason for this approach is that there can be a difference

between the initial listing and the final listing, meaning that the expected sales

volume for the first part of the launch period can change. The remaining 30% can

be produced if necessary should the final listing change prior to launch. The lot size

is usually decided from a test production run, where the lot size is set to the output

of one shift. The production plan is based on this lot size, but there are typically

some uncertainties regarding the production output, making the inventory build up

more critical. The 70-30 % method described is not fixed for each new product

launch but varies based on qualitative decisions from production planners, varying

from 60-40% to 80-20% depending on the product.

However, with the approach, the production of 70% of expected demand for the first

2-3 months creates an extensive inventory. The pipeline fill is made to ensure product

availability during the initial launch period when demand uncertainty is high. As

Brynild has a make-to-stock environment where the customer order decoupling point

is located at the finished goods inventory, the service level relies on whether the

finished product is in stock or not. As Norwegian wholesalers expect a service level

of up to 97% and 2-3 days delivery time, Brynild is left with little room for late or

partial orders. Therefore, the huge inventory containing 3 months’ worth of expected

demand is made to ensure that the required service level is achieved. If the products

are not in stock, the order can be backlogged or considered a lost sale, depending on

83



the product. There is no discount on the products if the orders are backlogged, but

the total service level is measured and used as a bargaining tool by the wholesalers.

The first indication of how well a new product is selling comes through a rapport

from Nielsen, an analytical company. The Nielsen rapport is released every three

weeks. Point of sales data from the last three weeks is aggregated and split on

individual retailers. From the rapport, Brynild gains insights into how well the

products are selling in the different retail chains.

5.2 Data cleaning and transformation

To perform our data analysis, we used data from one of Brynild’s three primary

wholesaler customers, NorgesGruppen. The reason for selecting data from Norges-

Gruppen was because we had access to more point of sales data from the associated

retail stores of NorgesGruppen compared to that of COOP and REMA 1000. The

following data were used in our analysis:

1. Point of sales data from stores of the retail chains associated with Norges-

Gruppen. The data includes sales of all of Brynild’s products from 2016 to

2020.

2. Historical sales data from Brynild to NorgesGruppen’s warehouses for each of

Brynild’s products. The data dates back to 2013, but data from 2016 to 2020

were used corresponding to the POS data.

3. Historical production data from 2016 to 2020 of Brynild’s products

Section 2.2.2 gives a more detailed explanation of all the datasets that were made

available for our research. Since the scope of our project is limited to new prod-

uct introductions, the first step in our data cleaning process was to identify all of

Brynild’s new product introductions during the time period we had available POS

data. In total, Brynild launched 156 new products between 2016 and 2020. Of the

156 new product launches, a significant number had to be excluded from our data

analysis due to data insufficiencies. We made the following selection requirements

for the different types of data:

Point of sales data

• The product must have point of sales data recorded for the full duration of

the launch period (26 weeks).
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• The point of sales data must start at a low-point, clearly indicating a new

product launch and ensuring there are no unrecorded sales prior to launch.

• The point of sales data must be continuous, showing no prolonged gaps without

sales indicating missing data.

Production data

• The product must have recorded production data.

• The product must have production data dated before the first recorded sale

to NorgesGruppen of the given product, indicating no missing production pre-

launch.

Sales data from Brynild to NorgesGruppen

• The product must have recorded sales to at least one of NorgesGruppen’s

warehouses

• The product must have recorded sales dated before the first POS data, indi-

cating no missing sales pre-launch.

General

• Brynild’s inventory should never fall below 0 for the duration of the launch

period, meaning the sum of the production of a product should always be

greater than or equal to the sum of sales out of Brynild.

• NorgesGruppen’s inventory should never fall below 0 for the duration of the

launch period, meaning the sum of the sales to NorgesGruppen should always

be greater than or equal to the sum of POS sales in the stores.

In the end, 64 products passed all our selection requirements and were used as the

basis for our data analysis.

5.3 Descriptive analysis

This section presents a descriptive analysis of the 64 new products that passed the

data cleaning requirements. The descriptive analysis is conducted to give the reader
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a better understanding of the data and to justify model parameters selected later.

New product launches are first examined before production, order, and point of sales

data are analyzed descriptively.

5.3.1 New product launches

Figure 5.3 shows the distribution of the new products based on what year the product

was launched, from 2016 until 2020. The figure shows that most new product

launches included in the analysis were launched in 2017, 2019, and 2020, while only

a few products from 2016 are used.

Figure 5.3: New product launches per year

New products can be introduced in grocery stores three times a year in Norway,

as explained in section 5.1. Figure 5.4 shows in what period the products were

launched, where launch period 1 corresponds with the launch window in February,

launch period 2 is the launch window in May, and launch period 3 is in September.

More than half of the new product launches in the analysis were released in February.

As we have used a launch period of 26 weeks, the analysis of new product launches

in period 1 will contain the Easter holidays. Similarly, the new product launches

in period 3 will contain the Christmas holidays. Both holidays are periods with

increased sales of Brynild’s products and can influence the analysis, especially when

predicting the demand for the holiday weeks. Also, it is worth noting that the launch

period of 26 weeks is likely to contain campaigns for the new product launches, which

is not considered in the analysis.

Figure 5.5 shows how the new product launches in the analysis are distributed in

different product categories. The product categories of the new product launches

analyzed are sugar candy, pastilles, chocolate, and snack nuts, where a significant

amount of new product launches are snack nuts. The noticeable amount of new snack

nuts launches is that Brynild changed from pick and mix nuts to snack nuts sold

in cups in 2020. This change resulted in many new product launches, particularly

because some of the nuts were now sold in different cup sizes.
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Figure 5.4: New product launches for each launch period

Figure 5.5: New products launches for each product category

When a new product is launched, Brynild operates with three sales solutions for

selling the products to the wholesalers. The first sale solution is a ”distribution

packet” (D-pak), where multiple consumer packets (F-paks) are grouped into a unit

and sold together. Secondly, Brynild uses a sales solution called ”sales solution one

product” (SL 1 variant), where multiple distribution packets (D-paks) of the product

are sold together in a large quantity. Finally, ”sales solution multiple products” (SL

flere varianter) are used, where distribution packets (D-pak) from different products

are combined. As a result, when Brynild launches a new consumer product, several

new sales solutions can be created. The 64 new product launches used in this analysis

resulted in 130 new sales solutions. Therefore, when analyzing the orders of new

product launches, all sales solutions of the product have to be included.

Figure 5.6 shows the number of each sales solution for each product. The figure

shows that most of the new product launches are included in 2 sales solutions, while

a few have 3 or 4 sales solutions. 20 of the products are just sold as distribution

packets (D-paks) and not in other sale solutions. Figure 5.7 shows the distribution

of sales solutions. This figure shows that all 64 new product launches are sold in D-

paks, while 24 of the sales solutions are ”sales solution one product” (SL 1 variant),

and 42 of them are ”sales solution multiple products” (SL flere varianter).
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Figure 5.6: Number of sales solutions for each new product launch

Figure 5.7: New products for each sales solution

The following subsections provide further descriptive analysis on production and

orders to NorgesGruppen, as well as point of sales data for the 64 new product

launches. The descriptive statistics only consider the launch period of 26 weeks and

production or orders prior to the launch date.

5.3.2 Production

Table 5.1 shows descriptive statistics for the production data of Brynild for the 64

new product launches. The table displays how many setups occur during the weeks

when a product is produced. The mean value for all the 64 new product launches

is 2 setups per production week, with a standard deviation of 0.6. Additionally, the

table shows the number of setups per week for the duration of the launch period,

giving a mean of 0.4 setups with a standard deviation of 0.3 setups. The descriptive

statistics for the setups show that there are many weeks with no production, but

multiple setups usually occur in weeks where there is production. The descriptive

statistics on the setups will later be used to decide the capacity in terms of the

number of setups per week.

Table 5.1 also shows pipeline fill length, representing the number of days before

launch the production was initiated. It has a mean value of 46 days, with a standard

deviation of 15 days. The maximum number of days was 82, while the minimum was
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19 days prior, showing there is some variation in how early the production starts.

Notice, however, that the production data only shows when the production of the

new products is finished and not when the actual production starts. This could be

a reason why the pipeline fill length is shorter than 75-90 days (2,5-3 months) as

stated by Brynild for when they start producing the new product launches.

Further, the production quantity per production and per week in terms of consumer

packages (F-paks) are shown in the table, and these numbers are scaled with the

ratio of orders to NorgesGruppen. The scaling means that the production numbers

shown are not the total production but the production that is estimated for Norges-

Gruppen. The production quantity per production day has a mean of 10796 F-paks

and a standard deviation of 8201 F-paks, and the production quantity per week has

a mean of 4468 F-paks and a standard deviation of 5045 F-paks. Additionally, we

notice a difference between the minimum values and the maximum values for the

two, indicating different production quantities for each new product launch. The

production quantity per production will be used to set the daily production capacity

in the dynamic lot sizing model. The production quantity per week provides an un-

derstanding of the weekly production size, which will be the output of the dynamic

lot sizing model.

Setups per
produc-
tion week

Setups per
week

Pipeline
fill length
(days)

Production
quantity
per pro-
duction
day (F-
pak)

Production
quantity
per week
(F-pak)

count 64 64 64 64 64
mean 2.0 0.4 46 10796 4468
std 0.6 0.3 15 8201 5045
min 1.0 0.1 19 972 324
max 4.0 1.5 82 42939 31999

Table 5.1: Descriptive statistics of the production data for the 64 new products

5.3.3 Orders from NorgesGruppen

Table 5.2 display descriptive statistics for the orders from NorgesGruppen for the 64

new product launches. The mean value of the sales ratio to NorgesGruppen is 62%

with a standard deviation of 28%. That means that on average, for the 64 products

analyzed, 62% of sales was to NorgesGruppen. The minimum value of the sales

ratio was 13%, and the maximum value was 100%, meaning for some products, all
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orders were to NorgesGruppen. The mean value is higher than the overall market

share of NorgesGruppen at 44%, as stated in 4.1, showing that the new products

analyzed have higher sales to NorgesGruppen than the normal. As the sales ratio to

NorgesGruppen varies for each new product launch, the scaled production can give

wrong estimates. The new product launches with 100% sales to NorgesGruppen will

have the right production amount in the database, but the rest must be scaled. The

scaling of the production to correspond with the sales to NorgesGruppen can give

wrong estimates and cause situations with negative inventory, as the magnitude of

the scaling is wrong.

Additionally, table 5.2 shows the percentage of F-paks ordered in the sale solutions

”SL 1 variant” or ”SL flere varianter”. The mean is 25%, and the standard deviation

is 22%. The minimum value is 0 %, and the maximum value is 80%, showing that

some of the new product launches are just ordered as D-paks, while others have much

of the quantity ordered in the other sales solutions. This shows the importance of

including all the sales solutions for each product in the analysis to get the total

quantity right.

Further, the table shows the wholesaler fill quantity. This is the order quantity prior

to the pipeline date, representing the quantity NorgesGruppen orders to fill up the

stores. The mean value is 32984 F-paks with a standard deviation of 33478 F-paks.

As the standard deviation is higher than the mean value, it indicates a big spread

in the data. The wholesaler fill quantity is a quantity Brynild has to produce and

can not be reduced by Brynild.

In addition, the table shows the order quantity per week, with a mean of 4205 F-

paks, and a standard deviation of 4965 F-paks. Also in this case is the standard

deviation higher than the mean. Further, as with the production, we see a big

difference in the minimum value of 302 F-paks and the maximum value of 30336

F-paks showing some products are ordered in higher quantities. The order quantity

per week represents Brynild’s demand and will be used to calculate the deterministic

dynamic lot sizing solution for each new product launch. Notice that the order data

is aggregated for the 13 warehouses, and analyzing each warehouse alone could give

more detailed insights into the ordering.
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NorgesGruppen
sales ratio (%)

F-paks or-
dered as ”SL
1 variant”
or ”SL flere
varianter” (%)

Wholesaler
fill quantity
(F-pak)

Order quan-
tity per week
(F-pak)

count 64 64 64 64
mean 62 25 32984 4205
std 28 22 33478 4965
min 13 0 900 302
max 100 80 176880 30336

Table 5.2: Descriptive statistics of the order data for the 64 new products

5.3.4 Point of Sales at NorgesGruppen stores

Table 5.3 shows descriptive statistics for the point of sales data. From the table, we

can see that the mean number of stores selling the new products is 940 stores, with

a standard deviation of 426. The minimum number of stores was 76 stores, while

the maximum was 1844 stores. We also see that the 64 new product launches have

recorded point of sales data almost every day, with a mean of 98% and a standard

deviation of 1%. The daily products sold per day are also shown, with a mean of

397 F-paks and a standard deviation of 474 F-paks. For daily products sold, the

minimum value is 24 F-paks, and the maximum value is 3040. Further, we see that

the mean number of F-paks sold per week in the launch period is 2692 F-paks, and

the standard deviation is 3201 F-paks. As the point of sales data will be used to

forecast the demand, it is important to understand the data. From the descriptive

statistics, we see that most products have point of sales data each day, but the

quantity per day varies. The number of stores selling the new product can impact

the daily and weekly point of sales data. It is important to have enough data to

get an accurate forecast. The point of sales data is aggregated for all stores, and

investigating each store could give different information on the point of sales data.
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Number of
stores sell-
ing the new
product

Sales each
day in the
launch pe-
riod (%)

Products
sold per
day in
the launch
period (F-
pak)

Products
sold per
week in
the launch
period (F-
pak)

count 64 64 64 64
mean 940 98 397 2692
std 426 1 474 3201
min 76 89 24 165
max 1844 100 3040 20498

Table 5.3: Descriptive statistics of point of sales data for the 64 new products

5.4 Model development

This section gives a description of the lot sizing model and three forecasting models

used in the data analysis associated with the case study. It explains our reasons

for choosing the selected models and the specifics of how they are designed and

function.

5.4.1 Linear regression

A linear regression model (seciton 3.3.4) was chosen as one of the selected forecasting

models. The reason for selecting a linear regression model was two-fold. Firstly,

when conducting our literature study, we found that linear regression models are

highly regarded in many studies because it is easy to implement, computationally

inexpensive, and can produce satisfactorily accurate forecasts for real-world use

(Gomila, 2021; Parmezan et al., 2019). Secondly, when performing descriptive data

analytics, we observed that the cumulative sum of point of sales data resembled a

linear line during the launch period of many of the products we examined. Figure

5.8 displays daily point of sales data and the cumulative sum of the point of sales

data during the launch period for two of Brynild’s products. As can be seen in the

illustration, the raw point of sales data itself does not resemble a linear line. Hence,

our linear regression model struggled to find a linear correlation between daily raw

POS data and future POS data. However, the cumulative sum of POS data does

resemble a linear line, and was therefore regarded as well-fitted to be used for linear

regression forecasting. Hence, we chose to include a linear regression model for our
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case study.

(a) Raw point of sales (b) Cumulative point of sales

(c) Raw point of sales (d) Cumulative point of sales

Figure 5.8: Raw and cumulative point of sales data

Data pre-processing

As we performed linear regression on the cumulative POS data, the first pre-processing

step was to convert raw, daily POS data to the cumulative sum of POS data for

all products. Figure 5.8 displays the transformation. The next step was to split

the cumulative POS data into bulks of seven as the model was supposed to make a

weekly forecast using all the data it had available to date. Figure 5.9 displays the

input and expected output of the linear regression model.
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input =


[1, 2, ...7]
[1, 2, ...14]

.

.

 output =


[8, 9, ..., 34, 35]
[15, 16, ..., 41, 42]

.

.


Figure 5.9: Illustration of the data split: the arrays inside input and output illus-
trates POS observation at given days after launch

Forecasting using linear regression

The only independent variable included in our model was previous POS data, hence

the model was a single linear regression model depicted by Equation 3.11. At a

weekly interval, the model was fed with all the POS data to date, which it used

to calculate the optimal equation intercept and weights to obtain the best fitted

regression line. The cumulative POS demand 28 days (4 weeks) into the future was

estimated each week by inserting the 28 subsequent dates after the last recorded POS

data into the regression equation. The predicted cumulative demand was then trans-

formed into daily demand and aggregated to obtain the model’s predicted weekly

demand for the next 4 weeks. Figure 5.10 displays an example of the regression line

calculated using 7 days and 14 days of POS data.
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(a) Forecast after one week (7 days of POS data)

(b) Forecast after two weeks (14 days of POS data)

Figure 5.10: Linear regression forecasts after 7 and 14 days of POS data

5.4.2 Holt-Winters’ model

The Holt-Winters’ model (Section 3.3.5) was the second model implemented to

perform forecasting on POS data. In our literature study on commonly used and

state of the art forecasting methods, the Holt-Winters’ method was one of the models

that consistently performed well and proved robust on different data (Parmezan

et al., 2019; Holt, 2004). Although the method is old, it is still consistently beating

state of the art machine learning methods (Parmezan et al., 2019). A reason for this

is that the Holt-Winters’ model does not require loads of data in order to train and
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forecast accurately, which is of particular importance in our case as we have no prior

data for the new product launches and a limited number of total products to analyze.

Additionally, the Holt-Winters’ model is built to capture the seasonality and trend

components in the data it forecasts, which is crucial in our case as the POS data

have a clear weekly seasonal cycle (Figure 5.11). Another reason for selecting the

method is because our case company Brynild is already using the method in their

forecasts, although not for POS data. Therefore, it would be relatively simple for

Brynild to implement the method on POS data should it give satisfactory results,

as they have prior experience.

The Holt-Winters’ method can be implemented with additive or multiplicative con-

figurations (equations 3.14 and 3.16). The model configuration resulting in the

lowest MAPE was with the additive trend and seasonal components, hence that is

the one used for the results.

Data pre-processing

Unlike the linear regression model, the Holt-Winters’ model was able to forecast

accurately on raw point of sales data. However, similar to the linear regression

model the data was split into bulks of seven as the model was supposed to make a

forecast every week. Splitting the data every week, starting on Monday, is suitable

for our forecasting task as one seasonal cycle of POS data is naturally one week, as

can be seen in Figure 5.11. The Holt-Winters’ model was set to forecast 4 weeks

into the future based on all point of sales data available at that time, as illustrated

in Figure 5.9.

All POS observations were added by a unit of 1, because the Holt-Winters’ mul-

tiplicative method can not function with values of zero due to the possibility of

division by zero, as can be seen in Equation 3.17. An addition of a small unit such

as 1 does not alter the scale of the observations significantly, hence it is a feasible

solution for our task. That means, of course, that the predicted forecast values had

to be subtracted by 1 to obtain the final forecasted demand.
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Figure 5.11: Seasonal POS data

Forecasting using Holt-Winters’ model

To find the optimal fit for the smoothing coefficients used in the Holt-Winters’

equations, two full seasonal cycles are required. Therefore, the Holt-Winters’ model

could not be applied without alteration after the first week after launch when all

that was available was 7 days of POS data corresponding to only a single seasonal

cycle. Instead, simple exponential smoothing (equation 3.13) was used to forecast

after the first week of recorded POS data. Simple exponential smoothing disregards

seasonal and trend factors, and simply forecasts the expected level, as seen in Figure

5.12a.

For the remaining of the forecasts, the Holt-Winters’ model was used. The prediction

accuracy of additive and multiplicative model configurations (Equations 3.14 and

3.16) were compared to determine the optimal model configurations. The configu-

ration with the lowest forecast error (MAPE, Equation 3.9) was with the additive

trend and seasonal parameters.

Prior to prediction each week, smoothing coefficients were fitted on all the POS data

available at that time. The model predicted 4 weeks ahead, as illustrated in Figure

5.12b.
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(a) Forecast after one week (7 days of POS data)

(b) Forecast after two weeks (14 days of POS data)

Figure 5.12: Holt-Winters forecasts after 7 and 14 days of POS data

5.4.3 Long-short term memory (LSTM) model

As discussed in Section 3.3.5, LSTM networks are one of the most prominent ma-

chine learning methods for time series forecasting. Our reason for selecting an LSTM

network was due to its ability to capture the underlying sequential information in

the input data. The ordered sequence that the point of sales data comes in contains

information which is crucial to capture in order to perform accurate forecasting.

LSTM networks are the machine learning method that proved most competitive

with the state of the art statistical forecasting methods, according to most research
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examined in our literature study. One of the most highly respected forecasting com-

petitions is the Makridakis competition (Makridakis et al., 2018a). The competition

has the intention to evaluate and compare different time-series forecasting methods.

The winner of the M4 (Makridakis 4) competition was an LSTM model, showing

that the model is state of the art within time-series forecasting.

Data pre-processing

The data pre-processing steps required for the LSTM network are quite different

from that of the linear regression and Holt-Winters models. Neural networks typ-

ically do not perform well when the attributes of the input data are in a different

or spread numerical range (Garćıa et al., 2015). Therefore, normalization was per-

formed to squeeze the input data into an interval. Our selected method of doing

so was through min-max normalization. Min-max normalization squeezes the input

data to a range between 0 and 1 while retaining the ratio between all data points.

Each POS observation was passed through Equation 5.1 to calculate its normalized

value ynorm:

ynorm =
y −minA

maxA −minA

(5.1)

where minA and maxA refers to the minimum and maximum values of dataset A.

A neural network also requires a pre-defined input shape in order to learn a specific

task. We wanted our models to be able to generate forecasts after the first week

of POS data, hence we chose to feed 7 days of POS data as input to the LSTM

network and made it forecast the next 28 days (4 weeks) into the future. The input

and output data is illustrated in Figure 5.13.

input =


[1, 2, ...7]
[8, 9, ...14]

.

.

 output =


[8, 9, ..., 34, 35]
[15, 16, ..., 41, 42]

.

.


Figure 5.13: Illustration of the data split: the arrays inside input and output illus-
trates POS observation at given days after launch

The POS dataset was split into a training, a validation, and a test set so that the

LSTM network could train on a set of products, validate its accuracy on a validation

set after each iteration of training, and finally test its prediction accuracy on an

unseen test set after training. The training set consisted of 80% of the products,
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the validation set consisted of 10% of the products, and the test set consisted of the

remaining 10% of the products. That means that the test set, which forms the basis

of the results, only consisted of 9 products.

Network configurations

When building a neural network, it is crucial to test and select the model architecture

and parameters best suited for the task it is meant to solve. We chose to test and

select parameters for our LSTM network in the following order:

1. Network architecture

a. Number of layers and types of layers

b. Number of neurons in each layer

2. Loss function and optimizing algorithm

3. Hyperparameters

a. Batch size

b. Early stopping patience level

Network architecture

Multiple network architectures were tested to find the one that yielded the highest

prediction accuracy. A shallow LSTM network containing only a single LSTM layer

was tested and compared with deep LSTM networks with multiple LSTM layers.

The best performing model was a deep LSTM network containing two LSTM layers,

and a standard feedforward output layer. To determine the number of neurons per

layer, we followed the following common guidelines on node selection:

1. The number of nodes should be a geometric progression of 2, e.g. 2, 4, 8, 16

etc

2. Hidden layers should have half the number of nodes as the previous layer

3. The output layer should contain as many nodes as the number of days it is

supposed to forecast
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The resulting network contained two LSTM layers with 32 and 16 nodes respectively,

as well as an output layer with 28 nodes corresponding to the 28 days (4 weeks)

the network was supposed to forecast. Figure 5.14 illustrates the architecture of the

LSTM network used in our data analysis.

Figure 5.14: LSTM network architecture

Loss function and optimizing algorithm

The loss function in a neural network is a function that calculates the deviation

between the expected outcome and the predicted outcome produced by the machine

learning model. From the loss function, we derive the gradients which are used to

update the weights in the network. Prediction of point of sales data is a regression

task where the expected and predicted values are real numbers, hence we selected a

loss function optimized for regression settings. Mean squared error (MSE) was our

selected choice for optimizing the algorithm (Equation 3.8).

An optimizing algorithm is an algorithm used to change the attributes of a neural

network, such as weights and learning rate, in order to reduce the error calculated

by the loss function. Thus it helps the network train efficiently and improves pre-

diction accuracy. Similar to the loss function, the optimizing algorithm should be

chosen according to the task at hand. The optimizing algorithm of choice for our

data analysis is the Adaptive Moment Estimation (ADAM) optimizer. The ADAM
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optimizer is regarded positively in much recent research on forecasting and regres-

sion analysis (Zhang, 2018), much due to its ability to generalize, fast run time, and

low memory requirements.

Hyperparameter tuning

Setting our hyperparameters had the goal of improving prediction accuracy, reducing

training time, and avoiding overfitting. Because data was scarce, we used a batch

size of 1, so the network could pull any prediction accuracy gains from every sample

in our training dataset. Larger batch sizes of 8 and 16 were also tested without

seeing any performance gains.

To prevent our model from overfitting on the training data, early stopping was used

during training. Early stopping means that the network will stop training after when

it gets no increase in prediction accuracy on the validation set. A patience level of 3

was selected such that the training would stop if no accuracy gains were measured

in 3 subsequent epochs. The reason for a patience level of 3 was that we observed

that the validation loss might increase for one or two epochs before dropping to a

new low.

5.4.4 Dynamic lot sizing models

Two dynamic lot sizing models have been developed in the case study. Table 3.1

presented in the theory chapter is used to classify the two dynamic lot sizing models.

The first model is deterministic and uses historical demand, whereas the second is a

stochastic model which uses forecasted demand. All other variables are determinis-

tic. Further, both models have a finite planning horizon with a discrete time scale,

but the stochastic model is implemented with a rolling horizon approach, explained

further later. Both models are single item models, only considering one new prod-

uct launch at the time. Single item models are selected to reduce the complexity

and to focus on the new product launches. Additionally, the models are single level

models, where only the finished products are analyzed. This means that they do

not consider the production of intermediates and assume that these can be created

within the time period of one week. Holding costs and setup costs are the costs con-

sidered in both models, and production costs are neglected. Further, both models

are capacitated with production restrictions, with a limited production capacity for

each period. As for the service level, the models operate with lost sales, and these

will not be backlogged. However, service levels will be measured outside of the
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models for comparison. No time consuming activities are considered in the models,

and production and setup times are assumed to happen instantly. The objective of

both models is to minimize the total costs of setup costs and holding costs. The

two dynamic lot sizing models have been formulated as Mixed Integer Linear Pro-

gramming (MILP) models in Gurobi and solved with the Gurobi optimizer (Gurobi

Optimization, LLC, 2022).

Assumptions and variable calculations

The data gathered from Brynild provides information about the production, orders

out of Brynild, and point of sales in stores. However, some relevant information has

not been explicitly given in the data. As a result, some assumptions and calculations

from the data are made and used in the dynamic lot sizing models. The list below

elaborates on the assumptions and the calculation of the variables which is made

for each new product launch.

(a) Pipeline date. We have assumed that the pipeline fill continues until after

the first week of point of sales data is recorded. Since the point of sales data

starts on a Monday, the pipeline date is the next Monday after the first point

of sales sale. The lot sizing models only consider the period after the pipeline

date and until the end of the launch period.

(b) Launch period length. In the analysis, we have defined the launch period

to last 26 weeks in total from the first recorded POS data. The reason for

selecting 26 weeks is based on the results from Flaarønning and Løvhaugen

(2021), where the authors showed that the point of sales data took up to 23

weeks to stabilize for some new product launches.

(c) Lead time. The analysis assumes that each new product launch can be

produced within a week, having a lead time shorter than a week for the final

product.

(d) Ratio of sales to NorgesGruppen. The data on orders out of Brynild con-

tains orders from all of Brynilds customers. The rest of the data, like point of

sales, only contains data on one of Brynild’s customers, namely NorgesGrup-

pen. The ratio of sales to NorgesGruppen has been calculated and used to

scale the production. The ratio of sales to NorgesGruppen multiplied by the

production is assumed only to give the production meant for NorgesGruppen,

and is calculated for each new product launch. Table 5.2 shows descriptive

statistics for the ratio.
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(e) Holding cost. Brynild has no data on the holding cost, so the holding costs

have to be calculated. Firstly, we make assumptions about the holding cost

rate. As we have no data on the production costs, 80% of the median sales

price of each product is used to estimate the cost of goods sold. Further, we

assume that the holding cost rate is equal to 30% of the cost of goods sold.

As we use a weekly holding cost rate, the holding cost rate is divided by 52.

The weekly holding cost is calculated by multiplying the weekly holding cost

rate with the inventory carried over to the next week.

(f) Setup cost. The data sets do not contain information about the setup costs.

Therefore, the setup cost per setup has been assumed to be 1050 NOK per

setup. The assumption is based on conversations with Brynild, where the

assumption includes having three workers working on the production line with

each a personnel cost of 350, giving 3 · 350 = 1050 NOK as the setup cost per

setup. We do not consider sequence-dependent setup costs.

(g) Production capacity per setup. The production capacity per setup is

calculated using the average production quantity per production day for each

new product launch. The production has also been scaled with the ratio

of sales to NorgesGruppen. Table 5.1 showed descriptive statistics for the

variable, providing an understanding of the size.

(h) Starting inventory. The starting inventory of Brynild for a given product

is calculated by subtracting the wholesaler fill from the pipeline fill for that

product.

(i) The pipeline fill quantity is calculated as the sum of the production quan-

tity before the pipeline date. It has been scaled by the sales ratio to

NorgesGruppen to estimate the pipeline fill produced to NorgesGruppen.

(ii) The wholesaler fill quantity is calculated as the sum of the order quantity

prior to the pipeline date.

(i) Setup function. Data on setups have not been given in the datasets. We

have assumed that the production of a product on the same date is all from one

setup. From the data, we have calculated setups per production week showing

the mean number of setups the weeks there is production, and setups per

week showing the mean number of setups for all weeks. These calculations are

used to estimate the number of setups per week. Table 5.1 shows descriptive

statistics for the variables. The mean number of setups per week was 0.43,

and the mean number of setups per production week was 2.02. These mean

values have been used to assume the setup capacity per week. As our dynamic
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lot sizing models are single item, we have constrained the model to only allow

1 setup per week. We get the following setup function:

δ(t) =

0 if xt = 0

1 if xt > 0
(5.2)

where δ(t) refers to whether there is a setup in week t, and xt refers to the

production in week t.

(j) Safety stock level. The safety stock level has been assumed, and it is set

equal to the production capacity per setup. As this is equal to the weekly

capacity constraint, the service level reflects the maximum production during

a week.

(k) Service level. The service level is calculated outside of the lot sizing model,

from the resulting output. Equation 5.3 shows how the service level (sl) is

calculated for each new product launch, where ls is the total quantity not in

stock, and d is the total quantity demanded. The service level is calculated

for all lot sizing models

sli = 1−
∑T

t=1 lsi∑T
t=1 di

(5.3)

The deterministic model with historical demand

For the deterministic model, the demand used is historical data for the new product

launches. It is considered deterministic as the values are known. Table 5.4 shows

the variables used over the period from 1 to T , where T is the number of weeks in

the launch period set equal to 25 weeks, as assumption (a) explained.

The objective function is given by equation 5.4, where the sum of holding costs and

setup costs are minimized.

Minimize

T∑
t=1

st · δ(xt) + ht · It (5.4)

Subject to:

It−1 + xt = dt + It ∀ t ∈ T (5.5)

It, xt ≥ 0 ∀ t ∈ T (5.6)

xt ≤ capt ∀ t ∈ T (5.7)

105



Variable Explanation Type Variable calcula-
tion from the list

dt demand in period t Input Historical data
ht holding cost per item carried from

period t to period t+ 1
Input (e)

st setup cost in period t Input (f)
capt capacity for period t Input (g)
I0 starting inventory Input (h)
δ(xt) setup for period t Decision (i)
It inventory at the end of period t Decision
xt products produced in period t Decision

Table 5.4: Variables in the deterministic dynamic lot sizing model for each new
product launch

Constraint 5.5 is the inventory balance, and restriction 5.6 makes sure that the

production and inventory are positive values. The capacity constraint is given by

equation 5.7, showing that the production has to be lower than the production

capacity.

The stochastic model with forecasted demand

The stochastic model with forecasted demand is very similar to the deterministic

model. Both models have the same objective function. The main difference is that

the stochastic model uses forecasted demand as input rather than the actual demand.

The stochastic model has the same variables as the deterministic model above, but

with one extension, the safety stock, shown in Table 5.5. The main reason for adding

the safety stock is to ensure a satisfactory service level. If the forecasted demand is

significantly lower than the actual demand, the total costs will most likely be lower

than the deterministic solution, but the service level will be lower as well. The safety

stock is added as a restriction in the model, given by equation 5.8. The restriction

puts a lower bound on the inventory, so the inventory level is always greater than

the safety stock.

It ≥ sst ∀ t ∈ T (5.8)

The other main difference between the deterministic and stochastic models is that

the stochastic model is implemented with a rolling horizon. Each week, the demand

for the next four weeks is forecasted. The four weeks are then used as input to

the stochastic model, where the model will find a solution over the 4-week period.
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Variable Explanation Type Variable calcula-
tion form the list

dt demand in period t Input Forecasted data
... ... ... ...
sst safety stock in period t Input (j)

Table 5.5: Additional variables in the stochastic dynamic lot sizing model for each
new product launch

Only the suggested production for the first week will be executed before the model

receives four new weeks of forecasted demand with updated POS data as input.

Algorithm 1 below shows the pseudocode for the rolling horizon implementation.

Algorithm 1 Dynamic lot sizing with rolling horizon

1: procedure Rolling horizon
2: results← empty list
3: N← length of launchPeriod
4: for i← 1 to N do
5: forecast← runForecast(i, i+4)
6: fourWeeksResult← runLotSize(forecast)
7: firstWeek← fourWeeksResult[0]
8: results.append(firstWeek)
9: end for

10: return results
11: end procedure

Dynamic lot sizing models with pipeline reduction

The dynamic lot sizing models described above are also tested with a pipeline reduc-

tion. Only the period after the pipeline date is considered by the lot sizing models.

However, in order to investigate the period prior to the pipeline date, the production

before the date is reduced. This means that the models above have a changed start-

ing inventory, given by assumption (h). The reduction is made by reducing each

production by a given percentage without shifting the dates of the productions. As

a result, the setups prior to launch are the same as before, but the production quan-

tity per setup is reduced such that the starting inventory, assumption (h), is close

to zero.
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5.5 Results

This section presents the results of the data analysis. The results are split three-

fold: Firstly, the forecast accuracy of our proposed forecasting models is shown.

Secondly, the costs and service levels obtained by using the forecasts from our pro-

posed forecasting methods in a dynamic lot sizing model are compared to Brynild’s

approach and the deterministic solution. For this comparison, Brynild’s pipeline fill

is not altered. Finally, we compare the costs and service levels obtained by our three

dynamic lot sizing models with a reduction of Brynild’s initial pipeline fill.

5.5.1 Forecasting models

We used mean absolute percentage error (MAPE, equation 3.9) to measure the

forecast error of our forecast methods. The MAPE was calculated individually for

each of the four weeks in the forecast horizon. Table 5.6 presents the error for each

forecasting method.

MAPE 1
week

MAPE 2
weeks

MAPE 3
weeks

MAPE 4
weeks

Average
MAPE

Linear
regression

110% 42% 45% 46% 60.8%

Holt-Winters 25% 38% 49% 62% 43.5%

LSTM 97% 86% 88% 88% 89.8%

Table 5.6: Forecast errors for each week ahead forecasted, measured in MAPE

5.5.2 Dynamic lot sizing models

The forecasts from each of our three forecasting models were used as input in the

stochastic dynamic lot sizing model, resulting in a proposed production schedule

during the launch period for each product analyzed. Similarly, actual order data

to Brynild was used as input to the deterministic lot sizing model to create the de-

terministic production schedule. In addition, Brynild’s current approach has been

calculated based on historical data on production and sales orders. Table 5.7 shows

the service level descriptively. Figure 5.15, 5.16, and 5.17 illustrates the setup,

holding, and total costs resulting from producing the proposed production plans
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compared to the deterministic solution and Brynild’s approach. These figures vi-

sualize the costs with box plots. Note that the solution using forecasts from the

LSTM network only considers the nine products in its test set (Section 5.4.3), so it

is not as comparable to Brynild’s solution as the other models.

The service level for each of the solutions was measured and is displayed in Table 5.7.

Brynild’s approach has the lowest average service level of 97.07% and the highest

standard deviation of 8.91%. The deterministic lot sizing model has a service level

mean of 100% with a standard deviation of 0.00%, meaning it was 100% for all.

However, the model found 63 solutions, meaning the model did not find a solution

for 1 of the new product launches. All forecasted solutions had an average service

level above the required 97%. Additionally, the standard deviation was relatively

low, and very few products fell below the 97% level. The solutions with LSTM

forecasts as input had the best service level with a mean of 99.41% and a small

standard deviation of 1.66%. Notice, however, that the LSTM considered only 9

new product launches, and 8 solutions were found. The service level with forecasts

from the Holt-Winters’ method had a mean of 98.85% and a standard deviation of

3.15% based on the solution of 60 new products. The linear regression model gave the

worst service level of the stochastic solutions with a mean of 97.81% and a standard

deviation of 5.99%. However, using linear regression, the lot sizing model found

61 solutions, and the service level is still higher than Brynild’s current approach.

The table also shows that the minimum service level was 68.60% using the linear

regression solution, while it was 85.30% using Holt-Winters’ and 95.30% using the

LSTM solution.

Brynild’s
approach

Deterministic
solution

Linear
regression

Holt-
Winters

LSTM

count 64 63 61 60 8

mean (%) 97.07 100.00 97.81 98.85 99.41

std (%) 7.91 0.00 5.99 3.15 1.66

min (%) 61.97 100.00 68.60 85.30 95.30

max (%) 100.00 100.00 100.00 100.00 100.00

Table 5.7: Service levels

Holding cost results are illustrated in Figure 5.15. The figure shows that the holding

cost of Brynild’s approach has a mean value of 143k NOK. The holding cost resulting

from the deterministic solution is significantly lower, averaging at 68k NOK. The

three stochastic solutions have a mean of 90k NOK, 94k NOK, and 38k NOK for
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the linear regression, Holt-Winters, and LSTM, respectively, but the LSTM has

considerably fewer observations. These costs are lower than Brynild’s approach yet

somewhat higher than the deterministic solution.

Figure 5.15: Holding costs

The setup costs, displayed by Figure 5.16, show that the mean is slightly higher

in our forecasted solutions compared to Brynild’s approach, except for the LSTM

model. The deterministic solution has a marginally lower setup cost than Brynild,

although with a higher standard deviation. The mean values vary from the highest

for Holt-Winters with 15.2k NOK to the lowest for LSTM with 12.5k NOK. As the

setup cost was set to 1050 NOK per setup, the mean values in terms of the number

of setups vary between 14 to 12, showing that all the models have a very similar

number of setups. The figure also shows a big spread in setup costs, indicating that

some products are produced in higher volumes than others and require far more

setups than others.

Figure 5.17 shows the total costs, calculated by summarizing the setup and hold-

ing costs. When comparing the setup cost and the holding cost, the holding cost

dominates and is notably higher than the setup cost. Therefore, the significant re-

duction in holding cost is the reason why all solutions also have a lower average total

cost than that of Brynild, despite having slightly higher setup costs. Brynild has a

mean total cost of 158k NOK, while the deterministic solution has a mean of 82k

NOK. The three stochastic solutions have a mean value between Bryild’s approach

and the deterministic solution with mean values of 106k NOK for linear regression,

110k NOK for Holt-Winters, and 78k NOK for LSTM. The average total cost of the

LSTM model is lower than the deterministic due to the scarcity of observations.

110



Figure 5.16: Setup costs

Figure 5.17: Total costs

Comparing cost reduction

Table 5.8 displays the reduction in holding, setup, and total costs of the deterministic

and three forecasted solutions in percentages in relation to Brynild’s approach. The

final average reduction is calculated by averaging the percentage reduction obtained

for each individual product. As an example, since the LSTM solution only have

8 solutions, the final reduction is calculated by averaging the reduction compared

to Brynild’s approach for those 8 products. The holding cost is reduced for all

forecasted solutions ranging from a 15.7% to 23.0% reduction. It is, however, still

far away from the deterministic solution with a reduction of 47.2%.

The setup cost is slightly higher for all forecasted solutions, displayed in the table
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as negative numbers. All stochastic solutions have a similar increase in setup cost of

around 12%. In contrast, the setup costs are lowered for the deterministic solution

by 6.2%.

The total cost of the deterministic solution gave a 41.1% reduction, as it reduced

both holding costs and setup costs. The total cost is also lower for all stochastic

solutions with forecasted demand. As the setup cost increased, the total costs were

not reduced as much. The linear regression model had a cost reduction of 14.7%

compared to Brynild’s approach. With forecasted demand from the Holt-Winters,

the total cost reduction was 11.9%, giving the lowest reduction. The LSTM model,

on the other hand, had the most considerable reduction in total costs averaging

at 16.7%. However, the reduction for the stochastic solutions is below half the

reduction for the deterministic solution.

Holding cost
reduction

Setup cost re-
duction

Total cost re-
duction

Brynild’s approach - - -

Deterministic
solution

47.2% 6.2% 41.1%

Linear regression 19.3% -11.7% 14.7%

Holt-Winters 15.7% -11.6% 11.9%

LSTM 23.0% -12.9% 16.7%

Table 5.8: Comparing costs and service level of deterministic and stochastic solutions
to Brynild’s current approach

5.5.3 Dynamic lot sizing models with pipeline reduction

The dynamic lot sizing models were also tested with a reduction in pipeline fill,

meaning the models had a starting inventory close to zero. The average pipeline

cut percentage was 41.7%, resulting in a 59.67% reduction in starting inventory

on average. When comparing the stochastic results with pipeline reduction, we

don’t alter Brynild’s approach to include the pipeline reduction as well. However,

the pipeline reduction is performed for the deterministic dynamic lot sizing model.

Table 5.9 show the resulting service levels while figures 5.18, 5.19, and 5.20 shows the

setup, holding, and total costs derived from the models with a pipeline reduction.

The service levels with a pipeline reduction are presented in Table 5.9. Brynild’s
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approach has the same service level as before, with a mean of 97.07% and a stan-

dard deviation of 7.91% for all 64 new product launches. The deterministic lot

sizing model has a service level mean of 100% with a standard deviation of 0.00%.

However, the deterministic model only found a solution for 58 of the 64 products.

The stochastic model with forecasted demand using linear regression found 61 solu-

tions, resulting in a mean service level of 96.41% and a standard deviation of 7.00%,

the lowest mean and highest standard deviation of the stochastic solutions. Using

forecasts from the Holt-Winters’ method gave a mean service level of 97.56% with

a standard deviation of 4.42% for 59 new products. Lastly, with LSTM, the service

level was very high at 99.47%, having a standard deviation of 1.60%, and finding a

solution for 8 out of 9 new product launches it examined. All stochastic solutions

have a service level above 96%, and only the linear regression solution has a worse

service level than Brynild’s approach.

The service levels with pipeline reductions have a slightly lower mean and a higher

standard deviation compared to the service levels without pipeline reductions. How-

ever, the change is small, and a satisfactory service level was sustained despite re-

ducing the starting inventory. However, the deterministic and stochastic solution

using Holt-Winters found fewer solutions with the pipeline reduction.

Brynild’s
approach

Deterministic
solution

Linear
regression

Holt-
Winters

LSTM

count 64 57 61 59 8

mean (%) 97.07 100.00 96.41 97.56 99.47

std (%) 7.91 0.00 7.00 4.42 1.60

min (%) 61.97 100.00 65.60 81.40 95.20

max (%) 100.00 100.00 100.00 100.00 100.00

Table 5.9: Results for service level after pipeline reduction

Figure 5.18 shows the holding costs for the 5 models investigated with a pipeline

reduction. As can be seen from the figure, the deterministic solution is significantly

lower than Brynild’s approach. Brynild’s approach gives a mean value of 143k NOK,

while the deterministic with the pipeline reduction has a mean value of merely 21k

NOK. In addition, the holding costs of the three stochastic models are noticeable

lower than Brynild’s current approach, although higher than the deterministic. The

linear regression model and the Holt-Winters have a mean value of 55k NOK and

60k NOK, respectively. The LSTM, with far fewer solutions, has a mean of 35k

NOK. As opposed to Brynild’s approach, there are no significant outliers in the
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holding cost of the stochastic models, indicating a lower standard deviation.

Figure 5.18: Holding costs with pipeline reduction

A comparison of setup costs with a pipeline reduction is illustrated in Figure 5.19.

As can be seen in the figure, Brynild’s approach and the deterministic solution have

very close mean values for the setup cost. The model with forecasted demand using

linear regression and Holt-Winters are a bit higher, while the mean for the solution

using LSTM is the lowest of all, but also has the fewest observations. The mean

setup cost varies from 12.7k NOK to 19.2k NOK, corresponding to a variation in

the number of setups between 12.0 and 18.2 setups. The box plots for all models

display a big spread, showing that the setups vary from product to product.

Figure 5.19: Setup costs with pipeline reduction

The total costs associated with a pipeline reduction are presented in Figure 5.20.

Compared to Brynild’s approach, all models have significantly lower total costs.
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The total cost of Brynild’s approach has a mean value of 158k NOK, while the

deterministic solution has a mean of only 36k NOK. After a pipeline reduction, all

three stochastic models have similar total costs, which are noticeably lower than

Brynild’s approach yet higher than the deterministic solution. The linear regression

model has a mean total cost of 74k NOK, Holt-Winters has a mean of 81k NOK,

and 67k NOK is the mean for the LSTM model. The pipeline reduction has reduced

the standard deviation of the total costs, as can be seen in the box plot.

Figure 5.20: Total costs with pipeline reduction

Comparing cost reduction

A comparison of cost reduction in percentages to Brynild’s approach with the

pipeline reduction is displayed in Table 5.10. The deterministic solution has reduced

the holding costs by 78.4%, while the reduction for the three stochastic solutions

varies between 30.9% and 43.0%. The holding cost with a pipeline reduction is

significantly lower than without the pipeline reduction.

Despite a reduced holding cost, the setup costs for all models have increased, dis-

played by a negative percentage in the table. Setup cost gain for the linear regression

and Holt-Winters’ models are pretty similar, with increases of 40.6% and 39.7%. The

LSTM has a lower increase at 23.3%, and the deterministic solution has the lowest

with an increase of 19.9%. The setup costs have increased for all models compared to

the setup costs without a pipeline reduction, meaning a reduced starting inventory

implies increased setups.

All models have reduced total costs compared to Brynild’s approach, even with an

increase in setup costs, as the holding costs generally are higher than the setup costs.
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The deterministic solution reduced the total costs by 66.7%, up from 41.1% without

the pipeline reduction. Of the stochastic solutions, the linear regression model gives

the highest reduction in total costs of 32.7% on average. The Holt-Winters model

follows closely, with a reduction of 29.6%. The LSTM gave the least reduction at

21.9%, despite being the model with the highest reduction compared to Brynild’s

approach without a pipeline cut. Using stochastic models with a pipeline cut reduces

the total costs significantly, but the reduction is about half of the reduction by the

deterministic model. For the linear regression and Holt-Winters models, the total

cost reduction is closer to the deterministic solution with a pipeline cut than without

one. However, the LSTM model was closer to the deterministic solution without a

pipeline reduction than with the cut.

Holding cost
reduction

Setup cost
reduction

Total cost
reduction

Brynild’s
approach

- - -

Deterministic
solution

78.4% -19.9% 66.7%

Linear
regression

43.0% -40.6% 32.7%

Holt-Winters 38.6% -39.7% 29.6%

LSTM 30.9% -23.3% 21.9%

Table 5.10: Comparing costs and service level of deterministic and stochastic solu-
tions to Brynild’s current approach with a pipeline reduction

5.5.4 Results for one of the new product launches

In order to illustrate the difference between Brynild’s approach, the deterministic

solution, and the results from a stochastic dynamic lot sizing model with forecasted

demand, Figure 5.21 displays the production, sales, and inventory for one new prod-

uct launch derived from using the three models. The first figure, 5.21a, shows

Brynild’s approach. The pipeline fill and wholesaler fill are the production and

orders prior to the pipeline date. The difference in the two fills gave a starting in-

ventory of around 23k F-paks. The inventory level increases right after the pipeline

date, up to the point of around 56k F-paks, then slowly decreases. Following the

pipeline date, five setups are performed, two of which are significantly larger than

the others (the first setup is on the actual pipeline date, despite being illustrated to
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the left of the dashed line).

The next figure, 5.21b, shows the deterministic solution. The figure is identical

to Brynild’s approach prior to the pipeline date, as no pipeline cut is performed.

Inventory is immediately reduced due to an 8-week period without production. It is

then maintained at a low level, sometimes at zero. There are seven setups following

the pipeline date, two more than in Brynild’s approach.

Figure 5.21c shows the results from the stochastic dynamic lot sizing model with

forecasted demand using linear regression. The figure is identical to Brynild’s ap-

proach prior to the pipeline date also here. However, after the pipeline date, the

inventory level is significantly lower than the one in Brynild’s approach, although

higher than the inventory in the deterministic solution. Because of the safety stock

level, the inventory varies from 10-15k F-paks during the launch period. The number

of setups is also increased, with a total of 11 productions.
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(a) Brynild’s approach

(b) Deterministic solution based on actual demand

(c) Stochastic solution based on forecasted demand using linear regression

Figure 5.21: Comparison of production and inventory levels for one new product
launch
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Figure 5.22 shows similar images as in Figure 5.21, but this time with a pipeline cut

for the deterministic and stochastic dynamic lot sizing solutions. The first sub-figure

is the same as in figure 5.21a because there is no applied pipeline cut to Brynild’s

approach. In the two other graphs, figures 5.22b and 5.22c, the production prior

to the launch period is lower for each setup, resulting in a starting inventory of

306 F-paks. The deterministic solution holds little inventory throughout the launch

period, with 10 setups, and resembles the solution without a pipeline cut once the

inventory has settled at a low point. For the stochastic solution, the safety stock level

inventory is immediately produced, after which the inventory level varies similar to

the solution without a pipeline cut. The number of setups remains the same at 11.

These figures show that the dynamic lot sizing solutions with and without a pipeline

cut are quite similar after the pipeline date and are not significantly impaired by a

reduced starting inventory.
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(a) Brynild’s approach

(b) Deterministic solution based on actual demand with a pipeline cut

(c) Stochastic solution with forecasted demand using linear regression and a pipeline cut

Figure 5.22: Comparison of production and inventory levels for one new product
launch with a pipeline cut
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5.6 Discussion of findings

The goal of the case study was to investigate the effect of dynamic lot sizing with

forecasts based on point of sales data on costs and service level for the case company,

Brynild. The three forecasting models explained in section 5.4 were used in the

data analysis. The methods were evaluated and compared in two different ways:

Firstly, the forecast error of each method was measured and compared to each

other. Secondly, the forecasts from each method were used as input in the dynamic

lot sizing model to compare the effects on costs and service level. Additionally, to

better understand the effects, Brynild’s approach and a deterministic solution were

used for comparison.

5.6.1 Forecast accuracy

The mean average percentage error (MAPE - equation 3.9) was measured for each

of the four weeks into the future the methods forecasted (table 5.6). The linear re-

gression model had an average MAPE of 60.8% during the four weeks it forecasted.

Surprisingly, the model displayed the highest forecast error one week ahead before

producing stable and reasonably accurate forecasts two to four weeks ahead. The

high forecast error one week ahead indicates that the model is poor at predicting

short-term demand spikes as they occur. As a result, it underestimates the demand

during demand peaks and overestimates the demand during demand throughs. How-

ever, the model is good at estimating the overall trend, confirming our observation

that the cumulative sum of the POS data resembles a linear line.

The Holt-Winters method displayed the lowest average MAPE across the four weeks,

at 43.5%. As expected, Holt-Winters is good at capturing the weekly seasonality

in the POS data (figure 5.12), enabling it to forecast reasonably accurately at a

daily level. The forecast error was lowest one week ahead and gradually increased

when forecasting further into the future, as is typical for time-series forecasts. As

explained in section 5.4.2, simple exponential smoothing had to be used to forecast

when only one week of POS data was available. Simple exponential smoothing does

not consider seasonality and trend, negatively affecting the forecast accuracy for

that week. Therefore, a different forecast method may have been more suitable

until at least two complete seasonal cycles (2 weeks) of POS data were obtained.

The LSTM model had a relatively low forecast accuracy which contradicts the find-

ings of much recent literature on LSTM networks for time-series forecasting. How-

ever, the result is not surprising as neural networks are known to require lots of
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data to forecast accurately on unseen data (Abbasimehr et al., 2020). The training

dataset consisted of 68 products, each with 26 weeks of data. In order for the net-

work to capture underlying information and generalize to unseen data, the training

dataset should ideally be many times bigger. Additionally, the test set only con-

sisted of 9 products, which is too few to confidently argue that it represents the

entire range of Brynild’s new products. Regular sales after the launch period could

have been included in the datasets to increase the number of data points the net-

work was trained on. By doing so, an assumption is made that the POS data after

the launch period resembles the POS data during the launch period. The idea was

not tested in our study but could be a way to achieve a better forecast accuracy for

the LSTM network when data is scarce. LSTM networks are highly regarded in the

literature on time-series forecasting. They should not be disregarded, although the

prediction accuracy in our data analysis was the worst of the three methods tested.

As explained in section 5.1.3, Brynild relies on qualitative judgment to forecast the

demand for new products during their launch periods. It would have been interesting

to compare the forecast accuracies of our models to Brynild’s approach. However,

we were unable to do so as we did not have access to historical forecasts during the

launch period of the new products we examined. A requirement for implementing

our suggested methods is that the forecast accuracy is greater than what is obtained

by the existing approach. Brynild should investigate the matter before deciding to

apply the method.

5.6.2 Effects on cost and service level

The three forecasting models displayed an average MAPE ranging between 40-90%.

A MAPE that high is not typically considered satisfactory in the context of short-

term time series forecasting (Swanson, 2015). However, as argued by Syntetos et al.

(2010), it is irresponsible to set arbitrary forecasting performance targets without

considering the context of the forecast. The purpose of our forecasts was to be

used in a dynamic lot sizing model to create a feasible production plan minimizing

costs while maintaining a satisfactory service level. Therefore, the forecasts from

all models were tested in the lot sizing model to investigate which gave the most

significant cost reduction.

Our results display a significant decrease in total costs for all of our suggested fore-

casted solutions. The findings further show that Brynild would have been able to

sustain a satisfactory service level of at least 97% while simultaneously reducing

costs by implementing our suggested methods. These results corroborate the find-
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ings of a great number of previous work that has mapped the benefits of using

downstream supply chain data in demand forecasting (Olsen, 2021; Småros, 2005).

With Brynild’s current approach, considerable uncertainty is associated with the

demand for new products. Brynild only notices how well a new product is selling

once they receive re-fill orders from their wholesalers. Using our solution, Brynild

can mitigate this uncertainty by using point of sales data to make frequent forecasts

estimating when and at what quantity the re-fill orders will be placed.

Despite giving significant cost reductions, the stochastic solutions based on fore-

casted demand are not very close to the cost reduction obtained by the determinis-

tic solution, where the demand considered is known. Refinements to the forecasting

methods could increase forecast accuracy and help close the gap to the deterministic

solution.

The forecasts were not accurate enough to achieve a service level above 97% in

the lot sizing model without a safety stock. A probable cause is a difficulty in

directly applying forecasts of point of sales data to the demand of Brynild. The

forecast methods estimate future demand in the grocery stores. However, due to

the ordering pattern of the retailer and wholesaler, the demand for the grocery stores

one week does not always depict the order quantity of the wholesaler that week. The

wholesaler may place a large order one week, although the estimated point of sales

data for that week is quite low. In that case, the forecast will underestimate Brynild’s

actual demand, and the service level will drop as a result. Brynild estimates their

safety stock to be about two to three weeks’ worth of forecasted demand for a given

product, although the number varies. In our analysis, the safety stock level was set

as the production capacity of one setup for a given product. A safety stock at that

level proved adequate to keep inventory levels slim while maintaining a satisfactory

service level. Figures 5.21 and 5.22 illustrates how our proposed methods aim to

produce to the forecasted demand while maintaining a necessary, but small safety

stock. More accurate forecasting methods are required to reduce the safety stock

further. More importantly, the method would need to precisely transform demand

in the grocery stores to the demand of Brynild. This is no easy task as each of

the big wholesalers Brynild sells to uses their own forecasts and ordering policy to

determine when and at what quantity to place an order. Brynild could benefit from

acquiring information on the ordering policy of their wholesalers. Without that

information, a safety stock level is recommended to ensure a high service level.
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Pipeline reduction

A key reason for the observed cost reduction was the substantial cut in pipeline

fill made available by our proposed method. On average, Brynild could cut the

pipeline fill by 41.7% and still maintain a satisfactory service level. With a pipeline

cut, total costs were lowered due to the significant reduction in holding costs, even

though the setup costs increased. The increase in setup costs is expected, as the

pipeline reduction did not change the number of setups prior to the launch, only the

quantity per production. With lower starting inventory, more setups are required

to maintain the service level.

The pipeline reduction impacts capacity usage over time. With a pipeline reduction,

the need for capacity prior to launch is reduced and can instead be used in the first

period after launch. By relieving the required capacity before launch, Brynild is more

suited to handle changes in demand on short notice. However, it puts more pressure

on Brynild to produce and deliver products quickly during the launch period.

Although a pipeline cut can significantly reduce costs, Brynild should be cautious

when choosing to cut it. The pipeline fill for some products could only be cut by

10-15% while maintaining a service level of 97%. Our analysis did not introduce

a penalty for not withholding the required service level. However, as explained in

Section 4.1, a low service level can affect goodwill and bargaining power with the

wholesaler. Therefore, although a significant pipeline fill cut is achievable and will

significantly reduce holding costs, it must be carefully selected to ensure that the

service level is achieved at all times. The pipeline reduction applied in our case was

based on knowing the wholesaler fill. For Brynild to use a similar approach, the final

listing from the wholesaler must be available in due time and must be converted into

a correct volume estimation. Preferably, Brynild should agree on the quantity of

the wholesaler fill long before launch to avoid having to predict it.

5.6.3 The dynamic lot sizing models

The dynamic lot sizing models have been developed from the fundamental dynamic

lot sizing problems introduced in the theory chapter (section 3.2). As described in

the theory chapter, a lot more variables and extensions can be added to the dynamic

lot sizing models. The models applied in the case study are relatively simple, where

a single item and a single level are used, focusing on end products. Therefore, the

complexity of the problems is reduced, but the models might be too generalized

compared to the actual production of Brynild, as they face both multi items and
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levels in the real world.

The lot sizing models could be extended to include capacity variables like overtime,

a method Brynild uses to increase the capacity when required. Assumptions about

the capacity were made in the models based on the average production quantity per

production and the average number of setups. As the model is a single item and

single level model, the capacity restrictions might not reflect the total capacity of

Brynild. Brynild’s capacity is highly affected by the timing of the manufacturing, as

multiple machines, such as the packaging machine, are used for multiple products.

The capacity restrictions can be a reason why the lot sizing models could not find

a solution for all new product launches, as there is insufficient capacity to meet

the demand. The reduced number of solutions found with a pipeline fill reduction

supports this, as more capacity is required after the pipeline date in that case. The

deterministic lot sizing model without a pipeline reduction did not find a solution

for one of the new product launches, indicating that the demand for one product

was impossible to produce with the given capacity. For the remaining 63 products,

the capacity was sufficient to produce to the demand, resulting in a service level of

100%. The deterministic model with a pipeline reduction did not find a solution for

six of the new product launches, indicating that the pipeline reduction was too big

for these products.

To make the lot sizing model more realistic, it could consider time-consuming activ-

ities like production, setup, and transportation. The models assume one week lead

time, meaning that the products produced in a week can be used to meet orders that

same week. A lead time of one week is not necessarily feasible for all of Brynild’s

products, especially those containing multiple items.

The models used in the case study focus on the trade-off between holding costs

and setup costs. However, the dynamic lot sizing models could have considered

additional variables, such as production costs. From the case study findings, we saw

that the holding costs are higher than the setup costs. As a result, the dynamic lot

sizing models will try to reduce the holding cost more than the setup cost to find

the best solution. The setup and holding costs used in the models were set from

general assumptions, which might not reflect the actual costs equally accurately for

each product. Inaccurate holding and setup costs could be a source of error in the

results. Furthermore, as Brynild does not consider holding costs and setup costs,

the dynamic lot sizing models could have been tested with other objective functions

like maximizing service levels or minimizing setup times.

The stochastic lot sizing models were implemented with a rolling horizon approach.
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Further investigation could be made on different planning horizons for the forecasts

and production. In the stochastic models, the planning horizon was set to four weeks,

and only the suggested production for the first week was executed. A four-week

forecast horizon was chosen as the goal was to investigate short-term forecasting.

Only the first week of the four-week production plan resulting from the dynamic lot

sizing model was executed as forecasts were produced weekly. A production lead

time of one week is required for our proposed solution to be feasible. Brynild should

investigate different planning horizons for the products with longer lead times.

The stochastic models were implemented using a lost sales service policy. A model

considering back-ordering could have been tested. Moreover, the safety stock was

introduced because the stochastic lot sizing models gave insufficient service levels

without it. The safety stock level was set equal to the average production capacity

per setup, which is the same as the capacity for one week. For some products, this

could mean a relatively high safety stock, substantially increasing the holding costs.

Furthermore, variations in the forecast accuracy could impact the need for a safety

stock, thereby affecting the holding costs.

Only point of sales data from NorgesGruppen was used, and the production data

of Brynild was therefore scaled down based on the sales to NorgesGruppen ratio,

calculated on historical order data. The ratio of sales to NorgesGruppen looks at the

whole launch period at once. However, the actual ratio of sales to NorgesGruppen

can vary over time, especially in periods with campaigns. As a result, the production

data and other scaled variables can give wrong estimates. Wrong scaling distorts

the costs derived from Brynild’s current approach. The reason for the downscaling

was to focus solely on demand from NorgesGruppen, but an alternative could be to

scale the demand from NorgesGruppen up to reflect the total demand. This may

result in a more holistic model, demonstrating how Brynild could operate if POS

data were available from all wholesalers.

The down-scaled production had some implications on the results and the applicabil-

ity of the methods. Our approach shows how Brynild should produce new products

for one of the major customers, but Brynild also has to produce the rest of the

demand from other customers and products. In order to use the proposed method,

each wholesaler should be forecasted separately, preferably using forecasts based on

POS data if POS data is available. Then, the total demand can be aggregated and

used in the dynamic lot sizing model. Forecasting and incorporating demand from

other wholesalers will increase the production volumes and holding costs. However,

setup costs might not increase as much since the capacity for each setup will increase

in that case. As the lot sizing models applied here are single item and single level
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focusing on the finished product, the output of the models results in a production

plan similar to the master production schedule. The output of the lot sizing model

has to be considered and joined together with the master production schedule of

other products to ensure that the total capacity is not exceeded. Then, the schedule

must be exploded in material requirements planning to determine the need for parts

and materials.

Despite simplified dynamic lot sizing models with several assumptions, they serve

the purpose of investigating the effects of forecasted POS data. The deterministic

and stochastic models use the same assumptions and are therefore comparable. The

models are not as comparable to Brynild’s approach, however, the assumptions do

not make for a deviation far from the real-world situation.
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Chapter 6

Discussion

This chapter discusses the study’s main findings in light of the research question

formalized to guide the study:

RQ: How can demand forecasting of point of sales data facilitate dynamic lot sizing

for new product launches?

Firstly, our findings regarding demand forecasting based on POS data for new prod-

uct launches are summarised and discussed. Secondly, the development and appli-

cation of the dynamic lot sizing models are addressed. Finally, guidelines on imple-

menting dynamic lot sizing based on POS forecasts for new products are provided.

The guidelines are built on findings from the literature study and case study and

aim to give manufacturers step-by-step instructions on how to recreate our solution

adapted to the characteristics of the given producer.

6.1 Demand forecasting of new products

Demand forecasting of new products is particularly challenging as historical data is

not available as an indicator of future demand (R.M. van Steenbergen, 2020). The

forecast guides operations such as capacity planning, procurement, and inventory

control, and failing to manage these operations appropriately has proven particu-

larly costly for new product launches (Lee et al., 2014; Basallo-Triana et al., 2017;

Wright and Stern, 2015). Qualitative methods such as expert opinions are the most

widespread techniques applied for new product forecasting as they do not require his-

torical data (Kahn, 2002). However, the literature suggests that qualitative methods

can be time-consuming, unreliable, and difficult to generalize (Kahn, 2014), imply-

ing the need for quantitative methods for new product launches. Manufacturers
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primarily use historical customer orders to forecast future demand (Dreyer et al.,

2016). However, with no previous order history, predicting the time and quantity

of new orders proves difficult. In our case study, we investigated the use of point of

sales data from grocery stores in forecasts for a food manufacturer. Combining the

forecasts with dynamic lot sizing displayed a significant reduction in costs compared

to the case company’s current approach, which relied on qualitative methods. Fore-

casting based on POS data could also be beneficial for other usages than dynamic

lot sizing. The forecast should be made available for all departments in a manufac-

turing company since most departments can benefit from utilizing it for their needs,

as elaborated in table 3.2. For example, the sales and marketing department can use

the forecasts to effectively perform demand management, like initiating campaigns

or decide on a price change. If the sales of a new product stagnate at a lower level

than expected, reduced information lead time on actual demand can aid in deciding

to initiate a campaign earlier. Deciding on a campaign as quickly as possible is par-

ticularly important in the food supply chain as most campaigns need to be agreed

upon many weeks prior. Using downstream supply chain data when forecasting new

products can also benefit manufacturers other than food manufacturers. Demand

uncertainty related to new products is common for most manufacturers, and per-

forming large pipeline fills prior to launch is a widespread method to ensure meeting

the demand during a product’s launch period. The forecast methods used in our

case study can be applied the same way for manufacturers producing other products,

as it only considers the product’s sales data.

The forecasting error obtained by the forecasting models in the case study was higher

than what is common in short-term time-series forecasting, raising the question of

whether the selected models are the most suitable for the task. The forecast accuracy

of a model is highly dependent on the characteristics of the data it forecasts. It was

clear that the LSTM network applied in our case study was trained on too little

data as it had a very high and random error distribution across the four weeks

it forecasted. Manufacturers with access to POS data during the launch period

of more products are likely to see a better performance using an LSTM network.

Another selected method was the Holt-Winters’ method which is regarded as one

of the top statistical forecasting methods in terms of accuracy and applicability.

It was selected for our case study due to its ability to capture the seasonality and

trend components in the data it forecasts. Sales of sugar and confectionery products

in Norway typically follow a weekly seasonal cycle with increased sales on Fridays

and Saturdays and a decrease on Sundays as most stores hold close on Sundays.

The method was suitable in our case but may not be as fitting for manufacturers

producing products without a clear short-term seasonal pattern. If the method
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requires months of data before being able to forecast accurately, it is not applicable

for new product forecasting. The last of our three selected forecasting models was a

linear regression model. It was chosen due to the linear correlation identified in the

cumulative POS data. The demand profile of other new products may not resemble

those of the products examined in this study. Therefore, descriptive data analysis

is required to investigate if the model is suitable for another manufacturer.

Converting a forecast of POS data to a prediction of the manufacturer’s demand is

a particularly challenging task. In our case study, we chose to directly translate the

forecasted POS demand to the anticipated demand for the case manufacturer. That

means that the anticipated POS demand for one week was used as the estimated

demand for the manufacturer the same week. Our chosen method resulted in sig-

nificant cost savings and gave no trouble sustaining a satisfactory service level after

introducing a safety stock. However, manufacturers may experience a delay between

sales occurring in the retail store and when it is represented in the form of an order

to them. If so, the POS forecast for one week may represent the manufacturer’s

demand several weeks later, which should be considered when using the forecast.

(Flaarønning and Løvhaugen, 2021) analyzed the same case study company and

found the delay to be around 11 days. The delay is probably different for each man-

ufacturer as the retailer’s lead times and ordering policies may differ. A possible

way of surpassing the issue is to create a model to forecast manufacturer demand

directly from POS data. Machine learning methods are probably best capable of

doing so, as an arbitrary target function can be put to its input data. However,

additional data to POS data is probably needed for the model to predict accurately

in that case. In particular, information regarding the ordering policy of the retailer

may help the model significantly.

6.2 Dynamic lot sizing

Using shared supply chain data can provide benefits such as increased forecast accu-

racy and response time, reducing the uncertainty in the production system (Sm̊aros,

2005). Therefore, dynamic lot sizing was applied to test the effects of forecasting

based on point of sales data within production planning and control. The dynamic

lot sizing models developed and tested in this thesis are relatively simple versions

with several assumptions. The deterministic model with known demand was com-

pared to the stochastic models with forecasted demand. Brynild’s approach was

also used as a reference point when comparing the cost reduction achieved by ap-

plying dynamic lot sizing. The results showed a significant cost reduction while the
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service level was sustained for all forecasting methods, especially with a pipeline

reduction prior to launch. However, the stochastic models were still not very close

to the deterministic solution. The deterministic solution represents the effect of lot

sizing, while the stochastic models have a combined effect of both forecasting and

lot sizing. As a result, distinguishing the effects were difficult. Specifying the direct

effect of the forecasting on point of sales could have been done if historical forecast

data were available and used in the stochastic models for comparison.

Manufacturing planning and control systems are highly impacted by the presence of

uncertainties, especially regarding inventory decisions and customer service (Sahin

et al., 2013). The lot sizing models of this research only considered the uncertainty

in demand, but literature on production planning often differentiates uncertainty

from demand, process, and supply (Guillaume et al., 2017). These uncertainties

involve production output, lead times, machine breakdowns, and supplier deliveries,

all impacting lot sizing decisions (Koh and Saad, 2003). Considering these uncer-

tainties makes the lot sizing decision more complex and challenging. As the focus

of our study was new product launches, these uncertainties might be even more

present as the manufacturers are unfamiliar with the product. Incorporating these

uncertainties in the study could have affected cost reductions and service levels as

reducing inventory is more challenging in the face of uncertainties.

Despite the benefits acquired from dynamic lot sizing shown in the case study, it can

be challenging to implement. The majority of manufacturing companies use Enter-

prise Resource Planning (ERP) systems to perform Master Production Scheduling

(MPS) and Material Requirements Planning (MRP) (Atadeniz and Sridharan, 2020).

Most ERP systems have the functionality to consider lot sizing decisions, but only

newer versions have more advanced lot sizing functionality. A decision on whether

to develop a lot sizing model outside the ERP system or use the ERP system is a de-

cision manufacturing companies need to make. For this reason, understanding how

forecast errors and potentially reduced forecast errors impact the lot sizing is vital

to consider. De Bodt et al. (1984) were one of the first to evaluate the effects of fore-

cast errors on the performance of lot sizing with stochastic demand under a rolling

horizon. Results from the study showed that the forecast accuracy severely impacts

the effect of the lot sizing decisions. Consequently, improved forecast accuracy may

not result in cost reductions if the lot sizing policy is neglected.

Dynamic lot sizing with stochastic variables like forecasted demand is commonly

implemented with a rolling horizon approach, as was done in the case study (Sahin

et al., 2013). The rolling horizon approach gives the advantage of incorporating the

newest information on actual demand as soon as it becomes available. This provides
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the opportunity to adjust original plans not implemented yet, based on updated

demand forecasts, which is the main advantage of the rolling horizon approach

(Tavaghof-Gigloo and Minner, 2021). The approach is particularly beneficial when

demand uncertainty is high such as for new product launches.

However, ERP systems based on MRP are known to be prone to nervousness caused

by uncertain demand and lot sizing decisions, especially when using a rolling horizon

approach, as new schedules may differ significantly from previous plans (Blackburn

et al., 1985). On the other hand, rarely changing the MPS can lead to increased

inventory or poor service levels, hence evaluating advantages and disadvantages is

necessary (Dolgui and Prodhon, 2007). During a new launch period with highly

uncertain demand, actual demand might vary significantly from the forecast. This

could happen for any forecast, but using point of sales data in the forecast can

reduce the time to awareness of actual demand. Reacting to the actual demand

can cause changes in the master production schedule leading to nervousness, but

since it is a new product launch, the nervousness can be expected. In addition,

as only new product launches are considered in the lot sizing models, the overall

nervousness might not be affected as much if mature products are a bigger part of

the production system. As a result, the production of new product launches could

be focused more on a chase strategy with dynamic lot sizing during the launch

period before stabilizing with a level strategy when historical demand patterns are

established.

Safety stocks, safety lead times, and freezing the schedule are common approaches

that can reduce the uncertainty and nervousness (Guillaume et al., 2017). These

decisions should be considered alongside the lot sizing. The rolling horizon approach

implemented in the case study did not incorporate freezing of the master schedule,

possibly making changes to the schedule each week. Additionally, choosing the right

safety stock level is critical for both costs and the nervousness from the stochastic

environment (Sahin et al., 2013). However, safety stock planning and lot sizing are

often solved sequentially even though safety stocks impact the lot sizing decision

(Tavaghof-Gigloo and Minner, 2021; Kumar and Aouam, 2018).

The research of Kovtun et al. (2019); Wei et al. (2019); Pei and Yan (2019) showed

that supply chain cooperation and data sharing could reduce the bullwhip effect.

Inaccurate forecasting is a major cause of the bullwhip effect, so using accurate short-

term forecasts might reduce the effect (Su and Wong, 2008). However, nervousness

from a rolling horizon can contribute to the bullwhip effect (Atadeniz and Sridharan,

2020). Understanding how dynamic lot sizing is affected by nervousness and methods

to reduce it is therefore essential so that the benefits of sharing supply chain data
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on the bullwhip effect are not reduced by nervousness. Safety stocks were added

in the case study, which could reduce nervousness, but this was not investigated.

Nonetheless, the safety stocks are a likely reason why the different stochastic models

have relatively similar cost reductions, despite having different forecast accuracy.

Safety stocks could also be a reason for why the stochastic models had less reduced

costs compared to the deterministic solution.

Furthermore, the study of Ho and Ireland (1998) showed that a properly chosen lot

sizing method could counteract some of the nervousness in the system and neutralize

the negative effect of forecast errors. These results indicate that thoroughly com-

bining demand forecasting based on point of sales data and dynamic lot sizing can

be beneficial for manufacturers during new product launches. This demonstrates

that forecasting with point of sales data can facilitate dynamic lot sizing, but de-

cisions such as safety stock levels made to decrease uncertainties heavily influence

the final outcome. The focus of this study was on the effect on cost reduction and

service level, and nervousness was not examined. However, this should be examined

when implementing the proposed method in practice, as the proposed method may

increase nervousness, making the planning more challenging to realize.

As described above, lot sizing is one of the most important and complex problems in

manufacturing planning and control (Campuzano-Bolaŕın et al., 2020). Companies

wanting to explore the advantages of dynamic lot sizing with forecasted demand

based on point of sales data should be fully aware of the possible impacts it can

have on their production system. Nevertheless, as uncertainties in production plan-

ning and control system are so challenging, improving forecast accuracy to reduce

demand uncertainty is particularly important and should be the first thing to con-

sider (Dolgui and Prodhon, 2007). Short-term demand forecasting using POS data

considerably reduces the demand uncertainty associated with new product launches

and, as a result, facilitates dynamic lot sizing.

6.3 Guidelines on using dynamic lot sizing based

on forecasts of point of sales data for new

product launches

The following guidelines present a practitioner’s guide to implementing dynamic lot

sizing based on forecasts of POS data for new product launches. The guidelines

were built on the findings from the literature study and case study and aim to give
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key points for a successful implementation of our proposed method.

Before applying this guide, it is crucial that the manufacturer have a clear mo-

tivation for doing so. The process of establishing a well-functioning solution is

time-consuming and resource-demanding. Many implications must be considered,

as outlined in Section 6.2. Therefore, current challenges concerning new product

launches should be explored to identify areas of improvement. The current pro-

duction planning process should be thoroughly analyzed. Important performance

measures to investigate includes inventory and service levels during the launch period

of previously released products. Once areas of improvement have been identified, a

decision can be made on whether dynamic lot sizing using forecasts based on POS is

the right solution to solve the challenges the company is facing. If so, the following

guidelines will aid in implementing the solution:

Step 1. Identify characteristics and key performance indicators

Once a decision is made to implement the solution, the first step is to identify impor-

tant characteristics of the manufacturer and its products that must be considered.

In particular, the following characteristics must be established:

• Production lead time for the new products

• Capacity constraints on the machines

• Holding cost associated with storing inventory of the new products

• Setup cost per production setup

The characteristics will be used to configure and set constraints to the dynamic lot

sizing model, as well as evaluate the suggested approach. Next, key performance

indicators (KPIs) should be determined to provide a way of comparing the dynamic

lot sizing solution to the current approach. Possible KPIs include setup and holding

costs, service level, and stock level.

Step 2. Collaboration and information sharing

The second step is to arrange for collaboration and information sharing with down-

stream supply chain actors. Supply chain collaboration can be challenging, as dis-

cussed in section 3.4.3. Bargaining power is typically the biggest for the more
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prominent downstream actors, and as a result, they may need some convincing to

agree to share data. Presenting the benefits they can expect to experience, such as

increased product availability and store replenishment efficiency, will be crucial in

convincing them to enter a collaboration agreement.

Once collaboration is established, the next step is to create a system for sharing

data. Most important is gaining access to point of sales data. Additional data, such

as inventory data, forecasts, and ordering policies, can also prove beneficial and

should be collected if possible, although it is not vital to implement our suggested

method. The data needs to be collected at a frequent interval, ideally weekly, and

must be complete and up to date. Align the data gathering frequency with the

production characteristics defined in step 1 to ensure the data is available in time to

make a forecast and produce to the anticipated demand respecting lead times and

capacity constraints.

The actual data exchange should be automated to speed up the information exchange

and reduce the risks of data entry errors. To ensure system compatibility and that all

parties interpret the data alike, the data must be standardized. This is particularly

important in the case of collecting data from multiple customers. Data should be

collected for all customers, and in the same format, in order to facilitate forecasting

the aggregated demand as accurately as possible.

Step 3. Determine forecast and production horizon

Once key production characteristics are identified, and collaboration is agreed upon,

the manufacturer must determine the length of the forecast and production horizon.

In particular, the following factors must be determined:

• How frequently to forecast

• How many weeks ahead the forecast should cover

• What parts of the production schedule resulting from the dynamic lot sizing

model to use in the final production plan

The frequency of forecasts is determined partly by how frequently the manufacturer

receives point of sales data from its customers. A weekly forecast frequency is

recommended. The number of weeks the forecast should cover depends on the

production lead time of the products to produce. If the lead time of a product is

one month, forecasting four weeks ahead will not be sufficient, as the production
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plan can not be altered in time to meet the anticipated demand. The forecast

length coincides with what parts of the suggested production plan to keep. Lead

times related to procurement, inventory, and transport must be considered.

Step 4. Determine a suitable short-term forecasting method on POS data

The fourth step is testing and evaluating different time-series forecasting methods on

POS data. The models developed during the case study of this study (Section 5.4)

can be used as a starting point. However, there is no guarantee that the models will

perform equally well on different data. Therefore, multiple models should be tested

and compared by measuring the MAPE (Equation 3.9) of the forecasts they produce

on historical data. We also recommend trying multiple models in the dynamic lot

sizing model to investigate their effects on costs and service level.

Step 5. Develop a dynamic lot sizing model

The next step is to develop a dynamic lot sizing model similar to the one described

in Section 5.4.4. To emulate our proposed method, the objective of the model should

be to minimize the sum of setup and holding costs. The characteristics determined

in Step 1 must be used to establish the model’s constraints. All capacity constraints

must be accurately depicted in the model to produce a feasible production plan.

The lot sizing model should ideally be multi-item and take into account all of the

producer’s end items. As a result, the model can be automated to a greater extent

without the need for manual adjustments to account for regular demand of mature

products.

Step 6. Test and evaluate the solution on historical data

Before implementing the solution on new product launches, it should be tested on

the data of previously launched products. The forecasting accuracy of the selected

model should be measured to ensure it can predict accurately. Additionally, the pro-

duction schedule resulting from the dynamic lot sizing model should be manually

examined by production planners to ensure they produce feasible production plans

not causing significant nervousness. Coherent policies, like safety stocks, should be

evaluated simultaneously. The goal is to create a system that can run without man-

ual interference, hence adjustments to the forecasting and lot sizing model should

be made until it can be run on its own. The key performance indicators determined
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in step 1 should be measured and compared to the current solution. The proposed

solution should also be compared against a deterministic solution, as was done in

the case study of this master thesis (table 5.8 and 5.10). A requirement for imple-

menting the solution is that it performs better than the current approach. The goal

is for it to be as close to the deterministic solution as possible.

Step 7. Gradually implement dynamic lot sizing with forecasted demand

Once the solution is evaluated on historical data and gives satisfactory results, it can

gradually be implemented in the actual demand forecasting and production planning

of new products. Before applying the solution to all new products, it should be tested

on a few products. It is vital to measure all key performance indicators determined

in step 1 as accurately as possible. Also, any implications that arise during the test

period must be formalized and discussed. The process of developing this method

is iterative, and challenges must continuously be addressed to optimize the method

for future use.

During our case study, we measured the models’ performance based on the cost

reduction it gave compared to the current approach, as well as the service level

obtained by implementing the method. The service level is particularly important

to measure as it is one of the factors in danger of being reduced by implementing the

proposed solution. A poor service level affects goodwill and bargaining power to the

customers, as discussed in section 4.1. To ensure a satisfactory service level while

the methods are still being tested for real use, we recommend a gradual decrease

in the pipeline fill. Additionally, the safety stock can initially be set to a relatively

high level, further assuring product availability. The goal will be to gradually reduce

the pipeline fill and safety stock when the method is refined and tested to the point

where the manufacturer is confident enough to rely on it without additional safety

measures.

6.4 Limitations and further work

A weakness of the case study is that it only considered one case company. Without

considering more companies, we can not confidently argue for the reliability and

replicability of the proposed methods. However, the literature studies ascertained

the findings from the case study, giving credibility to the solution. Nevertheless,

further research should include more companies to investigate the generalisability of

the methods in different industries and for different manufacturers.
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Another limitation of the study is the lack of data as well as partially missing data.

The data cleaning in the case study showed that 92 of 156 had to be removed,

resulting in only 64 new product launches to investigate. Further research should

preferably include more data. In addition, further work should investigate including

more supply chain data other than POS data when forecasting new product launches.

The additional data may include inventory levels, reorder points at stores, and orders

from retail stores to wholesalers.

The dynamic lot sizing models used in the case study were based on many assump-

tions. The assumptions may not reflect the actual situation of the case company for

all products investigated. Effects on costs and service level could differ with other

assumptions. More complex lot sizing models, including the option for multi level

and multi item production can be considered to make the models more realistic.

Further research should investigate how point of sales data can facilitate dynamic

lot sizing for new products using richer lot sizing models.
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Chapter 7

Conclusion

Recent literature has mapped potential benefits of using downstream supply chain

data in demand forecasting and production planning for manufacturers, including

increased response time and significant cost reductions. Research is, however, scarce

on the practical application of the data. The purpose of this study was to bridge

that existing research gap and answer the following research question:

”How can demand forecasting based on point of sales data facilitate dynamic lot

sizing of new product launches?”.

Demand uncertainty is particularly high for new product launches, and as a result,

manufacturers commonly perform large pipeline fills to ensure product availability

during the launch period. In our case study, we showed that using point of sales data

could alleviate the need for a large pipeline fill, significantly reducing the holding

cost caused by increased demand uncertainty during the early phase of a product’s

life cycle. Our proposed method consisted of using POS data from the retailer to

forecast the demand of the manufacturer. The forecasts were then used as input to

a dynamic lot sizing model whose objective was to minimize setup and holding costs

during the launch period of the new product. Significant cost reductions averaging

at around 30% were discovered, indicating clear benefits made available through the

use of dynamic lot sizing with forecasts based on POS data.

Three objectives were formalized to guide the research. The approach used to carry

out the objectives, as well as the contributions derived from them, are outlined

below:

Objective 1: Identity forecasting models suited for forecasting point of sales data of

new product launches
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The objective was achieved by conducting a literature study examining the state-

of-the-art and most commonly used time-series forecasting methods. All forecasting

methods were evaluated based on the forecast accuracies they displayed on the POS

data, as well as the feasibility and effects of using them in a dynamic lot sizing

model. The models identified were a linear regression model, the Holt-Winters’

method, and an LSTM network. All models displayed a reasonable forecast accuracy

and, more importantly, gave cost reductions for the case company. In that sense,

the objective can be marked as complete. However, as discussed in Section 6.1, the

most suitable forecast method depends on the characteristics of the data it forecasts.

A manufacturer looking to apply our proposed solution should consider the specifics

of their data before selecting a method.

Objective 2: Conduct a case study to investigate the effect of dynamic lot sizing with

forecasts based on point of sales data on cost reduction and service level for new

product launches

The second objective was achieved through practical application of our proposed

methods on the supply chain data of the Norwegian confectionery manufacturer

Brynild. In the case study, the service level and costs derived from our proposed

methods were compared to that of Brynild’s current approach. All proposed meth-

ods gave a significant cost reduction compared to Brynild’s approach while main-

taining a required service level of at least 97%. The findings shed new light on how

manufacturers can use POS data and the cost benefits it can bring.

Objective 3: Create guidelines explaining how food manufacturers can use dynamic

lot sizing based on forecasts of point of sales data for new product launches

The final objective was achieved by combining the theoretical knowledge acquired

in the literature study with the practical knowledge obtained in the case study. A

step-by-step guide to implementing our proposed method is outlined in Section 6.3.

The guidelines are not exclusive to food manufacturers, as the proposed methods

can be equally useful for manufacturers in other industries.

To conclude, this master’s thesis investigated the use of point of sales data in dy-

namic lot sizing of new product launches. From the knowledge obtained through a

case study and multiple literature studies, we can confidently assert that dynamic

lot sizing using forecasted demand based on POS data can be beneficial to imple-

ment for new product launches. It has the ability to reduce demand uncertainty

associated with the release of new products and provide significant cost reductions.
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Guillaume, R., Thierry, C. and Zieliński, P. (2017), ‘Robust material requirement

planning with cumulative demand under uncertainty’, International Journal of

Production Research 55(22), 6824–6845.

URL: https://doi.org/10.1080/00207543.2017.1353157

Gunasekaran, A. et al. (2004), ‘Supply chain management: Theory and applications’,

European Journal of Operational Research 159(2), 265–268.

Gurobi Optimization, LLC (2022), ‘Gurobi Optimizer Reference Manual’. Accessed:

2022-04-22.

URL: https://www.gurobi.com

Haase, K. (1994), Lotsizing and Scheduling for Production Planning, Springer Sci-

ence & Business Media.

Harris, F. W. (1990), ‘How many parts to make at once’.

Hartzel, K. S. and Wood, C. A. (2017), ‘Factors that affect the improvement of

demand forecast accuracy through point-of-sale reporting’, European Journal of

Operational Research 260(1), 171–182.

Hipp, R. D. (2020), ‘SQLite’.

URL: https://www.sqlite.org/index.html

Ho, C.-J. and Ireland, T. (1998), ‘Correlating mrp system nervousness with forecast

errors’, International Journal of Production Research 36(8), 2285–2299.

URL: https://doi.org/10.1080/002075498192904

Hochreiter, S. (1998), ‘The vanishing gradient problem during learning recurrent

neural nets and problem solutions’, International Journal of Uncertainty, Fuzzi-

ness and Knowledge-Based Systems 6(02), 107–116.

146

https://colab.research.google.com/?utm_source=scs-index
https://colab.research.google.com/?utm_source=scs-index


Holmström, J., Holweg, M., Lawson, B., Pil, F. K. and Wagner, S. M. (2019),

‘The digitalization of operations and supply chain management: Theoretical and

methodological implications’.

Holt, C. C. (2004), ‘Forecasting seasonals and trends by exponentially weighted

moving averages’, International journal of forecasting 20(1), 5–10.

Horvat, A., Granato, G., Fogliano, V. and Luning, P. A. (2019), ‘Understanding

consumer data use in new product development and the product life cycle in

european food firms–an empirical study’, Food Quality and Preference 76, 20–32.

Hua, Z. and Li, S. (2008), ‘Impacts of demand uncertainty on retailer’s dominance

and manufacturer-retailer supply chain cooperation’, Omega 36(5), 697–714.

Huchzermeier, A. and Iyer, A. V. (2006), Supply chain management in a promotional

environment, in ‘Retailing in the 21st Century’, Springer, pp. 325–344.

Hvolby, H.-H. and Steger-Jensen, K. (2015), ‘Managing cannibalization of perishable

food products in the retail sector’, Procedia Computer Science 64, 1051–1056.

Hyndman, R. J. and Athanasopoulos, G. (2018), Forecasting: principles and prac-

tice, OTexts.

Inc., P. T. (2015), ‘Collaborative data science’.

URL: https://plot.ly

Jacobs, F., Berry, W. L., Whybark, D. C. and Vollmann, T. E. (2011), Manufactur-

ing planning and control for supply chain management, McGraw Hill Professiona.

Jans, R. and Degraeve, Z. (2007), ‘Meta-heuristics for dynamic lot sizing: A re-

view and comparison of solution approaches’, European Journal of Operational

Research 177(3), 1855–1875.

URL: https://www.sciencedirect.com/science/article/pii/S0377221705008416

Jans, R. and Degraeve, Z. (2008), ‘Modeling industrial lot sizing problems: a review’,

International Journal of Production Research 46(6), 1619–1643.

URL: https://doi.org/10.1080/00207540600902262

Jorgenson, D. W., Stiroh, K. J., Gordon, R. J. and Sichel, D. E. (2000), ‘Raising

the speed limit: Us economic growth in the information age’, Brookings papers on

economic activity 2000(1), 125–235.

Kahn, K. B. (2002), ‘An exploratory investigation of new product forecasting

practices’, Journal of Product Innovation Management: AN INTERNATIONAL

147



PUBLICATION OF THE PRODUCT DEVELOPMENT & MANAGEMENT

ASSOCIATION 19(2), 133–143.

Kahn, K. B. (2005), The PDMA handbook of new product development, Hoboken,

NJ: Wiley, c2005.

Kahn, K. B. (2014), New product forecasting: an applied approach, Routledge.

Karimi, B., Fatemi Ghomi, S. and Wilson, J. (2003), ‘The capacitated lot sizing

problem: a review of models and algorithms’, Omega 31(5), 365–378.

URL: https://www.sciencedirect.com/science/article/pii/S0305048303000598

Karlsson, C. (2010), Researching Operations Management, Routledge.

Ketzenberg, M. and Ferguson, M. E. (2008), ‘Managing slow-moving perishables in

the grocery industry’, Production and Operations Management 17(5), 513–521.

Kim, S. C. and Shin, K. S. (2019), ‘Negotiation model for optimal replenishment

planning considering defects under the vmi and jit environment’, The Asian Jour-

nal of Shipping and Logistics 35(3), 147–153.

Koh, S. and Saad, S. (2003), ‘Mrp-controlled manufacturing environment disturbed

by uncertainty’, Robotics and Computer-Integrated Manufacturing 19(1), 157–171.

12th International Conference on Flexible Automation and Intellig ent Manufac-

turing.

URL: https://www.sciencedirect.com/science/article/pii/S073658450200073X

Kothari, C. (2004), Research Methodology Methods and Techniques, New Age Inter-

national.

Kourentzes, N., Trapero, J. R. and Barrow, D. K. (2020), ‘Optimising forecasting

models for inventory planning’, International Journal of Production Economics

225, 107597.

URL: https://www.sciencedirect.com/science/article/pii/S0925527319304323

Kovtun, V., Giloni, A. and Hurvich, C. (2019), ‘The value of sharing disaggre-

gated information in supply chains’, European Journal of Operational Research

277(2), 469–478.

Kuhn, M. and Johnson, K. (2016), ‘Applied predictive modeling. corrected 5th print-

ing, vol. 600’.

148



Kumar, K. and Aouam, T. (2018), ‘Integrated lot sizing and safety stock placement

in a network of production facilities’, International Journal of Production Eco-

nomics 195, 74–95.

URL: https://www.sciencedirect.com/science/article/pii/S0925527317303092

Lapide, L. (2002), ‘New developments in business forecasting’, The Journal of Busi-

ness Forecasting 21(1), 12.

Lawrence, M., O’Connor, M. and Edmundson, B. (2000), ‘A field study of sales

forecasting accuracy and processes’, European Journal of Operational Research

122(1), 151–160.

URL: https://www.sciencedirect.com/science/article/pii/S0377221799000855

LeCun, Y., Bengio, Y. and Hinton, G. (2015), ‘Deep learning’, nature

521(7553), 436–444.

Lee, H., Kim, S. G., Park, H.-w. and Kang, P. (2014), ‘Pre-launch new product

demand forecasting using the bass model: A statistical and machine learning-

based approach’, Technological Forecasting and Social Change 86, 49–64.

Lee, H. L., Padmanabhan, V. and Whang, S. (1997), ‘The bullwhip effect in supply

chains’, Sloan management review 38, 93–102.

Lee, H. L., So, K. C. and Tang, C. S. (2000), ‘The value of information sharing in

a two-level supply chain’, Management science 46(5), 626–643.

Lee, Y. and Lee, K. (2021), ‘New integer optimization models and an approximate

dynamic programming algorithm for the lot-sizing and scheduling problem with

sequence-dependent setups’, European Journal of Operational Research .

URL: https://www.sciencedirect.com/science/article/pii/S0377221721010882

Lewis, C. (2012), Demand forecasting and inventory control, Routledge.

Li, H. and Meissner, J. (2011), ‘Capacitated dynamic lot sizing with capacity acqui-

sition’, International Journal of Production Research 49(16), 4945–4963.

URL: https://doi.org/10.1080/00207543.2010.518991

Lotfi, Z., Mukhtar, M., Sahran, S. and Zadeh, A. T. (2013), ‘Information sharing in

supply chain management’, Procedia Technology 11, 298–304.

Love, S. F. (1973), ‘Bounded production and inventory models with piecewise con-

cave costs’, Management Science 20(3), 313–318.

URL: https://doi.org/10.1287/mnsc.20.3.313

149



Machuca, M. M., Sainz, M. and Costa, C. M. (2014), ‘A review of forecasting models

for new products’, Intangible capital 10(1), 1–25.

Makridakis, S., Spiliotis, E. and Assimakopoulos, V. (2018a), ‘The m4 competition:

Results, findings, conclusion and way forward’, International Journal of Forecast-

ing 34(4), 802–808.

Makridakis, S., Spiliotis, E. and Assimakopoulos, V. (2018b), ‘Statistical and

machine learning forecasting methods: Concerns and ways forward’, PloS one

13(3), e0194889.

Mark Davis, Nicholas Aquilano, R. C. (2003), ‘Fundamentals of operations manage-

ment’, McGraw-Hill Irwin 4.

Mason-Jones, R. and Towill, D. R. (1997), ‘Information enrichment: designing the

supply chain for competitive advantage’, Supply Chain Management: An Inter-

national Journal .

Mateus Meneghini, Michel Anzanello, A. K. G. L. T. (2018), ‘Quantitative demand

forecasting adjustment based on qualitative factors: case study at a fast food

restaurant’.

Meredith, J. (1998), ‘Building operations management theory

through case and field research’, 16(4), 441–454. eprint:

https://onlinelibrary.wiley.com/doi/pdf/10.1016/S0272-6963%2898%2900023-0.

URL: https://onlinelibrary.wiley.com/doi/abs/10.1016/S0272-

6963%2898%2900023-0

Mikolov, T., Karafiát, M., Burget, L., Cernockỳ, J. and Khudanpur, S. (2010), Re-
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