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Abstract

As programming, code debugging, and code comprehension are cognitive pro-
cesses, it may be difficult for an individual to discern their exact thought process
in order to teach others. Through the usage of eye-trackers, researchers have found
a way to visualize these cognitive processes. Furthermore, they have identified dif-
ferences in how experts and novices solve problems. This thesis investigates the
effect of visualizing an expert programmer’s cognitive code comprehension and
debugging process through eye-tracking as a basis for teaching novices how to
comprehend and debug code.

This has been done through the execution of a study with 32 novice programmers
currently studying computer science. At first, a system for presenting code snip-
pets and eye-gaze was created in React.js and Node.js. Then, an expert’s eye-gaze
was recorded while they completed a set of code problems. Later, the 32 novices
completed the same problems, with half of the participants able to see the expert’s
eye-gaze and code snippets side-by-side while solving the problems. In addition to
being split into a control group and a help group, participants were split into groups
of expertise and performance to investigate the effect of the expert’s eye-gaze.

The analysis results showed no significant differences between the group exposed
to the expert’s eye-gaze and the group not exposed regarding scores on the prob-
lems. Moreover, the results showed no significant difference in number of fixations
on lines with bugs, nor the fixation duration on them, among the participants. How-
ever, the results did show a significant difference between participants concerning
task time and fixation distance to meaningful areas in the code.



Sammendrag

Siden programmering, kodefeilsøking og kodeforståelse er kognitive prosesser,
kan det være vanskelig for en person å skjelne sin nøyaktige tankeprosess for å
lære bort hvordan de selv løser oppgaver til andre. Gjennom bruk av eye-trackere
har forskere funnet en måte å visualisere disse kognitive prosessene. Videre har
de identifisert forskjeller i hvordan eksperter og nybegynnere løser problemer.
Denne masteroppgaven undersøker effekten av å visualisere en ekspertprogram-
merers kognitive kodeforståelse og feilsøkingsprosess ved bruk av øyesporing,
som grunnlag for å lære nybegynnere hvordan de skal forstå og feilsøke kode.

Dette har blitt gjort gjennom utførelse av en studie med 32 nybegynnere i pro-
grammering, som for tiden studerer innenfor datateknologi. Til å begynne med
ble et system for presentasjon av kodebiter og blikk laget i React.js og Node.js.
Deretter ble en eksperts blikk sporet mens de fullførte et sett med kodeproble-
mer. Senere fullførte de 32 nybegynnerene de samme kodeproblemene, hvor halv-
parten av deltakerne hadde muligheten til å se ekspertens blikk på skjermen og
kodesnutter side ved side mens de løste problemene. I tillegg til å bli delt inn
i en kontrollgruppe og en hjelpegruppe, ble deltakerne delt inn i ekspertise- og
prestasjonsgrupper for å utforske effekten av ekspertens blikk.

Resultatene av analysen viste ingen signifikante forskjeller mellom gruppen som
ble utsatt for ekspertens blikk og gruppen som ikke ble eksponert, med hensyn
til skår på problemene. Dessuten viste resultatene ingen signifikant forskjell mel-
lom deltakerene, med hensyn til antall fikseringer på linjer med feil, eller fikser-
ingsvarigheten på dem. Resultatene viste imidlertid en signifikant forskjell mel-
lom deltakerne med hensyn til oppgavetid og fikseringsavstand til meningsfulle
områder i koden.



Preface

Ever since primary school, I knew I wanted an education in Computer Science.
The memory of my father setting up and installing my first ever computer as I lay
in bed watching him, refusing to go to sleep, is still strong.

I’ve come a long way since then. After finishing High School, where my devious
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get my Computer Science education. The choice was easy - I had to apply to
the Norwegian University of Science and Technology, one of Norway’s largest
universities. I was accepted and finished my BSc in informatics within three years.
Still, I did not feel my education was complete and applied for a two-year MSc
program in Informatics, specializing in artificial intelligence.

Throughout my Bachelor’s and Master’s degrees, I have worked as a Teaching
Assistant in multiple courses. This has given me an insight into the difference be-
tween students and made me aware that I enjoy teaching. The original plan for my
Master’s thesis was to predict student performance using eye-tracking. However,
after reading literature, conversing with my supervisor, and my experience as a
TA, I quickly realized that I wanted to explore teaching methods.

This thesis concludes my Master of Science in Informatics at the Department of
Computer Science at the Norwegian University of Science and Technology in
Trondheim. It focuses on visualizing an expert programmer’s eye-gaze to novices
in programming to explore a new method of teaching novices code comprehension
and debugging.

The road to get here has been long. It’s been fun, frustrating, and knowledgeable.
Tiresome, motivating, and exciting. I want to express my thanks to NTNU for giv-
ing me the Computer Science education I’ve always dreamed of and for preparing
me for the new chapter in my life that’s now coming. I would also like to thank my
supervisor Kshitij Sharma for his knowledge, feedback, and motivation throughout
this thesis. Furthermore, I want to express my gratitude to my family and friends
for supporting me all these years, and lastly, my partner for putting up with my
constant nagging.

Sander Bjerklund Lindberg
Trondheim, June 12, 2022
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Chapter 1
Introduction

1.1 Background and motivation

Since the dawn of time, the challenge of problem solving, especially the optimiza-
tion of this process, has puzzled humankind. The ancient Greeks attempted to
automate this process by creating algorithms, such as the Pythagorean theorem, to
more easily solve repetitive problems. However, since problems vary greatly, from
repetitive mathematical equations to programming fully conscious AI, there is still
a need to find more efficient ways to teach problem solving.

In Merriam-Webster, problem solving is defined as ”The process or act of finding
a solution to a problem” [1]. This process is highly individual and varies greatly.
Since there are often many ways to solve a given problem, conveying the different
individual processes of finding a solution can be challenging. This is especially
apparent in a teaching context, where students might have problems understanding
their teacher’s thought process when solving, for instance, mathematical equations.
Through the usage of eye-trackers, Yoon and Narayanan [2] managed to capture
this cognitive process. They captured people’s eye movements during a problem
solving session and observed different problem solving processes.

Programming is about finding a solution to a problem, and it most certainly falls
under the definition of problem solving. When teaching programming, one seeks
to teach specific approaches to solving problems. Like the Pythagorean formula in

1



Chapter 1. Introduction

mathematics helps identify the lengths of the sides of triangles, programmers are
thought if-statements to solve logical problems. Another form of problem solving
in programming is code comprehension and debugging. As Yoon and Narayanan
[2] found, there are several different problem solving processes, which also apply
to code comprehension and debugging.

Through the usage of eye-trackers, it has been found that expert and novice pro-
grammers have different processes when it comes to code comprehension [3, 4, 5]
and debugging [6, 7]. However, as these processes are cognitive and cannot be
seen, it is hard to teach them to novice programmers, especially when they, more
often than not, have different processes of comprehension and debugging than the
expert or teacher.

This raises the question of whether one can visualize an expert’s problem solving
process through their eye-gaze to better teach novice programmers their approach.
This thesis explores previous work utilizing eye-trackers and describes the design
and execution of a study investigating what effect exposing novices to an expert’s
eye-gaze has on their code comprehension and debugging abilities.

1.2 Research questions and objectives

The main goal of this thesis is to investigate the effect of visualizing an expert
programmer’s cognitive code comprehension and debugging process through eye-
tracking as a basis for teaching novice programmers how to comprehend and debug
code. In other words, this thesis will visualize an expert programmer’s eye-gaze
from comprehension and debugging sessions to novice programmers to lay the
groundwork for further research on implementing eye-tracking and visualization
of problem solving processes in computing education.

In order to achieve this goal, the following research questions will be answered:

RQ1 How is eye-tracking used in programming?

RQ2 What are the differences between experts and novices when programming?

RQ3 What effect does exposing novice programmers to an expert programmer’s
eye-gaze have on their comprehension and debugging abilities?

2



1.3 Research method

RQ3.1 What is the effect of exposing novice programmers to an expert pro-
grammer’s eye-gaze during debugging and code comprehension?

RQ3.2 What are the differences between high and low expertise novice pro-
grammers when exposed to an expert programmer’s eye-gaze?

RQ3.3 What are the differences between high and low performance novice
programmers when exposed to an expert programmer’s eye-gaze?

1.3 Research method

In order to answer the research questions in section 1.2, the first step was to conduct
a literature study to get an overview of the existing literature and research in the
field of eye-tracking and programming. The literature study was conducted in the
fall of 2021 as a preparatory project for this thesis and is explained in more detail
in section 2.3.

After the literature study, it became apparent that the field lacked research regard-
ing helping novices learn programming and how one can use eye-tracking as an
aid in learning situations. In addition, the literature study showed significant dif-
ferences between novices and experts when comprehending and debugging source
code. This spawned the interest in the design and execution of a study investigat-
ing what effect exposing novice programmers to an expert’s eye-gaze has on their
code comprehension and debugging abilities, to investigate if eye-tracking could
be incorporated into university teaching situations.

1.4 Thesis structure

This thesis presents a short background information on eye-tracking terminology
in section 2.1, followed by related work in section 2.3. Chapter 3 presents the de-
sign and execution of a study investigating the effects of exposing novice program-
mers to an expert programmer’s eye-gaze, with section 3.1 presenting the design
and architecture of the system used in the study, section 3.2 describing the design
and execution of the study and section 3.3 giving a detailed presentation of the
analysis. Chapter 4 details the analysis results and is followed by a discussion and
possible aspects to investigate in future work in chapter 5. Finally, a conclusion is
drawn in chapter 6.

3



Chapter 2
Background and related work

This chapter is imported in it’s entirety from my preparatory project ”How eye
tracking can be used in problem solving” [8] with modifications and additions.

2.1 Eye-tracking terminology and technology

Eye-tracking is recording and tracking a person’s eye movements as they view,
e.g. objects, lines of text, or other visual stimuli on a screen. As eye movements
carry visual attention of stimuli to parts of the brain, they are essential to cognitive
processes in human vision [9]. Eye-trackers are designed to monitor and capture
such movements so that it is possible to study how a person looks at objects on a
screen. Eye-trackers can come in many different forms. Some are screen-based
eye-trackers mounted to a computer screen. Others are glasses for mobility, an
integrated or embedded system such as VR glasses, or head stabilized eye-trackers
where the person’s head is stabilized by resting the chin and forehead in a device
so that the head will not move. Eye movement data is often studied with a focus
on Area of interest (AOI). An AOI is often defined as a subsection of the viewed
screen. It can, for instance, be specific parts of a viewed image, specific para-
graphs of a written text, or source code elements such as method signatures or line
numbers. Not all AOIs are necessarily relevant to the task being performed. For
instance, if the task is an object-oriented debugging task, multiple classes could be

4



2.2 Zone of Proximal Development

AOIs, but only one class could be relevant as it contained the bug.

Figure 2.1: Example fixations and scanpath. The green circles are fixations, and the lines
between them are saccades. The saccades and fixations make up a scanpath.

Figure 2.1 gives an example of fixations, saccades, and scanpath that will be pre-
sented in this paragraph. Eye-tracking data are divided into different types of met-
rics; fixations, saccades, scanpaths, and the aforementioned AOIs [10]. A fixation
is a period of time when the eyes are focused on the same area, from a few hun-
dred milliseconds to multiple seconds. A longer fixation may thus indicate that the
area looked at is more interesting or complex. Fixation as a metric can be used for
multiple purposes, and investigating their length or how many fixations occur on
an AOI may provide interesting insights. The next metric, saccades, are rapid eye
movements from one fixation to another. A saccade is simply rapid eye movements
where no visual information is processed. An eye-tracker that samples at 50Hz or
greater are needed to detect saccades. In programming, saccades can occur when
the eyes move between connected lines. Scanpaths are a combination of fixations
and saccades, showing the entire eye-gaze path.

2.2 Zone of Proximal Development

The zone of proximal development is a concept introduced by Lev Vygotsky. In
Mind in society: Development of higher psychological processes, he defined it as:

5



Chapter 2. Background and related work

”[...] the distance between the actual developmental level as determined by in-
dependent problem solving and the level of potential development as determined
through problem solving under adult guidance or in collaboration with more ca-
pable peers.”[11, p. 86]

Figure 2.2: Vygotsky’s Zone of Proximal Development can be thought of as the intersec-
tion between what a learner can do by themselves and what the learner cannot do, even
with assistance. Modified from Caspersen et al. [12].

In other words, the zone of proximal development is a state children, or students,
can be in where they might not be able to solve a problem independently but will
be able to through guidance from an adult or more advanced peers. For instance,
in a computer science class, a student may have learned how to write a single for-
loop but struggle to understand nested loops. A Teaching assistant (TA) can show
an example of a nested loop and provide hints when the student gets stuck. Upon
being given some examples, the student may then be able to solve the problem.
The nested loops example above is also an example of a problem that might be in
a student’s zone of proximal development.

Through Vygotsky’s work, Doolittle [13] argued that a child develops cognitively
by first being exposed to tasks or situations in the upper end of the zone of prox-
imal development. These tasks would at first require assistance in order for the
child to be able to complete them but would eventually require less and less assis-
tance. This thesis describes the execution and findings of a study that aims to take
advantage of Vygotsky’s zone of proximal development and Doolittle [13]’s argu-
ment of exposure to tasks or situations in the upper end of the zone of proximal
development.

6



2.3 Related work

2.3 Related work

This literature study was carried out as a basis and preparatory project [8] for this
thesis in the fall of 2021. It seeks to answer the following research questions:

RQ1 How is eye-tracking used in programming?

RQ2 What are the differences between experts and novices when programming?

Even though this literature study was not a structured literature review, it fol-
lowed a similar structure as the one proposed by Kitchenham [14]. First, several
published papers were identified using search strings connected to eye-tracking,
programming, and learning. The titles of the resulting articles were then, subjec-
tively, rated relevant or irrelevant. Then, related articles were found. Next, the
abstracts of the relevant titles were read, and irrelevant pieces were discarded. Fi-
nally, the reference list of the selected papers was analyzed, and relevant articles
were extracted from them.

An overview of the eye-trackers used by the explored studies can be seen in Ta-
ble 2.1 (if applicable).

Table 2.1: Overview of different eye-trackers used by the related works’ studies.

Eye-tracker used Study
SMI Eye Link Yoon and Narayanan [2]

SMI RED-m 120 Hz Busjahn et al. [15]
Tobii TX300 Najar et al. [4]

Tobii X60 Kevic et al. [16]
Smart Eye Aurora Jessup et al. [5]

ISCAN RK-726PCI Stein and Brennan [7]
Tobii 1750 50hz van Gog et al. [17]

2.3.1 Eye-tracking in problem solving

Merriam-Webster defines problem solving as ”The process or act of finding a so-
lution to a problem” [1]. This process of finding a solution to a problem varies
with different people. For example, in maths, when adding 59+41, one individual
might instantly think to find the answer by adding 50 to 40 and then adding nine
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to one. Meanwhile, another may add 59 to one and then add 40. These processes
can be hard to observe without verbal explanation, and it is individual which pro-
cess one prefers. Therefore, the process of learning and thus teaching how to solve
problems is highly subjective. Yoon and Narayanan [2] did an eye-tracking study
where they wanted to look for evidence and effect of a mental imagery problem
solving process. They describes mental imagery as ”[...] the phenomenon in which
someone imagines an object or a visual scene in his or her ”mind’s eye” in order
to retrieve information from that mental image or to transform it so as to gener-
ate needed information.” Their study contained 90 engineering students who were
given two problems to solve. The first problem contained an image and a question
related to this image. After answering the first question, the system displayed the
second problem, which was also related to the image. However, in this question,
the subjects could not see the image. The question was placed at the same place as
the first question, leaving a blank area where the image used to be.

After the experiment, the researchers found that some subjects gazed at the blank
section of the second screen where the image used to be, as though there was still
an image there. These subjects were categorized as imagery strategy behavior,
whereas the rest were classified as non-imagery. Their results show no significant
difference between the two groups regarding accuracy on the two problems. How-
ever, they did find that the imagery group had a higher mean fixation duration on
the critical component. Furthermore, when comparing the imagery subjects that
answered problem two correctly and incorrectly, they found that the subjects with
a correct answer had significantly higher coverage and more time fixating on the
critical component. These results suggest that higher accuracy can be improved by
paying attention to critical components.

Yoon and Narayanan [2] is thus an example of how we can observe different prob-
lem solving strategies by using eye-trackers. It is also an example of how attention
to critical parts of a problem can be essential to solving the given problem.

2.3.2 Eye-tracking in programming

According to Sharafi et al. [9] and their literature review on the topic, 36 rele-
vant papers on the subject of eye-tracking in software engineering was published
from 1990 to 2015, with 86.2% of these published after 2006. This suggests an
increasing interest and acceptance in using eye-trackers in programming.

Busjahn et al. [15] are some of the researchers who investigated eye-tracking and
software engineering. I their paper ”Eye tracking in Computing Education,” Bus-
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jahn et al. [15] introduce how eye-tracking can be used as an instrument for com-
puter science education research. They analyzed data from a study with two pro-
fessional software developers reading and understanding short Java programs. The
subjects were informed that the code did not contain any bugs and that their task
was comprehending it. Subject 1 was told they would get questions regarding the
return value of one method, whereas subject two was told to expect a multiple-
choice test about the whole algorithm. After analyzing the eye-gaze of the two
subjects, the authors identified 11 new eye-gaze patterns in source code reading
that can be used when researching software engineering in combination with eye-
tracking. In addition, they identified 14 different strategies which programmers use
when comprehending code. Their research opens up new perspectives for teach-
ing code reading and code comprehension. Eye-gaze from students can be used
to identify differences in strategies or make a novice aware of how they go about
solving a task by, for instance, having a novice record themselves when reading
code and later reviewing their eye-gaze with or without a teacher present.

2.3.3 Determining programming expertise

Code comprehension is often used as a measurement when conducting studies
containing software engineers. Since this is a cognitive process, observing it from
an outside perspective is difficult. Instead, one may have the subjects verbally
explain, observe their behavior, or answer a questionnaire afterward. In order to
do so, independent variables have to be controlled. This could, for instance, be
done by including programming experience. A more experienced programmer
will likely have a deeper understanding of the code than an inexperienced pro-
grammer. Suppose one were to conduct a programming study containing a surplus
of experienced programmers. In that case, this could lead to biased results as the
more experienced programmers have a better basis for solving programming tasks.
It is therefore important to have a way to measure programming expertise.

Siegmund et al. [18] states that there is no agreed way to measure programming
expertise and that a common understanding of programming expertise can increase
the validity of experiments. Therefore, to get an overview of how researchers mea-
sure programming experience, they conducted a literature review of highly ranked
conference - and journal papers between 2001 and 2010. In addition, they con-
ducted an experiment in which subjects solved programming tasks and completed
a questionnaire with questions found in literature related to programming experi-
ence. As a result, they were left with a questionnaire that contained questions that
should be able to measure programming experience and a reusable experimental
design to evaluate the questionnaire.

9



Chapter 2. Background and related work

2.3.4 Difference between novices and experts

Crosby and Stelovsky [3] were pioneers in using eye-trackers in programming
research [15]. In 1990, they wanted to research how programmers read algorithms.
This was done by conducting a study with students of different expertise from
a computer science program at the University of Hawaii. Each participant was
given a textual slide of pascal code and was told to read and understand the code.
After indicating they were done reading, the participants were asked to correct
the code if necessary. Their results show that low experience programmers tend
to spend significantly more time reading comments and comparisons than highly
experienced programmers. In contrast, the high experience programmers tend to
spend significantly more time reading complex statements. In addition, they found
that the highly experienced subject recognized and spent more time concentrating
on meaningful areas of the code.

As demonstrated by Crosby and Stelovsky [3], eye-trackers can provide an insight
into the difference between novices and experts. Another example is given by
Najar et al. [4], who utilized eye-tracking to improve learning by examples. They
conducted a study on 42 students currently studying Structured Query Language
(SQL). The students were presented with a worked example in the context of SQL-
tutor, a system used for learning and teaching SQL. The software window was
divided into four sections; an example SQL code, an explanation of the code, the
database schema, and a multiple-choice questionnaire to the example. For each
example, the students were presented with the same window layout. After each
multiple-choice submission, the system presented the correct answer.

By using previous test scores, Najar et al. [4] could divide the students into groups
of novices and advanced students. To see how the students studied the examples,
AOIs were defined for the systems interface, namely the four sections of the soft-
ware mentioned above. Through the students’ eye movements, the researchers
found several different transition patterns between the four AOIs. What is interest-
ing is the difference in these patterns between the novices and advanced students.
The most interesting finding was that the advanced students looked significantly
more at the database schema than the novices (90% against only 25%). Further-
more, the novices did not use the pattern Najar et al. [4] called ED, which was a
gaze from the example to the database schema.

Sharma et al. [19] did a study on high performance and low performance learners.
They were specifically interested in how facial expressions could explain learning
performance in different learning situations, such as collaborative programming.
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This was accomplished by extracting emotions such as boredom, delight, frustra-
tion, and confusion from 13-16-year-old children’s facial expressions during col-
laborative game creation with Scratch. The study was placed at NTNU’s premises
in Trondheim, in an informal environment. The main goal was to introduce com-
puter science and programming to school children who previously had no coding
experience. They measured both emotions and the transition between emotions,
for example, the transition from frustration to delight. Every 45 minutes, they col-
lected four game versions from each team. This laid the basis for their separation
into low and high performing teams. If a team had higher than the median points
(analyzed by DrScratch1) in two of the four phases, they were labeled as a high
performing team and low performing if not.

Their findings show a difference in emotions between the high and low perform-
ing teams. The high performance teams displayed a significantly higher amount
of confusion and frustration than the low performance teams, and the low perfor-
mance more often displayed signs of boredom than the high performance. Both
teams showed an equal amount of delight and neutral. The teams did also show
a difference in transitioning between emotions. High performance teams had a
much higher probability of transitioning from boredom to neutral than low perfor-
mance teams, which had a higher probability of transitioning to frustration. The
low performance teams also showed a much higher probability of transitioning
from confusion to boredom than the high performance teams, with probabilities
of ca 0.5 − 0.6 and ca 0.1 − 0.15, respectively. Most interesting is that for all
emotions, the low performing teams had the highest probability of transitioning
to boredom, whereas the high performance teams had a mix between neutral and
frustration.

Aljehane et al. [6] studied the difference in source code reading behaviors between
experts and novices in Java by investigating eye movements. They analyzed a
dataset already collected by Kevic et al. [16] in 2015 through the Eclipse plugin
iTrace [20]. The subjects in the study were 12 industry-working programmers,
the experts, and ten Computer Science (CS) students, the novices. They were
given three different debugging tasks with varying difficulty ranging from missing
commas and multiple classes to fixing a failure to launch the Acrobat on Win98.
The eye-tracker used can be seen in table 2.1. Aljehane et al. [6] used the data
related to a task that only required the participants to read one class. In addition,
they only used the eye-tracking data from eighteen of the twenty-two participants,
as four of them did not look at the class where the bug was found. Their results
showed that novices read more source code elements than experts overall.

1http://www.drscratch.org/
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Jessup et al. [5] also studied the difference between novices and experts during pro-
gramming. Rather than looking at reading behaviors and debugging, as Aljehane
et al. [6] did, they focused on code comprehension and the difference in fixation
counts between experts and novices. They hypothesized that experts would have a
lower fixation count than the novices and more frequently describe code functions.
A total of 36 participants, 22 novices and 14 experts, were included in the study.
The participants were given two tasks of code comprehension in a within-subjects
manner. Even though they hypothesized that experts would have a lower fixation
count than the novices, their findings showed this was not the case. They found
significant differences between the experts and novices considering fixation count.
However, contrary to their hypothesis, experts had the highest fixation count. Fur-
thermore, their second hypothesis that the experts accurately describe code more
frequently did not hold. The results showed no significant difference between the
two groups.

Turner et al. [21] had another approach to investigate the difference between exper-
tise groups. They wanted to examine the differences in reading behaviours across
programming languages, specifically Python and C++. Their study consisted of 38
participants, both novices and experts. The participants were split into two groups.
One group read Python code, and the other read C++ code. Once divided, they
were told to comprehend code snippets and verbally explain what the code did.
In addition, they were told to detect bugs and present how they would fix them.
Their findings show that, within the Python group, the experts spent significantly
more time than the novices. In contrast, the opposite was true for the C++ group.
Furthermore, they found that within the Python group, the novices had a lower
fixation rate on lines with bugs than the experts and that the fixation duration on
the lines with bugs was, for the most part, the same for the two expertise groups.

All papers have found interesting differences between low and high performance
students and expert’s and novices. Najar et al. [4] found that low performance
students did not use the database schema at all, and Sharma et al. [19] found that
low performance students experienced much more boredom than high performance
students. It may be possible that the low performance students in Najar et al. [4]
experienced boredom and therefore chose not to look at the database schema to
get through the questions more rapidly. Questions can be raised as to why low
performance students experience more boredom. Is it because they do not possess
the necessary basic knowledge surrounding the subject, or are they not interested
in it? This can lead to interesting research on how teachers can use eye-tracking
and facial expressions to facilitate their teaching better or set up software layouts.
High performance students may then play a role in where to place certain items
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on a screen, I.e., the database schema, so that it is more visible and students are
forced to read it. Aljehane et al. [6] showed that expert programmers look less
at source code elements than novices. Based on what expert programmers are
looking at, one could teach novice programmers which aspects or code snippets
to spend more time on. In combination with this, Jessup et al. [5] showed that
experts have higher fixation counts than novices. This again leads to interesting
questions such as whether experts are better at singling out relevant code snippets
and fixating on these and if this can help novices become better programmers.

2.3.5 Using other people’s eye-gaze

As explained in the previous subsections, eye-trackers can provide different in-
sights in, e.g., how novices differ from experts or as an instrument for computer
science education research. However, Stein and Brennan [7] takes the eye-trackers
one step further and exposes ”regular people” and not only researchers to the
eye-tracking data. They conducted a study consisting of two phases. The study
had ten participants who were all recent computer science graduates (within one
year) from different schools, working professionally as software engineers. In the
study’s first phase, the participants wore head-mounted eye-trackers, which tracked
their eye-gaze while debugging and comprehending three different Java programs.
In phase two, six other participants were told that they would be watching videos
of other programmers finding some (but not all) the bugs themselves would have
to discover. The participants in phase two were randomly assigned to one of three
eye-gaze recordings, which were viewed before they started identifying the bugs.
The participants in phase two were also split into two groups. One group watched
the eye-gaze video assigned to them before the first four bugs, and the second
group before the last four bugs.

The main goal of Stein and Brennan’s study was to test whether seeing another
person’s eye-gaze while debugging can be helpful to another person doing the
same task. Their results show that the participants in phase two who saw the eye-
gaze did, in fact, find bugs faster than the ones who did not. Furthermore, the
eye-gaze did provide an average advantage of 62 seconds for finding bugs. There
were, however, some varying results. For example, one participant spent more
time finding one of the bugs after seeing the eye-gaze. He explained that he had
trouble remembering where the eye-gaze ended.

van Gog et al. [17] also exposed people to another person’s eye-gaze. They dif-
fer from Stein and Brennan [7] in that the task was not a programming task but
a problem-solving task. They wanted to answer whether attention guidance by
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showing students a model’s eye movements can enhance their learning. The study
contained 77 participants from the University of Tübingen that had no prior knowl-
edge of the task. They did a 2x2 factorial design, with the example type (product-
oriented (no verbal help from the model) vs. process-oriented (verbal help from
the model)) and attention guidance (yes vs. no) as factors. The model in this
study was an expert in performing the task. The problem to be solved is known
as Frog Leap2, where the main goal is to switch the frogs’ sides. The problem
has only one solution, which can be applied by starting at either frog-side. This is
what the participants did. First, they underwent a learning phase, where they stud-
ied their respective examples with or without attention guidance. Afterward, they
tried to solve the problem themselves two times. One group attempted to solve
the problem starting from the left and another from the right, as in the examples.
Even though the authors hypothesized that attention guidance would be helpful for
learning, they found that showing the model’s eye movement hampered learning.
They also found that relatively more students with product-oriented examples and
attention guidance solved the second problem, in contrast to the first. They argue
that, even though this finding should be interpreted carefully, this might suggest
that the effect of attention guidance only becomes apparent on transfer tasks.

2http://www.jwstelly.org/LeapFrog.html
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As explained in subsection 2.3.5 above, presenting people with another person’s
eye-gaze can improve performance and debugging time. Stein and Brennan [7]
however, found that the advantage of seeing an eye-gaze before doing a task is
limited to remembering the eye-gaze. Furthermore, van Gog et al. [17] argued that
the effect of attention guidance might only be apparent on transfer tasks. In addi-
tion, Najar et al. [4] and Jessup et al. [5] both found differences between experts
and novices when debugging and comprehending code.

This section contains the design and execution of a study that overcomes the lim-
itation of remembering the eye-gaze by presenting it and the task side-by-side.
Furthermore, the study utilizes Stein and Brennan [7] future works section to see
whether viewing an expert’s eye-gaze can provide interpretable cues to novices.
Moreover, it investigates if this can decrease the difference in transition patterns
found between experts and novices by Najar et al. [4]. The study also examines
whether or not exposing a novice to an expert’s eye-gaze can help the novice iden-
tify bugs with reduced time spent reading source code elements compared to the
controls, seeing as Jessup et al. [5] found that novices spent more time looking at
source code compared to experts.

This chapter presents the architecture and design of a system created to present
tasks and visualize an expert’s eye-gaze in section 3.1. Section 3.2 describes the
study’s planning, design, and execution, and section 3.3 presents detailed methods
of analysis conducted on the collected data.
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3.1 System design

To conduct the study described in section 3.2, a system was made to execute the
pretest and tasks and visualize the expert’s eye-gaze.

The system was a self-developed React1 application [22], with a Node2 server [23]
running backend. The application was running at localhost during the study, and
participants’ answers and events were logged and stored locally on a pc at NTNU
premises. This subsection contains a description of the system used in the study,
including mockups and the system’s flow.

3.1.1 System mockups

As the study included both experts and novices, two versions of the system were
made. One version had a pretest with ten questions and code snippets and one
without. In addition, both versions incorporated six larger code snippets with as-
sociated debugging and comprehension questions.

Figure 3.1: Pretest example. The screen is divided in two, with the code snippet on the left
and a multiple choice question to the code on the right. The image is cropped vertically.

As mentioned, the participants answered a pretest that maps their debugging and
comprehension knowledge to determine further if they were a novice or not. The
pretest had the same layout as the actual tasks so that the participants would get
familiar with the look and feel of the system. See Figure 3.1 for an example of a
pretest task-page.

The system included two information pages. One for the pretest and one for the
study. The information given can be seen in Figure 3.2 below.

1https://reactjs.com. Version 17.0.2 was used in building the system in this thesis.
2https://nodejs.org/en/. Version 16.9.1 was used in building the system in this thesis.
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(a) (b)

Figure 3.2: The two information pages in the system. a) is the information given before
starting the pretest and b) is the information given before starting the study.

The study tasks’ design was similar to the pretest but divided into three sections
instead of two. Figure 3.3 shows the design of the ”on-demand”-help type. The
third section contained the type of task (debug or comprehension), the question,
and a text box where participants could input their answers or thoughts.

(a) (b)

Figure 3.3: On-demand help task type. a) shows the layout when the participant has not
requested help and b) shows the layout when the participant has pressed the button for
help.

Figure 3.3a shows the screen when the participant has not pressed the button for
showing the expert’s eye-gaze, and Figure 3.3b shows the screen when the par-
ticipant has pressed the button. By using a similar design as the pretest, the par-
ticipants could get familiar with the system and would not have to struggle with
unfamiliarity in the actual study. The design of the study tasks was almost identical
for the different help types, with the most notable difference being the opportunity
to turn the help section on and off in the ”on-demand”-help type.
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Figure 3.4 portrays the help section that was displayed to the participants. The
participants had the ability to fast-forward in the eye-gaze, pause and play and
set the disappearance rate of the eye-gaze. The figure is the right hand side of
Figure 3.3b. The controls shown in the figure would appear when a participant
moved the pointer into the help section.

Figure 3.4: Functions available in the help section when viewing an expert’s eye-gaze.
The image is cropped vertically.

The system also had a summary page for the participants to review their answers
before ending the study. A mockup of the summary page can be seen in Figure 3.5.

Figure 3.5: Summary page where the participants could review and update their answers.
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3.1.2 Architecture

This subsection will describe the study system using a version of the 4+1 model
view architecture [24].

Process view

Figure 3.6 represents the study system’s run time and the components relative to
its performance. It was divided into three sections; the frontend, backend, and
Tobii Pro Lab software. The frontend was built using the React.js library. React
is responsible for rendering the system and accepting input, validating the input,
storing data, and syncing with the backend. All data input to the system was
stored in the browser’s session storage not to be lost by an unexpected browser
refresh and to ensure the deletion of answers between participants. In addition,
all user interactions were logged, such as changing tasks or playing and pausing
the help video and stored in the session storage. Once a participant finished the
pretest or study tasks, this data was collected from the session storage and sent
to the backend for processing and storing. The backend was built using Node.js,
which main focus was endpoint validation, responses, and file management. The
backend checks whether the user is authenticated, sends necessary eye-gaze data
to the frontend, and stores data such as logs and answers from the frontend in csvs.

Even though the Tobii Pro Lab software [25] has no interaction with the backend,
it is a process that has contributed to the functionality of the study system. For
example, the expert’s eye-gaze data was recorded and exported through the Tobii
Pro Lab software and placed in the system’s backend.

Figure 3.6: Process view of the study system. Divided into backend, frontend and Tobii
pro lab software.
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Logical view

The app consisted of several components connected in a hierarchical order. A
diagram of the app’s components can be seen in Figure 3.7. A more extensive
diagram version can be found in appendix A.1 in Appendix A.

App is the main component of the system. Every other component is being ren-
dered inside it. In addition to being responsible for rendering the correct compo-
nent based on which URL is visited, CustomRouter makes sure the user is redi-
rected to the login page and that Login is being rendered if the user is unauthen-
ticated. Every component rendered inside PrivateRoute requires the user to
be authenticated. Even though it could look like it from Figure 3.7, parent compo-
nents do not always contain their children. For instance, PretestQuestions
is only rendered inside Main while the user is visiting the /pretest/:id end-
point. The green arrows in the figure indicate a relationship that always exists.

Figure 3.7: Logical view of the study system. Components are connected in a hierarchical
order. Green arrows represents relationships that are always present.
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Development view

This section will explain the development environment and how it is layered. As
previously mentioned, the system was built using React.js frontend and Node.js
backend. In addition, several libraries and frameworks were used. The main li-
braries used for the frontend, aside from React.js, were prism.js for code highlight-
ing and plotly.js for plotting the expert’s eye-gaze. The backend used csv-writer
and csv-parser for reading and writing to csvs and the Express framework for the
API. GitHub was used for code storing, and Visual Studio Code with Prettier code
formatter was used as the primary IDE.

Figure 3.8: Development view of the study system. Broken down into high and low level
environment.

Physical view

The system’s physical components were the PC running the Tobii Pro Lab software
and the eye-tracker. Since the system was running at localhost and all data stored
on the local computer, no other physical components were present.

Scenarios

Figure 3.9 shows a typical system scenario. At first, a participant opens the sys-
tem and is greeted with a login page if they are not previously logged in. After
login, the information page in Figure 3.2a is displayed, and they have the option to
start the pretest. After pressing the ”start pretest” button in Figure 3.2a, the pretest
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starts, and they are given a series of pretest questions such as the one portrayed in
Figure 3.1. Once they have completed all pretest questions, the study information
page in Figure 3.2b is presented to them, giving them information about the ques-
tions ahead and what type of help they will get. After starting the study, they will
complete three debugging and three code comprehension tasks similar to that of
Figure 3.3b. Once finished with the tasks, they will enter the summary page seen
in Figure 3.5 and have the option to change their answers and return to the task.
After delivering their answers, a ”thanks for participating”-page is shown.

Figure 3.9: Overall flow of the study system. A participant logs in to the system and
is greeted with a login page if they are not already logged in. They are then greeted
with an information page informing them of the pretest. Later, they cycle through all ten
pretest questions and are greeted with information about the actual study questions. Then,
they start the study and cycle through six debugging and comprehension tasks. Finally, a
summary page and thank you page is shown.

System testing

Before recruiting participants, the system was manually tested by the developer
himself by pretending to be a participant using the system. He answered the pretest
and intentionally tried to break the system by selecting multiple answers, leaving
answers open, and answering incorrect and correct questions. When testing the
study part of the system, which had textual answers, the developer again tried
to break the system by answering every set of characters, line breaks, tabulators,
and symbols. The page was refreshed multiple times to see that the answers did
not disappear and disappeared after the tab was closed. The expert’s eye-gaze
visualization was thoroughly tested by rapidly fast-forwarding the video, intense
clicking on the pause/play button, and fierce dragging the disappearance rate slider.
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Finally, the summary page was tested by changing the answers and seeing that the
new answer was stored once the answers were submitted.

In addition to the developer’s manual testing, two peers who had not participated
in the development of the system were asked to be mock participants. They came
to the lab and pretended to be a participant by following the scenario shown in
Figure 3.9 while using the eye-tracker. They were told to enter random characters
and symbols as answers and try to use the system unexpectedly. One peer did this
as a control group participant, and the other as a help group participant.

Once testing was complete and the system was proven to work as expected, the
recruiting of participants began.

3.2 Research design

The study was divided into two phases, much like Stein and Brennan [7]. One
expert programmer was invited to the lab in the first phase. They completed a
series of Java debugging and code comprehension tasks while having their eye-
gaze tracked using a Tobii Pro X3-120 eye-tracker. Their eye-gaze was recorded
while doing the tasks, and their answers to the tasks were explained verbally and
transcribed. Once finished, their eye-gaze data was extracted and incorporated into
the system for the second phase.

Later, in phase two, novice participants were invited to the lab. The original plan
was for the participants to be randomly divided into four groups to study the ex-
pert’s eye-gaze exposure in a between-subject manner. However, they ended up
only being divided into two groups because of difficulties recruiting participants.
All participants did a pretest to test their level of programming expertise before
completing the same six debug and comprehension tasks as the expert while get-
ting the appropriate type of eye-gaze help and having their eye movements tracked
with the same eye-tracker as the expert. Finally, the collected data was analyzed.

3.2.1 Participants

The expert was a TA in an introductory course to Java programming. They had
both previously and alongside their studies worked professionally with Java.
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All participants in the study were university students either currently attending an
introductory course to object-oriented programming in Java or had attended the
course less than a year ago. In addition, they had previously taken an introductory
course to procedural programming in Python. For the remainder of this text, par-
ticipants and novices will be interchangeably used when referring to this group.
It was important to have participants who could, to some extent, understand the
code snippets in the tasks so that it was possible for them to reason their way to
the answer based on the help they would get. That is to say, they should prefer-
ably be in the zone of proximal development (see section 2.2). To further map the
participant’s level of expertise, every participant completed a pretest.

The original plan was to divide the participants into four groups, so it would be
possible to study the effect of the expert’s eye-gaze in a between-subject manner.
The first group was planned to be a control group with no help on the tasks to study
the independent variable’s effect. The second group would have the expert’s eye-
gaze on at all times, with the ability to pause, play, move forward and backward,
and set the disappearance rate of the eye-gaze. The third group were planned to
have an ”on-demand”-type of help, where they had the option to turn the expert’s
eye-gaze on and off. Finally, the last group would have the eye-gaze visible on
a particular task, based on the expert’s input on which tasks they thought would
benefit the participants most. For this, a total of 64 participants was needed. Dur-
ing the participant recruiting phase, however, it became apparent that recruiting 64
participants was not plausible due to the time restrictions of this thesis and low re-
sponse from potential participants. Therefore, only 32 participants were recruited
and divided into two groups; control and ”on-demand” help. The participant re-
cruiting process is further explained in subsection 3.2.4 below.

Each participant was instructed to read through and sign an information letter and
consent form before starting the study, consenting to the collection and analysis of
their data. The information letter and consent form can be seen in Appendix B.

Both groups of participants did the same tasks as the expert did, with the appropri-
ate eye-gaze visualization available, while having complete control over the eye-
gaze regarding playing and pausing it, fast-forwarding, rewinding, and controlling
the eye-gaze disappearance rate. The answers and eye-gaze of the participants
were stored locally on the computer.

After all participants had completed the study, their eye-tracking data, provided by
the Tobii Pro Lab software Tobii Pro AB [25], and answers to the tasks were ana-
lyzed to determine whether exposure to an expert’s eye-gaze could help improve a
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novice’s problem solving time and accuracy.

3.2.2 Determining programming expertise

As explained in subsection 2.3.3, it is important to have a way to measure program-
ming experience. Even though the study performed in this thesis targeted univer-
sity students that had taken an introductory programming course, it is not given
that all of them were novices in Java and object-oriented programming. Therefore,
a code-pretest, was used to measure their programming experience. An example
pretest code and question can be seen in Figure 3.1. The pretest was inspired by
tasks appearing after searching ”Java interview questions.” All pretest code snip-
pets can be found in Appendix C.

3.2.3 Study tasks

The task types, debugging and comprehension, were planned to be studied within-
subject. By doing the task type as a within-subject, we reduce errors associated
with individual differences. E.g., one individual is likely to be at the same level in
both debugging and comprehension. Therefore, it was planned that the different
groups would have different ordering of the tasks, where two of the groups would
start with a debugging task and then alternate between debug and comprehension.
In contrast, the other two groups would start with comprehension and then alter-
nate. However, since the decision to have only two groups arose during the second
group’s data collection, the tasks started with debugging tasks and alternated be-
tween debugging and comprehension.

All code comprehension snippets shown to the participants and experts were anon-
ymized, meaning one could not derive the function of the code by simply reading
the method names, class names, or comments. In addition, since all code were
Java code snippets, questions and code included object states and their change.
The inclusion of object states and their changes was done since object-oriented
programming was presumed relatively new to the novices. All tasks can be seen
in Appendix D. The tasks were inspired by previous exam questions and topics
lectured in the object-oriented course.

3.2.4 Execution of the study

The study was held in two iterations over seven weeks at NTNU’s premises. Fig-
ure 3.10 shows a timeline of the study. Participants were recruited in two iterations
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through an invite published on the TDT41003 course’s Blackboard page4, recruit-
ing in a lecture break and by emailing all students currently taking, or had previ-
ously taken the course with an invite. In addition, a reminder email was sent to all
students after one month of sending the first. In the invite, the students were given
a brief description of the project and an attached information letter with more in-
depth details and how their data would be treated. The information letter can be
seen in Appendix B. In addition, they were given a Doodle5 link where they could
appoint themselves to a time slot to join the study. They registered themselves with
their names and email address so that specific information could be sent to each
individually. Furthermore, students were visited at their designated reading areas
to promote the study and by leaving QR codes to scan for more information.

Once registered for a time slot, an email containing more information about the
pretest and study, what they needed to bring, and where and when they should meet
was sent. A reminder email was sent one day before a participant’s chosen time slot
in case they forgot they had volunteered to participate. In some cases, rescheduling
was needed, either later that same day or another day. As mentioned, this recruiting
process happened in two distinct intervals. Figure 3.10 gives a visual guide to
better understanding the study’s timeline. At first, students currently taking the
introductory course to object-oriented programming were invited. In the second
interval, students that had taken the course less than a year ago were invited. This
was done because of problems with recruiting students currently taking the course.

Figure 3.10: Timeline of the study. The study span over seven weeks, and participants
were recruited in two intervals.

When the participants met for their assigned time slot, they were instructed to read
through a physical copy of the information letter sent by email and sign the consent
form. Then, information about how the session would go and the pretest and tasks

3https://www.ntnu.edu/studies/courses/TDT4100
4Blackboard (https://www.blackboard.com) is NTNU’s answer to Canvas, or It’s learn-

ing
5https://doodle.com/en/. A tool for scheduling meetings
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were given verbally. In addition, all information that can be seen in Figure 3.2 was
given verbally. Furthermore, the participants were told that the observer would be
sitting beside them in complete silence during the whole session, working on their
own tasks and that the observer would not pay any attention to what answers the
participants gave to the tasks; they would only keep an eye on the time and how far
along with the tasks the participant had gotten. They were informed that they had
one hour and 15 minutes to complete both the pretest and study tasks, but should
try to not spend more than 15 minutes on the pretest. They were also informed that
they were allowed to ask the observer questions but that the observer might not be
able to answer. E.g., questions regarding the system could be answered, but not
questions directed to the code. Following this, the study formally started with a
calibration of the eye-tracker. From this point on, the study followed the scenario
given in subsection 3.1.2, with the pretest followed by the study tasks.

Once the help group started the first study task, the observer asked them to open
the help section so that they could explain how it worked. The observer showed the
participants the fast-forwarding, pause and play, and the disappearance rate option.
They also explained that the larger the circles were, the more time the expert had
spent looking in that area. All answers the participants gave to the pretest and
study tasks were stored in the browser’s session storage for easy access to the data
and to ensure the data would not be lost at an unexpected browser refresh. During
the entire study, all user interactions, such as changing tasks, playing, or pausing
the help video, were logged and stored in the browser’s session storage.

All participants were given a notebook to note their thoughts and keep track of the
code during the problem solving. This notebook was not used or even looked at
by the observer, and every participant’s page was discarded between participants.
Not all participants used this notebook.

During the study, the observer sat in silence beside the participants. Occasionally,
the participants had some questions regarding the tasks, which were answered and
clarified. It should be noted that this does not mean the observer gave any hints or
help directly linked to the tasks, but clarification about the questions in the tasks
and how the study system worked. Before the participants began the study tasks,
they were greeted with the information in Figure 3.2b. Once again, this informa-
tion was given verbally when the participants got to this screen. In addition, all
participants were informed that they could assume the comprehension tasks were
bug-free. Therefore, the code would compile and give the desired output if one
tried to compile it.
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Once finished, the participants were given a 200NOK6 ”Midtbyen” gift card7. All
participants also entered a lucky draw for a 500NOK gift card that was drawn after
the study ended. They were then asked about the tasks - what did they think about
them? Some participants also wanted a brief review of some of the tasks and asked
the observer to explain some concepts such as Java streams8 and ternary operators.
Some participants spent the whole hour and fifteen minutes, while others finished
within forty minutes.

After all participants had completed the study, their answers and eye-tracking data
were analyzed.

3.3 Analysis

This section presents the analysis of the data collected in the study described above.
It starts with preprocessing of the raw data in subsection 3.3.1 and a description of
the final datasets in subsection 3.3.2. Section 3.3.3, subsection 3.3.4 and subsec-
tion 3.3.5 describes the analysis done on the processed data.

All preprocessing of the data was done in Python, and the analysis was conducted
in RStudio version 2021.09.0 Build 351 for Windows 11.

3.3.1 Preprocessing

As mentioned in subsection 3.1.2, all participant answers and logs were stored
locally on the computer. Before analyzing the collected data, it had to be pro-
cessed. The pretest and study data had to be graded, and the eye-gaze data had to
be ordered better than the raw collected data.

Pretest

As described in subsection 3.2.2, every participant did a pretest to test their level
of expertise. The raw pretest data contained the fields subjectId, username,

6Roughly $23 at time of writing (2022-03-22)
7https://midtbyen.no/midtbykortet-gavekort-for-trondheim-sentrum.

A gift card that can be used in 250 stores and cafes in Trondheim centrum
8https://docs.oracle.com/javase/8/docs/api/java/util/stream/

Stream.html. As the study progressed, more Java concepts were lectured. As a result, some
participants had more knowledge of streams than others
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pretest.N-1 and pretest.N-1 correct for 1 ≤ N ≤ 10. Some exam-
ple rows can be seen in Table 3.1.

Table 3.1: Example rows for the raw pretest data. The answers are not associated with the
username.

subjectId username pretest.1-1 ... pretest.10-1 correct
43 cleararagog 2 ... 0
45 bossyhogwarts 3 ... 0

Since the pretest was a multiple choice quiz and each question had only one correct
answer, the grading process for it was automated by the Python script found in
section E.1, in Appendix E.

Each participant’s answers were iterated and checked with the correct answer for
the respective task. A cumulative sum was created for each participant and added
into a new field no correct. In addition, the fields pretest.N-1 partic-
ipant correct, one if the participant had anwered the question correct and
zero if not, and helpType were created. The final dataset contained these fields,
in addition to the ones in Table 3.1.

Study

In addition to processing the pretest data, the study tasks data had to be prepro-
cessed as well. The raw study tasks data had the fields subjectId, username
and studyTaskN , where 0 < N ≤ 6. Example rows for the study tasks data
can be seen in Table 3.2.

Table 3.2: Example rows for the study tasks data. Answers are not associated with the
username.

subjectId username studyTask1 ... studyTask6
43 cleararagog ”No, line 6 should

be arr[i] = arr[j]”
... ”70”

45 bossyhogwarts ”lines 6 and 7 should
add to the array temp
not equal”

... ”A integer of value I
cannot find”

As the study tasks had written answers, they had to be graded manually. The an-
swers were anonymized to prevent grading bias. This means the grader did not
know for which participant they were grading. Only which task and the answer
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that was given. This was done through the script found in section E.2, in Ap-
pendix E. Each answer was given a grade based on its correctness. For the debug-
ging tasks, this meant one point per bug identified and boolean correct or wrong
for the comprehension tasks, for a total of 8 points. The resulting dataset for the
study contained the fields studyTaskN points, for 1 ≤ N ≤ 6, subjectId,
username, helpType and no points.

Eye-gaze

The processing of the eye-gaze dataset was more extensive than the pretest and
study data. At first, five large AOIs were created for each of the six study tasks;
TaskX.Code, TaskX.TaskType, TaskX.Question, TaskX.Help and
TaskX.HelpButton. Later, AOIs for each code line within each of the six
tasks were also created. The Tobii pro lab software [25] offers many metrics to
be extracted alongside each AOI, such as fixations and saccades (see section 2.1),
key presses and mouse clicks, and more. For each AOI, the software calculates
the total number of fixations and saccades that happened inside the given AOI and
the total duration of fixations and saccades in each of the AOIs. For a more ex-
tensive list of metrics the software calculates, see Tobii Pro AB [26]. A total of
two datasets were extracted from the Tobii pro lab software. One contained the
metrics found in Tobii Pro AB [26, sec. 10.5.4], and one contained raw eye-gaze
data alongside metadata and AOI hits. All features in the data dataset can be found
in Tobii Pro AB [26, sec. 11.3].

Unfortunately, the Tobii software had trouble automatically detecting which eye-
tracking data belonged to which task and AOI, which caused the exported data
to be incorrect. This meant that the data had to be manually adjusted. Luckily
there was an option within the software to manually set the start and end time of
the AOIs. This was done for every task for each participant by analyzing their
recordings and manually identifying the exact start and end frame of the tasks and
AOIs. The exported data then correctly represented the metrics, e.g., the number
of fixations in Task1.Code.

When the AOIs for the code lines were constructed, they were manually created
for one participant by selecting and annotating each code line in the recording. All
AOIs were then exported separately for each participant, formatted as JavaScript
Object Notation (JSON) [27]. Note that, at this point, only one of the exported
files contained the AOIs for the code lines. The file with the code line AOIs was
then used to extract the coordinates of the code line AOIs, which was the same for
all participants. Each extracted participant’s AOI file was then modified to include
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the AOIs for the lines by using the respective participant’s TaskX.Code AOI as
a reference for the start and end frame for each new AOI. The code written for this
can be seen in Lindberg [28]. Once this was done for all participants with no regis-
tered AOIs for the code lines, the files were uploaded to their respective recordings
in the Tobii software, and the metrics and raw eye-gaze data were extracted.

The extracted datasets were further processed by renaming each of the AOI colum-
ns to more friendly names than what Tobii automatically generates for them. In ad-
dition, a new column Task was added to the data dataset, by utilizing the start
of interval, duration of interval and TOI columns in the metrics
dataset. Again, refer to Tobii Pro AB [26, sec. 10.5.4] for an explanation of the
different features. Both the code for renaming the AOIs and the addition of the
new column can be seen in Lindberg [28].

3.3.2 Datasets

Due to the large amount of data and limited computing power, the exported datasets
from the Tobii software were split into 2 × 32 separate files. One metric file for
each participant and one data file for each participant. For the remainder of this
thesis, the 32 separate metric files will be referred to as one dataset named the
metric dataset and the 32 separate data files as the data dataset. When conducting
the analysis, the metrics and data datasets were the main data sources. However,
one more dataset was created. This last dataset contained 32 participants (ten
females) and was created by merging the preprocessed pretest and study datasets
and the eye-gaze dataset described in subsection 3.3.1 above. In addition, multiple
new features were included in the final dataset. These new features can be seen in
Table 3.3 below.

The first three features in Table 3.3 are groups the participants were placed in based
on their scores and help type. The decision to split the participants into groups of
novice and expert expertise was inspired by Najar et al. [4] that found a significant
difference in reading behaviors for the two groups. Furthermore, by studying their
facial expressions, Sharma et al. [19] found differences in high and low performers.
Therefore, it was decided to split the participants in this study into high and low
performers, to investigate the difference in their reading behaviors. The splits for
the first two features in Table 3.3 were done on the median of the respective scores.
The dataset was left with 16 high and 16 low expertise participants and 17 and 15
high and low performers, respectively. The split for the help group was merely
a change in the already present helpType feature from integer to strings. The
rest of the features in Table 3.3 were created by summing over each participant’s
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respective metrics for all study tasks.

Table 3.3: New features introduced in the processed dataset with description.

Feature Description
Expertise.Group One of ”High” and ”Low”. High if partic-

ipant scored higher than the median pretest
score on their pretest

Performance.Group One of ”High” and ”Low.” It was high if
participants scored higher than the median
study tasks score in their study tasks.

Help.Group One of ”help” and ”ctrl,” based on their help
type.

Total number of code fixations Row sum of the already present features
Number of fixations.TaskN.Code, for 1 ≤
N ≤ 6

Total duration of code fixations Row sum of the already present features
Total duration of fixations.TaskN.Code, for
1 ≤ N ≤ 6

Total number of help fixations Row sum of the already present features
Number of fixations.TaskN.Help, for 1 ≤
N ≤ 6

Total duration of help fixations Row sum of the already present features
Total duration of fixations.TaskN.Help, for
1 ≤ N ≤ 6

3.3.3 Difference in study and pretest scores

Since this thesis investigates what effect exposing novice programmers to an ex-
pert’s eye-gaze have on their comprehension and debugging abilities, it is essential
to make sure the participants actually were novices and that they all were on the
same level of expertise. This is important so that the study results do not become
biased. E.g., if all participants that got to see the expert programmer’s eye-gaze
were all experts, they would more likely be able to answer the tasks correctly than
the less able participants. Therefore, the pretest scores were analyzed using a two-
sample independent Student’s t-test to check for expertise level differences.

Furthermore, the most apparent analysis would be to investigate differences in
study scores between the control and help groups. Therefore, a two-sample inde-
pendent Student’s t-test was performed on the study scores.
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Another way to reach the goal of this thesis was to answer the question, ”What
are the differences between high and low expertise novice programmers when ex-
posed to an expert programmer’s eye-gaze?”. As explained in subsection 3.3.2, the
participants were split in to high and low expertise based on their pretest scores.
Following this split, a difference in their study scores was investigated with a two-
sample independent Student’s t-test. The same was done to investigate RQ3.3
regarding high and low performers.

3.3.4 Number of fixations and total duration of fixations

As Crosby and Stelovsky [3] found that highly experienced subjects recognized
and spent more time concentrating on meaningful areas, the difference between the
participants with regards to identifying meaningful areas after being presented with
the expert’s eye-gaze was analyzed. Moreover, Najar et al. [4] found a significant
difference in high and low expertise participants with regards to using the help
presented. Therefore, the total number of fixations on each of the most meaningful
areas and their duration were analyzed.

Table 3.4: Example rows of eye movement types from the data dataset with their respec-
tive X and Y coordinates and recording timestamps. Colored in order to show that the
fixation eye movement type was kept while saccades were discarded.

Recording timestamp Eye movement type X Y
100000000 Fixation 346 525
100008000 Fixation 346 525
100011634 Fixation 346 525
100012000 Saccade nan nan
100015000 Saccade nan nan
100017000 Fixation 569 458
100020957 Fixation 569 458
100025697 Fixation 569 458

At first, the duration for each fixation in the data dataset was calculated. Table 3.4
shows an example of rows from the dataset. Consecutive rows with Eye move-
ment type fixation and identical X and Y values (displayed as green rows) are
events from the same fixation. For the most part, such consecutive rows are sepa-
rated by Eye movement type saccade rows (displayed as gray rows) and are
considered different fixations. In the table, there are two fixations, one fixation
on the point (346, 525) on the screen and one on the point (569, 458). The two
fixations are separated by one saccade. The Recording timestamp column
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is simply microseconds since the recording started. The difference in Record-
ing timestamp values between the first and last occurring rows in such a con-
secutive series was calculated to find the duration of a fixation. In Table 3.4
that would be 100011634 − 100000000 = 11634µs for the first fixation and
100025697− 100017000 = 86974µs for the second fixation. The code for calcu-
lating fixation duration can be seen in Lindberg [28].

To better compare participants’ fixation duration, the duration were normalized.
This was done by dividing each duration by the duration of the task the fixation
occurred. The task start was subtracted from the task end to find the task duration
for the control group. This was done for the help group as well. However, the
task duration would then include the time spent looking at the help, which would
incorrectly represent the help group’s task duration. Therefore, to get the correct
task duration for the help group, every fixation duration on the help section was
subtracted from the total task duration. E.g., if a participant’s total task duration
was 100 seconds, and the participant had consulted the help section for 10 seconds,
the new task duration would be 90 seconds. This new task duration was used to
normalize the fixation duration for the help group. The fixation duration on each
AOI was then summed together to get the total duration for each of the AOIs.

Finally, two new dataframes were created. One contained the total fixation du-
ration on each AOI, alongside which AOI was fixated. The second contained in-
dividual fixations, their duration, and which AOI was fixated. The difference in
fixation duration on the lines with bugs between groups was tested with Student’s
t-tests and Kruskal-Wallis rank sum tests. Furthermore, the number of fixations on
a specific AOI could be calculated by counting occurrences of the given AOI in
the second new dataframe. A difference in the number of fixations on a given AOI
was then tested with Student’s t-tests and Kruskal-Wallis rank sum tests.

3.3.5 Distance to lines with bugs

To further investigate an expert’s eye-gaze effect on novice programmers, distances
of the first fixation after a participant consulted the help section was analyzed.

At first, series of fixations such as the ones shown in Table 3.4 with the fixation
being in one of the help sections was identified. Then, the first subsequent fixa-
tion, which was not located in the help section, was identified. Following this, the
distance d from the subsequent fixation to the bugs in the respective task was calcu-
lated using the formula in Equation 3.1 below. In the formula, minx,maxx,miny

and maxy refer to the maximum and minimum X and Y pixel coordinates of the
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bug AOI-rectangle, and Fx and Fy is the coordinates for the subsequent fixation.
The distance was measured in pixels.

d =
√
max(minx − Fx, 0, Fx −maxx)2 +max(miny − Fy, 0, Fy −maxy)2

(3.1)

The distances to each bug on the respective task and the AOI that was first hit
after consulting the help section were added to a new dataframe. If both the code
section and a line AOI were hit, the line AOI was added. The percentage of all
first fixations after consulting the help section that was on a line with bug was
then calculated by dividing the number of first fixations on lines with bugs by the
total number of first fixations after consulting the help. This was done both for
individual tasks and total for all tasks. The correlation between these percentages
and study scores for the help group was then analyzed with a Pearson correlation.

Another dataset was created regarding the distance to lines containing bugs. This
time, the distances were grouped as percentiles from the bug. The line furthest
away from the bug was labeled 100% distance from the bug, and the line with the
bug was labeled 0% away. Every other line was either 25%, 50% or 75% distance
from the bug. The already created distance-dataframe described in subsection 3.3.4
was used to generate this new dataset. By using the coordinates of the AOI that
was fixated, the distance d to the bug was found by using Equation 3.2 below,
where minxn, minyn, maxxn and maxyn is the minimum and maximum x and y
values of the bug AOI and the line AOI. The values dxn and dyn are measures of
the shortest distance between the two AOIs on the x and y-axis, respectively, and
makes sure the distance is 0 if the AOIs overlap either horizontally or vertically.
Finally, d is the distance between the two AOIs. The formula is inspired by the
Euclidean distance between two points in space.

dx1 = max(minx1 −minx2, 0,minx2 −maxx1)

dx2 = max(minx2 −minx1, 0,minx1 −maxx2)

dy1 = max(miny1 −miny2, 0,miny2 −maxy1)

dy2 = max(miny2 −miny1, 0,miny1 −maxy2)

d =
√
min(dx1, dx2)2 +min(dy1, dy2)2

(3.2)

Once the distance was found, it was divided by the distance of the line furthest
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away from the bug to obtain the percentage distance from the bug. Then, the
fixation was grouped as either 0%, 25%, 50%, 75% or 100% distance based on the
constraints shown in Table 3.5.

Table 3.5: Percentage distance group constraints.

Group Constraint
0% [0, 0]
25% (0, 25]
50% (25, 50]
75% (50, 75]
100% (75, 100]

After each fixation had been grouped, the difference between conditions, exper-
tise groups, and performance groups was investigated using Student’s t-tests and
Kruskal-Wallis rank sum tests.
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This chapter contains the results of the analysis described in section 3.3. It is
divided into three subsections; one for the conditions, section 4.1, one for the
expertise groups, section 4.2 and one for the performance groups, section 4.3. Each
section is further divided into the same subsections which presents the same result
for each of the three groups. For instance, subsection 4.1.3 presents results from
the number of fixations analysis explained in subsection 3.3.4 for the conditions,
subsection 4.2.2 for the expertise groups and subsection 4.3.2 for the performance
groups.

As mentioned in section 3.2, this study used the Tobii Pro X3-120 eye-tracker. A
mean percentage of 68.34% gaze samples was recorded across participants. Ac-
cording to [29], the Tobii Pro X3-120 eye-tracker is not 100% accurate. In this
study, the mean accuracy across all participants was 53 pixels. The mean and
standard deviation for pretest and study scores for individual tasks and the num-
ber of fixations and duration in individual AOIs can be found in section F.2 in
Appendix F. All results are produced by analyzing the collected data in RStudio
version 2021.09.0 Build 351 for Windows 11.
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4.1 Conditions

This section will present analysis results for the two conditions, control and help.

4.1.1 Pretest scores

As explained in subsection 3.3.3, it was essential that all participants were on the
same expertise level to reduce bias in the results of the study. Figure 4.1 visualizes
the pretest scores of the control and the help group.

Figure 4.1: Boxplot of number of correct answers on the pretest for the two conditions;
control and help.

A Shapiro-Wilk normality test was performed on the total number of correct an-
swers on the pretest for each participant, which did not present evidence of non-
normality for the control group (W = 0.90619, p = .101), nor for the help group
(W = 0.9134, p = .132). Furthermore, a Breusch-Pagan Test was performed to
check for heteroscedasticity. The test presented a result of non-heteroscedasticity
(BP (1) = 0.34154, p = .5589), meaning one can assume equal variances in the
two conditions. Finally, as the data contained two independent groups and showed
signs of normality and non-heteroscedasticity, a two-sample independent Student’s
t-test with significant level α = .05 was performed, which showed no signifi-
cant difference in number of correct pretest answers between the control group
(M = 3.6875, SD = 1.662077) and the help group (M = 4.5, SD = 1.861899)
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conditions; (t(30) = −1.3022, p = .2028).

4.1.2 Study scores

With no significant difference in the number of correct pretest answers, one could
assume that all participants were at the same expertise level and that the rest of the
results are not biased towards expertise. Since one of the main goals of this thesis
was to investigate what kind of effect exposing novice programmers to an expert
programmer’s eye-gaze has on their comprehension and debugging abilities, one
should investigate the difference in the conditions’ scores on the study tasks.

Figure 4.2 shows the average of the conditions’ scores for each of the tasks and
Figure 4.3 displays a boxplot of the total study scores for the two conditions.

Figure 4.2: Average task scores for the two conditions; control and help. Error bars
represent the standard deviation for each task and group.

A Shapiro-Wilk normality test was performed on the study scores for each partici-
pant, which did not present evidence of non-normality for the control group (W =
0.92604, p = .2109), nor for the help group (W = 0.92599, p = .2105). There-
fore, a Breusch-Pagan Test was once again performed, to test for heteroscedas-
ticity. The test yielded a result of non-heteroscedasticity (BP (1) = 0.44862,
p = .503), meaning one could assume equal variances for the two conditions. Fi-
nally, a two-sample independent Student’s t-test with significance level α = .05
was performed, which showed no significant difference in study scores between the
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Figure 4.3: Boxplot of the study scores for the two conditions; control and help.

control group (M = 2.3750, SD = 1.454877) and the help group (M = 2.8125,
SD = 1.641899) conditions; (t(30) = −0.79772, p = .4313). More extensive
testing was performed as well, see subsection F.1.1 in Appendix F.

4.1.3 Number of fixations on lines with bugs

As demonstrated by Crosby and Stelovsky [3], highly experienced subjects are
more likely to recognize and spend more time concentrating on meaningful areas
in code. Therefore, this section will present results concerning time spent and
fixations on lines containing bugs in the code, categorized as meaningful areas, as
it might indicate a difference in expertise between the two conditions.

Figure 4.4 shows a boxplot of aggregated fixations on all bugs for the two condi-
tions.

A Shapiro-Wilk test was performed on the total number of fixations on all bugs for
each of the conditions. The test showed no sign of non-normality for the control
group (W = 0.95609, p = .5918) or the help group (W = 0.93356, p = .2774).
Furthermore, a Breusch-Pagan test did not show evidence of heteroscedasticity
between the two groups (BP (1) = 0.77078, p = .38). Therefore, a Student’s t-test
with significance level α = .05 was performed to test for difference in total number
of fixations on all bugs. The test showed no significant difference between the
control group (M = 202.75, SD = 128.2152) and the help group (M = 230.25,
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Figure 4.4: Boxplot of total number fixations on all bugs for the two conditions; control
and help.

SD = 157.1312) conditions; (t(30) = −0.5424, p = .5916).

Even though there was no difference in number of fixations overall on all lines
with bugs between the conditions, there could still be a difference in the number
of fixations on individual lines with bugs. Figure 4.5 shows a boxplot of the total
number of fixations on the second bug in task 5.

A Kruskal-Wallis rank sum test was performed to test for difference in total num-
ber of fixations on the second bug of task 5. The test showed a significant differ-
ence between the control group (M = 25.8125, SD = 28.72216) and the help
group (M = 44.46667, SD = 24.75557) conditions; (χ2 = 4.9059, df = 1,
P = .02676), meaning the help group had a significantly higher total number of
fixations on the second bug of task 5 than the control group. Tests and results for
the other bugs can be seen in subsection F.1.2 in Appendix F.

4.1.4 Time spent on lines with bugs

Figure 4.6 shows a boxplot of total normalized fixation duration on all bugs for the
two conditions.

A Shapiro-Wilk test was performed to test for normality in total fixation duration
on all bugs for the two conditions. The test showed no signs of non-normality
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Figure 4.5: Boxplot of total number of fixations on the second bug in task 5 for the two
conditions; control and help.

Figure 4.6: Boxplot of total normalized fixation duration on all bugs for the two condi-
tions; control and help.

in total duration for the control group (W = 0.95598, p = .5898), nor the help
group (W = 0.8967, p = .07117). Since a Breusch-Pagan test showed no signs
of heteroscedacity between the two groups (BP (1) = 0.019879, p = .8879),
a two-sample independent Student’s t-test with significance level α = .05 was
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performed to test for difference in total fixation duration between the control group
(M = 0.1121, SD = 0.07596) and the help group (M = 0.0877, SD = 0.0737).
The test showed no significant difference in total normalized fixation duration on
the bugs, conditions; (t(30) = 0.92417, p = .3628)

4.1.5 Distance to lines with bugs

Figure 4.7 shows two diagrams representing number of fixations in different per-
centages away from the bugs on the tasks. Figure 4.7 shows the average number
of fixations in the different percentages across all tasks and bugs, and Figure 4.7b
shows a boxplot of total number of fixations in the 100 percentile on task one for
the two conditions.

(a) (b)

Figure 4.7: Number of fixations in percentile from the bugs for the two conditions; control
and help. a) shows a histogram of mean and standard deviation for average number of
fixations in the different percentiles from the bug. b) shows a boxplot of the number of
fixations in the 100 percentile on task one for the two conditions.

Tests and results for all percentiles and all tasks can be seen in subsection F.1.4 in
Appendix F. A Kruskal-Wallis rank sum test was performed to test for difference
in number of fixations in the 100 percentile on task one between the control and
help group. The test showed a significant difference between the control group
(M = 11.8125, SD = 9.779) and the help group (M = 5.4375, SD = 4.618),
conditions; (χ2 = 4.4322, df = 1, P = 0.03527), meaning the control group
looked more on the lines furthest from the bugs on task one than the help group.

Figure 4.8 shows a correlation plot between the percentage of first fixations after
looking at the help section that was on a line with a bug and the study scores for
the help group.
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Figure 4.8: Correlation on the score of the study task as a function of the number of first
fixations after looking at help that was on a line containing a bug.

From the plot in Figure 4.8, one can see a negative relationship between the two
variables. A Pearson correlation was calculated which showed no significant cor-
relation between percentage of first fixation after looking at the help section that
was on a line containing bug and the study scores (r(13) = −0.41460, p = .1244).

4.1.6 Time spent on tasks

Figure 4.9 shows the average time in seconds the control and help group and the
expert spent on each of the tasks.

A Kruskal-Wallis rank sum test was performed to test for difference in average
time spent per task between the control group and help group. The test showed a
significant difference between the control group (M = 365.0905, SD = 235.1134)
and the help group (M = 428.3222, SD = 248.5606) conditions; (χ2 = 3.9688,
df = 1, P = .04635), meaning the help group spent significantly more time per
task than the control group.

Figure 4.10 shows the average difference in task durations between the conditions
and the expert.

A Kruskal-Wallis rank sum test was performed to test for a difference in the time
difference between the expert and the two conditions; control and help. The test
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Figure 4.9: Average time spent per task in seconds for the two conditions, control and
help, and the expert. Error bars represent the standard deviation for each task and condi-
tion.

Figure 4.10: Average time difference, in relation to the expert, spent on the tasks for the
two conditions; control and help. Error bars represent the standard deviation.

showed a significant difference between the control group (M = 206.4441, SD =
195.3654) and the help group (M = 269.1244, SD = 204.1006) conditions;
(χ2 = 5.5633, df = 1, P = .01834), meaning the help group on average spent
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significantly more time per task than the expert compared to the control group.

4.2 Expertise groups

This section will present analysis results for the expertise groups.

4.2.1 Study scores

Having established no significant difference in study scores between the condi-
tions, further analysis was done by splitting the participants into different expertise
groups to investigate if the expert’s eye-gaze had any effect between the different
levels of expertise. The participants were, as described in subsection 3.3.2, labeled
as either ”high” or ”low” expertise based on their score on the pretest. The split
resulted in 16 high expertise participants and 16 low expertise.

Figure 4.11: Average task scores for the two expertise groups; high and low. Error bars
represent the standard deviation for each task and group.

Figure 4.11 shows the average scores of each expertise group for the study tasks.

Once again, a Shapiro-Wilk test was performed to test for normality in the data.
The test did not present evidence of non-normality for the low expertise group
(W = 0.90298, p = .08972), nor for the high group (W = 0.91156, p = .1233).
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Figure 4.12: Boxplot of the study scores for the two expertise groups; high and low.

A Breusch-Pagan test showed signs of heteroscedasticity (BP (1) = 4.0055, P =
.04535). Therefore, a two-sample independent Student’s t-test, which assumes
equal variances, could not be performed. Instead, a two-sample independent Welch’s
t-test with significance level α = .05 was performed. The test showed no signif-
icant difference in study scores between the low expertise group (M = 2.7500,
SD = 1.807392) and the high expertise group (M = 2.4375, SD = 1.263263)
conditions; (t(26.832) = −0.56687, p = .5755). Further tests and results can be
seen in subsection F.1.1 in Appendix F.

Conditions within expertise groups

The study scores between the conditions within the expertise groups were also
analyzed.

Figure 4.13 shows boxplots for the study scores for each of the conditions within
each expertise group. Figure 4.13a show the study scores for the low group and
Figure 4.13b shows the scores for the high group. Please note that the sample
size of the divided expertise groups is small, and the results presented here should
therefore be taken with a grain of salt.

A Shapiro-Wilk normality test did not show signs of non-normality in study scores
for the control group within the low expertise group (W = 0.8965, p = .2324),
nor for the help group (W = 0.82779, p = .07624). Furthermore, there was
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(a) (b)

Figure 4.13: Study scores for the two conditions, control and help, within each expertise
group. a) shows study scores for the low expertise group. b) shows study scores for the
high expertise group

no sign of non-normality for the control group within the high expertise group
(W = 0.95244, p = .7518), nor the help group (W = 0.88376, p = .1719).
The Breusch-Pagan tests showed signs of non-heteroscedasticity both for the low
expertise group (BP (1) = 3.4076, p = .0649) and the high group (BP (1) =
1.0841, p = .2978). Furthermore, a two-sample independent Student’s t-tests with
significance level α = .05 did not show any significant difference in study scores
between the low expertise control group (M = 2.667, SD = 1.5) and the low
expertise help group (M = 2.857, SD = 2.268) conditions; (t(14) = −0.20233,
p = 0.8426), nor between the high expertise control group (M = 2, SD = 1.414)
and high expertise help group (M = 2.778, SD = 1.093) conditions; (t(14) =
−1.2438, p = 0.234). Further tests and results can be seen in subsection F.1.1 in
Appendix F.

4.2.2 Number of fixations on lines with bugs

Figure 4.14 shows a boxplot of total number of fixations on all bugs for the two
expertise groups.

A Shapiro-Wilk test was run to test for normality in total number of fixations on
all bugs for the expertise groups. The test show no sign of non-normality for the
low expertise group (W = 0.97832, p = .9488), nor for the high expertise group
(W = 0.9003, p = .08128). Furthermore, a Breusch-Pagan test yielded a result
of non-heteroscedacity (BP (1) = 1.0426, p = .3072). Therefore, a two-sample
independent Student’s t-test with significance level α = .05 was performed, which
showed no significant difference in total number of fixations between the low ex-
pertise group (M = 226.0625, SD = 124.6507), and the high expertise group
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Figure 4.14: Boxplot of total number of fixations on all bugs for the two expertise groups;
high and low.

(M = 206.9375, SD = 160.6231), conditions; (t(30) = −0.37626, p = .7094).
Tests and results for all tasks can be seen in subsection F.1.2 in Appendix F.

4.2.3 Time spent on lines with bugs

Figure 4.15 shows a boxplot of total normalized fixation duration on all bugs for
the two expertise groups.

A Kruskal-Wallis rank sum test was performed to test for difference in total nor-
malized fixation duration on bugs for the two expertise groups. The test showed
no significant difference between the low expertise group (M = 0.0992, SD =
0.0840) and the high expertise group (M = 0.1006, SD = 0.0667), conditions;
(χ2 = 0.035511, df = 1, p = .8505)

4.2.4 Distance to lines with bugs

Figure 4.16 shows two diagrams representing number of fixations in different per-
centiles away from the bugs on the tasks. Figure 4.16a shows the total number
of the different percentiles across all tasks and bugs, and Figure 4.16b shows a
boxplot for the 75 percentile on task five for the two expertise groups.

Tests and results for all percentiles and all tasks can be seen in subsection F.1.4
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Figure 4.15: Boxplot of total normalized fixation duration on all bugs for the two expertise
groups; high and low.

(a) (b)

Figure 4.16: Percent distance from the bugs for the expertise groups; high and low. a)
shows a histogram of mean and standard deviation for number of fixations in the different
percentiles from the bug. b) shows a boxplot of number of fixations in the 75 percentile
on task five for the two expertise groups.

in Appendix F. A Shapiro-Wilk test was performed to test for normality in to-
tal number of fixations in the 75 percentile away from the bug on task five for
the two expertise groups. The test did not show signs of non-normality for the
low expertise group (W = 0.89339, p = 0.06304), nor for the high expertise
group (W = 0.93208, p = 0.2629). A Breusch-Pagan test of heteroscedacity be-
tween the two groups yielded a result of non-heteroscedacity (BP (1) = 1.3428,
p = 0.2465). Finally, a two-sample independent Student’s t-test with signifi-
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cance level α = .05 showed a significant difference in total number of fixations
in the 75 percentile away from the bug on task five for the low expertise group
(M = 122.1875, SD = 110.0007) and the high expertise group (M = 227.0625,
SD = 134.0176), conditions; (t(30) = 2.4195, P = 0.02181), meaning the high
expertise group looked more on the lines 75 percent from the bugs on task five than
the low expertise group.

4.2.5 Time spent on tasks

Figure 4.17 shows the average time in seconds the high and low expertise groups
and the expert spent per task.

Figure 4.17: Average time spent per task in seconds for the two expertise groups, high
and low, as well as the expert. Error bars represent the standard deviation for each task
and group.

A Kruskal-Wallis rank sum test was performed to test for difference in average
time spent per task between the high and low expertise groups. The test did not
show a significant difference between the low expertise group (M = 396.8658,
SD = 252.0357) and the high expertise group (M = 396.2192, SD = 235.7252)
conditions; (χ2 = 0.0046327, df = 1, p = .9457). Further tests and results for
individual tasks can be seen in subsection F.1.3 in Appendix F.
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4.3 Performance groups

This section will present analysis results for the performance groups.

4.3.1 Study scores

Help groups within performance groups

In addition to being split into expertise groups, all participants were split into high
and low performance groups based on their scores on the study tasks. The differ-
ence in study scores between the two groups is not that interesting, seeing as the
participants were split based on the scores. Therefore, there is a difference in study
scores between the two groups. Instead, this section will focus on the difference
in study scores between conditions within each of the performance groups. Again,
when splitting the two performance groups further into conditions, the sample sizes
are small, and the results should be taken carefully.

Figure 4.18 displays the study scores of each condition within each performance
group as boxplots. Figure 4.18a shows the study scores for the two conditions
within the low performance group, and Figure 4.18b for the high performing group.

(a) (b)

Figure 4.18: Study scores for the conditions, control and help, within each performance
group. a) shows study scores for the low performance group. b) shows study scores for
the high performance group

To test for significant difference within the two groups, Kruskal-Wallis rank sum
tests were performed. The tests showed no significant difference between the low
performing control group (M = 1.125, SD = 0.641) and the low performing help
group (M = 1.286, SD = 0.951) conditions; (χ2 = 0.3125, df = 1, p = .5762),
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nor between the high performing control group (M = 3.625, SD = 0.744) and the
high performing help group (M = 4, SD = 0.866) conditions; (χ2 = 0.85594,
df = 1, p = .3549). Further tests and results can be seen in subsection F.1.1 in
Appendix F.

4.3.2 Number of fixations on lines with bugs

Figure 4.19 shows a boxplot of total number of fixations on all bugs for the two
performance groups.

Figure 4.19: Boxplot of total number of fixations on all bugs for the two performance
groups; high and low.

A Shapiro-Wilk normality test was performed to test for normality in total number
of fixations on all bugs for the low and high performance groups. The test showed
no sign of non-normality between the low performance group (W = 0.94134,
p = .3995), nor the high performance group (W = 0.91904, p = .1422). Fur-
thermore, a Breusch-Pagan test yielded a result of non-heteroscedacity (BP (1) =
0.0036977, p = .9515). Therefore, a two-sample independent Student’s t-test with
significance level α = .05 was performed, which showed no significant difference
in total number of fixations on the bugs between the low performance group (M =
226.0625, SD = 124.6507) and the high performance group (M = 206.9375,
SD = 160.6231), conditions; (t(30) = 0.66488, p = .5112). Tests and results for
all tasks can be seen in subsection F.1.2 in Appendix F.
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4.3.3 Time spent on lines with bugs

Figure 4.20 shows a boxplot of total normalized fixation duration on all bugs for
the two performance groups.

Figure 4.20: Boxplot of total normalized fixation duration on all bugs for the two perfor-
mance groups; high and low.

A Shapiro-Wilk test of normality was performed to test for normality in total nor-
malized fixation duration on the bugs. The test showed no sign of non-normality
for the low performing group (W = 0.9199, p = .192), nor for the high perform-
ing group (W = 0.92955, p = .2139). A Breusch-Pagan test yielded a result of
non-heteroscedacity between the two groups (BP (1) = 0.20296, p = .6523).
Furthermore, a two-sample independent Student’s t-test with significance level
α = .05 showed no significant difference between the low performing group
(M = 0.0987, SD = 0.0798) and the high performing group (M = 0.1009,
SD = 0.0722) with regards to total normalized fixation duration on the bugs, con-
ditions; (t(30) = 0.080217, p = .9366). Tests and results for individual tasks can
be seen in subsection F.1.3 in Appendix F.

4.3.4 Distance to lines with bugs

No significant difference was found regarding distance to lines with bugs for the
two performance groups. Tests and results can be seen in subsection F.1.4 in Ap-
pendix F.
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4.3.5 Time spent on tasks

Figure 4.21 shows the average time in seconds the high and low performance
groups and the expert spent per task.

Figure 4.21: Average time spent per task for the two performance groups, high and low,
and the expert. Error bars represent the standard deviation for each task and group.

A Kruskal-Wallis rank sum test was performed to test for a difference in average
time spent per task between the high and low performance groups. The test showed
a significant difference between the low performance group (M = 363.511, SD =
238.2681) and the high performance group (M = 425.361, SD = 245.1947)
conditions; (χ2 = 4.5843, df = 1, P = .03227), meaning the high performance
group spent, on average, more time per task than the low performing group.
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This thesis aimed to investigate the effect of visualizing an expert programmer’s
cognitive code comprehension and debugging process through eye-tracking as a
basis for teaching novice programmers how to comprehend and debug code. A
study exposing novice programmers to an expert’s eye-gaze during debugging and
code comprehension sessions has been conducted to achieve this goal.

The results show no significant difference in study scores between the two condi-
tions or between the expertise groups. Furthermore, it shows no significant differ-
ence in number of fixations or fixation duration on lines containing bugs between
the conditions, expertise groups, or performance groups. However, the results
show a significant difference in fixation distance to bugs between the conditions
on task one and between the expertise groups on task five. In addition, a slight
statistically insignificant negative correlation between study score and percent of
fixations that was on a line with a bug after consulting the help section has been
shown. Moreover, the help group spent significantly more time per task than the
control group and that the high performance group spent more time per task than
the low performance group.
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5.1 Results and their implications

Before starting the study, each participant was tasked with a pretest in order to
investigate and confirm that they were novices and of the same level of expertise.
The analysis of the pretest scores showed no significant difference in the number of
correct scores between the conditions. This means that, even though some partici-
pants did get a relatively high pretest score of 8 out of 10, the study had a surplus
of novices. This is important as it reduces the bias of the result towards expertise
and because the goal of this thesis was concentrated around novice programmers.

Secondly, the study scores of the participants were analyzed. Before the anal-
ysis, each participant’s answers to the tasks were manually graded as they pro-
vided textual answers. As previously mentioned, this grading was done anony-
mously, meaning the grader did not know if the participant was in the control or
help group. The analysis of the study scores showed no significant difference be-
tween the help group and the control group, indicating that exposure to the expert’s
eye-gaze might not impact novices’ debugging and comprehension abilities. The
answers were graded strictly binary; each answer was either correct or incorrect.
When grading, however, the grader observed many answers that were close to
correct, especially on tasks two and six. Many of the participants had correctly
identified the values being printed in task two but had the wrong output format.
E.g., line breaks where no line break should be present or missing a period. In
addition, some participants provided the answer 35.5 to task six, when the correct
answer was supposed to be 35.0. The removal of the decimal .5 was done in one
out of seven methods in the task code that contributed to the final output, meaning
some participants did understand what a majority of the code did. The outcome
of the analysis of the study scores might have been different if a more relaxed
grading had been adopted by, for instance, giving partial points to partially correct
answers. Including partially correct answers could help indicate guidance toward
the correct answer by the expert’s eye-gaze.

Crosby and Stelovsky [3] found that highly experienced programmers tend to
spend more time concentrating on meaningful areas in the code than the low ex-
perienced programmers, which is inconsistent with the findings in this thesis. The
analysis of the number of fixations on meaningful areas showed no significant dif-
ference between the high and low expertise participants. What is important to note,
however, is that the highly experienced participants in Crosby and Stelovsky [3]’s
study were college graduates and Ph.D. faculty members, and the low experienced
participants were 2nd semester students. In contrast, all the participants in this the-
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sis’ study were undergraduate students divided into expertise groups based on their
pretest scores. Therefore, this thesis’ finding of no significant difference in number
of fixations on meaningful areas between the expertise groups is not unexpected
when compared to the expertise split conducted by Crosby and Stelovsky [3].

The analysis conducted in this thesis did not show a significant difference in num-
ber of fixations on meaningful areas between the help and control groups, nor
between the high and low performance groups. However, Crosby and Stelovsky
[3] found that highly experience programmers spent more time concentrating on
meaningful areas. This could further infer that time spent on meaningful areas
could indicate a participant’s expertise. Furthermore, assuming that programmers
with a higher experience overall have higher performance, there should be a con-
nection between the number of meaningful fixations and performance. Since the
study conducted for this thesis did not find a significant difference in the number of
fixations on meaningful areas between the expertise groups, this indicates that the
exposure of novices to an expert’s eye-gaze does not provide higher performance.

However, the analysis showed more fixations on the second bug in the fifth task
for the help group compared to the control group. As this bug was extremely
subtle, even the expert had some trouble identifying it and had to be guided towards
identification; one could argue that the help section might have provided the help
group with higher performance than the control group. This is further supported
by the findings of Jessup et al. [5] that experts have a higher fixation count than
novices and Turner et al. [21] that experts have a higher fixation rate than novices
on lines containing bugs. Moreover, it is supported by Yoon and Narayanan [2]
that found that higher accuracy in a problem can be achieved by paying attention
to critical components.

This thesis’s analysis of fixation duration on lines containing bugs showed no sig-
nificant difference between the two conditions, expertise groups or performance
groups. This is expected as no difference in the number of fixations on lines con-
taining bugs was shown. Interestingly, though, is the result of no significant differ-
ence in fixation duration on the second bug of task five for the conditions, as there
was a significant difference in the number of fixations on this specific bug. One
would expect the total fixation duration to be higher as the total number of fixations
was higher. Assuming the help section did provide an expertise advantage to the
help group, this finding is supported by Turner et al. [21] that found no difference
in fixation duration on lines containing bugs between experts and novices and does
not necessarily mean that the expert’s eye-gaze did not provide help in identifying
bugs.

58



5.1 Results and their implications

Another measurement to test the usefulness of the expert’s eye-gaze was distances
to the lines with bugs after looking at the help. The difference in number of fixa-
tions in different percentile distances from the bug after looking at the help could
be an indicator of the effect of the exposure to the expert’s eye-gaze. This thesis
shows a significant difference between the conditions and the expertise groups on
specific tasks, but not between the performance groups.

The analysis showed that the control group looked more at lines furthest away,
in the 100 percentile, from the bug on the first task than the help group. For the
first task at least, this shows that the help group concentrated more on meaningful
areas, as the most meaningful areas of the first task were centered around the bug.
The task did have some interesting code in the lines furthest away from the bug.
However, this was code that was meant to be read only once. It is possible that the
help group was guided toward the more meaningful areas by the expert’s eye-gaze
since the expert only had to read the lines furthest away from the bug once. How-
ever, there was no difference between the two conditions for the other percentiles.
This indicates that the help section may not have contributed to the lower number
of fixations on the lines furthest away from the bug.

Furthermore, the analysis showed a significant difference in number of fixations
in the 75 percentile away from the bug on task five between the expertise groups.
Surprisingly though, is the fact that it was the low expertise group that had the low-
est number of fixations in this percentile. This is inconsistent with the findings of
Crosby and Stelovsky [3] that high expertise programmers spend more time con-
centrating on meaningful areas than low expertise. One reason for this deviation,
may be that the high expertise group focused more on comprehending the entire
code to find the root of the bug and put it in context of the rest of the code. Put
in context with Jessup et al. [5]’s finding that high expertise programmers have a
higher fixation count than novices, one could argue that this is true for the high
expertise novice programmers in this study as well. However, as this finding is
only visible on one of the tasks and one of the percentiles, one cannot say anything
for sure about the difference between high and low expertise novices with regards
to percentage distance from lines with bugs.

For the help group, a slight, statistically insignificant, negative correlation between
the study scores and the percentage of first fixations after consulting the help sec-
tion that was on a line with a bug was found. The correlation test presented a
p-value that showed no significant correlation. However, this might be due to the
low sample size in the help group (N = 16). A negative correlation of −0.4146 is
generally considered a medium correlation. Nevertheless, it is a surprising finding,
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as one would expect the study scores to increase as the percentage of first fixations
on bugs increases.

On the other hand, the definition of a problem being in a student’s zone of proximal
development (see Figure 2.2 in section 2.2) is that the student should be able to
solve the problem with guidance. The results of this analysis, however, show that
after getting help, the participants correctly identified the meaningful areas but did,
for the most part, not manage to answer the problem correctly. This indicates that
the tasks may either have been in the far upper end of the participants’ zone of
proximal development or the right hand side of Figure 2.2.

The analysis of time spent per task showed that the help group spent on average
more time than the control group per task. This finding is inconsistent with Stein
and Brennan [7], who found that the participants exposed to another person’s eye-
gaze found bugs faster than those not exposed. An important distinction between
the study in this thesis and that of Stein and Brennan [7], is that the participants
in this thesis were novices and not professional programmers. Another important
distinction is that the participants in Stein and Brennan [7] first watched the eye-
gaze of a person solving the task and then identified the bugs. In contrast, the
participants in this thesis’ study had the option to interactively choose when to
watch the expert’s eye-gaze during the tasks.

In this thesis, the extra time participants spent on the help section was discarded
before analyzing whether there was a difference in time spent per task between the
two conditions. It is possible that the help group spent more time than the control
group exploring and covering all the code that the expert viewed and then did their
own exploring afterward, being afraid to miss something the expert had looked at.
The control group did not have this option and was only focused on reading the
code to find the bug or comprehend the code.

Furthermore, when analyzing the average time spent per task, there was no signifi-
cant difference between the high and low expertise groups, which further strength-
ens the assumption that all participants were novices at approximately the same
level, as found by analyzing the pretest scores.

However, the high performing group spent, on average, more time per task than the
low performing group. Seeing as Najar et al. [4] found that low performing partic-
ipants did not use the provided help, and Sharma et al. [19] found that they were
more prone to boredom than the high performers, one can draw a line between
the help group and high performing group, and the control group and the low per-
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forming group. The low performing group might have experienced more boredom
than the high performing group, making them rush through the tasks and ignore
the help as found by Najar et al. [4]. On the other hand, the high performing group
might have been less bored and motivated by the help section. This indicates that
exposure to an expert’s eye-gaze could motivate novices to finish a task correctly.

5.2 Limitations

It should be noted that the study progressed over seven weeks. Seven weeks in
itself is not a long time but put in a university and semester time perspective; a
lot can be taught. This means that the later participants had attended more lec-
tures than the early participants and had therefore learned more Java programming
and concepts. This might have impacted the study scores. However, as seen by
the analysis of the pretest scores, all participants were at the same level of exper-
tise. Furthermore, as indicated by eye-tracking metrics, Yenigalla et al. [30] found
no significant change in novices’ learning throughout two introductory courses in
programming.

Another limitation of this study is that halfway through, the environment in which
the participants completed the study changed. The first half completed the study
in the UX-lab at NTNU, whereas the second half completed it in the supervisor’s
office. Those who completed the study in the lab may have felt more relaxed as it
was a more relaxing environment than an office.

Furthermore, the gaze samples of the participants were low. This means that the
eye-gaze analysis of number of fixations, duration, and distance to bugs may not
be accurate, as the actual number and duration of fixations would have been higher
with more gaze samples. In addition, the accuracy of the collected gaze samples
was not the best, with a mean accuracy of 53 pixels. The AOIs used in the analysis,
for the most part, were single code lines; an accuracy of 53 pixels could have
contributed to categorizing an AOI hit falsely.

5.3 Future work

No significant results in this thesis clearly show that exposing novices to an ex-
pert’s eye-gaze either helps the novice, hampers their abilities, or has no impact at
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all. Some signs might suggest that the expert’s eye-gaze does, in fact, guide the
novices toward the correct place in the code but not toward the correct solution
to the problem. As stated in section 5.1, it might be because of the task diffi-
culty. Future work should therefore include further investigation on the effect of
exposing novice programmers to an expert’s eye-gaze, with problems being more
well-placed in the participant’s zone of proximal development.

Furthermore, future work should incorporate the other help types, ”expert choose”
and ”always-on,” as first planned for the study in this thesis. This should be
done to investigate different forms of visualizing the expert’s eye-gaze, as the ”on-
demand”-type help included in this thesis’ study might not have been the best way
to provide the participants help.

In addition, other ways of grading the answers to the tasks should be explored.
This could be, for instance, to give partially correct answers a score other than 0,
as was done in this thesis. A more relaxed grading could give other results than
a strict binary grading. Including partially correct answers could, in fact, help
indicate guidance toward the correct answer by the expert’s eye-gaze.

Moreover, future work should consider this thesis’ limitations by maximizing the
accuracy of the eye-tracker, executing the study in the same place for all partici-
pants, and limiting the time gap between participants.

This thesis has focused on the debugging part of the study. This was done mainly
because one cannot debug without comprehending the code; therefore, code com-
prehension was also implicitly analyzed. Future work, however, should be more
focused on code comprehension regarding visualizing an expert programmer’s
eye-gaze to novices. Moreover, interesting analysis for future work includes anal-
ysis of code depth, eye movement speeds, and number of scanpaths.

Once the groundwork of visualizing an expert programmer’s eye-gaze to novices
is fully complete, future work should research the effects of implementing it in
computing education. This could, for instance, be as a supplement to students’
assignments or the lecturer using an eye-tracker while giving a lecture.
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Chapter 6
Conclusion

This thesis has presented literature on how eye-tracking is used in programming
and the differences between experts and novices when programming. Furthermore,
it has presented the planning, preparation, execution, analysis, and results of a
study exposing novice programmers to an expert’s eye-gaze during debugging and
code comprehension. This has been done by implicitly answering the research
questions in section 1.2. Here, the research questions will be answered explicitly.

The literature study answered the first and second research questions in section 2.3.
RQ1 asked how eye-tracking is used in programming. It was shown that the inter-
est and acceptance in using eye-trackers in programming are increasing, with the
increasing number of published papers on the topic. Furthermore, it was shown
that eye-trackers are used to identify reading behaviors, strategies, and gaze pat-
terns in programming. RQ2 asked what the differences are between experts and
novices when programming. Through related work, this thesis showed consider-
able differences between experts and novices when programming; Highly experi-
enced programmers tend to read more source code elements and meaningful areas
than low experience programmers, and low experience programmers tend to focus
more on comments and comparisons. Furthermore, advanced programmers seem
to be using help to supplement a problem more frequently and differently than
novices. Moreover, novices tend to have a lower fixation rate on lines with bugs
than experts. Related work also showed little to no difference in fixation duration
between experts and novices when programming.
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RQ3 considered what effect exposing novice programmers to an expert program-
mer’s eye-gaze has on their comprehension and debugging abilities, which was
answered through the study performed in this thesis. First, a system used in the
study to present both an expert and novices with code snippets was created. In ad-
dition, the system contained a pretest for the novices to test their level of expertise.
Furthermore, the system incorporated a help section for half of the novices where
the expert’s eye-gaze was visualized.

Then, an expert’s eye-gaze was recorded while they completed a set of code prob-
lems. Later, 32 novices were evenly split into a control group and a help group.
Both groups did a pretest to test their level of expertise and completed the same set
of problems as the expert. The help group had the option to view the expert’s eye-
gaze and code snippet side-by-side. Once the data was collected, it was analyzed
to answer RQ3. This was done by finding differences between the control and help
groups and splitting the participants into high and low expertise and performance
groups to investigate differences further.

The analysis showed no difference in study scores between the conditions or the
expertise and performance groups. Furthermore, it showed no difference in num-
ber of fixations or fixation duration on meaningful areas in the code between the
different groups. However, there was a significant difference regarding distances
to meaningful areas of the code. The control group fixated more on lines furthest
away from the meaningful areas on task one. Moreover, the high expertise group
fixated more on the 75 percentile distance from the bug on task five than the low
expertise group. Furthermore, a small, statistically insignificant, negative corre-
lation between the score on the study tasks and the number of first fixations after
consulting the help section that was on a line with a bug was found. The analysis
also showed that, even without the time spent consulting the help section, the help
group spent on average more time per task than the control group. Lastly, the anal-
ysis showed that high performers spent more time per task than low performers.

This thesis aimed to investigate the effect of visualizing an expert programmer’s
cognitive code comprehension and debugging process through eye-tracking as a
basis for teaching novice programmers how to comprehend and debug code. The
goal of the thesis has been achieved by answering the research questions. This
thesis has presented a way of visualizing an expert’s eye-gaze to novices complet-
ing code problems and has laid the groundwork for research on how this can be
implemented in computing education.
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Appendix A
Diagrams

A.1 Logical view

Figure A.1 shows a more extensive version of the logical view diagram than the
one in Figure 3.7. It contains methods and variables in the different components
of the study system.
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Figure A.1: Logical view of the study system. A more extensive version of the diagram
in the thesis. The diagram contains methods and variables for the components.
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Request for participation in a research project 

“Eye-tracking to enhance programming performance.” 

 

This is an inquiry about participation in a research project where the primary purpose is to 

investigate the effect of exposing novice programmers to an expert programmer’s eye-gaze. In 

this letter, we will give you information regarding the purpose of the project and what your 

participation will involve. 

Purpose 

The purpose of the study is to investigate the effect of exposing novice programmers to an 

expert programmer’s eye-gaze. Firstly, the expert programmer will complete a series of 

programming tasks (debugging and comprehension in Java) while their eye-gaze is collected 

with an eye-tracker. Then, the novices will complete the same tasks while having their eye-gaze 

collected. In addition, the novices will be exposed to the expert’s eye gaze on the code and 

answer questions regarding the code snippets. 

The study is part of a Master's thesis. 

The project participants will be students at NTNU Campus Gløshaugen in Trondheim, Norway, 

volunteering to participate. 

 

Who is responsible for the research project? 

The responsible for the project will be Kshitij Sharma, Associate Professor at the Department of 

Computer Science (IDI) at NTNU, Trondheim, Norway (see general information section). 

 

Why are you being asked to participate? 

You are being asked to participate because you are currently taking, or has recently taken the 

course “TDT4100”, meaning you might be a novice in Java programming. Since the purpose of 

the study is to investigate the effect on novices, you are a perfect candidate. 
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What does participation in the project imply? 

For the research project's purpose, eye-tracking data will be collected through a Tobii TX120 

eye-tracker, and the provided Tobii eye-tracking software. Background information about the 

participants (year of study, programming experience, etc.) will be collected through 

Nettskjema. The background information will be collected to determine the level of 

programming expertise. The programming tasks will be performed in a self-developed 

application. Participants’ answers to the programming tasks will also be collected through this 

application. 

The duration of the user-participation will be approximately one hour, where the participants 

will complete six programming tasks (comprehension and debugging) with associated 

questions.  

Participants can request to see the questions regarding background information and ask for any 

additional information regarding any other data collection instrument before giving consent. In 

addition, they can request a copy of all data stored about them, including their eye-gaze and 

answers to the programming tasks at any point during or after the study. Furthermore, 

participation is entirely voluntary, and consent can be withdrawn at any time.  

 

What will happen to the information about you? 

All personal data will be treated confidentially in accordance with data protection legislation 

(GDPR) and used only for the purpose specified in this letter. Only the project group (see 

general information below) will have access to the personal data. The list of the participating 

students and experts will be stored in NTNU Sharepoint, according to the data processing 

agreement between NTNU and Microsoft. Only the researchers and data controllers will have 

access to the data. Eye-tracking data and answers to the tasks will be stored in computers at 

NTNU premises and the researchers' personal computers.   

The participants will not be recognizable in the publication. The project is scheduled for 

completion by June 2022. The personal data will be stored for one year after the project’s 

completion – until July 2023 -, so the project leader can continue analysis after the master 

student's graduation. The project leader will have responsibility for the personal data during 

this period. 
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Voluntary participation 

It is entirely voluntary to participate in the study. Participants can, at any time, choose to 

withdraw their consent without stating any reason. If a participant decides to withdraw their 

consent, all personal data will be deleted. 

 

Participants’ rights 

Participants have the right to request access to/deletion/limitation/correction of personal data, 

the right to data portability, and the right to send a complaint to the Data Protection Officer at 

NTNU or The Norwegian Data Protection Authority about the processing of personal data at any 

time.   

What gives us the right to process your personal data? 

We will process your personal data based on your consent. 

 

General information-project group 

The leader of the project is Kshitij Sharma, Associate Professor at the Department of Computer 

Science (IDI) at NTNU, e-mail:  XXXXX.XXXXX@ntnu.no (Redacted for appendix in master thesis), 

address: Sem Sælands vei 9, IT-bygget * 147, phone number: +47 XXX XX XXX (redacted for 

appendix in master thesis). 

If you would like to participate or have any questions concerning the project, please contact:  

Sander Bjerklund Lindberg, e-mail: sanderbl@stud.ntnu.no, phone number: +47 XXX XX XXX 

(redacted for appendix in master thesis), Master student at the Department of Computer 

Science (IDI) at NTNU. 

Data Protection Officer (Personvernombud) at NTNU (Thomas Helgesen, XXXXX.XXXXX@ntnu.no 

(Redacted for appendix in master thesis)) 

The study has been notified to the NSD – The Norwegian Centre for Research Data AS 

(personverntjenester@nsd.no, XX XX XX XX (redacted for appendix in master thesis), and they 

assessed that the processing of personal data in this project is in accordance with data 

protection legislation. 
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Consent for participation in the study  

I have received information about the project, and I am willing to give my consent for my 

participation.  

 

Participant’s name: ____________________________________________  

 

 

________________________________________________________________________  

(Signed by participant, date) 
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Appendix C
Pretest tasks

C.1 Pretest task 1

Related question: Which of the following would the Java coding snippet return
as its output?.
Answer options: 0, 10, 1, Compile time error

1 class Super {
2 public int index = 1;
3 }
4

5 class App extends Super {
6

7 public App(int index) {
8 index = index;
9 }

10

11 public static void main(String args[]) {
12 App myApp = new App(10);
13 System.out.println(myApp.index);
14 }
15 }

Listing C.1: Source code for pretest task 1.

76



C.2 Pretest task 2

C.2 Pretest task 2

Related question: Which of the following combinations would the Java coding
snippet print?.
Answer options: 0 1, 1 0, 0 0, null

1 class TestApp {
2 protected int x, y;
3 }
4

5 class Main {
6 public static void main(String args[]) {
7 TestApp app = new TestApp();
8 System.out.println(app.x + " " + app.y);
9 }

10 }

Listing C.2: Source code for pretest task 2.

C.3 Pretest task 3

Related question: What would be the outcome of this Java coding snippet?.
Answer options: Welcome, Welcome Welcome, Type mismatch error, Run infinite-
times

1 class TestApp {
2 public static void main(String args[]) {
3 for (int index = 0; 1; index++) {
4 System.out.println("Welcome");
5 break;
6 }
7 }
8 }

Listing C.3: Source code for pretest task 3.
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C.4 Pretest task 4

Related question: Which of the following would the Java coding snippet return
as its output?.
Answer options: Welcome, None, Type mismatch error, Run infinite-times

1 class TestApp {
2 public static void main(String[] args) {
3 for (int index = 0; true; index++) {
4 System.out.println("Welcome");
5 break;
6 }
7 }
8 }

Listing C.4: Source code for pretest task 4.

C.5 Pretest task 5

Related question: Which of the following values would this Java coding snippet
print in result?.
Answer options: 0, 1, 2, Compilation error

1 class TestApp {
2 int i[] = { 0 };
3

4 public static void main(String args[]) {
5 int i[] = { 1 };
6 alter(i);
7 System.out.println(i[0]);
8 }
9

10 public static void alter(int i[]) {
11 int j[] = { 2 };
12 i = j;
13 }
14 }

Listing C.5: Source code for pretest task 5.
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C.6 Pretest task 6

C.6 Pretest task 6

Related question: What does this Java coding snippet print on execution?.
Answer options: Compilation fails, 3, 2, 99

1 class TestApp {
2

3 public static void main(String args[]) {
4 int[] table = { 1, 2, 3, 4, 5 };
5 table[1] = (table[2 * 1] == 2 - args.length) ?

table[3] : 99;
6 System.out.println(table[1]);
7 }
8 }

Listing C.6: Source code for pretest task 6.

C.7 Pretest task 7

Related question: Which of the following values would this Java coding snippet
yield?.
Answer options: 199, 199.5, 200, Invalid number

1 class TestApp {
2 public static void main(String args[]) {
3 String text = "199";
4 try {
5 text = text.concat(".5");
6 double decimal = Double.parseDouble(text);
7 text = Double.toString(decimal);
8 int status = (int)

Math.ceil(Double.valueOf(text).doubleValue());
9 System.out.println(status);

10 } catch (NumberFormatException e) {
11 System.out.println("Invalid number");
12 }
13 }
14 }

Listing C.7: Source code for pretest task 7.
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C.8 Pretest task 8

Related question: What would this Java coding snippet return as its output?.
Answer options: An exception occurs while instantiating the A class., It’ll print
”This is a class A instance”, The program will print null, Compilation error at line
number 13

1 class TestApp {
2

3 public static void main(String args[]) {
4 class A {
5 public String name;
6

7 public A(String a) {
8 name = a;
9 }

10 }
11

12 Object obj = new A("This is a class A instance");
13 A a = (A) obj;
14 System.out.println(a.name);
15 }
16 }

Listing C.8: Source code for pretest task 8.

C.9 Pretest task 9

Related question: What would the this method yield when called?.
Answer options: If a and b both are true, then the output is ”A && B”, If a is true
and b is false, then the output is ”!B”, If a is false and b is true, then the output is
”None”, If a and b both are false, then the output is ”None”

1 public void test(boolean a, boolean b) {
2 if (a) {
3 System.out.println("A");
4 } else if (a && b) {
5 System.out.println("A && B");
6 } else {
7 if (!b) {
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8 System.out.println("!B");
9 } else {

10 System.out.println("None");
11 }
12 }
13 }

Listing C.9: Source code for pretest task 9.

C.10 Pretest task 10

Related question: What will be the output of this Java coding snippet?.
Answer options: abc, abcd, abcde, abcdef

1 class TestApp {
2 public static void main(String[] args) {
3 String obj = "abcdef";
4 int length = obj.length();
5 char c[] = new char[length];
6 obj.getChars(0, length, c, 0);
7 CharArrayReader io_1 = new CharArrayReader(c);
8 CharArrayReader io_2 = new CharArrayReader(c, 0, 3);
9 int i;

10 try {
11 while ((i = io_2.read()) != -1) {
12 System.out.print((char) i);
13 }
14 } catch (IOException e) {
15 e.printStackTrace();
16 }
17 }
18 }

Listing C.10: Source code for pretest task 10.
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Appendix D
Study tasks

D.1 Task 1 - Debug

Related question: Do we get the expected output when running this code? If not
- what is the problem and what line(s) contribute(s) to the problem?
Answer: No, we do not get the expected output. Line 6 should be arr[i] =
arr[j]

1 public class Task1 {
2 public static int[] reverse(int[] arr) { // Takes an

array as input and returns the reversed array
3 int i = 0, j = arr.length - 1, temp;
4 while (i < j) {
5 temp = arr[i];
6 arr[j] = arr[i];
7 arr[j] = temp;
8 i++;
9 j--;

10 }
11 return arr;
12 }
13

14 public static void main(String args[]) {
15 int[] arr = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10};
16 arr = reverse(arr);
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17 for (int i: arr) {
18 System.out.print(i + " ");
19 }
20 /* Expected output: 10 9 8 7 6 5 4 3 2 1 */
21 }
22 }

Listing D.1: Source code for study task 1

D.2 Task 2 - Comprehension

Related question: What is the output of this code?
Answer: 0 0 0 0 1 1 1 2 2 3 .

1 class Task2 {
2 public static void main(String[] args) {
3 int[] A = {0, 1, 2, 2, 0, 0, 3, 1, 1, 0};
4 int[] B = new int[4];
5 for (int i = 0; i < A.length; i++) {
6 B[A[i]]++;
7 }
8 for (int j = 0; j < B.length; j++) {
9 for (int k = 0; k < B[j]; k++) {

10 System.out.print(j + " ");
11 }
12 }
13 System.out.println(".");
14 }
15 }

Listing D.2: Source code for study task 2

D.3 Task 3 - Debug

Related question: Which line(s) contains bugs, and what are the bug(s)?
Answer: Line 12 contains a bug. We forget to add one to count. Also, line 67
contains a bug, where hasItem returns false if store has item and true if not.
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1 class ShoppingCart { // Class for simulating a shopping
cart at a Store

2 private Store store;
3 private Map<Item, Integer> items = new HashMap<Item,

Integer>();
4

5 public ShoppingCart(Store store) {
6 this.store = store;
7 }
8

9 public void addItem(Item item) { // Adds an item to the
shopping cart, or increases the amount of an
existing item

10 if (!store.hasItem(item)) throw new
IllegalArgumentException("Item not in store");

11

12 int count = items.get(item) == null ? 0 :
items.get(item);

13 items.put(item, count);
14 }
15

16 public void removeItem(Item item) { // Removes an item
from the shopping cart, or decreases the amount of
an existing item

17 int count = items.get(item) == null ? 0 :
items.get(item);

18 if (count > 1) items.put(item, count - 1);
19 else if (count == 1) items.remove(item);
20 }
21

22 public double getTotal() { // Returns the total price
of all items in the shopping cart

23 return items.entrySet().stream()
24 .mapToDouble(entry -> entry.getKey().getPrice() *

entry.getValue())
25 .sum();
26 }
27

28 public void print() { // Prints the items in the
shopping cart

29 for (Item item : items.keySet())
30 System.out.println(item.getName() + ": " +

items.get(item) + "x" + item.getPrice() +
item.getCurrency());

31 System.out.println("Total: " + getTotal());
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32 }
33 }
34

35 class Item { // Class for simulating an Item in a Store
36

37 private String name, currency;
38 private double price;
39

40 public Item(String name, double price, String currency)
{

41 this.name = name;
42 this.price = price;
43 this.currency = currency;
44 }
45

46 public String getName() {
47 return name;
48 }
49

50 public double getPrice() {
51 return price;
52 }
53

54 public String getCurrency() {
55 return currency;
56 }
57

58 }
59

60 class Store { // Class for simulating a Store that
contains Items one can put in a ShoppingCart

61 public List<Item> items = Arrays.asList(
62 new Item("Sugar", 20.0, "kr"),
63 new Item("Milk", 16.5, "kr"),
64 new Item("Bread", 25.0, "kr"),
65 new Item("Eggs", 24.0, "kr")
66 );
67

68 public boolean hasItem(Item item){ // Checks if a Store
has an item

69 return !items.contains(item);
70 }
71 public static void main(String[] args) {
72 Store store = new Store(); // Init a Store
73 ShoppingCart shoppingCart = new ShoppingCart(store);
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// Init a ShoppingCart
74 shoppingCart.addItem(store.items.get(0)); // Add an

item to the ShoppingCart
75 shoppingCart.addItem(store.items.get(1)); // Add an

item to the ShoppingCart
76 shoppingCart.print(); // Print the items in the

ShoppingCart
77 /* Expected output: Milk: 1x16.5kr\nSugar:

1.20.0kr\nTotal: 36.5 */
78 }
79 }

Listing D.3: Source code for study task 3

D.4 Task 4 - Comprehension

Related question: What is the output of this code?
Answer: 30\n20

1 class A {
2 private final int a = 10;
3 private final int b = 20;
4

5 public int C() {
6 return a;
7 }
8

9 public int D() {
10 return b;
11 }
12 }
13

14 class B extends A {
15 private int a;
16 private int b;
17

18 public B(int a, int b) {
19 this.a = a;
20 this.b = b;
21 }
22

23 @Override

86
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24 public int C() {
25 return a;
26 }
27

28 public static void main(String[] args) {
29 B b = new B(30, 40);
30 System.out.println(b.C());
31 System.out.println(b.D());
32 }
33 }

Listing D.4: Source code for study task 4

D.5 Task 5 - Debug

Related question: Which line(s) contains bugs, and what are the bug(s)?
Answer: Line 24 contains a bug. We are dividing two integers, which results in
an integer. Also, line 20 makes it impossible to add more of the same score.

1 import java.util.ArrayList;
2 import java.util.List;
3

4 class CoffeeReview { // Class for storing scores for a
coffee made by a person

5 private List<Integer> scores = new
ArrayList<Integer>(); // Stores the scores for this
coffee review

6 private List<Person> reviewers = new
ArrayList<Person>(); // Reviewers in this coffee
review

7 private String name; // Name of the coffee made
8 private Person coffeeMaker; // Person that made the

coffee
9

10 public CoffeeReview(String name, Person coffeeMaker) {
11 this.name = name;
12 this.coffeeMaker = coffeeMaker;
13 }
14

15 public void addScore(Person reviewer, int score) { //
Adds a score to the coffee in this coffee review

16 if(score < 1 || score > 6) throw new
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IllegalArgumentException("Score must be between 1
and 6");

17 if(reviewer == null) throw new
IllegalArgumentException("Reviewer cannot be
null");

18 if(reviewer == this.coffeeMaker) throw new
IllegalArgumentException("Reviewer cannot be the
owner");

19 if (!reviewers.contains(reviewer))
reviewers.add(reviewer);

20 if (!scores.contains(score)) scores.add(score);
21 }
22

23 public double getAverageScore() { // Gets the average
score in this coffee review

24 return scores.stream().reduce(0, Integer::sum) /
scores.size();

25 }
26 }
27

28 class Person { // A person that can make a coffee or be a
reviewer of a coffee

29 private List<CoffeeReview> coffees = new
ArrayList<CoffeeReview>();

30 private String name;
31

32 public Person(String name) {
33 this.name = name;
34 }
35

36 public CoffeeReview addCoffee(String name) {
37 // Adds a coffee review for a coffee. The coffee is

a fictive coffe made by this person, and exists
only as the name of the coffee review

38 CoffeeReview coffeeReview = new CoffeeReview(name,
this);

39 coffees.add(coffeeReview);
40 return coffeeReview;
41 }
42

43 public double getAverageScore() { // Gets the average
score of all coffees made by this person

44 return coffees.stream()
45 .mapToDouble(CoffeeReview::getAverageScore)
46 .average()
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D.6 Task 6 - Comprehension

47 .orElse(0);
48 }
49

50 public void reviewCoffee(CoffeeReview coffeeReview, int
score) { // Reviews a coffee

51 coffeeReview.addScore(this, score);
52 }
53

54 public static void main(String[] args) {
55 Person p1 = new Person("Person1");
56 Person p2 = new Person("Person2");
57 Person p3 = new Person("Person3");
58 Person p4 = new Person("Person4");
59

60 CoffeeReview coffeeReview = p1.addCoffee("Monday
coffee");

61 p2.reviewCoffee(coffeeReview, 6);
62 p3.reviewCoffee(coffeeReview, 3);
63 p4.reviewCoffee(coffeeReview, 5);
64 System.out.println(p1.getAverageScore());
65 /* Expected output: 5.5 */
66 }
67 }

Listing D.5: Source code for study task 5

D.6 Task 6 - Comprehension

Related question: What is the output of this code?
Answer: 35.0

1 class A {
2 public int b(double d1, double d2) {
3 return (int)(d1 + d2);
4 }
5 }
6

7 class B extends A {
8 public double a(int i) {
9 return i * 2;

10 }
11
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12 @Override
13 public int b(double d1, double d2) {
14 return (int)(d1 / d2);
15 }
16 }
17

18 class C extends B {
19 @Override
20 public int b(double d1, double d2) {
21 return (int)(d1 * d2);
22 }
23 public List < Integer > d(int f) {
24 return Arrays.asList(b(f, f), super.b(f + 0.5, f));
25 }
26 }
27

28 class D extends C {
29 private List < Integer > e;
30 public D(int e) {
31 this.e = d(e);
32 }
33 public double e() {
34 e.stream().forEach(g -> a(g));
35 return e.stream().reduce(0,

Integer::sum).doubleValue();
36 }
37 }
38

39 public class Task6 {
40 public static void main(String[] args) {
41 D d = new D(5);
42 System.out.println(d.e());
43 }
44 }

Listing D.6: Source code for study task 6
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Appendix E
Grading scripts

E.1 Pretest grading script

1 def grade_pretest(pretest):
2 col_names = [(f’pretest.{i}-{1}’,

f’pretest.{i}-{1}_correct’) for i in range(1,11)]
3 pretest[’no_correct’] = [None]*len(pretest)
4 for col in col_names:
5 pretest[f’{col[0]}_participant_correct’] =

[None]*len(pretest)
6 pretest[’helpType’] = [None]*len(pretest)
7

8 for i in range(len(pretest)):
9 row = pretest.iloc[i]

10 summ = 0
11 username = row[’username’]
12 for j, colnames in enumerate(col_names):
13 helpType = usernames[usernames[’username’] ==

username][’helpType’].index
14 pretest.loc[pretest[’username’] == username,

’helpType’] =
usernames[’helpType’][helpType].iloc[0]

15 score = row[colnames[0]] == row[colnames[1]]
16 pretest.loc[pretest[’username’] ==

row[’username’],
f’{colnames[0]}_participant_correct’] =
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int(score)
17 summ += score
18 pretest.loc[pretest[’username’] == row[’username’],

’no_correct’] = float(summ)
19 return pretest

Listing E.1: Script for automatically graing the pretest

E.2 Study grading script

1 def grade_study(df, col):
2 inds = list(df.index)
3 l = [0]*len(inds)
4

5 random.shuffle(inds)
6

7 for ind in inds:
8 print("#"*40)
9 print(f’# Now grading for {col.capitalize()}: \n’)

10 print(’# Participant\’s answer:\n’)
11 print("# " + str(df[col][ind]))
12 print("#"*40)
13 l[ind] = float(input(’Grade: ’))
14

15 df[f’{col}_points’] = l
16 return df

Listing E.2: Script for grading the study answers
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Appendix F
Result and analysis supplement

F.1 Plots and p-values

F.1.1 Study scores

Table F.1 shows results from statistical tests done to find a difference in study
scores between the conditions and between the expertise groups on each study task.
The table presents χ2 and p-values from Kruskal-Wallis tests. A Shapiro-Wilk
test was performed to test for normality in these groups as well, which presented
evidence of non-normality in study scores for both groups for every task.

Table F.1: P-values reported from Kruskal-Wallis tests for difference in study scores be-
tween the conditions and the expertise groups. Degrees of freedom were 1 for all groups.
All values are rounded to three decimal places.

Task Conditions Expertise
χ2 p χ2 p

1 0.125 .727 0.127 .727
2 0.140 .699 1.348 .246
3 0.440 .507 0.440 .507
4 0 1 0.517 .472
5 1.094 .296 1.094 .296
6 n/a n/a n/a n/a
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Table F.2 shows results from Kruskal-Wallis tests done to investigate a difference
in study scores between conditions within each expertise group. Once again, the
tables show χ2 and p-values. In addition, Shapiro-Wilk tests for normality within
each group presented evidence of non-normality for each group. Furthermore, it
should be noted that the sample sizes were small, so the results should be taken
with a grain of salt.

Table F.2: P-values reported from Kruskal-Wallis tests for difference in study scores be-
tween the conditions within expertise groups. Degrees of freedom were 1 for all groups.
All values are rounded to three decimal places.

Task Low High
χ2 p χ2 p

1 0.238 .626 0.004 .696
2 0.143 .706 0.152 .696
3 0.343 .558 2.268 .132
4 0.732 .392 0.850 .357
5 1.921 .166 0.004 .951
6 n/a n/a n/a n/a

Table F.3 shows results from Kruskal-Wallis tests done to investigate a difference
in study scores between conditions within each performance group. The tables
show χ2 and p-values. In addition, Shapiro-Wilk tests for normality within each
group presented evidence of non-normality for each group. Once again, the sample
sizes are small, and the results should therefore be taken with a grain of salt.

Table F.3: P-values reported from Kruskal-Wallis tests for difference in study scores
between the conditions within performance groups. Degrees of freedom were 1 for all
groups. All values are rounded to three decimal places.

Task Low High
χ2 p χ2 p

1 0.250 .617 0.449 .503
2 n/a n/a 0.049 .824
3 0.500 .480 0.007 .931
4 0.042 .838 0.260 .611
5 0.023 .880 1.347 .246
6 n/a n/a n/a n/a
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F.1.2 Number of fixations lines with bugs

Table F.4 shows results from statistical tests done to find a difference in number of
fixations on lines with bugs between the conditions, expertise groups, and perfor-
mance groups. The table presents χ2 and p-values from Kruskal-Wallis tests.

Table F.4: P-values reported from Kruskal-Wallis tests for difference in number of fixa-
tions on bugs between the conditions, expertise groups and performance groups. Degrees
of freedom were 1 for all groups. All values are rounded to three decimal places.

Bug Conditions Expertise Performance
χ2 p χ2 p χ2 p

Task1.Bug 0.329 .567 0.329 .567 1.665 .197
Task3.Bug1 0.026 .872 0.511 .475 0.447 .504
Task3.Bug2 1.848 .174 0.002 .963 0.005 .945
Task5.Bug1 0.002 .965 0.069 .792 0.031 .860
Task5.Bug2 4.906 .029 3.168 .075 2.399 .121

F.1.3 Time spent on lines with bugs

Table F.5 shows results from statistical tests done to find a difference in normalized
fixation duration on lines with bugs between the conditions, expertise groups and
performance groups. The table presents χ2 and p-values from Kruskal-Wallis tests.

Table F.5: P-values reported from Kruskal-Wallis tests for difference in normalized fixa-
tion duration on bugs between the conditions, expertise groups and performance groups.
Degrees of freedom were 1 for all groups. All values are rounded to three decimal places.

Bug Conditions Expertise Performance
χ2 p χ2 p χ2 p

Task1.Bug 0.025 .874 0.039 .843 1.930 .165
Task3.Bug1 0.103 .748 0.280 .597 0.080 .765
Task3.Bug2 1.724 .189 0.002 .963 0.009 .926
Task5.Bug1 0.840 .359 0.433 .511 1.508 .220
Task5.Bug2 0.756 .385 2.025 .155 .309 .578

F.1.4 Distance to lines with bugs

Table F.6 shows results from statistical tests done to find a difference percentile
distance from lines with bugs on the tasks between the conditions, expertise groups
and performance groups. The table presents χ2 and p-values from Kruskal-Wallis
tests.
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Table F.6: P-values reported from Kruskal-Wallis tests for difference in distance from
lines with bugs between the conditions, expertise groups and performance groups. Degrees
of freedom were 1 for all groups. All values are rounded to three decimal places.

Percentile Conditions Expertise Performance
χ2 p χ2 p χ2 p

Task 1
0 0.003 .955 1.115 .291 2.578 .108
25 0.0128 .910 0.854 .355 1.161 .281
50 0.023 .880 0.259 .611 0.129 .720
75 0.461 .497 0.487 .485 0.461 .497

100 4.432 .035 1.210 .271 0.731 .393

Task 3
0 0.103 .749 0.036 .851 0.103 .748
25 0.751 .386 0.513 .474 0.437 .509
50 2.165 .141 0.889 .346 0.001 .970
75 0.888 .346 0.853 .356 0.104 .748

100 0.172 .679 0.142 .706 0.299 .584

Task 5
0 0.128 .720 1.114 .291 0.542 .461
25 0.103 .749 0.240 .624 0.173 .678
50 0.364 .547 1.365 .243 0.157 .692
75 0.157 .692 5.115 .024 0.388 .533

100 0.785 .376 2.162 .142 0.343 .559

Table F.7 below shows p-values and Pearson’s r reported from Pearson correlation
tests between total study scores and percent of first fixation after consulting help
section that was on a line with a bug for all bugs.

Table F.7: P-values and Pearson’s r reported from Person correlation between total study
scores and percent of first fixation after consulting help section that was on a line with bug.
Degrees of freedom were 14 for all bugs. All values are rounded to three decimal places.

Bug r p

Task1.Bug −0.120 .660
Task3.Bug1 0.030 .911
Task3.Bug2 −0.294 .268
Task5.Bug1 −0.093 .732
Task5.Bug2 0.157 .561
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F.2 Mean and standard deviation tables

F.1.5 Time spent per task

Table F.8 shows results from statistical tests done to find a difference in time per
task between the conditions, expertise groups and performance groups. The table
presents χ2 and p-values from Kruskal-Wallis tests.

Table F.8: P-values reported from Kruskal-Wallis tests for difference in time spent per task
between the conditions, expertise groups and performance groups. Degrees of freedom
were 1 for all groups. All values are rounded to three decimal places.

Task Conditions Expertise Performance
χ2 p χ2 p χ2 p

1 1.740 .187 0.751 .386 1.078 .299
2 0.039 .843 0.352 .553 0.266 .606
3 0.460 .498 0.036 .851 0.927 .336
4 0.513 .474 0.070 .791 1.078 .299
5 2.273 .132 0.051 .821 6.497 .011
6 3.138 .077 0.036 .851 2.114 .146

F.2 Mean and standard deviation tables

This section contains a table presenting mean and standard deviation of number of
fixations and duration of fixations on every AOI that was created for the conditions,
expertise groups and performance groups. In addition, the table contains mean and
standard deviation of the study scores and pretest scores for the different groups.
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F.2 Mean and standard deviation tables
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F.2 Mean and standard deviation tables
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F.2 Mean and standard deviation tables
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F.2 Mean and standard deviation tables
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F.2 Mean and standard deviation tables
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F.2 Mean and standard deviation tables

Ta
bl

e
F.

9
–

co
nt

in
ue

d
fr

om
pr

ev
io

us
pa

ge
Va

ri
ab

le
C

on
di

tio
n

E
xp

er
tis

e
Pe

rf
or

m
an

ce
C

on
tr

ol
H

el
p

L
ow

H
ig

h
L

ow
H

ig
h

x
σ

x
σ

x
σ

x
σ

x
σ

x
σ

Ta
sk

5.
L

in
e3

5
(n

f)
2.

0
0.

70
7

2.
2

0.
83

7
2.

25
0.

95
7

2.
0

0.
63

2
2.

0
0.

70
7

2.
2

0.
83

7
Ta

sk
5.

L
in

e3
6

(d
)

0.
00

5
0.

00
4

0.
00

6
0.

00
3

0.
00

5
0.

00
4

0.
00

6
0.

00
3

0.
00

6
0.

00
4

0.
00

5
0.

00
3

Ta
sk

5.
L

in
e3

6
(n

f)
15

.4
11

.9
09

20
.1

43
15

.3
57

14
.5

38
12

.5
14

20
.2

5
14

.3
78

16
.4

62
12

.7
91

18
.6

88
14

.6
41

Ta
sk

5.
L

in
e3

7
(d

)
0.

00
6

0.
00

4
0.

00
4

0.
00

3
0.

00
3

0.
00

4
0.

00
6

0.
00

4
0.

00
6

0.
00

4
0.

00
4

0.
00

3
Ta

sk
5.

L
in

e3
7

(n
f)

17
.3

08
14

.7
39

13
.5

12
.3

15
11

.0
83

11
.2

77
18

.7
33

14
.3

6
15

.0
83

13
.6

48
15

.5
33

13
.6

95
Ta

sk
5.

L
in

e3
8

(d
)

0.
0

0.
0

0.
00

1
0.

0
0.

0
0.

0
0.

00
1

0.
0

0.
00

1
na

n
0.

0
0.

0
Ta

sk
5.

L
in

e3
8

(n
f)

1.
5

0.
70

7
1.

5
0.

70
7

1.
5

0.
70

7
1.

5
0.

70
7

2.
0

na
n

1.
33

3
0.

57
7

Ta
sk

5.
L

in
e3

9
(d

)
0.

00
3

0.
00

3
0.

00
3

0.
00

2
0.

00
3

0.
00

2
0.

00
4

0.
00

3
0.

00
3

0.
00

1
0.

00
4

0.
00

3
Ta

sk
5.

L
in

e3
9

(n
f)

9.
76

9
11

.5
41

10
.0

6.
23

2
8.

16
7

7.
14

6
11

.3
57

10
.5

15
7.

0
5.

35
4

12
.7

69
11

.1
96

Ta
sk

5.
L

in
e4

0
(d

)
0.

00
5

0.
00

5
0.

00
3

0.
00

3
0.

00
3

0.
00

3
0.

00
6

0.
00

4
0.

00
3

0.
00

2
0.

00
5

0.
00

5
Ta

sk
5.

L
in

e4
0

(n
f)

15
.8

46
16

.0
3

10
.6

15
6.

86
2

8.
71

4
8.

48
9

18
.5

14
.3

69
9.

5
6.

84
2

16
.4

29
15

.1
95

Ta
sk

5.
L

in
e4

1
(d

)
0.

00
5

0.
00

6
0.

00
5

0.
00

4
0.

00
4

0.
00

6
0.

00
6

0.
00

5
0.

00
5

0.
00

3
0.

00
6

0.
00

7
Ta

sk
5.

L
in

e4
1

(n
f)

13
.9

33
15

.0
88

18
.0

77
13

.8
95

13
.5

71
14

.7
27

18
.1

43
14

.2
98

13
.6

92
13

.7
32

17
.7

33
15

.2
29

Ta
sk

5.
L

in
e4

2
(d

)
0.

00
7

0.
00

7
0.

00
8

0.
00

9
0.

00
6

0.
00

7
0.

00
9

0.
00

9
0.

00
8

0.
00

6
0.

00
7

0.
00

9
Ta

sk
5.

L
in

e4
2

(n
f)

17
.5

16
.7

69
26

.6
43

23
.4

05
18

.6
43

16
.8

64
25

.5
23

.7
54

23
.7

5
22

.4
99

20
.8

12
19

.5
52

Ta
sk

5.
L

in
e4

3
(d

)
0.

00
9

0.
00

8
0.

00
8

0.
00

5
0.

00
7

0.
00

5
0.

01
1

0.
00

8
0.

01
0.

00
8

0.
00

8
0.

00
5

Ta
sk

5.
L

in
e4

3
(n

f)
22

.3
33

18
.6

27
29

.3
08

18
.4

68
19

.5
71

13
.9

76
31

.5
71

21
.0

15
27

.0
77

23
.0

6
24

.2
67

14
.2

75
Ta

sk
5.

L
in

e4
4

(d
)

0.
00

7
0.

00
6

0.
00

6
0.

00
4

0.
00

6
0.

00
5

0.
00

6
0.

00
5

0.
00

7
0.

00
4

0.
00

6
0.

00
6

Ta
sk

5.
L

in
e4

4
(n

f)
19

.3
08

17
.2

16
21

.0
71

15
.7

01
19

.8
18

17
.8

65
20

.5
15

.4
66

18
.8

33
10

.5
04

21
.3

33
19

.8
7

Ta
sk

5.
L

in
e4

5
(d

)
0.

00
6

0.
00

5
0.

00
7

0.
00

5
0.

00
5

0.
00

5
0.

00
7

0.
00

4
0.

00
6

0.
00

4
0.

00
6

0.
00

6
Ta

sk
5.

L
in

e4
5

(n
f)

16
.5

18
.5

5
22

.2
31

16
.8

93
17

.0
19

.7
9

21
.0

67
16

.2
59

15
.8

46
9.

72
22

.4
29

22
.6

91
Ta

sk
5.

L
in

e4
6

(d
)

0.
00

3
0.

00
2

0.
00

5
0.

00
4

0.
00

3
0.

00
2

0.
00

4
0.

00
4

0.
00

4
0.

00
3

0.
00

4
0.

00
4

Ta
sk

5.
L

in
e4

6
(n

f)
7.

75
6.

39
8

15
.0

13
.8

7
8.

7
6.

58
4

13
.2

86
13

.4
99

9.
36

4
6.

18
5

13
.0

77
14

.1
92

Ta
sk

5.
L

in
e4

7
(d

)
0.

00
1

0.
00

1
0.

00
2

0.
00

2
0.

00
1

0.
00

1
0.

00
1

0.
00

2
0.

00
1

0.
00

1
0.

00
2

0.
00

2
Ta

sk
5.

L
in

e4
7

(n
f)

4.
0

3.
89

9
6.

44
4

7.
78

4.
11

1
2.

93
4

5.
90

9
7.

62
2

3.
0

2.
40

4
7.

2
7.

64
2

C
on

tin
ue

d
on

ne
xt

pa
ge

113



Chapter F. Result and analysis supplement

Ta
bl

e
F.

9
–

co
nt

in
ue

d
fr

om
pr

ev
io

us
pa

ge
Va

ri
ab

le
C

on
di

tio
n

E
xp

er
tis

e
Pe

rf
or

m
an

ce
C

on
tr

ol
H

el
p

L
ow

H
ig

h
L

ow
H

ig
h

x
σ

x
σ

x
σ

x
σ

x
σ

x
σ

Ta
sk

5.
L

in
e4

8
(d

)
0.

0
0.

0
0.

0
na

n
0.

0
0.

0
n/

a
n/

a
0.

0
na

n
0.

0
0.

0
Ta

sk
5.

L
in

e4
8

(n
f)

1.
0

0.
0

1.
0

na
n

1.
0

0.
0

na
n

na
n

1.
0

na
n

1.
0

0.
0

Ta
sk

5.
L

in
e4

9
(d

)
n/

a
n/

a
n/

a
n/

a
n/

a
n/

a
n/

a
n/

a
n/

a
n/

a
n/

a
n/

a
Ta

sk
5.

L
in

e4
9

(n
f)

na
n

na
n

na
n

na
n

na
n

na
n

na
n

na
n

na
n

na
n

na
n

na
n

Ta
sk

5.
C

od
e

(d
)

0.
13

1
0.

06
3

0.
10

2
0.

05
2

0.
10

2
0.

06
4

0.
13

2
0.

05
1

0.
12

6
0.

05
0.

11
0.

06
5

Ta
sk

5.
C

od
e

(n
f)

33
1.

37
5

23
2.

67
4

36
6.

46
7

19
0.

85
8

29
7.

13
3

19
6.

25
3

39
6.

37
5

21
8.

49
6

30
8.

5
19

8.
41

6
38

1.
17

6
22

0.
68

4
Ta

sk
5.

H
el

p
(d

)
0.

00
1

0.
00

1
0.

11
3

0.
09

1
0.

05
8

0.
05

5
0.

13
1

0.
10

6
0.

12
9

0.
12

4
0.

08
1

0.
07

1
Ta

sk
5.

H
el

p
(n

f)
1.

5
0.

70
7

28
4.

14
3

18
3.

13
6

17
2.

14
3

14
9.

17
3

30
8.

44
4

21
4.

80
8

29
5.

16
7

26
0.

61
22

1.
0

15
4.

77
3

Ta
sk

5.
H

el
pB

ut
to

n
(d

)
0.

00
2

0.
00

3
0.

00
1

0.
00

1
0.

00
2

0.
00

3
0.

00
2

0.
00

2
0.

00
2

0.
00

3
0.

00
1

0.
00

1
Ta

sk
5.

H
el

pB
ut

to
n

(n
f)

2.
86

7
2.

06
6

4.
38

5
2.

46
8

3.
35

7
2.

09
8

3.
78

6
2.

63
6

3.
57

1
2.

34
4

3.
57

1
2.

44
1

Ta
sk

5.
Ta

sk
Ty

pe
(d

)
0.

00
3

0.
00

2
0.

00
1

0.
00

2
0.

00
2

0.
00

2
0.

00
2

0.
00

2
0.

00
2

0.
00

2
0.

00
2

0.
00

2
Ta

sk
5.

Ta
sk

Ty
pe

(n
f)

4.
63

6
3.

44
3

4.
36

4
6.

10
4

4.
4

2.
95

1
4.

58
3

6.
12

7
4.

41
7

5.
96

1
4.

6
3.

34
Ta

sk
5.

Q
ue

st
io

n
(d

)
0.

00
8

0.
01

2
0.

00
8

0.
00

6
0.

00
6

0.
00

6
0.

01
0.

01
2

0.
01

3
0.

01
2

0.
00

4
0.

00
4

Ta
sk

5.
Q

ue
st

io
n

(n
f)

12
.7

5
15

.5
07

21
.3

33
14

.9
98

16
.4

17
.6

83
17

.3
75

14
.0

04
23

.9
29

18
.0

74
11

.1
18

10
.6

65
Ta

sk
6

Ta
sk

6.
L

in
e1

(d
)

0.
00

1
0.

0
0.

00
1

0.
00

1
0.

00
1

0.
00

1
0.

00
1

0.
0

0.
0

0.
0

0.
00

1
0.

00
1

Ta
sk

6.
L

in
e1

(n
f)

2.
0

1.
52

8
3.

42
9

3.
40

9
3.

12
5

3.
13

7
2.

16
7

1.
94

1
1.

5
0.

83
7

3.
62

5
3.

20
4

Ta
sk

6.
L

in
e2

(d
)

0.
00

2
0.

00
2

0.
00

3
0.

00
2

0.
00

3
0.

00
2

0.
00

2
0.

00
2

0.
00

2
0.

00
2

0.
00

3
0.

00
2

Ta
sk

6.
L

in
e2

(n
f)

4.
2

3.
08

4
8.

44
4

6.
36

6
5.

81
8

4.
79

2
6.

75
6.

11
2

4.
66

7
2.

78
4

7.
6

6.
60

3
Ta

sk
6.

L
in

e3
(d

)
0.

00
2

0.
00

3
0.

00
5

0.
00

5
0.

00
4

0.
00

4
0.

00
3

0.
00

4
0.

00
2

0.
00

3
0.

00
5

0.
00

5
Ta

sk
6.

L
in

e3
(n

f)
4.

72
7

6.
43

6
12

.8
18

11
.8

81
9.

7
10

.8
94

8.
0

10
.0

09
4.

5
5.

72
9

13
.9

12
.2

15
Ta

sk
6.

L
in

e4
(d

)
0.

00
1

0.
00

1
0.

00
1

0.
0

0.
00

1
0.

00
1

0.
00

1
0.

0
0.

00
1

0.
0

0.
00

1
0.

0
Ta

sk
6.

L
in

e4
(n

f)
1.

83
3

1.
16

9
2.

2
0.

83
7

2.
16

7
1.

16
9

1.
8

0.
83

7
1.

66
7

0.
57

7
2.

12
5

1.
12

6
Ta

sk
6.

L
in

e5
(d

)
0.

00
1

0.
0

0.
0

0.
0

0.
00

1
0.

0
0.

0
0.

0
0.

0
0.

0
0.

00
1

0.
0

C
on

tin
ue

d
on

ne
xt

pa
ge

114



F.2 Mean and standard deviation tables
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F.2 Mean and standard deviation tables

Ta
bl

e
F.

9
–

co
nt

in
ue

d
fr

om
pr

ev
io

us
pa

ge
Va

ri
ab

le
C

on
di

tio
n

E
xp

er
tis

e
Pe

rf
or

m
an

ce
C

on
tr

ol
H

el
p

L
ow

H
ig

h
L

ow
H

ig
h

x
σ

x
σ

x
σ

x
σ

x
σ

x
σ

Ta
sk

6.
L

in
e3

0
(n

f)
13

.1
43

7.
50

2
19

.4
13

.2
55

11
.4

62
6.

87
5

20
.3

75
12

.4
84

17
.8

57
11

.0
72

15
.0

11
.4

08
Ta

sk
6.

L
in

e3
1

(d
)

0.
00

6
0.

00
5

0.
00

8
0.

00
7

0.
00

5
0.

00
5

0.
00

8
0.

00
7

0.
00

8
0.

00
6

0.
00

6
0.

00
6

Ta
sk

6.
L

in
e3

1
(n

f)
11

.4
67

10
.4

67
17

.1
54

10
.0

82
9.

53
8

6.
52

7
18

.0
67

11
.8

35
15

.0
11

.2
92

13
.3

33
10

.1
04

Ta
sk

6.
L

in
e3

2
(d

)
0.

00
1

na
n

0.
00

1
0.

00
1

0.
00

1
na

n
0.

00
1

0.
0

0.
00

1
na

n
0.

00
1

0.
0

Ta
sk

6.
L

in
e3

2
(n

f)
3.

0
na

n
2.

0
1.

41
4

1.
0

na
n

3.
0

0.
0

3.
0

na
n

2.
0

1.
41

4
Ta

sk
6.

L
in

e3
3

(d
)

0.
00

1
na

n
0.

00
2

na
n

n/
a

n/
a

0.
00

1
0.

0
0.

00
2

na
n

0.
00

1
na

n
Ta

sk
6.

L
in

e3
3

(n
f)

3.
0

na
n

2.
0

na
n

na
n

na
n

2.
5

0.
70

7
2.

0
na

n
3.

0
na

n
Ta

sk
6.

C
od

e
(d

)
0.

14
2

0.
08

5
0.

12
5

0.
07

5
0.

10
7

0.
08

2
0.

15
8

0.
07

1
0.

13
9

0.
07

1
0.

12
8

0.
08

9
Ta

sk
6.

C
od

e
(n

f)
26

4.
18

8
19

3.
34

6
32

2.
93

3
19

9.
12

21
1.

8
13

9.
60

1
36

8.
37

5
21

2.
90

2
29

5.
66

7
22

6.
10

9
28

9.
75

16
8.

62
5

Ta
sk

6.
H

el
p

(d
)

0.
00

2
0.

00
3

0.
07

8
0.

08
0.

03
8

0.
05

4
0.

08
9

0.
09

0.
06

9
0.

10
2

0.
06

6
0.

05
3

Ta
sk

6.
H

el
p

(n
f)

1.
5

0.
70

7
18

0.
75

16
7.

96
5

10
1.

33
3

14
7.

96
3

19
5.

5
17

9.
50

2
12

0.
71

4
13

4.
00

8
18

9.
57

1
20

0.
44

6
Ta

sk
6.

H
el

pB
ut

to
n

(d
)

0.
01

1
0.

03
4

0.
00

2
0.

00
2

0.
01

1
0.

03
3

0.
00

2
0.

00
2

0.
01

1
0.

03
3

0.
00

2
0.

00
2

Ta
sk

6.
H

el
pB

ut
to

n
(n

f)
3.

0
2.

17
4

5.
57

1
4.

25
6

3.
92

3
2.

81
3

4.
84

6
4.

37
5

3.
84

6
2.

19
3

4.
92

3
4.

69
9

Ta
sk

6.
Ta

sk
Ty

pe
(d

)
0.

00
4

0.
00

3
0.

00
1

0.
00

1
0.

00
3

0.
00

3
0.

00
2

0.
00

2
0.

00
3

0.
00

3
0.

00
2

0.
00

2
Ta

sk
6.

Ta
sk

Ty
pe

(n
f)

6.
23

1
5.

11
8

3.
75

2.
89

6
4.

58
3

4.
87

5.
46

2
3.

86
5

5.
30

8
5.

37
6

4.
75

2.
95

8
Ta

sk
6.

Q
ue

st
io

n
(d

)
0.

00
7

0.
01

3
0.

00
3

0.
00

2
0.

00
4

0.
00

9
0.

00
6

0.
01

2
0.

00
9

0.
01

4
0.

00
2

0.
00

2
Ta

sk
6.

Q
ue

st
io

n
(n

f)
14

.1
33

30
.6

92
8.

45
5

7.
31

3
7.

0
7.

49
5

15
.7

86
31

.3
91

17
.1

67
33

.9
89

7.
07

1
6.

56
9

117



Exposing novice program
m

ers to an expert's eye-gaze
Sander Bjerklund Lindberg

N
TN

U
N

or
w

eg
ia

n 
U

ni
ve

rs
ity

 o
f S

ci
en

ce
 a

nd
 T

ec
hn

ol
og

y
Fa

cu
lty

 o
f I

nf
or

m
at

io
n 

Te
ch

no
lo

gy
 a

nd
 E

le
ct

ric
al

 E
ng

in
ee

rin
g

D
ep

ar
tm

en
t o

f C
om

pu
te

r S
ci

en
ce

Sander Bjerklund Lindberg

Exposing novice programmers to an
expert's eye-gaze

Investigating the effect of visualizing an expert
programmer's cognitive code comprehension
and debugging process through eye-tracking as a
basis for teaching novice programmers how to
comprehend and debug code

Master’s thesis in Informatics
Supervisor: Kshitij Sharma
June 2022

M
as

te
r’s

 th
es

is


	Abstract
	Sammendrag
	Preface
	Table of Contents
	List of Figures
	List of Tables
	Introduction
	Background and motivation
	Research questions and objectives
	Research method
	Thesis structure

	Background and related work
	Eye-tracking terminology and technology
	Zone of Proximal Development
	Related work
	Eye-tracking in problem solving
	Eye-tracking in programming
	Determining programming expertise
	Difference between novices and experts
	Using other people's eye-gaze


	Methodology
	System design
	System mockups
	Architecture

	Research design
	Participants
	Determining programming expertise
	Study tasks
	Execution of the study

	Analysis
	Preprocessing
	Datasets
	Difference in study and pretest scores
	Number of fixations and total duration of fixations
	Distance to lines with bugs


	Results
	Conditions
	Pretest scores
	Study scores
	Number of fixations on lines with bugs
	Time spent on lines with bugs
	Distance to lines with bugs
	Time spent on tasks

	Expertise groups
	Study scores
	Number of fixations on lines with bugs
	Time spent on lines with bugs
	Distance to lines with bugs
	Time spent on tasks

	Performance groups
	Study scores
	Number of fixations on lines with bugs
	Time spent on lines with bugs
	Distance to lines with bugs
	Time spent on tasks


	Discussion
	Results and their implications
	Limitations
	Future work

	Conclusion
	Bibliography
	Diagrams
	Logical view

	Information letter
	Pretest tasks
	Pretest task 1
	Pretest task 2
	Pretest task 3
	Pretest task 4
	Pretest task 5
	Pretest task 6
	Pretest task 7
	Pretest task 8
	Pretest task 9
	Pretest task 10

	Study tasks
	Task 1 - Debug
	Task 2 - Comprehension
	Task 3 - Debug
	Task 4 - Comprehension
	Task 5 - Debug
	Task 6 - Comprehension

	Grading scripts
	Pretest grading script
	Study grading script

	Result and analysis supplement
	Plots and p-values
	Study scores
	Number of fixations lines with bugs
	Time spent on lines with bugs
	Distance to lines with bugs
	Time spent per task

	Mean and standard deviation tables


