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1 Abstract

The structures with a similar shape to the step cylinder, which consists of one small-diameter
cylinder at the top and a coaxial large-diameter cylinder in the middle, are widely used in marine
engineering applications. A numerical simulation of the oscillatory flow around a step cylinder has
been performed. In this simulation, by adjusting the values of diameter ratio to 1.8, KC number
to 2.8, and 3 to 80, the flow around the small cylinder is set in regime A, while the flow around
the large cylinder is set in regime B. A powerful in-house code MGLET (Multi Grid Large Eddy
Turbulence) is used as the numerical solver. All of the CFD simulations are performed on the
supercomputer Betzy.

A numerical simulation of oscillatory flow around a circular cylinder with parameters KC = 2 and
B = 200 is carried out to assess the validity of the numerical code MGLET. The simulation results
of Morison’s force coefficients Cp and C)y, the flow patterns, and spacing between Honji vortices
are consistent with previous studies which prove that the numerical code MGLET is suitable for
the final simulation. To validate the important CFD setup parameters, a series of convergence
studies, e.g., the mesh resolution test, the computational domain size test, the time step test, and
the geometry test are performed.

In the final simulation, the evolution of the flow in regimes A and B around the small and large
cylinder, respectively, is visualized by using the time history of the relative axial (spanwise) velocity
w/Up,. The results show that the three-dimensionality due to the appearance of the step slightly
affects the flow patterns behind the small cylinder, while it has a great impact on the flow around
the large cylinder. The flow behind the small cylinder remains its two-dimensional features as
it has in regime A around a uniform cylinder. The three-dimensionality near the step leads to
instability in Honji vortices around the large cylinder in regime B and finally induces two kinds of
long-term phenomenon: appearance and merging of Honji vortex pair.

The appearance and merging process of Honji vortex is presented by vorticity isosurfaces w, =
+0.1. The cause of Honji vortex generation in the present study is instability in Honji vortices due
to the lack of half vortex pair. In the present study, a total of 20.5 or 21.5 pairs of Honji vortex
are distributed along the axis of the large cylinder. As time goes by, new vortices appear in a pair
below the step. One part of the newly generated vortex pair and the already existing Honji vortex
form a new pair. The other vortex of the newly generated vortex pair is left alone and continues to
induce instability in the rest of the Honji vortices. The merging process of the Honji vortex shows
different features on the negative and positive y sides of the large cylinder. On the negative side,
as two neighbouring Honji vortex pairs move toward each other, the negative part of the upper
pair and the positive part of the lower pair cancel each other completely and the remaining parts
of the two vortex pairs form a new vortex pair. On the positive side, as the upper and lower vortex
pairs keep squeezing the middle vortex pair, the middle vortex pair finally disappear due to the
cancellation and suppression effect.




2 Introudction

Circular cylinders are one of the most commonly used structures in the coastal and offshore in-
dustries. The cylindrical shapes can be encountered in subsea risers developed for transportation,
pipelines on the seabed, etc. However, when the vortex shedding frequency is close to the natural
frequency of the circular cylinder structures, the vortex-induced vibration (VIV) can be induced
and it may cause the fatigue failure of these structures.

In recent years, the suppression of VIV responses of a riser with staggered buoyancy elements
has received more and more attention. Various strategies have been proposed, and among them
the passive geometrical modifications to cylinder geometry, such as a step, are commonly used
to change the spanwise coherence of vortex shedding. Thus, it is interesting to understand the
development of oscillatory flow around a step cylinder.

2.1 State of the art
2.1.1 Oscillatory flow around a circular cylinder

The vortex motions and induced loads on a circular cylinder placed in a sinusoidally oscillating flow
are different than one in a steady flow. In the last few decades, many investigations are performed
into the flow structure developments around a circular cylinder vibrating in simple harmonic in-line
motion in a still fluid, or equivalently into the flow structure generated by a circular cylinder in
unidirectional oscillatory flow. These flows draw people’s attention because their results are the
idealized portrayals of loads on cylindrical structures immersed in waves.

The in-line force acting on the cylinder in oscillatory flow is predicted by a semi-empirical equa-
tion (Equation (24)) introduced by Morison [1]. The inertia coefficient (Cps) and drag coefficients
(Cp) in the Morison equation have been experimentally calculated from laboratory and full-scale
researches. Keulegan and Carpenter [2] investigated Cp; and Cp of a cylinder horizontally fixed be-
low standing waves, and found these two coefficients can be correlated with the Keulegan—Carpenter
number (K C). Later on, Sarpkaya [3] has found that Cj; and Cp are not only dependent on KC,
but also on Stokes number () which is proportional to Re. From there on, many studies have
presented that the force acting on the circular cylinder, the flow structures and generation and
shedding of vortices are highly relative to these three parameters (K C, Re, 3).

Williamson [4] carried out experiments to investigate the motions of vortices around single cyl-
inder in sinusoidal flow giving a constant 5 at 730 and KC values up to 35. The detailed flow
visualizations shown in his study present several repeatable patterns of vortex shedding and show
that the process of pairing of vortices from a previous half cycle with those in a present half cycle
is fundamental to all the patterns. He has also shown that the vortex motions were related to the
induced forces, and has found an expression for r.m.s in-line force coefficients(Cp., ) as a function
of KC.

Tatsuno and Bearman [5] performed experiments using a tank filled with water where a circular
cylinder performing sinusoidal oscillations. Their purpose is to investigate in detail of the flow
structures for KC < 15 and for # < 160. Classified by flow separation, the generation of vortices
and vortex shedding, eight different flow regimes(A*, A, B, C, D, E, F, and G) have been identified
(shown in Figure 8). These flow regimes are depending on K C and f3, or equivalently, on KC and
Re and most of them have a spatially periodic patterns. Among these flow regions, only regimes
A* and A are two-dimensional symmetric, and only in regime A* there is no vortex shedding.
However, it is very difficult to identify the critical value of KC' and 8 between regime A* and
regime A. Because, in the regime A, the shed vortices are cancelled by mixing with vorticity of
opposite sign in the cylinder boundary layer and do not survive into far field.

The flows in regimes B to G are three-dimensional, and in these regimes, vortex structures develop
along the direction of the cylinder’s axis. Among these regimes, the flow structure in regime B
differs great from other regimes. By doing a sequence of experiments of oscillating circular cylinder
immersed in water with small KC values (1.3< KC' <3.9) and f values(70< S <700), Honji [6]




investigated the flow structure in regime B in detail and observed mushroom-like flow structures
distributed evenly along the cylinder in spanwise direction. As the flow structure develop, these
mushroom-like vortices result a flow structure in a plane parallel to the oscillatory plane, which is
named as 'streaked flow’. Furthermore, Honji [6] found that these mushroom-like vortices are not
developed due to flow separation, but due to an instability (caused by the centrifugal forces with
the varying strength) in the boundary-layer flow. This three-dimensional flow instability is called
Honji instability and is associated with the transition from two-dimensional flow in regime A to
three-dimensional flow in regime B.

Later on, Hall [7] carried on the investigation of three-dimensional instability of the boundary layer
on the oscillating cylinder in a viscous fluid. Hall simplified the problem by assuming that the
oscillation period is very small (with very small KC and large ), and this stability problem only
depending on a radial variable and time. His study led to the result given by

KCy, =5.77851/4 (14020581 + .. (1)

This KC}, — B relationship is called the ‘Hall line’, which separates the regime of a featureless
two-dimensional flow and an unstable region. However, even this simplified formula provides great
results on high g region, the "Hall line’ itself does not represent a critical line between a region of
absolute stability and a region of three-dimensional instabilities.

In a later study, Sarpkaya [8] conducted detailed experiments to observe the three-dimensional
instabilities over the parameter ranges 0.02 < KC < 1.0 and 103 < 8 < 1.4 x 105. In his ex-
periments, Sarpkaya first investigated the mushroom-shaped coherent structures in narrow regions
near the Hall line(Figure 4). Based on video viewing and the information obtained from it, Sarp-
kaya decomposed the mushrooms into two structures: two weak, counter-rotating vortices and a
periodically appearing stem. The mushrooms appeared through a number of oscillations, and once
the mushrooms came in to existence, the stems of them disappeared and stopped draining bound-
ary fluid into the mushrooms. In this case, the mushrooms were not connected to the cylinder,
but neither did them move away form the cylinder in the direction of oscillation. In fact, the
mushrooms moved toward the cylinder, while the vortices decreased due to the cut-off of supply
of vorticity and diffusion.
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In the same study, Sarpkaya also discussed the start of three-dimensional instability near the
critical K., and the quasi-coherent structures(QCS), which had weaker instability than the Honji
instability. Based on the experimental results, the KC — 3 plane was divided into three flow
regimes by two lines: Hall line(H) and Sarpkaya line(S) given by

KC,, = 12.532/% (2)

In Figure 4, the region to the left of S is stable and no discernible flow structures around the
cylinder during oscillation. Between S and H, there is an unstable transition region where many
forms of quasi-coherent structures occur. Then near the Hall line, those quasi-coherent structures
tends to become coherent mushroom-like structures. To the right of the Hall line, instabilities take
many forms and fall due to the influence of separation and turbulence.

At early stage, confined to computing resources, most of previous numerical investigations focused
on two-dimensional flows. In reality, the two-dimensional flows around a circular cylinder in os-
cillating flow hardly exist. However, in many studies, the two-dimensional flow model have been
provided that, as along as the flow model in the weakly three-dimensional flow regime, it is able
to reproduce the important features observed in three-dimensional flows Justesen [9], Diitsch et
al. [10], Lin et al. [11], Nehari et al. [12] performed a numerical investigation of the oscillating
flow around a circular cylinder using both a three-dimensional and a two-dimensional model at
regimes A, D and F. They found that the two-dimensional features like the asymmetric motion in
the sectional plane at regimes D and F, as well as switching from a pattern to its mirror-image
are not affected by three-dimensional effects. These inherent features of vortex are considered
to be caused by a two-dimensional instability and can be simulated using pure two-dimensional
models. Diitsch et al. particularly studied the flow pattern in regimes A, E and F using exper-
iments and numerical predictions. Their results shown that, even with the weak stability in the
flow pattern, good agreement was found between experimental results and numerical predictions.
However, despite the weak three-dimensional effects on flow features, Nehari et al. [12] found that
the three-dimensional effects delayed the switching phenomenon in regime D, and caused different
transversal component of the force on the cylinder.

Numerical simulations of the Honji instability have been performed since Honji’s study. Zhang
and Dalton [13] focused on the three-dimensional development of the flow at 8 = 196 and KC
increases from 1 to 4. They presented the transition process from two-dimensional laminar flow
to three-dimensional turbulent flow, and they found the mushroom-shaped structures observed by
Honji. To get further understanding of the Honji instability, An et al. [14] conducted numerical
simulations of the oscillatory flow around circular cylinder at KC = 2 and 100 < 5 < 600. In their
project, detailed flow structure of Honji vortices and the evolution process of vortices over one
cycle of oscillation were presented. They also found that the spacing between adjacent vortices is
sensitive to the value of KC, but hardly relative to the value of 3.

2.1.2 Flow around a step cylinder

The cylindrical geometries are wildly used in engineering applications, but when the Re is suf-
ficiently large, the vortex shedding might occur and the cyclic vortex force will cause vibrations
of the structures. Those such vibrations are called vortex-induced vibrations (VIV) and cause
the fatigue damage to structures. Over the past decades, various experimentally and numeric-
ally investigations for suppressing VIV are done by researchers and engineers. Theoretically, the
VIV suppression methods should reduce the spanwise coherence of vortices and eliminate the drag
forces and the magnitudes of the fluctuating lift on cylindrical structures. Among all these VIV
suppression solutions, the passive geometrical modifications to cylinder geometry such as helical
strakes, splitter plates and step changes are commonly used to change the spanwise coherence of
vortex shedding.

There are considerable studies of vortex wake on the vortex shedding of the step cylinder geometry.
The flow behind a step cylinder at the Re of 8 x 10% was initially investigated by Ko et al. [15].
In their experiments, they analyzed the pressure fluctuations in the wake of a step cylinder and




they associated it to the effect of the discontinuity on the vortex wakes shed from the cylinders.
They also found that the spanwise position where the two-dimensionality of the vortex wake ends
depends on the diameter of the cylinder.

The three-dimensionality is likely to occur in which the velocity or diameter for the cylinder
various along spanwise direction. Lewis et al. [16] studied this three-dimensionality in wakes of
step cylinders with several diameter ratios 1.14 < D/d < 1.76 at a range of Reynolds numbers
35 < Re < 200. Based on the visualizations of flow and frequency analysis, they found two types of
vortex interaction: direct and indirect modes of interaction. The occurrence of these two different
modes and the transitional mode between them is a function of the Reynolds number (Re) and
the diameter ratio (D/d). When D/d < 1.25, the direct mode appears and vortices shed from the
small and large cylinders with two different shedding frequencies fg and fr, respectively. These
two type of distinct vortices interact with each other in a narrow zone called interface. When these
two different vortices are in phase, they will connect across the interface. Otherwise, the one by
one connection will be broken and at least one misconnection will happen and form a hole at the
interface. When D/d > 1.55, the indirect mode occurs and the two dominating vortices link to
each other in the interface zone along a line that perpendicular to the cylinders’ axis. Furthermore,
a third frequency fy can be found in a region called modulated zone, near the interface behind
the large cylinder. This modulated zone acts as a buffer zone, and in modulated zone connections
between vortices are cut by inclined interfaces which appear at the beat frequency (fr, — fn).

Lots of studies have been done based on these distinct shedding frequencies. In his study, Norberg
[17] found that the vortex shedding behind the larger cylinder was strongly affected by the dis-
continuity in diameter which caused by the presence of the step. However, the flow behind the
small cylinder was nearly unaffected by the discontinuity in diameter. Chua et al. [18] conducted
experiment to measure pressure distributions and velocity in the far wake of a step cylinder. They
found that the large cylinder tended to suffer greater drag, and the difference of drag between the
large and small cylinders affected the flow field behind the step cylinder, especially the downstream
wake behind the large cylinder. The wake behind the small cylinder was structured, while there
are twin spectral peaks in the wake of the large cylinder, which are associated with the two distinct
vortex shedding frequencies from the large and small cylinders.

Dunn [19] investigated the vortex shedding patterns and interactions of vortex near the step cyl-
inder. In his project, he named the cells behind the small, large cylinders and step, respectively,
the S — cell, L — cell and N — cell. His observations agreed with previous researches. With low
Re (Re = 79), the S-cell vortices were laminar and remained parallel to each other even in far
region from the step. In contrast, even for low Re (Re = 152), due to the presence of the step, the
L-cell vortices were interrupted spanwise, and therefore three-dimensionality appeared and made
the L-cell vortices hardly remain their forms as they moved downstream. Dunn found that both
S-cell vortices and N-cell vortices were inclined to the axis of the cylinder, but in an opposite way.
For S-cell vortices, the part away from the step was closer downstream then the part near to the
step. On the other hand, the N-cell vortices started to shed at the far spanwise location downward
from the step. The pressure difference between large and small cylinders are the reason of this
opposite inclination. The pressure of the small cylinder is greater than the pressure of the large
cylinder, and this pressure direrence then leads the small cylinder wake to move over the step,
down to the large cylinder wake. Finally, this fluid downwash causes the early vortex shedding of
S-cell close to the step and suppress the shedding of L-cell vortices.

2.2 Motivation

Cross-flow around cylinders is commonly observed in many marine engineering applications. One
of the most commonly used geometries in marine engineering is the uniform circular cylinder, which
has been investigated in many studies over the last decades. In contrast, less researches have been
done involving more complex cylindrical geometries, for example, step cylinders. Although, some
investigations about uniform flow past a step cylinder have been done, and wake development
are found to be similar to that of a uniform circular cylinder, the development of oscillatory flow
around a step cylinder has not been investigated in detail.




Honji [6] first observed the three-dimensional instability in the form of mushroom-shaped coherent
structures distributed along a uniform circular cylinder in oscillatory flow. This three-dimensional
flow instability is called Honji instability and is associated with the transition from two-dimensional
laminar flow to turbulent flow in a specific range of KC and 5. On the other hand, the three-
dimensionality in wake behind a cylinder is commonly found in which discontinuities in velocity or
diameter exist. These discontinuities can cause change of shedding frequency along spanwise direc-
tion. Thus, It is interesting to combine the Honji instability with the three-dimensionality caused
by appearance of step and investigate how it affects the mushroom-shaped coherent structures.

2.3 Structure of the thesis

The structure of rest of thesis is as follows:

Chapter 3 presents an overview of the basic theory regrading flow around a cylinder, flow around
a cylinder in oscillatory flows, flow around a step cylinder and some literature reviews regrading
generating and merging process of Honji vortex.

Chapter 4 gives a brief introduction to the governing equations and solution algorithm of the
MGLET solver which is used in this studying.

Chapter 5 gives the details of numerical step-up of the simulation. The computational domain
and gird, the boundary conditions, the validity of the numerical code MGLET and the convergence
test will be described.

Chapter 6 presents the results obtained from the simulation of oscillatory flow around a step
cylinder. The development of flow, the appearance and merging process of Honji vortex will be
included.

Chapter 7 shows a discussion of the main results obtained in the present thesis.

Chapter 8 includes a conclusion of this study.




3 Flow around a cylinder

The oscillating flow around circular cylinder have complex features which are highly relative to the
shape and size of the cylinder, the fluid properties, the environment, etc. Among those features, the
three-dimensional instability is important because it could make the recognizable two-dimensional
flow transform into the chaotic turbulent flow. The mushroom-shaped Honji vortices is associated
with the transition from two-dimensional flow to three-dimensional flow, and thus can be used as a
sign of occurrence of the three-dimensional instability. For cylinder having spanwise discontinuity in
diameter, for example a step cylinder, the three-dimensional phenomena are even more complicated.
In this chapter, the basic concepts of these main features will be presented.

3.1 Flow regions

The free stream flow could be disturbed by the presence of the circular cylinder and the disturbed
flow field around the circular cylinder are divided into four regions:

e One narrow region of stagnation region in front the cylinder.

Boundary layers attached to the surface of the body.

e Two regions of displaced and accelerated flow over and under the body.

One downstream region called the wake.

The incoming flow is deflected and directed in different directions at the stagnation point on the
cylinder in the stagnation region. The deflection of flow is very fast and lead to the unexpectedly
high fluctuations in flow velocity. This kind of highly fluctuating velocity could cause unstable
problems but significantly increases local heat transfer.

Unlike the boundary layer on a flat plate, the boundary layers around the cylinder are exposed
to the favourable pressure gradient on the front side of the cylinder and to the adverse pressure
gradient on the back side. As the boundary layers travel in the adverse pressure, it could detach
itself from the surface of cylinder and develops downstream as free shear layers.

The two sidewise region of the displaced flow are not fully investigated as the other three regions.
However, the sidewise regions are much larger then the cylinder and are easily affected by the walls
or other boundaries around them. As a result, before making a numerical simulation, the size of
domain should be large enough to eliminate the blockage effect.

The wake region behind a cylinder is investigated by many researches focusing on different aspects.
Here, the flow structures in the wake behind a step cylinder are analyzed.

The Reynolds number (Re) is one of the crucial dimensionless quantities in fluid mechanics. Re
is the ratio of inertial forces to viscous forces and is used to predict the state of flow (laminar,
transitional, or turbulent). The Reynolds number of the flow around a circular cylinder is defined
as:

Re = pu (3)

v

Where D is the cross-section diameter of the cylinder, U is the free-stream velocity and v is the
kinematic viscosity.

3.2 Boundary layers and separation

When a viscous fluid flows over a impermeable surface, the molecules near the surface are brought
to rest by the shear stress and adhere to the wall, in another word, the velocity at any point on the




wall is zero. The adjacent layer are also slow down, but to a lower and lower extent. The extent
of slowing down depends on the value of the viscosity and is found limited to a thin layer near
the surface which are called boundary layer. The fluid velocity rises rapidly and asymptotically
from zero at the wall to main-stream value which is not influenced by friction. As a result, in the
boundary layers, even the viscosity itself is very small, it can not be negligible. Furthermore, this
non-negligible viscous term in the equation of motion makes the simplified equations, which are
only valid for potential theory, become unable to be used in the boundary layer.

The boundary layer thickness ¢ is defined as the distance from the wall to the point where the
flow velocity become equal to 99% of the free stream value. The laminar boundary layer thickness
around a cylinder is relative to the Re and the cylinder diameter(D). The thickness values is
approximated as:

(4)

The flow in the boundary layer can be either laminar or turbulent depending on the value of the
Re. For lower Re, the boundary layer is laminar and the streamwise velocity changes uniformly
as one moves away from the wall. As a consequence, the laminar flow have small velocity gradient
and generate less skin friction drag. However, as the flow continues moving backward, the laminar
boundary layer thickness increases and the boundary layer tends to be less stable, and thus the
motion within it easily becomes disturbed. As the irregularities of the flow develop, the laminar
flow breaks down and transitions to a turbulent flow over a small area called transition region. For
a turbulent boundary layer flow, the thickness is larger while the velocity gradient is steep towards
the wall, causing a greater frictional resistance. On the another hand, the disturbed flows, such as
swirls, contain more energy and prevent the boundary layer lift off and delay the boundary layer
separation.

The boundary layer velocity profile is highly dependent on the external acceleration and pressure
gradient, which are generally based on the body shape and surface curvature, as seen in Figure 2.
For a circular cylinder, the tangential pressure gradient, which accelerates the flow, called favor-
able pressure gradient (g—g < 0) appears on the front side and will not cause the boundary layer
separation. While the freestream pressure increasing in the direction of flow, known as adverse
pressure (Z—z > 0), causes the flow to slow down. When the velocity gradient at the wall approaches
Z€ero (g—Z = 0), the kinetic energy of the fluid is not enough to overcome the pressure. The flow will
stop move tangentially, but lift off, detach from the surface and push the streamlines away from

the surface. This phenomenon is known as flow separation.

Figure 2: Velocity distribution in the case of a flow around a cylinder. Reprinted from Tec-science
[20].

It should be noticed that the adverse pressure is not the only reason cause the flow separation. At




the sharp corners, the flow will separates naturally. At the corner, due to lack of external pressure
gradient which push the flow turn around, the boundary layer could stay attached and separates.

In his book, Faltinsen [21] determine the location where the flow separation occurs for subcritical
flows. The two-dimensional circular cylinder are placed in a high Re flow while the boundary layer
on the body is assumed to be thin and laminar.

The ambient flow velocity Uy, is defined as:
Uso = Uprsin(wt — ) + U, (5)

Where U, U, are constants, w is the circular frequency of oscillation and « is a phase angle.

The initial vorticity is set to be zero and the flow is analysed until the first maximum ambient flow
velocity is reached. By solving a potential flow problem outside the boundary layer, the tangential
fluid velocity (U(z,t)) at the outside boundary layer is:

U(z,t) = (Uysin(wt — a) + U.)®(x) (6)

Then the shear stress on the body is written as

o[ + D20, @

o
Where f; and fy are functions of UUTCJ, « and w, but are not relative to the body shape. for a
circular cylinder:

x
O(z) = 2sin(= 8
() = 2sin( ) 0
Then the separation angles £|6;| are defined as:

0, = Ir _ cos_l[—%%] 9)

However, the Equation (9) are only suitable for limiting range of value of KC. The limiting value of
KC (KCjjip,) for separation to occur is a relative to IJUJ\C4 and should be great then 1.2 when UU—;I =0,
as shown in Figure 3. It should to be noticed that the results calculated by using Equation (9) do

not depend on Re. This due to the assumption of laminar, high Re start up flow.
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Figure 3: The limiting value of KC number when the flow separation occurs. Reprinted from
Faltinsen [21].




3.3 Flow regimes around a cylinder with various fixed ranges of Re

From the beginning of development to the end of decay, the flow has an vast variation of regular
and irregular patterns. These distinct flow structures are highly related to the Re, and each of
them persists only over a certain range Re. As a result, the values of Re are used to specify the flow
regimes (or flow patterns) around the cylinder. The Figure 4 below shows how the flow regimes
around a circular cylinder change refereed to different Re.

No separation.

Creeping flow Re <5
b)
A fixed pair of
% symmetric vortices 5<Re<40
c
. . Laminar
vortex 40 < Re < 200
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u to turbulence
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Wake completely turbulent. 300 < Re < 3x10°
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Figure 4: Regimes of flow around a smooth, circular cylinder in steady current. Reprinted from
Sumer [22].

As the Re starts to increase from 0 to 5, the flow attaches strongly to the surface of the cylinder
and no separation occurs. Behind the cylinder, the trail of laminar shear layer is smooth and
symmetric and does not generate a distinct wake. This kind of flow pattern are known as creeping
flow and the flow regime are called non-separation regime.

Around Re = 5, the flow begins to separate, and close to the back of cylinder, a steady, symmetric
and closed near-wake forms. The reverse velocity in the near-wake is lower than the free stream
velocity, and thus the free shear layers could meet at the end of the near-wake.

For the range of Re > 40, the wake behind the cylinder becomes unstable, and vortices are shed
alternately at either side of the cylinder at a particular frequency. This phenomenon is called
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vortex shedding. When the vortex starts to shed, the vortex street is laminar, however as the
further increase in Re, transition to turbulence occurs in the wake region. For Re over a vast
range, 300 < Re < 3 x 10°, this regime is known as the subcritical flow regime, in which the wake
is completely turbulent while the boundary layer remains laminar.

The next flow regime is the critical flow regime where 3 x 10° < Re < 3.5 x 10°. In this regime,
at one side of the cylinder, the boundary layer becomes turbulent at the separation point, while
the boundary layer at the other separation point is still laminar. These two different types of the
boundary layer at two separation points cause an asymmetry flow and thus induce a non-zero mean
lift on the cylinder.

For 3.5 x 10° < Re < 1.5 x 10%, the boundary layer separation is turbulent on both sides of the
cylinder, and the boundary layers transit to partly laminar and partly turbulent. This regime
is called the supercritical flow regime. As the Re increases, one side of the boundary layer is
completely turbulent over a range of 1.5 x 106 < Re < 4 x 10%, and then when 4 x 10® < Re, the
boundary layer over the whole cylinder surface is turbulent.

3.3.1 Vortex shedding

For the range of Re > 40, at the rear side of the cylinder, the boundary layer over the cylinder
surface will separate because of the adverse pressure gradient [22]. As mentioned before, there are
a non-negligible amount of vorticity formed in the boundary layer. As the boundary layers detach
from either side of the cylinder at the separation points, the vorticity is fed into the shear layer and
force the shear layers roll up into vortices which rotate in the opposite direction. Due to instability
caused by disturbances, these vortices are unstable and one vortex becomes larger than the other.
The larger vortex continues to grow, and it eventually becomes strong enough to draw the smaller
vortex across the wake. When the smaller vortex approach close to the larger vortex, the opposite
vorticity in the smaller vortex interrupts the supply of vorticity to larger vortex. As consequence,
the larger vortex forms to a free vortex, and then is converted downstream by the free stream flow.
This phenomenon is called vortex shedding.

a)

Figure 5: Shedding of vortex. Reprinted from Sumer [22].

The frequency at which vortex shedding takes place is related to the dimensionless Strouhal number:

(10)

Where f, is the vortex shedding frequency. It is clear that the Strouhal number number is a
function of the Reynolds number. The Figure 6 illustrates how the St varies with the Re. The
vortex shedding start at Re = 40 and the shedding frequency St is around 0.1 which is smallest
value around whole Re range. Then the St gradually increases and reach about 0.2 when Re is
approximately 300. The St remains nearly constant throughout subcritical regime and a sudden
jump in value of St at 3 x 10> < Re < 3.5 x 10°, which is the critical flow regime as mentioned
before. The large increase in St is due to the delay of the separation. The separation points move
downstream as the boundary layers become turbulent, and then the vortices at the both side of
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cylinder could interact much faster than in the subcritical regime. This faster inctration rate would
lead to a sudden jump in the vaules of St.
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Figure 6: Strouhal number for a smooth circular cylinder. Reprinted from Sumer [22].

3.3.2 Forces on a cylinder

The flow around the cylinder will apply force on the cylinder. There are two types of force, one
from the pressure and the other from the friction.

The in-line pressure force is given by:

2m
Fp:/ pecos(8)rdd (11)
0

Where p is the pressure on the cylinder surface and r is the cross-section radius of the cylinder.

The in-line friction force is given by:

2
Ff:/ Tcos(0)rdo (12)
0

Where 7 is the wall shear stress on the cylinder surface.

The total in-line force is the sum of these two forces, given by:

Fp = F,+ Fy (13)

As discussed in previous section, expect for minimal Reynolds number such as R, < 40, there
will be vortex shedding in all the flow regimes. As vortex starts to shed behind the cylinder, the
pressure distribution around the cylinder experience a periodic change. This periodic pressure
distribution induces an oscillating in-line force (the drag force) that fluctuates around the mean
drag. Unlike flow in the in-line direction, the flow in the cross-flow is symmetric, while there still
exists a non-zero force in the transverse direction (the lift force), shown in Figure 7.
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Figure 7: Drag and lift force coefficient. Reprinted from Sumer [22].

The drag and lift coefficient is given by:

Fp

0 =1,p0e )
Fr
“L= 1,002 (15)

The drag and lift coefficient is highly related to the flow regime around the cylinder because the
pressure and the wall shear stress are functions of the Reynolds number for a smooth cylinder.
Furthermore, other effects such as the surface roughness, the cross-sectional shape, the incoming
turbulence, and the shear in the incoming flow also influence the lift and drag coefficient.

3.4 Flow around a cylinder in oscillatory flows
3.4.1 Parameters and flow regimes

The non-dimensional quantity Reynolds number describes the flow around a cylinder in a steady
current. When the cylinder is exposed to an oscillatory flow, another dimensionless quantity
Keulegan—Carpenter number, also called the period number appears:

U T
D

KC = (16)

Where U, is the velocity amplitude of the oscillatory flow and T is the period of the oscillatory
flow.

The Stokes number (also called frequency number) is another valid dimensionless parameter which
is defined as
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For a sinusoidal flow, the velocity is given by:

U = Ugsin(wt) (18)

The maximum of the flow velocity oscillation is:

Up =aw = —— (19)

Where a is the amplitude of the motion of the fluid particles. Then for the sinusoidal case, the KC
number will be:

D (20)

Then KC number describes the ratio of the motion of fluid particles over the diameter of the

cylinder. Small KC numbers, therefore, mean that the fluid particles travel a small distance
relative to the width of the cylinder and vice versa.

For KC < 15 and for 8 < 160, according to the flow structures, Tatsuno et al. [5] categorized
oscillatory flow around a cylinder into eight regimes (A*, A, B, C, D, E, F, and G). These different
types of flow structures and their regime boundaries are also reported by Elston et al. [23], Zhao
et al. [24] and Tong et al. [25] and are shown in Figure 8.
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Figure 8: Flow regime for oscillatory flow around an cylinder and streaklines. Reprinted from
Elston et al. [23], Zhao et al. [24] and Tong et al. [25].
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The flow in regime A* and A are both two-dimensional along the cylinder and are symmetrical with
respect to the oscillatory plane. The only difference is that there are no vortex shedding in regime
A*. Above the regime A* boundary(which is usually difficult to be determined), two vortices with
opposite rotation signs are formed and shed from the cylinder. However, these vortices are week
and will be cancelled by the vorticity from the cylinder boundary layer in half cycle.

(D)

Figure 9: Flow regime B for oscillatory flow around an cylinder and streaklines. (a) is plane view
of flow in the (y,z)-plane and (b) is plane view of flow in the (x,z)-plane. Reprinted from Elston et
al. [23], Zhao et al. [24] and Tong et al. [25].

The flow structures in regime B are greatly different from the other regimes. In this regime, the
flow is in the transition from two-dimensional flow to three-dimensional flow, and the vortices
formed not because of flow separation, but due to three-dimensional instability in the boundary
layer. This three-dimensional instability occurs the form of mushroom-like structures distributed
evenly along the spansiwe direction of the cylinder. These mushroom-like vortices separate and
move away from the cylinder in the oscillatory direction and make up streaked flows showin in
Figure 9. The wavelength of the Honji vortex pair has been measured by Honji [6], Tatsuno [5],
Sarpkaya [8] according to their experimental results. Sarpkaya [8] also found an empirical equation
for the spacing between vortices given by

A~ 22DB73/5 (21)
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This empirical equation works well for 10 < 3, but overall, the spacing between adjacent vortices
is sensitive to the value of KC, but hardly relative to the value of 5. An et al. [14] conducted a
series of numerical investigation on the spacing between vortices over a rang of 150 < 5 < 550 and
they manged to quantify the relation between KC and A. This equation has a good agreement
with previous study and given by

A~ 0.2DKC/* (22)

By analysing the governing equations, An et al. [14] explained the reason why spacing is strongly
dependent on KC' instead of 5.

=_ ' K :
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They first define the first term on the right-hand side is diffusion term (DI) and second term is
convective-pressure (CP) term. At the plane where the strongest Honji vortices appear, the CP
term is about 25 times greater than DI term. Furthermore, the CP term varied greatly in spanwise
direction, while the DI term is uniformly distributed along the span of the cylinder. As a result,
the Honji vortices are highly dependent on the K C-related CP term, and this result is agree with
the previous observations that the spacing is strongly related to the KC.

3.4.2 Morison’s equation

Morison’s equation is a semi-empirical equation that is widely used to predict inline loads on a
cylindrical element in oscillatory flow. It is a long wave viscous approximation and works well
when wavelengths are long relative to the cross-sectional dimension. For a vertical rigid circular
cylinder, Morison’s equation is given by:

7D?
F = pTC]u(h + gC’DDMu (24)

The first term on the right hand side of Equation (24) represents the inertia force, and the second
term represents the drag force. p is the mass density of water, D is the diameter of the cylinder,
u and a; are the horizontal undisturbed fluid velocity and acceleration at the geometrical centre
of the strip respectively. The drag coefficient Cp and mass coefficient C'y; have to be empiric-
ally determined [21]. Sarpkaya [3] found that, in general, these two coefficients depend on the
Keulegan—Carpenter number, Reynolds number, and surface roughness.

For a flow with velocity given in Equation (18) is inserted into the Morison’s equation Equation (24)
and the inline force coefficient is:

2

Cr= %Ccos(wt)cwf + sin(wt)|sin(wt)|Cp (25)

Equation (25) shows not only C'p and Cjs themselves depend on the KC number, but also the
weights of C'p and C); in inline force coefficient are related to K C number.

3.5 Flow around a step cylinder

As mentioned early, the wake structures behind the circular cylinder is strongly related to the Re,
and the distinct flow structures are only appear for certain range of Re. However, even with same
Re range, after a cylinder with complicated noncontinuous geometries, the wake tends to have
more unwanted three-dimensionality and complex three-dimensional dynamics.
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The three-dimensionality in wake behind a cylinder is commonly found in which discontinuities
in velocity or diameter exist. These discontinuities can cause change of shedding frequency along
spanwise direction. Typically for flow around a step cylinder, there are three types of vortex in-
teraction modes due to these various shedding frequency: a direct mode, a transitional mode and
an indirect mode. The occurrences and characteristics are related to two important parameters:
Reynolds number (Re) and diameter ratio (D/d) between the large diameter (D) and small dia-
meter (d) parts of the step cylinder. Dunn [19] define three types of spnwise vortices with constant
frequency:

e S-cell vortex with the highest shedding frequency fs shed from the small cylinder

e N-cell vortex with the lowest shedding frequency fy only appears in the modulation zone
when 1.55 < D/d

e L-cell vortex with shedding frequency fr shed from the large cylinder

S-cell vortices

S-cell

> Edge vortices —R
— N-cell
Y
| e g
| l

Junction — =

vortex |

L-cell

T R

N

L-cell vortices
Figure 10: Different types of vortices near the step cylinder. Reprinted from Dunn [19].

In a low Reynolds number range (35 < Re < 200), the direct mode dominates when D/d < 1.25.
In direct mode, two distinct shedding frequencies fs and f; associate to vortices behind the
small and large cylinders interact with each other across the interface which is a narrow region of
quasiperiodic frequency interaction.
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Figure 11: Sketch of vortex lines and vortex linkages in direct mode(large cylinder Rej, = 76, small
cylinder Reg = 57). Reprinted from Lewis and Gharib. [16].

If the vortices are nearly in phase, they would directly connect to one another across the interface.
Otherwise, the linkages across the interface are broken and the vortices tend to connect to one
another on the same side of interface, and this phenomenon is called vortex-splitting or vortex
dislocations. The absence of connection between different sides of the interaction region could lead
to holes forming in the interface. Among these one-sided connections in S-cell, at least one vortex
form a linkage to the next vortex of opposite sign. This kind of connection is named half-loop and
it is a weak vortex linkage which cause subharmonics of the shedding frequency in analysis of local
frequency.

Indirect Mode

T ——

Figure 12: Sketch of vortex lines and vortex linkages in indirect mode(large cylinder Rey = 99,
small cylinder Reg = 56). Reprinted from Lewis and Gharib. [16].

When the D/d keeps increasing until it exceeds 1.55, the indirect mode dominates. It is clear that
in the large-diameter wake a new region called modulation zone appears. In the modulation zone
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a third shedding frequency fy is found. As mentioned before, the frequency fy is typically lower
than the other two shedding frequencies f; and fg, but unlike the half-loop, it is not caused by
the quasiperiodic interaction of fr and fs.

Other distinct differences between direct and indirect mode are the feature and number of interface
regions. Due to the presence of the modulated zone, the interface zone in indirect mode collapses
into a plane which is nearly perpendicular to the axis of the cylinders. There are no directly
connections between the two sides of the interface zone, but in interface zone the vortices interact
with each other in a range of frequencies between fxn and fg. In addition to perpendicular interface,
another kind of inclined interface occurs at the beat frequency fr — fny in the modulation zone.
The inclined interface start form the bottom side of the interface zone and extends spnwise across
the modulation zone with a large angle. However, because of its low frequency, after several vortex-
shedding cycles, the inclined interfaces are not always appear clearly. Morton and Yarusevych [26]
found that the occurrence of inclined interface is due to the vortex dislocations between N-cell and
L-cell vortices.

Figure 13: Vortex-shedding patterns from the step cylinder(large cylinder Rey, = 156, small cylin-
der Reg = 79). Reprinted from Dunn [19].

The structures of L-cell vortices and S-cell vortices are different due to the Reynolds number
difference and the presence of the step. The S-cell shown in Figure 11, Figure 12, Figure 13
are laminar and parallel to each other. These vortices are lightly affected along the spanwise
direction up to a several diameters from the step. There are slight waviness near the step, but
far downstream from the step, the S-cell vortices are remained parallel. However, even with
Rej = 156, three-dimensionality caused by the oncontinuous geometry results an earlier transition
in L-cell from laminar to turbulent. As a result, there are more waviness along the length of the
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L-cell vortices, and unlike the parallel S-cell, the subsequent vortices of L-cell are connected by
streamwise structures called ’fingers’ (shown in Figure 13). These streamwise fingers exit near the
cylinder and decay far downstream due to the unstable motions.

Normally, except for the vortices closed to two sides of the interface zone, the N-cell vortices and
S-cell vortices both tend to incline with respect to the axis of the cylinder. The vortex shedding
of S-cell starts within few diameters from the step and moves away from the step along the span
of the cylinder. As a result, the inclination of S-cell starts from step, and the part away from the
step is less inclined than the part near the step. In contrast, the vortex shedding of N-cell starts
away from the step and moves spanwise toward the step. As a consequence, the N-cell vortices
inclines in a way that the part away from step is farther downstream than the part near the step.
These different inclinations in N-cell vortices and S-cell vortices are caused due to the pressure
differences between the large cylinder and small cylinder. The pressure of the small cylinder is
larger than the large cylinder, and this difference make the small cylinder wake spanwise extend
across the interface zone and spray into the large cylinder wake. Because of the pressure difference,
the flow separates at the trailing edge of the step, and roll down in to the large cylinder wake.
This phenomenon is called downwash and lead the early shedding of S-cell vortices near the step
and suppress the shedding of N-cell vortices closed to the step.
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4 Governing equations and numerical method

Many engineering practices include several flow conditions and therefore require different treat-
ments. The most accurate approach to flow simulation is to solve the Navier-Stokes equations
directly without averaging or approximation, and it is also the simplest approach from the con-
ceptual point of view [27]. This section contains a picture of the solution algorithm and immersed
boundary method.

4.1 Mass conservation

The conservation of mass is one of the fundamental principle used in fluid mechanics. It states
that the mass can neither be created nor destroyed, but can be rearranged in a control volume. In
fluid mechanics problems, the mass flow into a control volume must be equal to the mass flow out
of it. The conservation of mass can be expressed by using the continuity equation:

%—&-V%pu)zo (26)

Where p is the density, u is the flow field. For incompressible flow, the p is constant over the entire
domain, and for a three-dimensional problem the continuity equation is simplified:

ou Ov Ow
%Jranyrg—O (27)

4.2 Momentum conservation

The conservation of momentum is another fundamental principle. This law is applied on isolated
system of objects, which means no external forces act on the system and the amount of momentum
remains constant. The change of the momentum is through the action of forces described by
Newton’s laws of motion and the general conservation of momentum is described as:

D’U,z' _ @ + i 8ui 8uj
p Dt (r“).%'z axj

i 2
“axj+axi>+pf (28)

Where for three-dimensional problem, the fluid momentum are described in x-,y-,z-direction for
1 =1,2,3 and j = 1,2,3. The left hand of the equation describes the acceleration of the fluid in
three directions. The first term on the right hand side is the pressure term, and it is followed by
the dynamic viscosity term and the body force term.

4.3 The Navier—Stokes equations

The Navier—Stokes equations based on the consecration of momentum and conservation of mass
governs the Newtonian fluids. For an incompressible Newtonian fluid the Navier—Stokes equations
can be expressed as:

Du; 1 dp 02u;
= —— + v
Dt p Ox; Oxjx;

(29)

The Navier—Stokes equations are useful because they describe the motion of the fluid, but there are
not general solutions for the Navier—Stokes equations due to the inherent complexities: second order
derivative term, nonlinear term and imcompressibility constraint. Thus, the full(not sisimplified)
Navier—Stokes equations can only be solved numerically.
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4.4 The solution algorithm

The MGLET solver is based on a second-order finite volume discretization for the Navier-Stokes
equations for an incompressible fluid on a staggered Cartesian grid with non-equidistant spacing.
In time, the discretized equations are integrated with Williamson’s Third-order low-storage Runge-
Kutta scheme with a constant time step At is used to ensure a Courant-Friedrichs-Lewy (CFL)
number smaller than 0.5 [28]. The spatial discretization is second-order (central) for the con-
vective and diffusive terms [29]. The finite-volume method starts from taking integral over the

conservation:
ou;u; dp
; dQ) 148 = —d
at o +// oz, 0= // S*// axjax] (30)

The solution domain is subdivided into a finite number of contiguous control volumes (CVs),
and the conservation equations are applied to each CV. The flow variables are defined on a non-
equidistant Cartesian mesh in a staggered arrangement for this project [30]. For a staggered
grid (shown in Figure 14) the velocity are defined at the middle of the face of control volume
and the pressure are stored at the center of the control volumes. The staggered arrangement
eliminates the odd-even decoupling between the velocity and pressure if they are stored at the
same position, but the staggered arrangement is complicated than the collocated arrangement. If
one knows the convective fluxes in the three Cartesian directions, the integration of the momentum
equation cloud be done. By using the midpoint rule, the convective fluxes could be calculated at
the faces of the control volumes. However, for a second order spatial discretization, the velocities
w(i+1/2,7) and u(i,j + 1/2) at the middle of the faces of the control volumes are unknown and
they should be computed by using linear interpolation. The velocity derivatives du/0z(i + 1/2, j)
and Ou/dx(i,j + 1/2) are calculated by using central difference method [31].

*v{fﬂ u(i,j+1/.2)
1

plij) | ulij)

- u(i+1.2,7)

P

Figure 14: Staggered arrangement of the variables in grid. Dashed line: momentum cell for u-
velocity. Reprinted from Manhart [31].

Conventionally, when simulating fluid-structure interactions, the structured or unstructured grid
that conforms to the boundary is applied. However, these grids need to be generated numerically,
and if the boundary is moving, grids has to be re-computed which cloud lead to a significant
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increase in computational cost. As a result, in this numerical simulation, the immersed boundary
method (IBM) is used to take into account the effect of the body on a flow inside the Cartesian
gird. The advantage of the immersed boundary method is that it has great mesh generation for
complex geometries and do not necessarily conform to the boundary. Thus, the immersed boundary
method saves the memory and computation power. To apply the immersed boundary method, an
additional body-force term is added to the Equation (29) and it gives:

Du; 1 0p 0%u;
= —— —|— 1%
Dt p O0x; Oz

+ fi (31)

Depending on the way to apply the momentum forcing, there are two groups of forcing approaches
for IBM, the discrete forcing approach and continuous forcing approach. For continuous forcing
approach the momentum forcing is spread at Lagrangian points to fluid grid points. Thus, the
continuous forcing approach is flexible at distributing the grid near the boundary and it is gen-
erally applied to the elastic bodies. However, due to the lack of rigidity and numerical stability,
the continuous forcing approach is not applicable for rigid bodies. As a consequence, the discrete
forcing approach is more suitable for problem with solid step cylinder. In the discrete forcing
approach, the governing equations Equation (31) without body-force term are solved on a fixed
Cartesian grid, in another word, the governing equations are discretized on the domain pretend-
ing that the immersed boundary do not exist. Then, the no-slip and no-penetrations boundary
conditions is imposed implicitly or explicitly (generally using implicit treatment for stiff material)
on the immersed boundary by using additional interpolation schemes. These are many different
interpolation schemes developed by previous studies, all of them require the variables on the grid
points near the interface, and in some problems, the concept of ghost cells may also be used.
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Figure 15: Treatment of the immersed boundary. Reprinted from Jiang [32].

In this thesis, the immersed boundary method is based on the high-order stable interpolations
method developed by Peller et al. [33]. The values of velocities at ambiguous points on the
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immersed boundary are a sum of values of velocities interpolated along each directions. The
interpolation is formed by weighted factor multiplying the distance between the ambiguous points
and the inactive velocity points. The treatment of the immersed boundary and the arrangement of
different groups of points shown in Figure 14. The velocities based on the Lagrange interpolation
method according to the following stencil formulation described as:

M@Z(Xﬁﬁﬁ@>+m@J¢r (32)

Where ¢(z), ¢; and ¢,, is the values of velocity at the inactive velocity points, the active velocity
points and the immersed boundary points, respectively, the number three shows that there are
three neighbours involved in the interpolation. The Lagrange coefficients «; and «, are obtained
by the Lagrange formula:
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This is a third-order polynomial and the accuracy pf the interpolation is of order O (Aaz4), beacuse
the degree of the interpolation polynomial is one order less than the order of accuracy. The For
an inactive velocity point that can be interpolated from two directions, the value of velocity can
be expressed by:

P() = Aa” + Ayo” (35)
Where x and y are the interpolation in x and y directions. The weighing factors A, and A, are:

1 1
and Ay =
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Where A, and ), are the distance between the immersed boundary and the inactive velocity point
in x and y directions, respectively.

(36)

After the governing equations are discretized on the fliud domain and the immersed boundary,
time integration can be performed via an explicit low-storage third-order Runge-Kutta method
developed by Williamson [34]. The semi-discrete form of Equation (29) is given:

ou
Fri D(u) + C(u) + G(p) (37)

Where D(u) is the discretized diffusive term, C(u) is the discretized convective term, G(p) is the
discretized pressure gradient term.

The three steps of the third-order Runge-Kutta method developed by Canabes [35] are given:
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The Poisson equation for the pressure is solved in every steps of the Runge-Kutta method. The
discretized form of the Posisson equation for pressure correction developed by Canabes [35] is:
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This linear equations is solved by the Stone’s strongly implicit procedure(SIP).
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5 Numerical step-up

5.1 Computational domain and gird

The computational domain is the space where the CFD simulation is conducted. The computa-
tional domain is need to be well meshed to solve the discretized governing equation of fluid flows.
Thus, the domain size should be large enough to include the result of the interaction between
flows and structures. Furthermore, the domain size should also be large enough to prevent great
unwanted effects on the boundaries. Therefore, the dimensions of computational domain are de-
pendent on the problems and there is no general computational domains suitable for all cases.

A three-dimensional cuboid shaped computational domain is used in the present project and a
circular cylinder with a step is placed at the center of the three-dimensional rectangular domain,
and the inlet and outlet are half L, away from the center of the cylinder. The length of streamwise
direction L, is 51.2D, and the depth of transverse direction L, is 32D, and the height of the
spanwise direction L, is 32D. The choice of the domain size is based on previous research and the
strategy of mesh generation. The domain convergence test presented in later section shows that
this computational domain is large enough to capture the three-dimensional influence of the flow
while avoid boundary effects.
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Figure 16: The coordinate system and computational domain.
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As discoursed in the previous section, because the pressure of the small cylinder is greater than
the large cylinder, the downwash causes great effects on the vortices behind the large cylinder, and
leaves the vortices behind the small cylinder nearly undistributed. Thus, to prevent the boundaries
from the three-dimensionality due to the presence of the step, the length of the large cylinder should
be greater than the length of small cylinder. In this case, the length of large cylinder is 24D and
the length of small cylinder is 8D. The diameters of the large and small cylinder is determined in
a way that the oscillatory flow around large cylinder is in regime B and around small cylinder is in
regime A. As a consequence, the diameter (D) of the large cylinder is 1 meter, and the diameter
ratio (D/d) is 1.8, and thus the diameter of the small cylinder is 0.5556 meter.

The computational domain is first equally divided into cubic Cartesian grid boxes, which are
named as the level-1 box. Furthermore, there are N x N x N equal-sized cubic Cartesian grid
cells uniformly distributed in each grid box. Normally the level-1 boxes are not fine enough to
capture the information of complex flow phenomena, such as the form of vortices. As a result, high
grid refinement throughout the domain is required throughout the region where these complex
phenomena appear. In these regions, a fine zonal grid is embedded into the global coarse grid. All
the grid boxes (the level-1 box) are equally divided into N x N x N small cubic Cartesian grid
cells, named the level-2 box. There are also N x N x N grid cells in each level-2 box. Thus, the
level-2 boxes have a higher grid resolution which is about two times finer than the level-1 boxes.
This grid refinement process continues automatically until the details of the complex flow can be
captured, and thus the grid independence is achieved. The mesh details used in the simulation
can be found in Figure 17. There are five levels of cubic Cartesian grid boxes as numbered in
Figure 17, and each grid box contains 20 x 20 x 20 grid cells. All in all, a total of 1.2224 x 10® grid
cells, with minimum gird cell size A;/D = 0.01, largest grid cell size A;/D = 0.16, were used to
discretize the computational domain. Different grid sizes are used to verify the grid independence
in a conventional study.
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Figure 17: Multi-level grids in the (x, z)—plane at y/D = 0. The level of boxes are illustrated
with the blue line arrows and numbers. Numbers 1 to 5 represent the coarsest boxes to the finest
grid cells.
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Table 1: Detailed mesh information.

Min. cell size A;/D  Max. cell size A;/D  Domain size (Ly x L, x L,/D) Number of grid cells

0.01 0.16 51.2x32x32 1.2224 x 108

In this project, because the flow oscillates, the maximum CFL number oscillates between 0.147
and 0.352. Since the maximum CFL number is less than 0.5, the time steps Atu/D = 0.002 and
minimum grid A;/D = 0.01 are acceptable for the MGLET solver.
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Figure 18: Time series of the maximum CFL criterion. (a) The CFL criterion from 0-40T (b) The
CFL criterion from 365T-400T.

5.2 Boundary conditions

The boundary conditions applied to the domain boundaries are one of the most critical parameters
for the solution of the numerical simulation, because boundary conditions link the simulation model
to its surroundings and define the inputs and outputs of the flows. There are two different inlet
and outlet boundary condition are tested in this numerical simulation. The details of the boundary
conditions for two cases are shown in Table 2.

Table 2: Two different boundary conditions tested in the domain.

Case Inlet Outlet  Step cylinder Top and bottom Front and back
A Fixed velocity Pressure No-slip Free slip Free slip
B Periodic Periodic No-slip Free slip Free slip

In case A, the flow is driven by velocity. Thus, the inlet has a fixed velocity condition and the
outlet is pressure outlet boundary condition. At the inlet, the velocity vector and its fixed value
are shown in Equation (42), where U, is equal to 1m/s. The pressure gradient is fixed to be zero
at the inlet which means that the pressure persists in value at the inlet. At the outlet the pressure
is given a fixed value, which means that the outlet should be far enough from the step cylinder to
prevent the flow near the outlet from the disturbed flow due to the presence of the step cylinder.
As a consequence, the domain and the distance between the step cylinder and outlet should be
large enough to eliminate the effects of the outlet boundary condition.
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In case B, the inlet and outlet are both set to be periodic boundary conditions. The periodic
boundary condition defines a cyclic situation of the flow across the boundary surface. For this
condition, two boundaries with same size and shape are treated as if they are physically connected
and thus, the flow exiting from one boundary then enters the other boundary. Mathematically
speaking, the flow across the two boundaries has same magnitude but with opposite signs. In case
B the flow is driven by pressure and how to achieve it is described as follow.

The oscillatory flow is considered to be incompressible, and the aiming fluid velocity is only in
x-direction. The fluid velocity is specified to be

(u, v, w) = (U, sin (?) 10,0) (42)

This study applies an oscillating pressure gradient is applied to the fluid in the computational
domain to force the flow to oscillate. The Navier-Stokes equation with this additional written as:
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Where the forcing term ¢; represents the force generated by the oscillating pressure gradient. Since
the aiming fluid velocity is defined in Equation (42), the additional forcing term can be written as:

27 27t
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Where §;,, is the Kronecker delta. According to Jiang [36], the effect of the forcing term can be
absorbed by the reformulated pressure

P=p+Dpy (45)
with
2 27t
Py = Uax% COS(%) (46)

By using the reformulation, Batchelor [37] found that the pressure gradient term can absorb the
forcing term while has no influence on the velocity field calculated from the Navier-Stokes equations.

The step cylinder has a no-slip condition which means that the velocities and the pressure gradients
are zero at the surface of the step cylinder and the boundaries of the step cylinder are treated as
walls. The free slip conditions are applied to the rest of boundaries: top, bottom, front and back
boundaries. In this case, the normal velocity components are fixed to be zero and the tangential
velocity components have zero gradients. Physically it means that flow do not go trough these but
move along these boundaries. However, the free slip condition requires that the boundaries should
be far away from the cylinders, especially the region where the flow structures are sensitive to the
velocities.

The Figure 19 Figure 20 show the Comparison between theoretical and simulative fluid velocity u
at two corner points on inlet and outlet in case A and case B, respectively. In case A, the setting
of velocity inlet and fixed pressure outlet achieves a fine match between theoretical and simulative
fluid velocity w. On the other hand, in case B, the periodic boundary condition at the inlet and the
outlet can lead to a very small phase difference between theoretical and simulative fluid velocity
u. Although this setting of periodic boundary condition at the inlet and the outlet cloud cause
unwanted errors, because this phase difference in velocity u are relatively small, it can still give
good simulation results as shown in the next section. However, to reduce simulation errors, the
boundary conditions in case A are used for final numerical simulation of the oscillatory flow around
a step circular cylinder.
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Figure 19: Comparison between theoretical and simulative fluid velocity w at two corner points
on inlet(black solid line) and outlet(red dash line) in case A. The theoretical sinusoidal velocity u
is illustrated by green dash line. (a) shows one peak of the velocity u and (b) shows zoomed in
velocity u at the peak
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Figure 20: Comparison between theoretical and simulative fluid velocity uw at two corner points
on inlet(black solid line) and outlet(red dash line) in case B. The theoretical sinusoidal velocity u
is illustrated by green dash line. (a) shows one peak of the velocity u and (b) shows zoomed in
velocity u at the peak

5.3 Validity of the numerical code MGLET

Unlike commonly used CFD software packages such as OpenFOAM, although MGLET has been
used for excellent performance on high-performance computing system, its validity for present
numerical simulations still need to be assessed. Thus, a numerical investigation of oscillatory flow
around a circular cylinder in regime B is carried out.

The coordinate system, the geometry of the computational domain, and the oscillatory flow direc-
tion are similar to the final simulation (shown in Figure 16), but with different dimensions. The
details of domain size and flow property are shown in Table 3. The two vertical side boundaries
in (x,z)-plane use the free-slip conditions (v = 0,0u/dy = dw/dy = 0) while periodic conditions
are used at the other four boundaries (inlet, outlet, top and bottom). The cylinder surfaces are
regraded as no-slip and impermeable walls.
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Table 3: Domain information and flow property.

KC p U, T D Domainsize (Ly x Lyx L,/)D
2 200 1 2 1 41.6x20.8%x4.16

5.3.1 Validation of C'p and C),

Table 4: A collection of relevant studies of the case KC = 2,5 = 200.

Study Domain size in cross-section plane  L,/D  Cp Cum
Bearman [38] - - 1.7 2.15
Justesen [39] - - 1 2.15
Zhang and Dalton [13] - 2.25 1.36  2.05
An [14] 40D x 20D 4 1.32 2.23
Rashid [40] 30D x 10D 3and4 0.868 2.14
Justesen [41] 40D x 20D 4 0.949 2.08
Yang [42] 40D x 20D 4 1.418 2.15
Validation 40D x 20D 4 1.369 2.12

For oscillating flows, results can be validated by comparing Morison’s force coefficients with ex-
isting results (Jiang [36]). The Cp and Cj;, obtained by curve-fitting of Morison’s equation
(Equation (24)), are used as criteria to conduct an investigation into the validation of the simu-
lation. The results in Table 4 show that C'; from the present work and all these studies are in a
small range close to 2.15, while the C'p varies with each case. The lowest value of Cp 0.868 was
found by Rashid [40] which is almost twice smaller than the largest Cp 1.7 obtained by Bearman
[38] in his experiment. This widely spread Cp are commonly found in similar studies, and Jiang
[36] explained the reason for such sensitivity of C'p in his study. Jang found that the wide Cp
range is most likely due to the different fitting algorithms used in different studies, especially for
KC = 2. At KC = 2, the drag force only has a small weight in total inline force. As a result,
the Cp is sensitive to inaccuracies and can not serve as a reliable validation parameter. On the
other hand, due to the large weights in inline force, C); is not sensitive to such inaccuracies and
can be used as a reliable validation criterion. One thing worth noting: among these studies shown
in Table 4, only Bearman [38] obtained Cp and Cjps by conducting experiments, while the other
studies are all based on numerical simulations. Compared to experimental results, the numerical
simulations tend to under-predict Cp, and this phenomenon was also found by Justesen [39].

5.3.2 Validation of Honji vortices

Since Honji [6] first observed spanwise mushroom-shaped structures caused by the three-dimensional
instability in flows. Many experiments and numerical simulations of the Honji vortices have been
done by researchers. These studies on Honji instability provide us with enough information to
conduct validations of our numerical model.

Figure 21 shows the evolution of velocity w for our simulation with KC = 2,8 = 200. The
simulation takes 320 flow periods, and the flow development can be divided into three phases. In the
first phase, the transition of two-dimensional flow to three-dimensional flow is complete instantly,
but the evenly distributed Honji vortices do not appear. Then, with the further development of the
flow, eight equally distributed vortex pairs form in the spanwise direction in phase two. However,
the vortex pairs in phase two are not stable, and they tend to interact with each other. As a result,
two vortex pairs merge with their neighboring vortex pairs, and then, at the end of this phase, only
six evenly distributed vortex pairs are left. This merging of vortices are not observed by Jiang [36],
but found by An [14](shown in Figure 22). In his study, Jiang [36] found the Honji vortices in the
flow with KC = 2,8 = 200 are on the edge of instability. Therefore, differences in NS solver and
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simulation set-ups may cause different results. The Honji vortices in phase three are stable, but
the vortex pairs change their positions in the spanwise direction as time goes by. This re-arranged
phenomenon is shown clearly in Figure 23 - Figure 24.
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Figure 21: Temporal and spatial evolution of the spanwise velocity component w. (a) shows w
along the line /D = 0, y/D = 0.52 and (b) shows w along the /D =0, y/D = —0.52.
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Figure 22: Temporal and spatial evolution of the axial velocity component w. (a) and (b) are
reprinted from Jiang [36] and (c) is reprinted from An [14].

The vorticity isosurfaces around the cylinder are illustrated in Figure 23 - Figure 25. Each pair of
rotating vortices represent the stable Honji vortices. For components w = +1, Yang [42] found two-
layered vortex pairs in his study (shown in Figure 26). The rib-like top-layer are also presented by
An [14] (shwon in Figure 25 (a)) and our simulation results((a) in Figure 23 and Figure 24), while
the bottom layer attached to the cylinder only appear observed by Yang [42]. In the initial phase
3(shown in Figure 21), the vortex pairs are symmetrically placed at the two sides of the cylinder.
As mentioned before, the vortex pairs are re-arranged as time goes by. In this re-arranged process,
the vortex pairs on the two sides of the cylinder move in the opposite direction. At the end of the
re-arranged process, the vortex pairs become staggered at two dies of the cylinder.
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Figure 23: Vorticity isosurfaces around the cylinder when KC' = 2, 8 = 200 and at time ¢/7T" = 120.
(a-c) are the components w, = £1, w, = £1 and w, = %1 respectively.
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Figure 24: Vorticity isosurfaces around the cylinder when KC = 2, 8 = 200 and at time ¢/T" = 220.
(a-c) are the components w, = £1, w, = +1 and w, = 1 respectively.
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Figure 25: Vorticity isosurfaces around the cylinder when KC = 2, 8 = 200 and at time t/T = 220.
(a-c) are the components w, = £1, w, = £1 and w, = %1 respectively. Reprinted from An [14].

Figure 26: Vorticity isosurfaces of x component(w, = +1) around the cylinder when KC' = 2,5 =
200 and at time t/T = 220. Reprinted from Yang [42].
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Figure 27: The crosssection of the Honji vortices in (y,z)-plane at /D = 0. Reprinted from Jiang
[36).
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Figure 28: Streamwise vorticity distribution in the (y,z)-plane at /D = 0.(a) t = 240, (b) ¢t = 440.

Finally, it is worth noting the spacing A between vortices. The A\ may vary with studies even
though they have the same flow properties, domain size, and cylinder length. Yang [42] found five
vortex pairs while the present study and Jiang [36] both obtained six vortex pairs. The Sarpkaya
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[8] quantified the A\ over a range of 8 and he got an empirical relationship between 5 and A that
A\ ~ 22D3=3/5. However, the later study done by An [14] found the X is independent of 8 when
KC = 2.09 and he quantified the influence of KC number on A that A ~ 0.2D(KC)™/*. Our KC
is close to 2.09, so according to An’s estimation, our A\/D is about 0.673, which is six votex pairs
for cylinder length L, = 4D. This result is consistent with the present study.

5.4 Convergence test

In the process of CFD Modeling, simulation and analysis, the grid is an important role as the
numerical solver. The chose of the gridding methodology is not only critical for computation, but
also determine the spatial resolution of the flow field. Generally, the basic requirement of gird
generation is to capture the geometry and the details of the flow strictures, etc. As a consequence,
the grid should be fine enough to get accurate results. However, a very fine gird normally results
larger grid generation and computing time, and thus lead to increases in computational hardware
requirement. To solve this dilemma, the break-even point, in which the grid is fine enough to make
accurate predictions and the cost of time and computational resources is acceptable, should be
determined according to aims and requirements of each individual numerical simulation projects.
Thus, before conducting a full-scale production numerical simulation, it is necessary to perform
a gird convergence test. In present gird convergence test, three levels of grids: coarse(0.02D),
medium(0.016D) and fine(0.01D) are used. The results of the gird convergence study are shown
in Figure 29(c) and Figure 30(c). The maximum relative errors of the phase average velocity
u/U, between each girds occur around y/D = —0.5D, and the value of the relative error is 2.49%
between fine and medium grids and is 4.19% between fine and coarse grids. The reason that the
maximum relative errors appear around y/D = —0.5D is that the presence of the step induces
unwanted three-dimensionality to the larger cylinder, and thus results greater disturbance of the
phase average velocity u/U,.

As mentioned in boundary conditions section, if the non-physical boundaries are placed near to the
step cylinder, they can cause unwanted influences on the results and constitute a source of error
in the numerical simulation. However, due to constraints of computational time and power, the
computational domain cannot be infinitely large either. Thus, the compromise between accuracy
of solution and computational cost results the need for domain convergence test. In the domain
convergence test, the streamwise length L, and the transverse width L, varies from 19.2D to
51.2D and from 12.8D to 32D, respectively. The phase average velocity profiles of /U, and v/U,
illustrated in Figure 29(a) and Figure 30(a) shows that the domain with L, = 51.2D and L, = 32D
is suitable for the final numerical simulation.

The residuals of the governing equations should be reduced up to get theoretically vanishing to
achieve the time step convergence. If the time step is not small enough, it could lead to numerical
error that may affect the initial conditions for the next time step. Normally for explicit schemes
a large time step may cause instability and results an unacceptable CFL number. The implicit
schemes are generally unconditionally stable and the time step affects the accuracy. Three different
time step are tested in this project and they are Atu/D = 0.002 for smallest time step, Atu/D =
0.003 for medium time step and Atu/D = 0.004 for largest time step. The phase average velocity
profiles of u/U, and v/U, illustrated in Figure 29(b) and Figure 30(b) and the CFL number
illustrated in Figure 18 show that the smallest time step with value of Atu/D = 0.002 achieves
the time step convergence.

For a numerical simulation of a uniform circular cylinder placed in oscillatory flow, the top and
bottom boundaries can be set to periodic boundary condition. For case with periodic boundary
condition at the top and bottom boundary, due to the cyclic situation of the flow across the periodic
boundary surface, the length of uniform circular cylinder can be considered to be infinite long.
However, for a step cylinder, the flow features around the small cylinder near the top boundary
are different than those around the large cylinder close to the bottom boundary. As a result, the
periodic boundary condition can not be applied to the present numerical simulation, and thus the
length of small and large cylinder matters. As mentioned in domain convergence test, the length
of both small and large cylinder must be large enough enough to prevent the boundary effects from
the flow structures near the step. Three step cylinders with different length are tested in present
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study. The phase average velocity profiles of u/U, and v/U, shown in Figure 29(d) and Figure 30(d)
are similar to those in grid convergence test. The flow features below the step are also sensitive
to the length of the step cylinder. Although, closed to y/D = —0.5D, there is an relative error
2.34% between maximum phase average velocity u/U, of longest and medium-lengthed cylinder,
the solutions are well within the asymptotic range of convergence.

The Figure 29 and Figure 30 and Table 5 shows the results and the details of setting of convergence
tests. Although the black line has different names in sub figures, it represents the results of the
fine case listed in Table 5. The red dotted line in the sub figures to the medium case in different
convergence tests, and the blue dash line in the sub figures correspond to the coarse, small, large
and short case in grid, domain, time step and geometric convergence test, respectively.
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Figure 29: The phase average velocity u/U, at streamwise location /D = 0.6D, spanwise location
z/D = —6.2 calculated using properties listed in Table 5 and using parameter values KC = 2.8,
B = 80 with time range from ¢ = 3657 to ¢t = 4657". The sub figures (a), (b), (¢), (d) are results
of domain, time step, grid and geometry convergence tests, respectively. The phase angle for each
case is (a) # = 57.85°, (b) # = 101.83°, (c) € = 101.83°, (d) 6 = 57.85°.
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Figure 30: The phase average velocity v/U, at streamwise location /D = 0.6D, spanwise location
z/D = —6.2 calculated using properties listed in Table 5 and using parameter values KC = 2.8,
B = 80 with time range from ¢ = 3657 to t = 465T7. The sub figures (a), (b), (¢), (d) are results
of domain, time step, grid and geometry convergence tests, respectively. The phase angle for each
case is (a) § = 57.85°, (b) # = 101.83°, (c) € = 101.83°, (d) § = 57.85°.

Table 5: Details of convergence tests

Case  minsell (D) timestep (s) Lx (D) Ly (D) Lz (D) S (D) L (D)
Grid convergence test Fine 0.01 0.002 51.2 32 32 8 24
Medium 0.016 0.0032 51.2 32 32 8 24
Coarse 0.02 0.004 51.2 32 32 8 24
Domain convergence test Medium 0.01 0.002 38.4 19.2 32 8 24
Small 0.01 0.002 19.2 12.8 32 8 24
Time step convergence test Medium 0.01 0.003 51.2 32 32 8 24
Large 0.01 0.004 51.2 32 32 8 24
geometric convergence test Medium 0.01 0.002 51.2 32 25.6 5.12 2048
Short 0.01 0.002 51.2 32 19.2 24 16.8
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6 Results and discussion

The results presented in this chapter obtained from the simulation of oscillatory flow around a step
cylinder. As a summary, Table 6 shows the details of the simulations.

Table 6: Details of geometries and parameters

Large cylinder Small cylinder

Diameter of cylinder, D 1 0.5556
Length of cylinder, L/D 24 8
Keulegan—Carpenter number (KC) 2.8 5.04
Stokes number () 80 24.69
Reynolds number (Re) 224 124.44
Flow regime B A

The time steps Atu/D = 0.002 are used and the final simulation was run for 1250 oscillation
periods (3500s) of the large cylinder. The results of flow development illustrated in subsection 6.1
show two interrelated long-period phenomena: appearance and merging of Honji vortex. These
two long-period phenomena are described in subsection 6.2 and subsection 6.3, respectively.

6.1 Flow development at parameters KC = 2.8 and § = 80 for large
cylinder

One of the best way to evaluate the evolution of the flow in regime A and B is visualization of
the time history of the relative axial (spanwise) velocity. The spanwise velocity w/U, is monitored
along two probe lines which are parallel to the axis of the cylinder and close to the surface of the
step cylinder at /D = 0, y/D = 0.52, and z/D = 0, y/D = —0.52. Figure 31 shows both the
temporal and spatial evolution of the spanwise velocity w/U,. The colour shade illustrates the
value and direction of w/U, which is from -0.08 to 0.08. The region where three-dimensionality
occurs can also be observed by the colour shade structures.

The Figure 31 and Figure 32 shows that, according to the variation of the spanwise velocity, the
flow near the step cylinder appears different patterns in up, interface and bottom zone. In the up
zone where 1 < z/D < 8, the flow are slightly affected by the three-dimensionality caused by the
presence of the step. There are no complex three-dimensional dynamics in this up zone and the
flow remains two-dimensional. All in all, the flow in the up zone has the same pattern as it has in
the regime A of the case of oscillatory flow around a uniform cylinder.

It is clear that there is great variation of the spanwise velocity w/U, in the interface zone around
—1 < z/D < 0.9. The interface zone shown in Figure 32 is separated into three parts I, IT and
IIT by lines perpendicular to the axis of the cylinders at z/D = 0.3 and at z/D = 0. In the
part I, the spanwise velocity w/U, reaches its maximum value 0.08 with upward direction every
2.8s. The appearance of the maximum spanwise velocity means that the flow has strongest three-
dimensionality in part I. However, outside the part I those upward three-dimensional dynamics
dissipate fast and cause slight effects on the flow in up zone. The part II 0 < z/D < 0.3 is where
the most intense variation of the spanwise velocity happens. Within 0.7s, the value of spanwise
velocity w/U, decreased from the maximum to zero, and then increases again to the maximum,
but in the opposite direction. Such great variation of the spanwise velocity occurs every 1.4s,
which is equal to half the oscillation period of the flow. The part III is the largest part of the three
parts. In this part the spanwise velocity w/U, reaches its maximum value every 2.8s as in part L.
However, unlike it in part I, the three-dimensionality is stronger in part III and tends to affects
the flow patterns in downward zone.
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Figure 31: Temporal and spatial evolution of the spanwise velocity component w/U,,.(a) shows
w/Uy, along the line /D =0, y/D = 0.52 and (b) shows w along the /D =0, y/D = —0.52.
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Figure 32: Zoomed-in temporal and spatial evolution of the spanwise velocity component w/U,,
along the line /D =0, y/D = 0.52.

Although having different flow parameters KC and §, the flow in the bottom zone (—24 < z/D <
—1) has similar patterns to those mentioned in the previous subsection 5.3.2 such as the evenly
distributed Honji vortex pairs and the merging process of Honji vortex. However, the development
and the phase of the flow structures are great different from those in the oscillatory flow around an
uniform cylinder with parameters KC = 2 and § = 200. At the start of the simulation, the flow
in bottom zone does not remain two-dimensional. The three-dimensionality appears in the flow
at the beginning of oscillation of flow and after around 50 periods of oscillation the colour shade
stripes along the cylinder span show that the three-dimensionality is evenly distributed spanwise.
This uniformly distributed three-dimensionality is called Honji vortex pair. Unlike the stable Honji
vortices mentioned in 5.3.2, the number of main Honji vortex pairs changes in present case. At
the first time when evenly distributed Honji vortex pairs appear, there are 20.5 Honji vortex pairs
shown in Figure 31 (a) and (b). As the time goes by, a new Honji vortex appears at the top of
the bottom zone at negative side of y direction shown in Figure 31 (b) and 200s later another new
Honji vortex appears at the positive side of y direction, at that time there are 21.5 Honji vortex
pairs distributed at both sides of the step cylinder. The Honji vortex pairs at up parts of the
bottom zone keep shifting their position downward and squeeze other vortex pairs below them.
Then the first merging of two neighbouring vortices is observed around z/D = —5 at both sides of
the step cylinder. After about 300s since the first merging of Honji vortex, near the step, a new
Honji vortex pair appears at positive y side and then apears at negative y side, and then second
merging process occurs. As the time goes by, this kind of long period phenomenon of appearance
and merging process keeps happen and the happening time of these processes are listed in Table 7.
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Table 7: Oscillatory period number of occurrence of appearance and merging of Honji vortex

Appearance at y/D = 0.52 Appearance at y/D = —0.52 Merging

First time, t/T 270 75 255
Second time, t/T 600 405 735
Third time, t/T 940 825 945
Fourth time, t/T 1160 1060 1100

6.2 Appearance process of Honji vortex

The Figure 33 to Figure 37 show the first appearance process of Honji vortex at positive y side,
starting around ¢/T = 270. At the beginning of the appearance process, near the step at positive
y side of the step cylinder, there is no Honji vortex pair, but only a vorticity isosurface with value
wy = —0.1 indicates the presence of a newly generated weak vortex. After about 17 periods, the
appearance of another vorticity isosurface with value w, = 0.1 shows that a new weak vortex with
opposite rotating direction forms above the previous vortex. Although those two newly generated
vortices have similar strength and opposite rotating direction, they are not a Honji vortex pair.
In fact, in this two newly generated vortices, the lower vortex is actually in pair with the already
existing vortex below. As the time goes by, those two newly generated vortices becomes stronger
and stronger and keeps pushing other vortices downward. It should be noticed that at the negative
y side of the step cylinder, even though there is no appearance of the vortex, the existing vortex
pairs still continue to move downward.

Figure 33: Vorticity isosurfaces w, = £0.1 around the cylinder at time ¢ = 760.06s, in the range
-3<z/D <.
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Figure 34: Vorticity isosurfaces w, = £0.1 around the cylinder at time ¢ = 807.66s, in the range
-3<z/D <0.

Figure 35: Vorticity isosurfaces w, = £0.1 around the cylinder at time ¢ = 838.46s, in the range
-3<z/D <.
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Figure 36: Vorticity isosurfaces w, = £0.1 around the cylinder at time ¢ = 857.71s, in the range
—-3<z/D <.

Figure 37: Vorticity isosurfaces w, = £0.1 around the cylinder at time ¢ = 919.66s, in the range
-3<z/D <0.

6.3 Merging process of Honji vortex

The Figure 38 to Figure 44 show the first merging process of existing Honji vortex. Unlike the
appearance process of Honji vortex only happening at one side of the step cylinder, the merging of
Honji vortex occurs at the both sides of the step cylinder at the same time. The vortices involved
in the merging process in the range —5.5 < z/D < —3.8 are denoted by V1 to V6. At the negative
y side, V1 and V2 is a pair of Honji vortex and V3 and V4 is a pair of Honji vortex. At the positive
y side, V5 and V6 is a pair of Honji vortex. At the beginning of merging process, the strength of
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V2, V3, V5 and V6 are all decrease, but the strength of V2 and V'3 reduces faster. As the time
goes by, in the negative y side, the V2 and V'3 become smaller and smaller, while the other vortex
in their pairs V1 and V4 are becoming larger and larger. In the other side of the step cylinder, the
pair Honji vortex V5 and V6 is getting smaller and smaller, while the vortices in the other pairs
above V5 and below V6 are also become smaller and smaller. As the merging process continues, in
the positive y side, V2 and V'3 are completely cancelled by each other, and the remaining vortices
V1 and V4 form a new pair of Honji vortex. The V5 and V6 in the positive y side also disappears,
but the reason that why they disappears can not be told from the Figure 38 to Figure 44. V5 and
V6 may be cancelled by the vortices with opposite rotating directions in above and below vortex
pairs, or they may be cancelled by each other.

Figure 38: Vorticity isosurfaces w, = 40.1 around the cylinder at time ¢t = 776.51s, in the range
—-7<z/D < -3.
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Figure 39: Vorticity isosurfaces w, = £0.1 around the cylinder at time ¢ = 787.71s, in the range
—-7<z/D < -3.

Figure 40: Vorticity isosurfaces w, = 40.1 around the cylinder at time ¢ = 790.51s, in the range
—-7<z/D < -3.
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Figure 41: Vorticity isosurfaces w, = £0.1 around the cylinder at time ¢ = 798.91s, in the range
—-7<z/D < -3.

Figure 42: Vorticity isosurfaces w, = 40.1 around the cylinder at time ¢t = 807.66s, in the range
—-7<z/D < -3.
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Figure 43: Vorticity isosurfaces w, = £0.1 around the cylinder at time ¢ = 821.66s, in the range
—-7<z/D < -3.

Figure 44: Vorticity isosurfaces w, = £0.1 around the cylinder at time ¢ = 832.51s, in the range
—-7<z/D < -3.
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7 Discussion

The results of the simulation focus on showing the effect of the three-dimensional effect on the
flow around the small cylinder and the large cylinder. The fluid structure after the step cylinder
can be divided into three zones(up zone, interface zone and bottom zone) regarding to its position
along the axis. This is similar to the S-cell, N-cell and L-cell in indirect mode defined by Dunn
[19]. However, unlike indirect mode, there are no vortices moving away from the small and large
cylinders. This is because by adjusting the diameter ratio, KC number and (3, the flow around the
small cylinder is set to regime A and the flow around the large cylinder is set to regime B.

In regime A, vortices are formed at the end of a half oscillatory period, but they do not survive
in to the next half oscillatory period, and thus no vortices shade away from the small cylinder.
Since there are no vortices, the flow behind the small cylinder remain two-dimensional which is
the same as the results obtained in simulation shown in Figure 31 and Figure 32. In addition,
the results show that the three-dimensional effect due to the presence of the step does not have a
significant effect on the regime A flow behind the small cylinder. The three-dimensional effect due
to the discontinuity influences the flow only in 0.9 diameter upward. The reason why step cause
less effect on the flow behind small cylinder, can be explained by the pressure difference between
the large and small cylinders. The pressure of the small cylinder is larger than the large cylinder,
and this difference makes the small cylinder wake extend downward and offsets the impact of the
step. On the other hand, this downwash caused by the pressure difference enhances the downward
three-dimensional effect (due to the step) on the flow behind the large cylinder and make the Honji
vortex in regime B less stable.

Unlike its slight effect on the flow behind the small cylinder, the three-dimensionality has great
impact on the flow below the step and make the three-dimensional dynamics in regime B more
complex. Figure 31 shows that in present simulation, the flow in regime B transform from two-
dimensional flow to three-dimensional flow instantly. Although it can be found from the simulation
results that the appearance of the step and the downwash from small cylinder has a strong three-
dimensional effect to the flow behind the large cylinder, it’s hard to tell what really caused this
instantaneous transition from two to three dimensional. In their study, Zhang [43] shows that
the flow with parameters KC' = 2.6 and 8 = 196 has much strong three-dimensional motion and
the transition from two-dimensional flow to three-dimensional flow only take about ten cycles of
calculation. Thus, a larger KC number(KC = 2.8) could result the great thee-dimensionality in
the flow in regime B. In addition to the effects of the step and the large KC' value, the numerical
code MGLET itself used in the simulation may also cause this instantaneous transition from two
to three dimensional. Figure 21 shows that even with same flow parameters KC = 2 and 8 = 200,
compared to the results form Jiang [36] and An [14], the numerical simulation results obtained by
using MGLET lose the two to thee-dimensional transition. In summary, it is hard to determine
what causes this very strong initial three-dimensional effect based on present results of numerical
simulation.

Another thing worth discussing is the appearance process of Honji vortex. Although the process
of Honji vortex generation has been described by many previous studies abased on experiments
(Sarpkaya [8],Honji [6]) and numerical simulations (An [14],Yang [42]), the cause of Honji vortex
generation in the present study is different from them and is found for the first time. In these
previous studies, the described generation process of Honji vortex is about the emergence of Honji
vortex pairs along whole uniform cylinder or the appearance of a pair of Honji vortex near the area
where merging process occurred. This present thesis describes the generation of new Honji vortex
pair due to the presence of the step. Unlike other studies where the Honji vortex appear in pairs, it
can be obtained from the Figure 31 that in present simulation not all Honji vortexes are paired in
the development of the flow structure. In present study a total of 20.5 or 21.5 pairs of Honji vortex
are distributed along the axis of the large cylinder. It can be found from Figure 33 to Figure 37
that the Honji vortex within one to two diameter lengths below the step lost its companions. This
absence of Honji vortex is most likely related to the three-dimensional effect due to the presence
of step. As mentioned in previous chapter, the Honji instability is an onset three-dimensional
instability, and thus it could be easily affected by the strong three-dimensionality near the step
and finally lose it’s unstable structure. The lose of counter-rotating vortex makes the remaining
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Honji vortex stronger but unstable. Thus this remaining unstable Honji vortex tends to move away
from the step which increases the spacing between step and leave the enough space for generation
of new vortices. As the remaining vortex becomes stronger and stronger, it rolls up the boundary
to form a new counter-rotating vortex. However, at the same time, another vortex with the same
rotating direction as the remaining unstable vortex appears under the step. As a result, those two
newly generated Honji vortices do not stabilize the rest Honji vortices, and thus the flow structures
are still unstable and continue cause the generation of new Honji vortices below the step.

As these newly generated Honji vortices become stronger and stronger, they push other Honji
vortex pairs downward, and the merging process of Honji vortex occurs when the distance between
these Honji vortices is small. The results from Figure 38 to Figure 44 show the merging process
of Honji vortex on both side of the step cylinder. It is obvious that the merging processes are
different at the each side of the step cylinder. On the negative y side, two neighbouring Honji
vortex pairs merge together. In his study, An [14] describes this merging process in detail. As the
two neighbouring Honji vortex pairs move toward each other, the positive part V2 of the upper
vortex pair and the negative part V3 of the lower vortex pair effectively cancel each other. As the
time goes by, V2 and V3 finally destroy each other completely, and the remaining negative part
V1 and the positive part V4 gather together and form a new Honji vortex pair. However, on the
other side of the step cylinder, the Honji vortex pair formed by V5 and V6 disappears rather than
merge to their neighbouring vortex pairs. The reason why that this can not be clearly defined
as a merging process is because if the merging process happens, V5 and V6 are supposed to be
cancelled with the vortices in their neighbouring vortex pairs, and these three vortex pairs should
merge together and form only one new vortex pair, like what happens in merging process in the
other side of the step cylinder. As for why this phenomenon occurs, the results of the simulation
do not provide a clear answer. The hypothesis is that it is because this disappeared Honji vortex
pair is simultaneously squeezed by the upper and lower neighboring Honji vortex pairs. The V5
and V6 are not only cancelled by neighboring vortices, but the decrease spacing limits the rolling
up of the boundary, and thus the development of Honji vortex pair with V5 and V6 is suppressed.
As a result, because the cancellation and the suppression occurs simultaneously, the vortices in the
neighboring Honji vortex pairs are not destroyed completely by the disappeared Honji vortex pair.
However, it should be noted, that this is only a hypothesis. In the future more detailed simulations
need to be done to discover the real cause of this phenomenon.
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8 Conclusion

This thesis focuses on the oscillatory flow around a step cylinder. In this simulation, by adjusting
the values diameter ratio to 1.8, KC number to 2.8, and /3 to 80, the flow around the small cylinder
is set in regime A, while the flow around the large cylinder is set in regime B. According to the
results of this study, the following conclusions can be made:

e The three-dimensionality resulted by the presence of the step slightly affects the flow patterns
behind the small cylinder, while it has a great impacts on the flow around the large cylinder.
The flow behind small cylinder remains its two-dimensional features like it has in regime
A around a uniform cylinder. The three-dimensionality near the step lead to instability in
Honji vortices around the step cylinder in regime B and finally induce two kinds of long-term
phenomenons: appearance and merging of Honji vortex pair.

e The cause of Honji vortex generation in the present study is instability in Honji vortics due to
the lack of half vortex pair. In present study a total of 20.5 or 21.5 pairs of Honji vortex are
distributed along the axis of the large cylinder. The lose of counter-rotating vortex makes the
remaining Honji vortex stronger but unstable. As time goes by, the newly generated Vortices
appear in a pair. One part of the newly generated vortex pair and the unstable Honji vortex
form a new pair, but the other vortex of the newly generated vortex pair are left alone, and
thus the instability in Honji vortics continues.

e The merging process of the Honji vortex shows different features in negative and positive
y side of the step cylinder. On the negative side, as two neighbouring Honji vortex pairs
move toward each other, the negative part of upper pair and the positive part of lower pair
cancelled each other completely and the two remaining vortices form a new vortex pair. On
the positive side, as the upper and lower vortex pairs keep squeezing the middle vortex pair.
The middle vortex pair finally disappear due to the cancellation and suppression effect.

Although the results of this simulation can provide people with basic understanding such as the
effect of step, Honji vortex generation and merging, the information provided by the preset results
is still limited. Thus, some further work is recommended as follow:

e Do the same simulation with another numerical solver. The results obtained from the
numerical code MGLET tends to eliminate the initial two-dimensional dynamics in regimes
B. This makes it difficult to determine what led to the great three-dimensionality at the very
beginning of the simulation. So, it is very necessary to go through the whole simulation again
with another numerical solver.

e Do the simulation again with same flow parameters but with a dual step cylinder.
Half of a Honji vortex pair disappears due to the three-dimensionality caused by the presence
of the step. This lost vortex lead to instability of the rest Honji vortex pairs. Thus, it is
interesting to reduce another half of a Honji vortex pair by using dual step cylinder and
investigate how it affects the flow pattern.

e Conduct more detailed investigation of the present results. In this thesis, the results
of the numerical simulation are presented by temporal and spatial evolution of the spanwise
velocity component and vorticity isosurfaces. They can provide people with some useful in-
formation, but other visualization such as contours and streamlines can provide more detailed
information of the flow development.
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