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Abstract

Since the emergence of SARS-CoV-2 in the latter part of 2019 in China, the virus has
spread worldwide. The pandemic has so far claimed more than 6 million lives, and ap-
proximately 540 million cases are reported globally. Computational models offer useful
tools for obtaining an understanding of the epidemiological mechanisms affecting the vi-
ral transmission. Such knowledge is essential for mitigating the spread of the virus and
limiting its profound consequences.

This master’s thesis presents a modelling framework for simulating the spread of
SARS-CoV-2 in a hospital setting. The model is agent-based and the behaviour of the
agents are governed by either an empirical contact network or a simulated contact network.
Simulated networks are generated based on the properties of an empirical close-proximity
interaction network obtained from a geriatric hospital ward. The epidemiological model
is an extension of the COVID-19 model developed at NTNU during the spring of 2020.
The structure and logic of the model is adapted to simulate the spread of SARS-CoV-2 on
an inter-individual contact network in a hospital setting. A motivation for the project was
to generate a hospital module that can be incorporated into the larger societal modelling
framework to increase the granularity.

The results show that the simulated networks capture the most important network prop-
erties affecting virus spread, despite the lack of heterogeneity in the node degrees com-
pared to the empirical network. Simulations were run with several different parameter
values to evaluate the effect of pathogen characteristics and network structure on spread-
ing dynamics. The epidemiological analysis demonstrates that the computed reproduction
number and the responses to intervention measures are highly dependent on the selected
input.

Since most of the parameters in the model are tunable, a wide range of epidemio-
logical analysis is possible. This project therefore lays a foundation for further analysis
of spreading dynamics and evaluation of non-pharmaceutical interventions in a hospital
setting.




Sammendrag

Siden det fgrste utbruddet av SARS-CoV-2 i Kina i slutten 2019 har viruset spredt seg til
alle deler av verden. Sa langt har omkring 540 millioner tilfeller blitt rapportert og over 6
millioner liv har gatt tapt som fglge av pandemien. Datamodellering er et nyttig verktgy
for a forsta spredningsmekanismene til viruset. Slik kunnskap er viktig for & kunne sla ned
smitten og begrense konsekvensene av pandemien.

Denne masteroppgaven presenterer et rammeverk for & modellere spredning av SARS-
CoV-2 pa sykehus. Modellen er agentbasert og smittespredningen simuleres enten pa et
empirisk kontaktnettverk eller et konstruert kontaktnettverk. Simulerte nettverk er gener-
ert basert pa observerte kontaktmgnstre i et empirisk nettverk hentet fra en geriatrisk
sykehusavdeling. Den epidemiologiske modellen er en utvidelse av COVID-19 modellen
utviklet ved NTNU véren 2020. Strukturen og logikken i NTNU modellen har blitt tilpas-
set for & kunne simulere smittespredning over mellommenneskelige kontaktnettverk pa et
sykehus. Motivasjonen for prosjektet var & generere en sykehusmodul som kan inkorpor-
eres i en stgrre samfunnsmodell for & gke detaljnivaet i smittesimuleringene.

Resultatene viser at de viktigste egenskapene til det empiriske nettverket nar det gjelder
smittespredning har blitt reprodusert, til tross for at antallet kontkater per node er mer ho-
mogent i de simulerte nettverkene. Smitte har blitt modellert med ulike parameterverdier
for a evaluere effekten av nettverkstopologi og virusegenskaper pa spredning. De epidemi-
ologiske analysene viser at reproduksjonstallet og effekten av & implementere tiltak varier
for ulike parameterverdier.

Modellen kan brukes til & utfgre en rekke epidemiologiske analyser, ettersom de fleste
parmeterne kan justeres. Dette prosjektet legger derfor et grunnlag for videre undersgkelse
av spredningsmekanismene til ulike patogener og evaluering av tiltak som kan imple-
menteres for a s1a ned smitten.
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Chapter

Introduction

The COVID-19 pandemic, which has ravaged the world for the past two years, has had
devastating consequences [1]. The pandemic has claimed millions of lives and caused
disastrous societal and economic damage. Non-pharmaceutical control measures have
been implemented worldwide to reduce the transmission of SARS-CoV-2. Examples are
lockdowns, social distancing, isolation of infected individuals and closure of schools and
workplaces [2, 3]. As of June 2022, a number of COVID-19 vaccines are approved and
according to the WHO, almost 12 billion vaccine doses have been administered globally
[4]. The increasing immunity in the population and the emergence of less severe variants
will arguably cause the pandemic to end or to at least transition into a new phase [1, 5]. The
question of how SARS-CoV-2 will affect the world in the future is, however, uncertain.

Infectious diseases have been prevalent in humans for a long time, and in extreme
cases they spread to extended geographical areas. Many infectious diseases causing pan-
demics originate from zoonotic pathogens, meaning they are transmitted between species
e.g. from animals to humans [6]. Smallpox, malaria and measles are examples of emerg-
ing zoonotic diseases with fatal outcomes [7]. The emergence of infectious diseases with
pandemic potential are still considered a major global threat due to the profound societal
consequences they result in [8]. Throughout history, several pandemics have afflicted hu-
mankind. For instance, infections caused by the flea-born bacteria Yersinia pestis has lead
to the plague of Justinian and the Black Death. As many as 100 million people are esti-
mated to have been killed by the Justinian plague, while 200 million were killed by the
Black Death. Nowadays, the influenza A viruses are responsible for seasonal epidemics
all across the world, due to mutations in the structural proteins which are major targets
for neutralising antibodies. Influenza claims approximately 500 thousand lives annually
[6]. Strains of the influenza A viruses have also caused pandemics in the past, such as the
Spanish flu in 1918 and and the Swine flu in 2009, which are both caused by an HIN1
virus [9]. The increased globalisation in recent times has made it more difficult to con-
tain outbreaks of infectious diseases as the world population becomes more interconnected
[10]. To prevent the loss of many human lives in future pandemics, non-pharmaceutical
interventions (NPIs) must be in place to control the infection in the absence of effective
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Chapter 1. Introduction

treatments, such as vaccines [6]. Since NPIs are costly, it is important to identify which
ones are the most cost efficient.

Pathogens causing pandemics are often transmitted via droplets during close-proximity
interactions, which is the case for coronaviruses and influenza viruses. Other pathogens
may be airborne or vector-borne, such as the Yersinia pestis which is transmitted through
fleas [11]. Since infections are transmitted from one individual to another, networks de-
scribing inter-individual contacts are important for understanding the dynamics of human
disease spread [12]. Such knowledge can facilitate the development of appropriate mitiga-
tion strategies.

Computational modelling can be used to simulate the spread of pathogens on contact
networks describing complex systems. Although models are only simplified representa-
tions of the real world, they can provide valuable insight into the underlying spreading
mechanisms. The spreading dynamics in a hospital are of particular interest because in-
dividuals with underlying medical conditions are often the most vulnerable to infectious
diseases. In addition, control measures such as social distancing cannot be implemented at
a hospital, as close-proximity interactions are a necessity for providing patient treatment.
Identifying effective intervention measures suitable for a hospital setting is therefore im-
portant to reduce the transmission and prevent deaths.

The aim of this project is to simulate a hospital ward contact network and to
adapt and extend the modelling framework developed at NTNU during the spring of
2020 to model the spread of SARS-CoV-2 in a hospital setting.

To achieve this aim, three main objectives have been identified. The first objective
is to extract the contact patterns of an empirical hospital ward interaction network. This
will be used as the basis for building a network model generating simulated contact net-
works which mirror the empirical network properties. The second objective is to build an
epidemiological model for simulating disease spread in a hospital, based on the existing
NTNU agent-based model. The third objective is to assess how well the simulated network
performs in reproducing the empirical network topology, and to investigate the effect of
different parameter values on the epidemiological simulations.




Chapter

Theory

This chapter describes relevant theory used throughout this project, and is divided into four
main parts: The first part describes theory related to Coronavirus Disease 2019, focusing
on transmission and the course of the disease. The second part provides an introduction
to network theory, while the third part presents the three primarily used epidemic models:
compartmental models, network models and agent-based models. Lastly, the empirical
data set used as a basis for the project is presented.

2.1 Coronavirus Disease 2019

In December 2019, a novel human coronavirus named Severe Acute Respiratory Syn-
drome Coronavirus 2 (SARS-CoV-2) was discovered in the city of Wuhan in China. The
disease caused by SARS-CoV-2 is called Coronavirus Disease 2019 (COVID-19) [13].
The global spread of the virus led the World Health Organisation (WHO) to declare a pan-
demic on 11 March 2020 [14]. As of 27 June 2022, 542 188 789 cases and 6 329 275
deaths have been reported globally [4]. Two highly pathogenic human coronaviruses have
emerged prior to SARS-CoV-2 within the past two decades; the Severe Acute Respiratory
Syndrome Coronavirus (SARS-CoV) and Middle East Respiratory Syndrome Coronavirus
(MERS-CoV), causing fatal outbreaks in 2003 and 2012, respectively [15].

The described coronaviruses are positive-sense single-stranded RNA viruses (+ssRNA)
that belong to the Betacoronavirus genus. SARS-CoV-2 shares 79% genome sequence
identity with SARS-CoV and 50% with MERS-CoV. The genome comprises 14 open
reading frames (ORFs). These encode nonstructural proteins that make up the replicase
complex, accessory proteins and the structural proteins; spike (S), envelope (E), membrane
(M) and nucleocapsid (N) [16, 17]. The spike protein mediates the entry into host cells by
binding to ACE2 (angiotensin-converting enzyme 2) receptors, and are the main target of
antibodies [18].
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2.1.1 Transmission

The transmission of SARS-CoV-2 occurs mainly trough the respiratory route. The main
recognised mode of transmission is through droplets, but aerosol transmission is also be-
lieved to be of significant importance [16, 19]. Infected people can transmit the virus
during activities such as expiration, coughing and sneezing that forms droplets or aerosols
contaminated with viral particles that are released into the air. Aerosols are smaller in size
than droplets, and according to the WHO, particles with a diameter less than 5 pare con-
sidered as aerosols [20]. Aerosols have the capacity of travelling further and lasting longer
in the air than droplets [19]. SARS-CoV-2 RNA has also been detected on surfaces and
studies have proven that the virus can persist for a sufficient amount of time for continued
transmission. Hence, contaminated surfaces, often found at common areas such as pub-
lic bathrooms and public transport, provide another route of SARS-CoV-2 transmission
[19, 21].

The transmission potential of a pathogen is often indicated by the basic reproduction
number, Ry, which is defined as the average number of secondary cases caused by an
individual infection when the entire populations is susceptible to infection. If Ry < 1,
the outbreak dies out, however if Ry > 1, the virus continues to spread [22]. An ac-
curate Ry can be very beneficial when implementing intervention measures, as it is an
epidemiological metric used to assess the contagiousness of a pathogen. Estimating R,
during a pandemic can however be challenging, as it describes the transmission potential
under no external control, which is usually not the case during a pandemic. Examples
of control measures that can affect the estimation of Ry are lockdowns, social distancing
and isolation of infected individuals [23]. R depends primarily on three parameters; how
long infected individuals are contagious, the probability of infection per contact between
a susceptible and an infectious individual and, lastly, the contact rate. Contact rates are in
turn dependent on social organisation and behaviour, which means the basic reproductive
number is not exclusively determined by the characteristics of the virus [24]. The general
estimates of Ry for COVID-19 vary. A systemic review and meta-analysis consisting of
23 studies found the mean estimated Ry to be 3.38, ranging from 1.90 to 6.49. A pooled
estimation based on these studies resulted in an R of 3.32, with a 95% confidence interval
(CI) ranging from 2.81 to 3.82 [25]. The Ry is however very dependent on the variants of
SARS-CoV-2, which differ greatly in contagiousness.

2.1.2 Course of Disease

The course of COVID-19 can include an incubation period, symptomatic infection and
the disease outcome; which can result in recovery, long-time illness or death. The clin-
ical presentation of COVID-19 varies from mild to severe. Elderly and individuals with
underlying health conditions, e.g. diabetes, lung disease and heart disease, are considered
high risk groups for severe COVID-19 [26]. The main symptoms of COVID-19 are fever,
couch, fatigue, expectoration and dyspnea [27].

The incubation period of a virus is defined as the duration from exposure to the virus
to the onset of symptoms [28]. The incubation time is a central epidemiological parameter
essential for applying appropriate public health measures, such as determining the optimal
duration of quarantine [29]. In the beginning of the COVID-19 pandemic the WHO pro-
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2.2 Network Theory

posed an incubation time ranging from O to 14 days [28]. When sufficient data became
available, several estimates have been made. A systemic review including 14 studies esti-
mated the pooled mean incubation period of COVID-19 to be 6.5, (95% CI: 5.9-7.1) days
[30], while a different meta-analysis of seven studies resulted in an estimated pooled mean
incubation period of 5.6 days (95% CI: 5.1-6.1) [29].

When attempting to mitigate the spread of an infectious disease, early recognition of
infection and interrupting routes of transmission are key points [31]. However, infected
individuals do not always experience symptoms. This is the case for COVID-19 where
asymptomatic and presymptomatic infections are believed to contribute to a significant
proportion of transmissions [32]. Asymptomatic refers to infectious individuals without
symptoms, while presymptomatic individuals are infectious before developing symptoms.
Investigating the epidemiological parameter called serial interval gives insight into the role
of presymptomatic infection. The serial interval refers to the time span between symptom
onset in the primary case and symptom onset in the secondary case [30]. If the serial in-
terval is shorter than the incubation time, the transmission of the virus has occurred during
the incubation period of the infector [32]. Asymptomatic and presymptomatic transmis-
sion makes it difficult to contain the pandemic, as these individuals are likely to behave as
normal and interact with other people.

The duration of symptomatic infection of COVID-19 varies between mild and severe
disease courses, and also for different age groups. A study in India from April 2020
performed by Barman et al., found the average recovery time of patients above 60 years
old to be 25 (95% CI: 17.22, 32.78) days and younger than 60 years to be 21 (95% CI:
12.82, 29.32) days. The wide confidence intervals show the heterogeneity in recovery
time. According to Raveendran et al., recovery from the acute COVID-19 infection occurs
within 7-10 days after symptom onset for mild infections, while for severe infections the
recovery time is 3-6 weeks. However, recent evidence shows that symptoms can persist
for weeks and months after the acute SARS-CoV-2 infection. This condition is commonly
referred to as long covid [34, 35].

COVID-19 has proven to be a fatal disease across the world, so a parameter for investi-
gating the severity of the disease is the case fatality rate (CFR). The CFR is the proportion
of confirmed cases resulting in deaths. A system review based on international databases
including 34 studies in the period from January to august 2020 estimated the CFR to be
2.67 (95% CI: 2.25, 3.13), with variations between the continents [36].

2.2 Network Theory

Many systems can be represented as networks or graphs. Examples include communica-
tion systems such as the World Wide Web, the telephone network, transportation infras-
tructure, biological systems and various social interaction structures [37, 38]. Network
analysis is therefore a useful method for analysing the topological structure of real-life
systems. The theory presented in this section is based on Network Science by Barabési
[39], unless otherwise is specified.

A network consists of a set nodes which are connected by edges (also called links).
The number of nodes, denoted N, represent the number of components in the system. The
nodes are labeled ¢« = 1,2,..., N. The total number of edges in the network is denoted

5



Chapter 2. Theory

L. The links of a network can either be directed or undirected, depending on whether
the interaction has a direction or not. An example of an undirected social network is the
friendship network on Facebook. A friendship is only established if both people agree on
connecting, thus the resulting network is undirected as the interactions are symmetrical.
Other social media platforms that have a *follow’ feature, such as Instagram and Twitter,
are examples of undirected networks. A link between two people does not require a mu-
tual agreement, hence the link is undirected [40]. In addition, we differentiate between
weighted and unweighted networks. In a weighted network the edges have a unique mag-
nitude, as opposed to an unweighted network where all edges have the same weight. The
world-wide airport network is an example of a weighted network where the edge weight
represents the number routes present between two airports [37]. Figure 2.2.1 illustrates
the differences between undirected, directed and weighted networks.

Figure 2.2.1: Three different networks with the same number of nodes (N = 5) and edges (L = 5).
Panel A shows an undirected network where the edges are symmetrical. A directed network is
presented in panel B with the arrows depicting the direction of the edges. In the weighted network
in panel C, the thickness of the edges are mapped according to their edge weight.

A network can be uniquely described in several ways. An example is storing the nodes
connected by an edge in a list: [(1,2), (1,3), (2, 3), (2,4)]. This list represents the network
in Figure 2.2.2. For mathematical purposes, a network is often represented as a matrix. The
edges of an unweighted network are binary; a link between two nodes is either present or
not. Such networks can be represented through an Nz N adjacency matrix A, where N

3

2

\
1 —

Figure 2.2.2: This network, consisting of four nodes and four edges, can be represented as a list of
edges as presented in the text.
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represents the number of nodes in the system [38]. Entry A;; in the adjacency matrix
describes the interaction between nodes ¢ and j, as shown in Equation 2.2.1. For undi-
rected, unweighted networks, element A;; is 1 if nodes ¢ and j are connected, and O if
not. For undirected networks, the adjacency matrix is symmetrical around the diagonal
because there are two entries for each link, hence A;; = Aj;. In a directed network on
the other hand, each entry in the adjacency matrix represents a unique contact, A;; # Aj;.
For weighted networks, the entry is equal to the weight of the interaction between 7 and j
instead of simply O or 1, 4;; = w;; [38].

A11 A12 N Alj
A21 A22 e A2j

=1 . . ) 2.2.1)
Ail A»L‘Q e Aij

2.2.1 Network Measures

This section provides an introduction to basic network measures used for network analysis.
The following network measures are described: degree, degree distributions, centrality
measures and degree correlations.

Degree

A key property of a node is its degree which describes the number of edges connected to
the node. The degree of node ¢ is denoted k;. The number of links, L, in an undirected
network is calculated by summing the node degrees and dividing by two, as each link is
counted twice when the links are undirected. In directed networks we distinguish between
the incoming degree and the outgoing degree. The incoming degree, k", represents the
number of links directed to node 4, while the outgoing degree, k¢“*, is the number of links
directed from 7 to other nodes. The total degree of a node in a directed network is given
by Equation 2.2.2.

ks = KO 4 ou (2.22)

For an undirected network, the node degree can be obtained directly from the adjacency
matrix by summing either the rows or the columns of the matrix (Equation 2.2.3), while
for directed networks the sum of the rows and the columns represents the incoming and
outgoing degrees, respectively (Equation 2.2.4).

ki=Y A=Y Aj (2.2.3)

j=1 i=1
) N
kin = ZAU’ feout = Z;.V:l Aj; (2.2.4)
j=1
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The equivalent to the node degree in weighted networks is called node strength, de-
noted s;. The strength of node ¢ is defined as the total weight of its edges [37], as shown
in Equation 2.2.5

N
si= Y wi (2.2.5)
j=1

Degree Distributions

As described previously, the degree of a node is the number of its neighbours in the net-
work. A central network property is therefore the average node degree, (k). One of the
most common statistics used in the analysis complex networks is the degree distribution
[41], which is an important characteristic of a network. The degree distribution, py, spec-
ifies the probability P of a selected node of having a degree k. The degree distribution is
often visualised as a normalised histogram where the number of k-degree nodes is plotted
against the degree. For larger networks it is more useful to plot the cumulative degree
distribution P(X > k). The shape of the degree distribution determines many network
phenomena, thus giving valuable insight into the network structure.

In network science, random network models are applied to reproduce the properties of
real networks. An example are the Erd6s-Rényi (ER) networks, which consist of N nodes
and each node pair is linked with a probability p. The degree distribution of ER networks
is binomial and when N is large, it is well approximated by the Poisson distribution given
by Equation 2.2.6.

k k
PE = e*<’“>% = (k) (2.2.6)

The Poisson distribution is the preferred p; for ER networks due to its analytical sim-
plicity and the fact that it is only dependent on the average degree (k), and not the number
of nodes N. In ER networks the degree distribution is narrow around (k), meaning that
most nodes have a comparable degree to the average. However, this is not true for most
real-world networks which portray a more heterogeneous organisation. The degree distri-
bution of real networks often form a straight line on a log-log plot, indicating that is is well
fitted by the power law distribution shown in Equation 2.2.7.

=k (2.2.7)

The main difference between the Poisson distribution and the power law distribution
is in the region of small and high k. In the power law distribution there is a large number
of small degree nodes as well as highly connected nodes, while for the Poisson distri-
bution there is an excess of nodes with their degree approximately equal to the average.
Systems following a power law degree distribution are called scale-free as they are not
dependent on the networks average degree, such as in random networks. An example of
this phenomena in the real world is social friendship networks; all individuals do not have
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the same amount of friends, some are more popular and interact with many others while
there also exists individuals with only a few friends. The highly connected individuals are
called hubs. Hubs are not present in random networks, while in scale-free networks the
size of the hubs increases polynomially with network size. A common explanation for the
emergence of a power law distribution is the edge formation mechanism called preferential
attachment. This mechanism assumes that the probability of a node receiving a new link
is proportional to the number of links it already has [42], i.e. in social networks newly
introduced individuals are more likely to connect with the already popular individuals. As
described, many network properties can be extracted from its degree distribution as it gives
valuable information about the underlying topology. In a disease spreading network for
instance, hubs may be of great importance as they can serve as super-spreaders if infected
with the pathogen.

Centrality Measures

Identifying central nodes in a network is essential in terms of e.g. disease spread. Since the
definition of centrality depends on its application, several measures have been proposed
[43]. A simple measure already described is the degree centrality which is defined by
its node degree. Hubs are central in terms of having many connections, but they may be
placed at the periphery of a network without any significant impact on the whole network.
Thus, the degree centrality measures the local influence of a node and is considered a local
centrality measure [43, 44].

Another measure of local centrality is the shortest path; the number of edges between
nodes ¢ and j in the shortest path connecting them. [43]. The distance between ¢ and j is
denoted d;;, and for undirected networks this distance is equal both ways, i.e. L;; = Lj;,
while for directed networks L;; # L,;. The average shortest path length of a node, (L;),
is defined by the average shortest path length to all neighbours, given by Equation 2.2.8.

1
(L;) = ¥ > Ly (2.2.8)

A node with a short average path length can be considered central as it is close to all
other nodes in the network [43]. This is captured by the global centrality measure called
closeness centrality, which is the distance between a node and all other nodes reachable
from it [45]. The closeness centrality of a node, C'C;, is defined in Equation 2.2.9.

oo = N 2.2.9)

N
Zj:l Lij

Another global centrality measure dependent on shortest paths is the betweenness cen-
trality. The betweenness of a node i is defined as the fraction of shortest paths between
all nodes in a network that passes through i. The betweenness centrality is therefore a
measure of the influence a node has on the information flow in a network. [45].
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Degree Correlations

The clustering coefficient is a node property quantifying how interconnected the neigh-
bours of a node are. The local clustering coefficient, C;, defined in Equation 2.2.10, is
between 0 and 1 and represents the probability of two neighbours of node ¢ forming a link.

oL,

Ci= ley(k; — 1)

(2.2.10)

The overall tendency of nodes to form clusters in a network is characterised by the
average clustering coefficient, (C). In many real networks, the clustering coefficient de-
creases with node degree. This indicates a hierarchical structure, meaning hubs have low
clustering and small-degree nodes tend to form clusters [46].

The correlation between degree and the degree of neighbours can also be quantified by
measuring the average degree of the neighbours, as described in Equation 2.2.11.

N
1
Fnn (ki) = - > Aijk; (22.11)

j=1

If hubs tend to link to one another and small-degree nodes tend to link to one another,
the network exerts assortativity, a positive degree correlation. An example of this in the
real world is the tendency of celebrities, which are hubs in social networks, to date each
other. If the average neighboured degree decreases with increasing degree, the degree
correlations are disassortative (negative) [47]. This is often found in metabolic networks
where hubs prefer connecting to small-degree nodes. Networks with no correlation be-
tween their degree and the average degree of their neighbours, are called neutral networks.

2.3 Epidemic Modelling

Epidemic modelling uses mathematical and computational tools to study the underlying
mechanisms of the spread of infectious diseases throughout a population [48]. Epidemic
models can be divided into three main approaches: compartmental modelling, network
modelling and agent-based modelling. The following sections describes the applications
of these models, as well as their limitations.

2.3.1 Compartmental Modelling

Compartmental models are simplified epidemic models that can give valuable insight into
the macroscopic aspects of epidemic diffusion, such as epidemic threshold and size. The
advantage of compartmental models is that they do not require much computing power or
high fidelity data [49].

Compartmental modelling relies on two key assumptions: compartmentalisation and
homogeneous mixing. Compartmentalisation means that individuals are classified based
on their health state, and all individuals in one compartment are treated equally. With the
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second assumption, homogeneous mixing of the population, all individuals have the same
probability of interacting with all other individuals and thus infecting one another [39].

Due to variance in epidemic progress in different diseases, individuals may have a va-
riety of health states [49]. One of the most common compartmental models is the SIR
model, where the individuals are either susceptible (S), infectious (I) or recovered (R).
Susceptible individuals are healthy individuals who can be infected by a pathogen. When
infected with an infection rate, {3, their state becomes infectious. Next, the infected indi-
vidual reaches the recovery state with a recovery rate, y. The individual has now acquired
immunity and cannot be infected again [39, 49]. Compartmental models may be com-
prised of several other health states depending on the characteristics of the disease and the
purpose of the model [50]. In other variants of the SIR model, such as the SIS model, the
infected individuals return to the susceptible state instead of recovering after infection. In
the SEIR model the individuals additionally experience an exposed state before reaching
the infectious state, where the individuals are infected but not sick. [49].

In compartmental models with SIR dynamics, the transition between states is repre-
sented with differential equations. The flux of individuals from one state to another per
time unit is controlled by the infection rate, 3, and the recovery rate, y[49]. Examples of
equations describing these transitions are shown in Equations 2.3.1 — 2.3.3.

% — _BIS (23.1)
I
% — BIS—~I (232)
dR
== (23.3)

The simplifications and assumptions in compartmental models enables analysis of
macroscopic aspects of epidemics, but also limits the capability of simulating the real-
istic spread of infections. The assumption of homogeneous populations does not capture
the differences in individual attributes and behaviour or the contact patterns of social net-
works, which impacts epidemic spread [51]. Additionally, compartmental models use only
a few variables that are parameterised with average quantities. Thus, they do not account
for the time scale in disease progress and the variation in infectivity [49].

2.3.2 Network Modelling

Due to the limitations of compartmental models, new approaches for modelling epidemics
have emerged. The main difference between compartmental models and computational
approaches, including complex network models and agent-based models, is that the lat-
ter models epidemics on an individual level. Although it requires large amounts of data
and greater computational power, computational approaches are currently widely used to
study epidemic spread [49]. Network models are considered an extension of simple com-
partmental models, but not as complex as agent-based models. Individuals are categorised
based on their health state as in compartmental models, but network theory that describes
the underlying social structure is also incorporated to capture the heterogeneity across
individuals [49, 52].
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The primary limitation of compartmental models is the assumption of homogeneous
mixing, causing all individuals to have the same probability of coming into contact with
one another and infecting one another. As described in Section 2.2, the node degrees
in real-world contact networks are highly heterogeneous, i.e. individuals are not equally
likely to be infected. To account for this, the degree block approximation adds compart-
ments such that nodes are distinguished based on their degree. This method considers the
degree of each node as a variable, as opposed to only considering the common transmis-
sion rate, (3, and recovery rate y. In addition to acquiring a more realistic representation
of populations, network models can also capture the impact of network topology during a
disease outbreak by incorporating other network properties [39].

2.3.3 Agent-Based Modelling

Agent-based models (ABMs), also known as individual-based models (IBMs), are com-
plex models aiming to simulate the dynamics of real-life systems [53]. ABMs consist
of agents that interact based on a set of rules within a defined environment [54]. Since
agent-based modelling is a bottom up approach where the micro-behaviour of individuals
produces system-level outcomes, ABMs are capable of capturing the stochastic and het-
erogeneous nature of epidemic spread [53]. They provide a more accurate representation
of the reality than traditional compartmental models and network models and are therefore
a popular choice in epidemic modelling [49].

Agent-based modelling is a relatively recent modelling approach that was originally
developed for economics [55]. ABMs can, however, be applied to a wide range of fields
and have in the recent years been widely used in social sciences, ecology and epidemiol-
ogy, among others. An example, in terms of social sciences, is an ABM that models the
development of friendship links within Facebook [56]. In epidemic modelling, the agents
represent humans. The agents have a unique set of attributes that can include age, gender,
location and degree, and the attributes of an agent at a certain point in time is referred to as
the agent’s state. These characteristics can affect the probability of being infected by the
disease directly, or by influencing the decisions made by the agent, hence which agents it
encounters. Because the model allows the agents to make their own decisions based on
set rules, they have realistic heterogeneous contact patterns [57]. ABMs are particularly
appropriate for epidemic modelling as they can incorporate properties from social network
analysis and individual behaviour, which may have great impact on the spread of infectious
diseases [57, 58].

An important aspect of ABMs are the stochastic elements. Individual attributes and
behaviour, such as infectivity rate and contact rate, are often modelled as stochastic pro-
cesses where random variables are drawn from a probability distribution [59]. This random
sampling results in fluctuations in the model output across model runs. To account for this,
several simulations are usually run and the average model output from the different simu-
lations is extracted. Here, there is a trade-off between computational time and the number
of simulations needed to sufficiently mimic the real system. This stochastic variability
means that model simulations with the exact same input parameters can lead to a variation
in outputs [54].

There are obvious advantages of ABMs compared to traditional epidemic models re-
garding its capability of capturing the heterogeneous and stochastic nature of epidemics.
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However, ABMs require a large amount of empirical contact data to be able to understand
the social behaviour of humans. Additionally, they are more computationally demanding
than the previously described models. Despite these challenges, the popularity of ABMs
in epidemic modelling continues to grow [49].

2.4 Empirical Data set

This section presents the empirical data used in this project. The data is retrieved from
www.soclopatterns.org, which is a collaboration between several researchers and
developers. The study, Estimating potential infection transmission routes in hospital wards
using wearable proximity sensors, performed by Vanhems et al. is the basis for this section.

SocioPatterns have developed a method for measuring face-to-face proximity contacts
with a high temporal resolution. The system is based on Radio-Frequency Identification
(RFID) devices embedded in wearable badges. These devices exchange ultra-low-power
radio packets when they are located within 1 - 1,5 meters from one another. The individuals
participating in the study wore these devices on their chest to ensure that packet exchange
between two RFID sensors only occurred during face-to-face contacts, as the body acts as
a radio-frequency shield. This replicates close-range encounters where disease infections
may be transmitted, for example, by coughing, sneezing or hand contact. Radio receivers
installed throughout the hospital unit receive and register the information detected by the
wearable sensors.

If at least one packet is exchanged between the two sensors during a 20-second interval,
a contact is registered, as the probability of detecting a contact over a time period of 20
seconds is larger than 99%. By definition a contact is therefore symmetric, and all contact
pairs are considered if several individuals are involved in a contact. As long as the RFID
devices continue to exchange at least one packet for every subsequent 20-second interval,
the contact is considered ongoing. With this method, Vanhems et al. have quantified human
proximity face-to-face contacts with a high temporal resolution in environments such as
social gatherings, schools and hospitals.

The data presented by Vanhems et al. consists of an empirical contact network from
a hospital ward in a university hospital in Lyon, France. More specifically, the data was
collected from Monday, December 6, 2010 at 1:00 pm to Friday, December 10, 2010 at
2:00 pm at a short stay geriatric unit with 19 beds. During these four days, 32 424 contacts
were registered among the 75 individuals who participated, consisting 46 staff members
and 29 patients. The participation rates were 92% and 94% for staff members and patients,
respectively.

The individuals participating in the study were categorised into four classes based on
their status in the ward: ADM, MED, NUR and PAT. The administrative staff, denoted
ADM, consisted of 8 participating individuals. Medical doctors, including physicians and
interns, are represented by the group MED. There were 11 individuals belonging to this
group in the study. NUR represents paramedical staff, including nurses and nurses’ aides.
In addition, staff who worked without a fixed schedule or on demand, such as physio-
therapists, nutritionists and social counsellors, were considered as nurses. 27 participants
in the study belonged to the group NUR. MED and NUR professionals together form a
group named health care workers (HCWs). In addition to the staff members 29 patients,
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Indiviudals

Staff

HCW

ADM MED NUR PAT

Figure 2.4.1: An overview of the categorisation of the individuals participating in the study, which
comprises staff members and patients (PAT). The staff consists of the administration (ADM) and the
health care workers (HCWs) who are either medical doctors (MED) or nurses (NUR).

denoted PAT, participated in the study. An overview of the categorisation of individuals is
presented in Figure 2.4.1.

The working hours for different shifts are provided for nurses and nurses’ aides who
are present around the clock and medical doctors who are present during the day time.
An overview of the working shifts of the HCWs is provided in Table 2.4.1. The article
provides no information about patient admissions and discharges or working hours for
administrative staff.

Table 2.4.1: Overview of shift hours and the number of employees present at different times. The
shifts for nurses and nurses’ aids (NUR) are divided into three, and in addition there is an extra shift
covering the day time. Medical doctors (MED) are only present during the day, while no information
was provided about shift hours for the administration (ADM).

Status Shift Time period Staffing
ADM - - -

MED - 08:00 - 17:00

NUR  Morning  07:00 - 13:30

Afternoon  13:30 - 20:00

Night 20:00 - 07:00

Day 09:00 - 17:00

[N RN NNV, BV, R N

The empirical data is available in the supplementary materials of the original article
[60]. The data file contains a tab-separated list representing the active contacts during
20-second intervals of data collection. Each line represents a contact and consists of the
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IDs of the two people in contact, ¢ and j, their status in the hospital unit, .S; and S}, and
the interval during which the contact occurred [t — 20s, t]. Ongoing contacts over several
20-second intervals are represented with a line for each interval the contact was active. An
excerpt from the empirical raw data are presented in Table 2.4.2.

Table 2.4.2: The structure of the raw data obtained from [60]. ¢ represents the time interval the
contact was active, while (¢, ) and (S;, S;) represents the IDs and the status of the individuals in
contact, respectively.

t i j S S
140 13 4 MED ADM
160 13 16 MED MED
500 13 14 MED MED
5200 13 14 MED MED
560 14 16 MED MED

347640 41 45 NUR  PAT

The objective of the study was to obtain high-resolution contact data describing inter-
actions between individuals in a healthcare setting. The number and duration of contacts
displayed large variation across the classes, but also across individuals belonging to the
same class, emphasising a heterogeneous contact pattern. According to Barabasi, the de-
tailed contact data provided in the study can be utilised to accurately model the spread of
infection in a confined hospital setting.
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Chapter

Methods and Software

This chapter describes the methodology of the work carried out in this project, where the
aim was to construct a contact network based on empirical data and build an epidemiolog-
ical modelling framework for simulating the spread of SARS-CoV-2.

The chapter is divided into four sections, starting with an introduction to the software
used in the project. Secondly, the network analysis performed on the empirical contact data
is described followed by the methods used for generating a simulated contact network. In
the third section, the mechanisms of the epidemiological model are presented, and the final
section outlines the complete modelling framework.

3.1 Software

3.1.1 Python

The data analysis and modelling work in this project is performed in Python [61], version
3.8.5, which is an open-source programming language available for most operating sys-
tems. Python is an interpreted, high level programming language, meaning that the code
is expressive and readable. Given that the original model was written in Python and also
the usability and clear syntax of Python made it a good choice for this project.

In addition to a library of standard modules, several supplementary modules can be im-
ported to handle a wide range of operations. Imported modules from the Python Standard
Library and installed modules are presented in Appendix A.1. Python can be downloaded
from www.python.org.

3.1.2 Cytoscape

The network visualisations in this thesis are produced in Cytoscape [62], version 3.9.0.
Cytoscape is an open-source software platform for visualisation and analysis of complex
networks, originally developed for biological research. Additional features, such as new
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layouts and generation of random networks, are available as apps. Cytoscape can be down-
loaded from www.cytoscape.org.

3.2 Generating a Contact Network

One of the objectives of this thesis is to recreate a geriatric hospital ward contact network
that can be utilised to model the spread of SARS-CoV-2. To mirror the interactions be-
tween individuals, a set of rules governing their contact patterns must be derived. The
goal is to capture individual variations that may affect the pathogen transmission. Contact
patterns from an empirical contact network are extracted and translated into model param-
eters and agent attributes. When developing a model there is always a trade-off between
complexity and computational running time. Therefore, only the most central network
properties are selected as a basis for the model to prevent the simulation from being too
computationally demanding.

The empirical contact data presented by Vanhems et al. serves as a basis for the gen-
eration of a simulated contact network. The data is collected from a short stay geriatric
hospital unit in Lyon, France. 75 individuals participated in the study, 46 staff members
and 29 patients, and more than 32 thousand contacts were registered over a time period
of four days. Face-to-face proximity interactions within 1.5 meters were detected using
wearable RFID sensors. The data is described in more detail in Section 2.4.

The empirical contact network has a temporal resolution of 20 seconds, but generating
a synthetic network with the same resolution would be very time consuming. A possibility
would be to decrease the temporal resolution by dividing the data into hours, shifts or
even days. However, to accomplish the goals of recreating an empirical inter-individual
network and developing an epidemiological model to simulate pathogen spread, it was
decided to aggregate the empirical contact data to a static network. This simplifies the task
of generating a contact network and can also be justified as the time span of the empirical
data is only four days and the main contact patterns are still captured.

3.2.1 Network Analysis

The initial raw data file consisted of a table of five columns; time point in which the contact
started ¢, IDs (4, j) and status (S;,.S;) of the individuals in contact. The individuals can
either have status as administrative staff (ADM), medical doctor (MED), nurse and nurses’
aide (NUR) or patient (PAT). Each line in the file represents an active contact during a 20
second interval. To prevent the network analysis from being too complex, the empirical
dynamic contact network from four consecutive days were aggregated to a static network.
The data was processed to create a new data file where each line corresponds to a contact
between two unique individuals. The temporal resolution was excluded, so the time stamp
was replaced with an edge weight, w;;, represented as the number of contacts within the
contact pair during the entire study period. An excerpt of the processed empirical data is
presented in Table 3.2.1.

With the data extracted from this file, a weighted adjacency matrix was created. An en-
try in the matrix represents the number of contacts between nodes 7 and j. All the contacts
are undirected, which results in a symmetric weighted adjacency matrix. Since the node
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Table 3.2.1: An excerpt of the processed empirical data where each line represents a unique contact.
The file contains the IDs of the individuals in contact (i, ), their status at the hospital (S;, S;) and
the number of contacts between them, represented as an edge weight (w;;)

i ] S; S  j Wij
24 36 NUR NUR 1059
41 44 NUR NUR 576
41 45 NUR NUR 571
35 36 NUR NUR 563
24 35 NUR NUR 553

8 68 MED PAT 1

IDs are sorted by group, the array can be viewed as an grid of 16 blocks corresponding to
all the combinations of the four groups at the hospital, as shown in Figure 3.2.1.

The contacts array was used to create a heatmap to visualise the contact patterns within
the hospital ward. A heatmap is a graphical representation of data where the values are
depicted as colours. In this case, the pixel at entry 4, j reflects the number of contacts
between these two nodes. A heatmap is useful for identifying correlations in the data,
rather than just looking at the numerical values. It can give an impression of the contact
patterns within and between the different groups, which is important for developing a
model to recreate the empirical contact network.

ADM

MED

NUR

PAT

ADM MED NUR PAT

Figure 3.2.1: An illustration of how the interactions between individuals belonging to different
groups are arranged in the adjacency matrix. Each combination of interactions between the groups
is referred to as a block.

The individuals have different properties depending on their role in the hospital ward
and the groups have different interaction patterns within the group and with other groups.
To capture these patterns, the hospital ward network was divided into subnetworks for all
combinations of groups. This resulted in 10 subnetworks subject to topological analysis.
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Four of the networks are internal interaction networks for the groups at the hospital; the ad-
ministrative staff (ADM), the medical doctors (MED), the nurses and nurses’ aides (NUR)
and the patients (PAT), describing the contacts within the group. The remaining six net-
works are bipartite networks between two of the groups. Bipartite refers to a network with
two sets of nodes, U and V. Nodes belonging to the U-set are only connected to nodes in
the V-set, and vice versa [39]. An example of a bipartite subnetwork is the interactions
between the administration (ADM) and the doctors (MED). Since these interactions are
symmetrical, the network is represented by two blocks in the weighted adjacency matrix.

The degree distribution is one of the most important network characteristics associated
with epidemics because it naturally captures the heterogeneous potential of individuals to
become infected and further transmit the infection [63]. Intuitively, individuals with many
contacts are at higher risk of being in contact with infected individuals and consequently
more likely to cause further infection. To uncover the contact patterns of the different
groups, the degree distribution was plotted for all subnetworks. The bipartite subnetworks
are described by two degree distributions, one from each of the groups point of view. The
ADM-MED degree distribution shows the number of interactions each ADM-individual
has with MED-individuals, while the MED-ADM degree distribution displays how many
contacts each MED-individual has with ADM-individuals. The resulting 16 degree distri-
butions served as a basis for recreating the empirical contact network. Due to the small
system containing a total of only 75 nodes, it was more useful to plot the cumulative de-
gree distributions. The degree distribution was plotted for the entire network as well as for
all the subnetworks.

3.2.2 Network Models
Erddos-Rényi Model

In the process of attempting to reproduce the empirical contact pattern, an Erdés-Rényi
model for generating random graphs was developed as a starting point. The interactions
between all the combinations of the four groups at the hospital were treated as indepen-
dent subnetworks. A network was constructed for each of the subnetworks by connecting
a predefined number of nodes randomly. Each edge was included in the network with a
probability p, independently from every other edge. Specifically, the model creates a Pois-
son distributed variable for all the node pairs in the given subnetwork, which represents
the number of contacts between the two individuals. This was repeated every hour for
24 hours to produce a contact array with the entries representing the edge weight added
up for every hour. The probability of contact for the different subnetworks was adjusted
according to the discovered patterns of the empirical network. The resulting network was
too mixed compared to the empirical network and was not able to capture its underlying
structures. This was expected as real-life interaction networks are usually characterised by
a heterogeneous degree distribution, i.e. hubs and small-degree nodes are prominent. In
contrast, an Erd6s-Rényi random network model produces nodes with a degree close to the
networks average degree. To increase the complexity of the model, a different approach for
generating random networks, called a configuration model, was applied. The advantage of
a configuration model is that it connects nodes based on a given degree sequence.
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Simple Configuration Model

A configuration model builds a network of nodes with predefined node degrees. Based
on these node degrees, the network is assembled randomly. The algorithm consists of
two main steps. First, half-links called stubs are assigned to all the nodes in the network.
The degree sequence is either generated analytically from a pre-selected power-law dis-
tribution or an adjacency matrix of a real network. The number of stubs must be even to
avoid leaving half-links unpaired. In the second step, two stubs are selected and paired re-
peatedly until there are no remaining stubs. This process may result in different networks
depending on the order the stubs are selected [39].

As a starting point, a simple configuration model was developed. In the model, the
number of stubs assigned to each node in the system is generated from a uniform distri-
bution. A uniform distribution means that all outcomes are equally likely within certain
limits, so the node degrees are generated within the span of the empirical node degrees
in the given subnetwork. For example, the number of stubs assigned to ADM-nodes in
the ADM-MED subnetwork was limited by the minimum and maximum node degrees
of ADM-individuals in the empirical ADM-MED network. For the bipartite networks, a
random stub was selected from both of the groups and paired repeatedly until one of the
groups ran out of stubs. For the internal group networks, two random stubs were selected
and paired. This resulted in simulated networks for all the combinations of groups.

Preferential Attachment Configuration Model

The cumulative degree distribution of the simulated networks from the simple configura-
tion model deviated significantly from the empirical degree distribution. The edges were
more evenly dispersed without the same tendency of forming hubs as in the empirical
network. To increase the heterogeneity of the node degrees, a preferential attachment
mechanism was implemented in the model. Preferential attachment means that the more
connected a node is, the more likely it is to receive new links. In this case, node pairs
that are already connected are modelled to have an increased probability of linking to each
other. When selecting stubs to be paired, the selection is therefore weighted according to
the number of links they already have. This increases the tendency of highly connected
nodes to link to other nodes.

The configuration model has so far been based on a uniform degree distribution, how-
ever, this does not fit with the empirical data for most of the subnetworks. On a cumulative
degree distribution plot with linear axes, a uniform distribution forms a straight line. This
pattern is only true for the internal MED-subnetwork. To improve the fit of the simulated
degree distributions, the stubs must be generated from more compatible distributions. This
shows the advantage of a configuration model which can generate random networks with
arbitrary degree distributions. By distinguishing between the subnetworks it is easier to
capture the variations between the groups.

Apart from the MED-subnetwork, the cumulative distribution functions (CDFs) of the
16 blocks were found to be approximately linear on either a log-log plot or a semi-log
plot, meaning that the scale of either the x-axis or the y-axis is logarithmic. The blocks
were therefore classified based on the scaling of the axes resulting in a CDF following a
straight line. The four classifications are lin-lin, lin-log, log-lin and log-log. For example,
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blocks classified as log-lin display an approximately linear cumulative degree distribution
on a plot with logarithmic x-axis and linear y-axis. Table 3.2.2 provides an overview of
the classifications:

Table 3.2.2: An array presenting the classification of the cumulative degree distribution of the differ-
ent blocks. The degree distributions are classified based on the scaling of the x-axis and the y-axis.

ADM MED NUR PAT

ADM Log-Lin Log-Log Log-Lin Lin-Log
MED Log-Log Lin-Lin Lin-Log Lin-Log
NUR Lin-Log Lin-Log Log-Lin Lin-Log
PAT Log-Lin Lin-Log Lin-Log Lin-Log

To account for the scaling of the axes, the uniformly distributed variable used to gen-
erate stubs for each node was transformed. A function for transforming the variable was
found for each of the four classifications. When the transformation functions are descend-
ing, the cumulative degree distribution, P(y > Y'), can be deduced from the following
equations:

Pr<X) = X (3.2.1)
Ply>f(X)) = X (3.2.2)
Py>Y) = X (3.2.3)
P(y>Y) Sy (3.2.4)

When appropriate functions for generating stubs were defined, the parameters were
adjusted to fit the empirical degree distributions as closely as possible.

The simulated networks generated by the configuration model had a tendency of gen-
erating extreme values for the number of stubs in one of the groups in some of the bipartite
subnetworks. This resulted in fewer stubs being assigned to the individuals in the other
group of the bipartite network, causing an uneven distribution of stubs. When pairing
stubs from two different groups, it is desirable that the number of stubs match to be able
reproduce empirical contact patterns. Extreme values were generated at the tail of the dis-
tributions because of the high level of stochasticity in the model. A mechanism to correct
for outliers was therefore implemented. This was done by removing stubs from the node
with the highest degree until it reached a level of stubs equal to the node with the second
highest degree. This was repeated until the sum of degrees in each degree distribution was
satisfactory.

3.3 Building an Epidemiological Model

The agent-based model used in this project is based on the NTNU COVID-19 model de-
veloped by Voigt et al. in the spring of 2020. A description of the modelling framework
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and additional documentation about the NTNU COVID-19 Modelling Taskforce can be
found at www.ntnu.edu/biotechnology/ntnu-covid-19. The following sec-
tion describes the mechanisms of the computational modelling framework. Most of the
model structure is reused from the NTNU model, so this section is mainly based on the
article; Containing pandemics through targeted testing of households, by Voigt et al..

3.3.1 Network Structure

The model is agent-based, also known as individual based, which is widely used in epi-
demiological modelling. Individual agents are assigned a behaviour pattern which is meant
to simulate the society. In the original model developed by Voigt et al., nodes (agents) are
generated from population demographics and placed into k-cliques, meaning that all mem-
bers in the clique are in contact with each other. Nodes are assigned attributes such as age,
domicile, layer membership and disease state. The model consists of 9 layers: Household,
Daycare, Primary school, Secondary school, High school, Workplace, Nursing home, Hos-
pital and Generic contact network. All nodes are present in the household layer and the
generic contact network, as well as one of the other layers.

The model in this project comprises the hospital layer, and more specifically a hospital
ward. The layer structure of the original model is therefore not included in the model and
the hospital ward is considered as an isolated system. The agents are nodes in an inter-
individual contact network of a hospital ward. The behaviour of the nodes are governed
by a simulated contact network generated as described in Section 3.2. In the ABM the
nodes are initialised with an ID, an age and a status at the hospital. The hospital status
of a nodes is either ADM, MED, NUR or ADM. Other attributes are also assigned, such
as if the node is present at the hospital, if it’s sick and if it’s a health-care worker. The
configuration model generates a network with the same number of nodes as in the em-
pirical network. IDs are therefore assigned according to the distribution of individuals in
the different groups in the empirical data. The age of each node is generated as a random
number within an appropriate range considering their status as either a staff member or
a patient. For instance, the age of the patients is determined to be between 70 and 100
because the hospital unit modelled is a geriatric unit. In addition to these immutable at-
tributes, individuals are assigned a disease state that changes with time. Apart from the
seed node of the epidemic, all nodes are initialised in the susceptible state. In order to
enable an outbreak to take hold in the population, seed nodes are initialised in the asymp-
tomatic or presymptomatic state because symptomatic nodes are instantly removed from
the system until they recover. This is grounded upon the assumption that symptomatically
infectious individuals are quarantined without the ability of infecting others. The personal
attributes affect the potential of infection and further transmission, i.e. the model accounts
for individual behaviour when modelling the spread of COVID-19.

3.3.2 Epidemiological Dynamics

The spread of SARS-CoV-2 in the ABM follows SEIR-type dynamics. Each individual is
in a given disease state ranging from healthy to recovered. The states used in this model
are Susceptible (S), Exposed (E), Infected asymptomatic (Ia), Infected pre-symptomatic
(Ip), Infected symptomatic (Is), Hospitalised (H), Intensive care (ICU), Recovered (R),
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and Dead (D). The disease states and the possible transitions between them are illustrated
in Figure 3.3.1.

-

Figure 3.3.1: A flowchart describing the SEIR-dynamics of the ABM showing the possible transi-
tion between the disease states.

A susceptible individual enters an exposed state followed by an incubation period lead-
ing to infection. The infection may be asymptomatic or symptomatic. In this model,
individuals with asymptomatic infection are assumed to recover, while symptomatic in-
dividuals may be hospitalised and subsequently enter the ICU, recover or die. Since, the
transitions are adapted from a model which incorporates several layers rather than just
a hospital layer, the hospitalisation state is considered in a different way in this model.
When staff members are hospitalised, they are removed from the hospital unit, which is
equivalent to individuals being removed from their workplace layer in the original model.
This is governed by the attribute *present’, which is set to "False’ when individuals have a
symptomatic infection. Patients are, however, already hospitalised and therefore assumed
to be isolated from the rest of the system when they enter the hospitalisation state in the
model. In practice, they are not present at the hospital unit and thus not able to cause fur-
ther disease spread. This is based on the infection control measures carried out by health
care workers which are assumed to completely prevent further transmission. The control
measures can include isolating the patient in a single room, as well as infection control
equipment which successfully protects the health care workers from infection. In addi-
tion to the transitions displayed in Figure 3.3.1, individuals may transition directly from
susceptible to recovered through vaccination. However, this aspect is not included in the
ABM.

The probability of a susceptible individual with an infected neighbour entering the ex-

24



3.3 Building an Epidemiological Model

posed state is governed by an infection probability, 3, dependent on the type of contact.
The infectivity of asymptomatic and presymptomatic individuals relative to symptomatic
individuals is set to 0.3 and 3.0, respectively. Once infected, an individual’s disease pro-
gression follows SEIR-dynamics. The duration of each state is determined by a stochastic
Poisson process with appropriate transition rates based on empirical data for COVID-19.
The parameter estimations are performed by Voigt et al.. As shown in Figure 3.3.1, sev-
eral routes of infection are possible so the probability of particular state transitions are
defined. Examples with probabilities equal for all individuals are the chance of developing
symptoms during infection (Pr), and the chance of needing the ICU when hospitalised
(Pp1). The transition rates, A, and the transition probabilities, p, used in the model are
presented in Table 3.3.1. The probability of entering certain states of infection is also age
dependent. For instance, the probability of being hospitalised or dying from an infection
increases with age, as shown in 3.3.2. In conclusion, the epidemiological spread is depen-
dent on network dynamics, state transition probabilities and the distribution of the duration
of each state.

Table 3.3.1: The parameters used for the COVID-19 disease dynamics in the agent based model.
The symbol, value and unit of each parameter is provided, as well as the distribution it is drawn
from.

Parameter Symbol  Value Unit Function Source

Probability of infection B 0.05 - Network -
effect

Incubation time \E 5 Days Poisson FHI

Asymptomatic time before  Aj.r 8 Days Poisson HS@

recovery

Pre-symptomatic duration ~ Arp,g 2 Days Poisson FHI

Symptomatic time before Ajsg 5 Days Poisson FHI

recovery

Symptomatic time before A;sm 6 Days Poisson HS?

hospitalisation

Hospital time before re- Agp 8 Days Poisson HSO

covery

Hospital time before ICU AHI 4 Days Poisson HS®

ICU time before recovery  Argr 12 Days Poisson HSQ®

ICU time before death AID 12 Days Poisson HSO

Exposed developing symp- Py 50 % Bernoulli FHI

toms

Hospitalised needing ICU  Pgy 30 % Bernoulli FHI

Not developing immunity  Prg 0 % Bernoulli FHI

For each day of simulation, the nodes store information about their state progression.
Specifically, the current state, the next state, the date of the last state change and the date
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Table 3.3.2: Overview of the age dependent transition probabilities. (Prsz) represents the proba-
bility of a symptomatic individual becoming hospitalised, while (Pg p) describes the probability of
a hospitalised individual of dying.

Age group (years) Pry (%) Prp (%)

0-9 0 1.61e-3
10-19 0.048 6.95e-3
20-29 1.04 3.09 e-2
30-39 3.43 8.44 e-2
40 -49 4.25 0.161
50-59 8.16 0.595
60 — 69 11.8 1.93
70-79 16.6 4.28

80 + 18.4 7.8

of the following state change is tracked. The subsequent state is determined by the SEIR-
dynamics and the transition probabilities. Once the next state is selected, the duration of
the current state is generated with a Poisson-distributed variable according to the state’s
typical duration, plus one day. One day is added to prevent the ability of changing states
twice in one day. For example, the waiting time before a presymptomatic individual be-
comes symptomatic (I, — I;) is determined by the Poisson draw of p(1 + Arps). The date
for entering the next state is set accordingly.

3.3.3 Reproduction number

There are several ways to calculate the basic reproduction number, Ry, of an epidemic
outbreak. Ry can be defined as the average number of secondary cases caused by an
individual infection when the entire population is susceptible. In the ABM, all individuals
are susceptible at the beginning of the simulation, except the seed node. Ry is therefore
calculated by running a simulation until the seed node recovers and counting the number
of individuals infected by the seed node. The resulting Ry may vary due to stochasticity,
but it also depends on the type of node initiated as seed. Highly connected nodes can
potentially cause more secondary infections than nodes with fewer connections. For this
reason, 100 simulations are run, seeding individuals from each of the four hospital groups;
ADM, MED, NUR and PAT. For each group, the Ry is calculated as the average number
of secondary infections caused by the seed node in the 100 simulations.

In the original model developed by Voigt et al., from which the modelling framework
is based on, R is calculated using a different approach. Initially, 20 randomly selected
individuals are set as seed nodes and infection is allowed to spread without limitations until
R stabilises. Subsequently, the model runs for 40 days with a specific set of parameters,
including the fraction of the population vaccinated and the amount of random contact. An
individual reproduction number is calculated for the individuals that recovered before the
40-day mark. A daily R is expressed as the average individual reproduction number for

26



3.3 Building an Epidemiological Model

all infected individuals on that given day. The average of the daily R-values from day 12
through 17 is reported as the final R. The first period is excluded to pass the transient
phase, while the last period is neglected to ensure that all infected individuals have the
time to recover [65].

The approach used by Voigt et al. is suitable for larger systems simulated for longer
periods of time. The contact network in this project contains only 75 nodes, meaning it
would saturate very quickly if the model was initialised with 20 seed cases. This would
lead to inaccurate computations of the reproduction number. Considering only the seed
nodes is more appropriate for such a small system, because the rest of the population is
susceptible at the beginning of the simulation. This method is however computationally
demanding and wold be unfeasible in a national model. In a smaller setting such as a
hospital ward, the cost is acceptable.

3.3.4 Intervention Measures

During the pandemic, several intervention measures have been implemented by govern-
ments to mitigate the spread of COVID-19. Examples are social distancing, lockdowns
and various testing regimes. Although intervention measures have not been the main fo-
cus of the model, testing regimes with subsequent isolation of infected individuals are
implemented in the model.

The goal of regular pooled testing is to detect asymptomatic and presymptomatic in-
fections, which are the sources of transmission in the model as symptomatic individuals
are instantly removed from the system. Individuals testing positive are isolated to limit the
outbreak. In the model, the duration of isolation was determined according to the most
recent isolation policy in Norway before the restrictions were lifted, which was 4 days, i.e.
nodes with detected infection are removed from the system for 4 days or until they recover.
Although the accuracy of COVID-19 tests vary for different test methods, the sensitivity
and specificity of the test in the model is set to 80% and 100%, respectively. Sensitivity
refers to a test’s ability to correctly identify patients with the disease, while specificity
refers to a test’s ability to correctly identify patients without the disease. This means that
infected individuals without symptoms have a 20% chance of receiving a false negative
test result, while the possibility of false positive test results are neglected.

Two test strategies were used in the model; daily and weekly testing of all the indi-
viduals present at the hospital ward. Pooled testing is assumed to be feasible due to the
small size of the network and the resources available in a hospital. There are two main
reasons for implementing test strategies in the simulation: First, to investigate if testing
affects the overall progression of the epidemic. Second, to investigate how regular testing
affects the absence of health care workers. Strict testing and isolation regimes may lead to
a deficiency in available health care workers, causing the gain of testing to be outweighed
by the loss. Simulating with two different strategies can give information about the testing
frequency required for testing to be beneficial.
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3.4 The Modelling Framework

This section provides an overview of the modelling framework of the project, including a
description of the main algorithm. The Python code used in this project is available in the
following GitHub repository: https://github.com/mariebergan/Hospital.

3.4.1 Algorithm

The model can be divided into four main simulation steps, as shown in the flowchart in
Figure 3.4.1.

-o— (1/4) Initialisation
Initialise parameters from user input

it

(2/4) Generate contact network

@ Run the preferential attachment configuration
® model to generate a daily contact network
(3/4) Simulation
S Simulate pathogen spread on simulated and
empirical contact network

Figure 3.4.1: A overview of the main steps of the simulation algorithm.

In the first step, parameters are initialised from user input and default values. Second,
the preferential attachment configuration model is run to generate a daily contact network.
Next, the epidemiological model is simulated on both the empirical and the generated
contact network, before the results are saved and summarised.

3.4.2 Code Structure

The code for the network analysis, the generation of simulated contact networks and the
epidemiological model are separated into different files. The functions for the initial net-
work analysis of the empirical network, and later the simulated network, are stored in
the file networkAnalysis.py. The empContacts.py file creates an aggregated
contact array from the empirical contact data, while configurationModel.py file
contains the code for generating a simulated aggregated contact network for four days,
as well as daily contact networks. The daily contact networks are obtained by dividing
the number of contacts for each node pair by four, since the empirical network contains
contact data from four consecutive days. The file includes functions for generating stubs,
connecting stubs and removal of outliers.
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The epidemiological model is divided into three main files. modelFuncs.py con-
tains all the main functions for simulating epidemiological spread, while the actual simula-
tion is run from run . py with model parameters imported from parameters.py. Prior
to simulation, the input parameters set by the user and constant parameters are defined. A
contact network network is also fed into the model, either an empirical or a simulated
contact network. In the first step of simulation, the agents are initialised followed by the
main simulation. Analysis of the simulations and visualisations are also generated in the
run. py file. An overview of the main files in the model is outlined in Table 3.4.1.

Table 3.4.1: An overview of the files in the modelling framework with a short description.

Filename Description

networkAnalysis.py Network analysis of empirical and simulated network
empContacts.py Generates a contact array for the empirical data
configurationModel.py Generates simulated contact networks
modelFuncs.py Main functions, including setup and running functions
parameter.py Disease dynamics and important model parameters
run.py Runs simulation and creates output

3.4.3 Model Parameters

When running a simulation of the epidemiological model, several user input parameters
and constant parameters are fed into the model. The main model parameters used in the
simulations are shown in Table 3.4.2. Additionally, either the empirical contact network or
a simulated contact network is fed into the model to account for the individual behaviour.
Since the empirical data only contains contact data from four days, the contact arrays for
these four days are reused throughout the simulation period, which is usually set to 60
days. Although the empirical data is divided into days when running the epidemiological
simulation, the model for generating a simulated contact network is based on the aggre-
gated empirical network. Therefore, only one simulated contact network is generated and
reused throughout the simulation. Since the simulated network is generated based on em-
pirical contact data from four days, all the entries in the contacts array are divided by four
do generate daily arrays of contact. This way of simulating spread on the constructed net-
work is referred to as Scenario 1 in this section. However, other scenarios for simulating
spread are also possible, as described below:

1. Generate one aggregated contact network which is divided by four and reused every
day.

2. Generate four aggregated contact networks that are divided by four. The four daily
contact arrays are reused throughout the simulation, similar to the empirical daily
contact networks.

3. Generate a new aggregated network that is divided by four for each simulation day.
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Table 3.4.2: An overview of the main parameters of the epidemiological model. The data type and
a short description of the parameters is provided, as well as the default values.

Parameter Type Description Default
contactNetwork array Empirical or simulated contact network None
infP float  Probability of infection 0.01
runDays int Number of simulation days 60
nSeedNodes int Number of seed nodes 1
seedState str Disease state of seed node Ip
testing bool If a testing regime is active or not None
testFrequency int Number of days between every pooled testing 7

3.4.4 Model Output

The main output of the model can be divided into two parts: text summaries and visual-
isations. The main output is the state log which saves the number of individuals in each
disease state for each day simulated. Other extracted outputs used are described in Table
3.4.3 The output data has been used to create several visualisations. A typical illustration
of a simulation is a SEIR-plot, where the number of individuals in each of the SEIR-states
are plotted for each day, as shown in Figure 3.4.2.

Table 3.4.3: An overview of the model output used for visualisations

Output Type Description

stateLog 2D dict Daily count of the number of individuals in each state
infLog list Daily count of the number of infected individuals
absenceLog list Daily count of the number of absent HCWs

infIDs list ID of individuals infected during the simulation period
Ry int Number of individuals infected by the seed node
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Figure 3.4.2: An example of a visualisation of the model output. The plot shows the daily state
count for the susceptible, exposed, infected and recovered state at each simulation day.
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Chapter

Results and Analysis

The previous chapter introduced the structure and logic of the modelling framework gov-
erning the network generation and spreading dynamics.

This chapter presents the results and analysis of the configuration model and the epi-
demiological model. First, the network analysis performed on the empirical contact net-
work is described, followed by the network analysis of the simulated contact network.
Network statistics for empirical and simulated contact networks are compared. Subse-
quently, the results from the epidemiological simulations on the empirical and simulated
contact networks are outlined. This part includes disease spreading dynamics, calculations
of the reproduction number and testing of intervention measures. Lastly, the error analysis
of the model is presented, which consists of an assessment of the configuration model and
an analysis of the contact network period used in the epidemiological model.

4.1 Analysis of Empirical Data Set

4.1.1 Heatmap

To get an initial impression of the contact patterns in the hospital ward, a heatmap was
produced, shown in Figure 4.1.1. The colour of the pixel at entry ¢, j represents the number
of contacts between nodes ¢ and j. Dark colours correspond to few contacts, while brighter
colours correspond to many contacts. The number of contacts between two nodes vary
from 0 to over 1000, consequently the scale of the heatmap is log-transformed to improve
the visualisation. White grid lines are added to the plot to distinguish the subnetworks
from each other. The heatmap is symmetrical due to the undirected edges. This results in
the interactions between two different groups, i.e. the blocks on the off-diagonal, being
represented twice. The diagonal blocks display the interactions within the groups of ADM,
MED, NUR and PAT. Each of these are viewed as subnetworks of the hospital, either
bipartite networks or internal networks.

The brightest colours are found in the MED-block and NUR-block, indicating that
the highest-degree nodes are medical doctors or nurses. The MED group can almost be
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NUR MED ADM

PAT

Figure 4.1.1: A heatmap visualising the contact network from the entire empirical data. The colour
at pixel 4, 5 represents the number of contacts detected between nodes ¢ and j for the entire study
period. The white grid lines separate the four groups in the hospital.

described as a clique, as most of the nodes are in direct contact with each other. The
number of contacts seems to be quite homogeneous within this group, but also relatively
high compared to the rest of the network. These observations indicate that most of the
doctors at the hospital unit work closely together. In the NUR block, the contacts are not
as evenly dispersed. There seems to be a distinction between social and antisocial nodes,
meaning that nodes with many contacts with some individuals also have many contacts
with most of the nurses. In contrast, there are a few individuals with almost no contact with
other nurses. This is represented by the column or row for the given node being almost
completely black. This pattern is true for the interactions between the MED and NUR
groups as well. The nurses with few contacts with other nurses are also less connected to
the doctors. Except for these antisocial nurses, the interaction pattern between the NUR
and MED groups is mixed. However, MED individuals have fewer contacts with each of
the NUR individuals than with the individuals in the same group, and vice versa. A reason
for this may be that the doctors have their own office area and that the nurses share a break
room, whereas the contact between them may be mainly during patient visits.

The ADM subnetwork exhibits a one-to-all pattern with the rest of the nodes having
few contacts with each other. This can be consistent with leaders being in contact with
most of the administration, while other ADM staff work separately from each other. An
assumption is therefore that the administration consists of loose nodes and a few central
nodes. It is however difficult to extract rules governing contact patterns for the adminis-
tration of a hospital unit from a subnetwork containing only 8 nodes. In contact with other
groups, the hubs of the ADM-network seem to be the most active. They are in contact with
most doctors and nurses, and also some patients. A few of the individuals in ADM with
little internal contact also serve as external contacts points.
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There are very few contacts between the patients, and the pattern seems to be random
without any complex underlying structure. Presumably these contacts can be neglected or
reproduced with a simple Erd&s-Rényi model with a low probability of contact. A lack
of regular contact between patients can be a result of them having individual rooms or
that they, for the most part, are lying in bed without face-to-face proximity contact with
each other, which is required for the RFID-sensors to detect a contact. Out of all the other
groups, the nurses interact the most with the patients. The contact pattern seems homoge-
neous without a clear structure. This is also the case for the bipartite network consisting
of the MED-group and the PAT-group. Overall, there is large variety in the number of
contacts across the blocks. These differences need to be captured by the reconstructed
network to be able to realistically simulate disease spread.

4.1.2 Degree Distribution

The degree distribution of a network is an important statistic for describing its contact
patterns. The cumulative degree distribution of the static empirical network with contact
data aggregated for the entire study period of four days is illustrated in Figure 4.1.2. Since
the distribution is plotted cumulatively, the y-axis refers to the probability of a node X
of having a degree equal to or larger than the degree k on the x-axis, P(X > k). With
a linear x-axis and a logarithmic y-axis, the degree distribution is approximately linear.
The y-axis is logarithmic to better illustrate the highly connected nodes. Typical scale-free
interaction networks follow a power law distribution, indicated by a straight line on a log-
log plot. Scale-free networks are characterised by the presence of nodes with a degree that
greatly exceeds the average, known as hubs. The CDF of the empirical degree distribution
is however approximately straight on a semi-log plot, not a log-log plot. In light of that,
there seems to be more nodes with comparable degrees to the average and less distinct
hubs in the empirical contact network compared to the typical scale-free networks.

The focus of this project has been to study the interactions between groups and within
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Figure 4.1.2: The cumulative degree distribution of the aggregated empirical contact network.
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groups as separate subnetworks to be able to capture individual differences in contact pat-
terns dependent on their role at the hospital. As described in Section 3.2.1, the interactions
between two different groups can be expressed from the perspective of both of the groups.
Consequently, two degree distributions are generated for the bipartite subnetworks. The
internal networks are, on the other hand, represented by only one degree distribution. This
results in a total of 16 cumulative degree distributions for all the subnetworks of the em-
pirical contact network, shown in Figure 4.1.3. The rows and the columns of the subplot
correspond to the groups from which the degree distributions are calculated. Specifically,
the row indicates the perspective of the group from which the degree distribution is plotted
from. The scaling of the axes varies between the blocks so that the CDF follows an ap-
proximately straight line. However, this is not accomplished for all of the blocks, such as
the NUR-MED degree distribution which distinctly deviates from linearity. Nevertheless,
by assuming that the degree distributions are linear, the main contact patterns of blocks
classified with the same scaling of axes can be extracted.
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Figure 4.1.3: The cumulative degree distributions for each of the blocks in the empirical contact
network.

As described above, CDFs that are linear on the log-log scale follow a power law
distribution, indicating the presence of many small-degree nodes as well as a few hubs.
This is the case for the ADM-MED and the MED-ADM block. Blocks with log-lin axes,
which comprises ADM-ADM, ADM-NUR, NUR-NUR and PAT-ADM, have smaller hubs
and more average degree nodes compared to log-log blocks. A straight CDF on a lin-
lin plot on the other hand indicates a uniform distribution, meaning that a node has an
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equal probability of obtaining any node degree. This pattern is only found for the MED-
MED block. The degree distribution of the majority of the blocks, including ADM-PAT,
MED-NUR, MED-PAT, NUR-ADM, NUR-MED, NUR-PAT, PAT-MED, PAT-NUR and
PAT-PAT, have CDFs that are approximately linear on a lin-log plot. An overview of the
classification of the blocks can be found in Table 3.2.2.

4.2 Simulated Contact Network

To assess the configuration model’s ability to reproduce the interaction patterns of the
empirical contact network, several network statistics were analysed for the simulated net-
work. The main network analysis performed on the empirical contact network produces
a heatmap of the weighted adjacency matrix and the degree distribution for the entire
network as well as for each of the blocks. The same network properties are therefor char-
acterised for the simulated network. The following section presents a comparison of the
network characteristics of the empirical network and simulated networks.

4.2.1 Heatmap

Similarly as for the empirical network, a heatmap was generated for the simulated con-
tact networks. A heatmap for a network generated from a single simulation is presented
in Figure 4.2.1. As with the empirical contact network, the scale of the heatmap is log-
transformed to improve the visualisation due to the great variation in the number of con-
tacts. The scaling of the colour bar is equal to the empirical heatmap, allowing for a com-
parison between the two. Generally, the distribution of contacts in the empirical heatmap
is well approximated in the simulated heatmap for all the subnetworks. For instance, the

NUR MED ADM

PAT

Figure 4.2.1: A heatmap visualising a simulated contact network generated with the preferential
attachment configuration model. The colour at pixel 7, j represents the number of contacts detected
between nodes ¢ and j for the entire study period. The white grid lines separate the four groups in
the hospital.
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strongest connections, referring to the number of contacts between two nodes, are found in
the MED and NUR subnetworks. Similar to the empirical network, the MED subnetwork
is a homogeneous group where most nodes are in direct contact with each other. The
contacts in the NUR subnetwork are however slightly more mixed than in the empirical
network, without antisocial nodes with almost no contacts. The one-to-all pattern in the
empirical ADM subnetworks is also present in the simulated network. There are however
no interactions between the remaining administrative staff. There are few contacts between
the patients, but still slightly more than in the empirical PAT subnetwork. The distribution
of contacts in the bipartite subnetworks are similar to that found in the empirical heatmap.

It is however clear that the brightest, almost white, pixels are not present in the sim-
ulated heatmap and the colours are generally darker compared to those in the empirical
heatmap. Hence, the connected node pairs are not as highly connected as in the empirical
network. Overall, the distribution of contacts in the simulated network is comparable to
the empirical network, but the strength of the contacts is significantly weaker. This implies
that the pairs of individuals that are connected have fewer or shorter encounters, which can
decrease the transmission potential of an infectious disease.

NUR MED ADM

PAT

Figure 4.2.2: Heatmap produced from 20 simulations of the preferential attachment configuration
model. The pixel at location ¢, j represents the average number of contacts between nodes ¢ and j in
20 simulated contact networks.

Since the heatmap in Figure 4.2.1 is a result of only a single network simulation, it is
difficult to draw conclusions about how well it approximates the empirical heatmap. The
stochastic element in the configuration model leads to variation in the generated contact
networks, i.e. the heatmap of one simulated network is not necessarily representative for
the contact patterns generated with the model. To account for the variation in the simulated
networks, several simulated contact networks were generated. The heatmap in Figure 4.2.2
is produced from 20 simulations of the configuration model, with the number of contacts
between nodes ¢ and j representing the average number of contacts from the 20 generated
networks. The resulting heatmap is very homogeneous within the subnetworks compared
to the empirical heatmap and the heatmap from a single model simulation. Calculating in
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average from several independent simulations results in mixed contact patterns, which are
difficult to analyse.

4.2.2 Degree distribution

The development of the configuration model is mainly based on the characteristics of the
degree distribution of the blocks in the empirical data. In other words, the goal was to
reproduce these degree distributions in the simulated networks. As described in Section
3.2.2, a simulated network is produced by generating a set of stubs for each node and
subsequently connecting them. The distribution of stubs is determined by a transformed
uniform distribution. The cumulative degree distribution, P(y > Y), and the transforma-
tion function for each of the four classifications are presented in 4.2.1.

Table 4.2.1: The table presents the function for the cumulative degree distribution as well as the
function for transforming a uniformly distributed variable, which is the inverse of the cumulative
degree distribution function, for the four classifications of degree distributions in the empirical net-
work.

Scale of axes P(y >7Y) Transformation function
Lin-Lin X=55r Y =a(l —2)

Lin-Log X =10+ Y =—a-logio(X)
Log-Lin X=1-b- loglo(%) Y =a 1075

Log-Log X =q-10"blego¥) Yy —gq.p70

The parameters, a and b, of the transformation functions are adjusted according to the
empirical degree distributions. The parameters for each block used to generate simulated
contact networks in the preferential attachment configuration model are presented in Table
4.2.2.

Due to the stochasticity in the configuration model, several simulated networks are
generated in comparison to the empirical network. The cumulative degree distributions
for all blocks in both the empirical network and the simulated networks are displayed in
Figure 4.4.1. The blue curve represents the empirical degree distributions while the light
green curves represent the degree distribution of 20 simulated networks.

For all blocks, the degree distributions of the simulated networks are able to replicate
the shape of the empirical degree distributions fairly well. However, there is a significant
variability in the degree distributions of the simulated networks for a few of the blocks. For
instance, in the ADM-MED block and NUR-ADM the stochasticity is large. In addition,
for the NUR-MED block the simulated networks do not capture the extreme values at the
tail of the empirical distribution. Hence, the simulated networks do not generate hubs of
the same size as in the empirical NUR-MED subnetwork. The reason for this deviation
may be due to the fact that the empirical degree distribution of the NUR-MED block is
considered to be linear on the lin-log scale in the model, which is not completely true. De-
spite this simplification, the main characteristics of the node degrees are captured. Overall,
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Table 4.2.2: An overview of the parameters used in the transformation function for the different
blocks. For a given block, Group 1 refers to the nodes in which the degree distribution is calculated
for in contact with individuals in Group 2.

Groupl Group2 a b
ADM ADM 1.5 0.5
ADM MED 3 2.5
ADM NUR 1 0.3
ADM PAT 150 -
MED ADM 15 1.1
MED MED 131 1908
MED NUR 430 -
MED PAT 340 -
NUR ADM 325 -
NUR MED 200 -
NUR NUR 60 0.6

NUR PAT 0 610
PAT ADM 0.8 05
PAT MED 115 -
PAT NUR 670 -
PAT PAT 55 -

the shape of the simulated degree distributions fit the empirical degree distributions well.
Since, the distribution of degrees is the most important characteristic determining the con-
tact patterns in an interaction network, the preferential attachment configuration model
seems to serve as a good basis for generating networks that can be utilised in disease
spread simulations.

4.3 Epidemiological Model

This section describes the results from the epidemiological simulations run on both the
empirical and the simulated networks. The simulations are mainly run with three differ-
ent probabilities of infection; 0.01, 0.005, and 0.001. The rationale for selecting these
probabilities was to generate a sufficient amount of cases to cause an outbreak without
the epidemic growth rate being unreasonably high. A relatively high infection probabil-
ity is required as the hospital ward is considered as an isolated system, meaning no new
cases are imported during the simulation. All simulations are run for a period of 60 days,
and as described in Section 3.4.3, Scenario 1 describes the contact network period used
for the simulated networks. That means that a single contact network is generated by the
configuration model which is reused for all 60 simulation days. The elements in the gen-
erated contact array is divided by four to replicate the contacts from one day, instead of
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Figure 4.2.3: The cumulative degree distributions of all blocks in the empirical network are shown
in blue, while the cumulative degree distribution of 20 simulated networks are visualised in green.

the aggregated network of four days.

4.3.1 Disease Spread

In the model, disease spread is simulated on both the empirical network and the simulated
networks generated with the configuration model. This allows for a comparison of the
results between the two simulation methods and further an assessment of the configuration
model. Similar results imply that the configuration model succeeds in reproducing the
contact patterns important for disease spread in a hospital ward setting.

Disease Dynamics

Figure 4.3.1 presents the disease dynamics of simulations run with an infection probability
of 0.01, for both empirical and simulated networks. The simulations were run for 60 days,
and the number of infected end recovered individuals are calculated for each day. Each
run is initiated with one seed node in the presymptomatic state, meaning the individual
is infectious without currently manifesting symptoms. The results are obtained from 20
simulations and an average is visualised as a solid line in the plots.

The area under the red curves, representing infected individuals, looks similar for both
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Figure 4.3.1: The figure presents the number of infected (red) and recovered (blue) individuals on
each day of the simulation, for both the empirical (left panels) and simulated networks (right panels).
The results are obtained from 20 simulations over a period of 60 days, with an infection probability
of 0.01. The transparent curves represents the dynamics of each simulation, while the solid curves
illustrate an average of the 20 simulations.

the empirical and the simulated networks. The recovered curve (blue) is, however, slightly
lower for the empirical network, reflecting a higher total number of infected individuals
during the simulation period for the simulated networks. In the beginning of the simula-
tion, the outbreak grows somewhat faster for the empirical network which reaches its peak
of infected individuals immediately before 20 days. The peak for the simulated network
is, on the other hand, just after 20 days. The outbreaks die out towards the end of the sim-
ulation period for both contact networks, but slightly earlier for the simulated networks.
A few of the empirical simulations result in practically no disease spread, indicating that
there are impasses in the contact routes preventing transmission. The reason for this may
be that a single aggregated simulated network is reused throughout the simulation, while
data from four separate days are utilised for the empirical simulations. Consequently, the
contact patterns are more mixed in the constructed networks leading to more consistent
simulations. The overall trend of the disease dynamics are however similar for both con-
tact networks, indicating that the simulated networks mirror the most important topological
features impacting disease spread.

The corresponding results from simulations with infection probabilities of 0.005 and
0.001 can be found in Appendix B.1.1.

Test of Seed Node

As shown in the previous figure, most individuals are infected during a simulation running
for 60 days with an infection probability of 0.01. The reason that some individuals do
not get infected may be due to the stochasticity of the model, or dead ends in the contact
network physically preventing transmission. This may be dependent on the individual ini-
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tiated as the seed case. To test how the selected seed node affects the disease spread, 100
simulations were run with each of the 75 nodes of the system set as seed node. The nodes
catching the infection during each simulation was tracked, generating a 75x75 matrix with
entry ¢,j representing how many times node ¢ was infected out of the 100 simulations
with node j as the seed node. The test was run for presymptomatic and asymptomatic
seed nodes with the three infection probabilities used for simulations, for both the em-
pirical and the simulated networks. The generated arrays were translated into heatmaps
for visualisation. The colours of the heatmaps range from black to white according to the
infection incidents ranging from 0 to 100. Figure 4.3.2 displays the heatmaps generated
with presymptomatic seed nodes. The corresponding figure generated from simulations
with asymptomatic seed nodes can be found in Appendix B.1.1.
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Figure 4.3.2: Heatmaps visualising the number of times node 7 gets infected out of 100 simulations
with node j as the seed node, which is initiated in the presymptomatic state. The subplot contains
heatmaps for simulations with both the empirical network (left panels) and a simulated network
(right panels) for three infection probabilities; 0.01, 0.005, and 0.001.

Generally, the patterns of the heatmaps are similar for all probabilities. However,
the empirical heatmaps are darker than the simulated heatmaps for p = 0.01 and p =
0.005, while the simulated heatmap is darker for p = 0.001. Hence, the nodes in the
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empirical network have a lower probability of becoming infected for high and intermediate
infection probabilities. Conversely, at a lower transmission rate the empirical nodes have a
higher probability of catching the infection. In other words, the variation is greater for the
empirical heatmaps and the most significant deviations are found at the extreme infection
probabilities.

The rows and columns that are all black, regardless of the infection probability, reflect
impasses in the contact network. The topology of the network physically prevents certain
nodes from becoming infected when particular nodes are initialised as the seed. This is
more prominent in the empirical simulations, implying that the contact patterns are more
heterogeneous than in the constructed ones, which is consistent with previous discover-
ies. Overall the results of the simulated networks are close enough to the results in the
empirical network, even though all topological complexities are not captured.

4.3.2 Reproduction Number

The basic reproduction number, Ry, quantifies the transmission potential of a pathogen.
Ry can be defined as the average number of secondary cases caused by an individual
infection when the entire populations is susceptible to infection. In the model, Ry is
therefore calculated as the number of individuals infected by the initial seed node. Due to
the stochastic variability in the model, the basic reproduction number is calculated as an
average from 100 simulations. To investigate if seeding individuals from certain groups
cause larger outbreaks, Ry is quantified for simulations with seed nodes from all of the
hospital groups; ADM, MED, NUR and PAT. Figure 4.3.3 presents an overview of pie
charts and the computed Ry for both the empirical and simulated networks with seed
nodes initiated in the asymptomatic or the presymptomatic state. The segments of a pie
chart reflect the proportion of simulations that resulted in a given number of secondary
infections caused by the seed node, while the colours represent the number of individuals
infected by the seed node, shown as one to six or more than six. Each of the pie-charts
are obtained from 100 simulations with an infection probability of 0.005. Corresponding
figures simulated with p = 0.01 and p = 0.001 can be found in Appendix B.1.2.

For all scenarios, the Ry is significantly higher for simulations run with a doctor
(MED) or a nurse (NUR) as the seed node. This is expected as the doctors and the nurses
have more contacts than administrative workers and patients in both the empirical and sim-
ulated networks. For example, simulations with presymptomatic MED seed nodes gener-
ate basic reproduction numbers that are more than twice as high compared to presymp-
tomatic ADM seed nodes. The Ry of the simulated network scenarios are generally very
similar to the empirical network scenarios. For instance, an asymptomatic ADM seed node
generates an Ry of 1.20 and 1.16 for the empirical and simulated network, respectively.
The largest deviation is found in the scenario where the seed node is a presymptomatic
nurse. The empirical Ry is 7.84 while the simulated Ry is 4.95. Apart from this case, the
average values of Ry are comparable even though the proportions of the pie charts vary
between empirical and simulated. The calculated Ry from simulations with a presymp-
tomatic seed node is significantly higher than for asymptomatic seed node cases. This is
according to expectations, as the the relative infectivity of an presymptomatic interaction
is distinctly higher than an asymptomatic interaction. Overall, the simulated Ry-values
correspond well with the empirical Ry-values, and the difference between the groups is
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Figure 4.3.3: An overview of pie charts describing the proportion of 100 simulations with p = 0.005
resulting in a given Ry. Pie charts are generated for simulations on the empirical and constructed
networks with an asymptomatic or presymptomatic seed node. The pie charts are also distinguished
by the hospital status of the seed node. The average R for each scenario is denoted the below pie
chart.

according to expectations.

The relationship between the infection probability, p, and the basic reproduction num-
ber, Ry, is presented in Figure 4.3.4. It is expected that Ry will be saturated at some point
with an increasing p because the contact networks limit the spreading potential. This is
however not shown for the selected infection probabilities. There is an approximately lin-
ear relationship between p and R for all scenarios, but Ry is not necessarily proportional
to p. The results based on the simulated network fit the empirical network well, and the
trends are similar for simulations with asymptomatic and presymptomatic seed nodes, al-
though the Ry is generally higher for the latter. Additionally, it is clear that MED and NUR
seed nodes cause significantly larger outbreaks than ADM and PAT seed nodes, which is
consistent with the contact patterns discovered in the network analysis. Individual plots,
with 95 % confidence intervals, for all the curves shown in Figure 4.3.4 can be found in
Appendix B.1.2.
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Figure 4.3.4: A representation of the relationship between the infection probability, p, and the basic
reproduction number, Ry. Ry is calculated for ten infection probabilities ranging from 0.001 to 0.01.
The colours represent the hospital status of the seed node, while the dotted and solid lines represent
the empirical and simulated network, respectively. The results in the left panel are generated with
asymptotic seed nodes, while the right panel is generated from presymptomatic seed nodes.

4.3.3 Pooled Testing

An application for an agent-based model simulating the spread of SARS-CoV-2 is to test
the effect of intervention measures. A testing regime was implemented in the model to
investigate how regular testing affects the epidemic spread as well as the absence of health
care workers. Two test strategies were simulated; weekly and daily testing of all indi-
viduals present at the hospital ward. Individuals with positive test results are quarantined
for four days. The goal of testing symptom free individuals is to detect the asymptomatic
and presymptomatic cases to isolate the individuals, preventing them from causing fur-
ther transmission. It is expected that frequent pooled testing will reduce the number of
confirmed cases, but it will also lead to a higher absenteeism of health care workers. The
cost of isolating HCWs capable of working may outweigh the benefit of reducing the
spread. For different variants of SARS-CoV-2 with different contagiousness, the cost of
isolation versus the benefit of reducing the infection rate is not the same. For highly conta-
gious variants, such as the Omicron variant, eradicating the virus is extremely demanding.
Therefore, in order to maintain the operations of the hospital, pooled testing of the en-
tire unit is not beneficial. For less contagious variants, regular testing can be an efficient
method to mitigate the spread and still maintain activity.

To investigate the effect of pooled testing, the daily count of absent health care workers
and the total infected individuals in all groups are compared for simulations run with and
without testing. The group of HCWs is comprised of only the medical doctors and the
nurses. Administrative staff are not included as their absence is believed to have less
impact on the ability of a hospital unit to stay open. Illustrations of the results from 20
simulations run with p = 0.01 and p = 0.005 are shown in Figure 4.3.5 and Figure 4.3.6,
respectively. In addition, Figure 4.3.7 provides a comparison of absent HCWs with and
without a daily testing regime with p = 0.01. The left panels represent the empirical
results, while the right panels describe the results from simulations on networks generated
with the configuration model. The daily count of absent HCWs with no testing regime
implemented is shown in blue in the upper panels, while the results from weekly testing are
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shown in the middle panels represented by orange curves. The transparent lines represent
the results from each of the 20 runs, while the solid lines are the average values. In the
lower panels the average number of absent HCWs are visualised in the same plot for
better comparison. In addition, the daily count of infected individuals across all groups
are included, represented by dotted lines. This allows for an instant analysis of the effect
of testing on both the absenteeism and daily infections.
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Figure 4.3.5: A comparison of the number of absent HCWs and the total number of infected in-
dividuals in all groups for simulations run with weekly testing (orange) and without testing (blue).
The results are obtained from 20 simulations with an infection probability of 0.01, using both the
empirical network and simulated networks. The transparent lines represent the number of absent
HCWs at each simulation, while the solid lines are an average of the 20 simulations. The dotted
lines represent an average of the total number of infected individuals, not only HCWs.

As shown in Figure 4.3.5, the impact of weekly pooled testing is similar for the empir-
ical and simulated model runs with p = 0.01. The average number of daily infections are
not affected by a weekly pooled testing regime. However, the absence of HCWs is higher
when weekly testing is implemented. The spikes in the absence rate depicts the length of
the imposed quarantine, which is four days, before HCWs can return to work. Since the
resources spent on testing only result in higher absenteeism of HCWs without reducing the
number of infections, weekly testing is not beneficial at such a high infectivity level. This
is according to expectations, as it is difficult to mitigate the spread of highly contagious
virus variants. Testing every seven days of the simulation period is therefore not frequent
enough to reduce the number of cases, and only leads to fewer available HCWs.

For model simulations run with an infection probability of 0.005, as shown in Figure
4.3.6, the results tell a different story. The absence rate varies when weekly testing is
implemented, nevertheless it is closer to the absence rate generated without testing than
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Figure 4.3.6: A comparison of the number of absent HCWs and the total number of infected in-
dividuals in all groups for simulations run with weekly testing (orange) and without testing (blue).
The results are obtained from 20 simulations with an infection probability of 0.005, using both the
empirical network and simulated networks. The transparent lines represent the number of absent
HCWs at each simulation, while the solid lines are an average of the 20 simulations. The dotted
lines represent an average of the total number of infected individuals, not only HCWs.

for simulations with p = 0.01. In addition, weekly testing causes a significant reduction
in the number of daily infections for both the empirical and simulated networks. Weekly
pooled testing therefore seems to be an effective intervention measure to reduce the spread
of SARS-CoV-2 in a geriatric hospital unit, without causing a high absenteeism of HCWs.
Again, it is expected that the effect of testing will be more prominent at lower infectivity
levels. In conclusion, weekly pooled testing is only beneficial when the probability of
infection transmission for each contact is below 0.01. The results obtained from weekly
testing with p = 0.001 can be found in Appendix B.1.3.

To be able to mitigate the spread of a virus with an infection probability of 0.01, the fre-
quency of pooled testing must be increased. At a hospital, it is assumed that the resources
required to perform daily pooled testing of a unit consisting 75 people are available. Figure
4.3.7 presents the results obtained from simulations with daily pooled testing. In the lower
panels, it is clear that both the daily number of absent HCWs and infected individuals is
reduced to approximately zero when daily testing is implemented. This is true for both
the empirical and simulated contact networks. Hence, testing every day is sufficient to
completely eradicate the virus and prevent absence of HCWs. In conclusion, a strategy of
pooled testing can also be beneficial at high infectivity levels if it is performed frequently
enough. In the model, the only test strategies that were used were weekly and daily testing.
However, based on the results from daily testing, less frequent testing than daily testing
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Figure 4.3.7: A comparison of the number of absent HCWs and the total number of infected indi-
viduals in all groups for simulations run with daily testing (orange) and without testing (blue). The
results are obtained from 20 simulations with an infection probability of 0.01, using both the empiri-
cal network and simulated networks. The transparent lines represent the number of absent HCWs at
each simulation, while the solid lines are an average of the 20 simulations. The dotted lines represent
an average of the total number of infected individuals, not only HCWs.

may also be sufficient to mitigate the spread. The same trends are found for daily testing
with infectivity levels of 0.005 and 0.001, as illustrated in Appendix B.1.3. The modelled
hospital is assumed to be an isolated system, meaning no new cases of COVID-19 are
imported. Due to this, the probability of infection must be sufficiently high for an out-
break to persist. As a result, the selected transmission rates are possibly artificially high,
influencing the observed effect of the simulated testing strategies.

4.4 Error Analysis

The following section describes the error analysis performed on the model and possible
explanations for model deviations are proposed. First, an assessment of the preferential
attachment configuration model is presented. Network statistics which are not accounted
for in the model are calculated to provide insight about the deviations in the simulated
networks which may affect the epidemic modelling. Subsequently, an analysis of the
contact network periods in the epidemiological model is presented.
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4.4.1 Assessment of Configuration Model

Although the preferential attachment configuration model has succeeded in generating net-
works with similar degree distributions within the blocks, other empirical network prop-
erties may not be captured in the model. To discover possible explanations for deviations
in simulated networks in the epidemiological modelling, several network properties were
characterised. In other words, this section investigates if reproducing the degree distribu-
tions of the empirical subnetworks was sufficient to capture other underlying structures of
the network. First, the cumulative degree distribution of aggregated simulated networks is
compared to the empirical degree distribution. Additionally, the assortativity of the com-
plete networks as well as the subgroups are presented for both the simulated and empirical
network.

Total degree distribution

In the preferential attachment configuration model, the number of contacts assigned to
each node is determined independently for all of the blocks. In consequence, the degree
distribution of the entire simulated network may not fit the empirical network even though
the degree distribution within the blocks matches. Hence, an explanatory factor for devi-
ations in the model may be that the contact patterns across the blocks are not sufficiently
reconstructed. To investigate this possibility, the total cumulative degree distribution for
20 simulated networks were plotted, as shown in Figure 4.4.1. Apart from a few outliers,
the simulated networks tend to generate fewer large hubs than in the empirical network.
Consequently, a larger proportion of the nodes in the simulated networks have comparable
degrees, i.e. the networks are more homogeneous. This characteristic can possibly affect
the transmission of an infectious disease in the population.
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Figure 4.4.1: The cumulative degree distribution of the aggregated empirical contact network is
shown in blue, while the cumulative degree distributions of 20 simulated networks are depicted in
green.
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Assortativity

Another possible reason for discrepancies in the simulated networks is that there is a degree
of assortativity in the empirical network that is not captured by the configuration model.
The degree correlation of a node refers to the relationship between its degree and the
average degree of its neighbours. The degree correlations for the nodes of the aggregated
empirical network are presented in Figure 4.4.2. The dots of the scatter plot are coloured
based on the hospital group each node belongs to. For assortative networks, the average
neighboured degree increases with &, meaning that hubs tend to connect to each other and
small-degree nodes connect to each other. As shown in Table 4.4.1, the degree correlation
coefficient of the total empirical network is calculated to be 0.25. The positive coefficient
and the slightly increasing trend of the dots in Figure 4.4.3 proves that there is a degree of
assortativity in the empirical network. Since it is difficult to visualise degree correlations
for several networks in a single plot, only the calculated degree correlation coefficients
are presented for the simulated networks, as shown in Table 4.4.1. The coefficients are an
average from 100 simulated networks with a 95% confidence interval. The total degree of
assortativity for the simulated networks is calculated to 0.51 (95% CI: 0.49, 0.53). This
value deviates significantly from the empirical network, proving that this network property
has not been reproduced in the simulated networks.
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Figure 4.4.2: A scatter plot which presents the correlation between degree and average degree of
neighbours for all nodes in the empirical network. The nodes are distinguished by colour based on
the hospital group the belong to.

Although the overall network is assortative, it does not mean that the subgroups of the
network are. For example, the degree correlation of a doctor or a nurse may differ from an
administrative worker or a patient. The calculated degree correlation coefficients for the
subgroups, consisting of ADM, MED, NUR and PAT, for both the empirical and the sim-
ulated networks are presented in Table 4.4.1. In addition, the degree correlation for each
group in the empirical network are visualised in Figure 4.4.3. For the ADM and the NUR
group there is a clear tendency of increasing average neighboured degree with increasing
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k. The degree correlation is 0.76 and 0.68 for the ADM and the NUR group, respectively,
meaning there is a high degree of assortativity. The values for the simulated networks are,
however, significantly lower; 0.36 (95% CI: 0.29, 0.43) for the administration and 0.40
(95% CI: 0.36, 0.45) for the nurses. In contrast, the degree of assortativity for the patients
is remarkably higher for the simulated network than the empirical network, with a correla-
tion coefficient of 0.40 (95% CI: 0.37, 0.44) compared to 0.10 for the empirical network.
The empirical degree correlation coefficient for the medical doctors is 0.01, indicating a
neutral network. The degree of assortativity for the simulated networks is closest to the
empirical network for this group with a value of 0.09 (95% CI: 0.02, 0.16). The empirical
coefficient does however not lie within the 95% confidence interval. On the whole, all
of the groups in both the empirical and the simulated networks admittedly have positive
degree correlation coefficients, meaning that the networks are assortative. However, the
deviations in the simulated networks are clear and the analysis proves that the the con-
figuration model is not able to capture the degree of assortativity found in the empirical
network.
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Figure 4.4.3: The correlation between degree and average degree of neighbours plotted for all nodes
in their respective groups. The upper panels present the degree correlations of the administration and
the medical doctors, while the lower panels display the degree correlation of nurses and patients.

4.4.2 Contact Network Period

The empirical contact network contains data from four consecutive days, but for modelling
purposes the data was aggregated into one static network. When reproducing the empir-
ical contact network, topological properties were extracted from the aggregated network
resulting in a single aggregated simulated network. The epidemiological model is built
to simulate state progression and count the number of individuals in each state every day,
meaning that daily contact networks are used in the model. The empirical contact data was
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Table 4.4.1: The calculated degree correlation coefficients for the four groups and the total degree
correlation for the entire network of both the empirical and simulated network. The simulated degree
correlation coefficients are an average of 100 simulated networks with a 95 % confidence interval.

Empirical Simulated
ADM 0.76 0.36 [0.29, 0.43]
MED 0.01 0.09 [0.02, 0.16]
NUR 0.68 0.40 [0.37, 0.44]
PAT 0.10 0.40 [0.36, 0.45]
Total 0.25 0.51 [0.49, 0.53]

therefore divided into four days which were reused alternately throughout the simulation.
In this way the variations between the days and the heterogeneity of the empirical contact
network is captured in the model. Conversely, for the simulated contact network, a single
contact network is generated for each epidemiological simulation. Since the network is
generated based on empirical contact data from four days, all the entries in the array are
divided by four to generate a daily contact array which is reused every day. This method
is referred to as Scenario 1. In Section 3.4.3, two other possible scenarios for simulating
spread were proposed. In Scenario 2, four aggregated contact networks are generated and
then divided by four. The four daily contact arrays are reused throughout the simulation,
similar to the empirical daily contact networks. Lastly, in Scenario 3 a new aggregated
contact network, divided by four, is generated for each simulation day.

To analyse how the selected contact network period impacted the epidemiological
simulations, all three scenarios are compared in Figure 4.4.4. The presented results are
obtained from simulations with an infection probability of 0.01. Corresponding figures
generated with infection probabilities of 0.005 and 0.001 can be found in Appendix B.2.1.

In theory, Scenario 2 is the most similar to the empirical approach, as there are four
daily contact networks that are used repeatedly throughout the simulation. However, the
number of cases is significantly higher than in Scenario 1, where only one daily contact
network is utilised. In general, Scenarios 2 and 3 produce more infections than Scenario 1.
It is expected that increasing the amount of generated contact arrays will lead to more cases
since the daily contact networks are generated independently of each other, producing a
more mixed population. In the empirical network, the daily contact networks emerge from
four consecutive days of data collection. The contact patterns of the four days are therefore
more dependent on each other, assuming that doctors and nurses work somewhat similar
shifts over a certain period of time and that patients are admitted for several consecutive
days. Although the contagiousness of Scenario 3 is too high compared to the empirical
network, it provides a more realistic basis for predictive simulations. However, for the
purpose of comparing the empirical and simulated contact networks, selecting Scenario
1 appears to be acceptable because reusing a single contact network prevents the number
of infections from exceeding the outcome of empirical simulations. This is substantiated
by the results described in Section 4.3, which prove that the transmission dynamics are
similar for the empirical network and the simulated network from Scenario 1.

Similar to how the simulations were run with the constructed network, the empirical

53



Chapter 4. Results and Analysis
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Figure 4.4.4: The number of infected (red) and recovered (blue) individuals on each day of the
simulation for the empirical contact network and three different contact network periods of the sim-
ulated networks. Simulated 1, 2 and 3 refers to the three scenarios described above. The results are
obtained from 20 simulations over a period of 60 days, with an infection probability of 0.01. The
transparent curves represent the dynamics of each simulation, while the solid curves illustrate an
average of the 20 simulations.

simulations could have been run by reusing the contact data from only one day. Figure
4.4.5 presents the dynamics of the number of infected and recovered individuals for five
different empirical contact network periods obtained from simulations with an infection
probability of 0.01. Corresponding figures generated with infection probabilities of 0.005
and 0.001 can be found in Appendix B.2.1. In the figure, total refers to the method used
in the epidemiological model, where the contact networks from four consecutive days
alternate throughout the simulation. Day 1 to Day 4 refers to runs with the contact network
from a single day reused for the entire simulation period. As shown in the figure, there are
noteworthy variations in the results between Total and the four individual days. In addition,
the infection levels are significantly higher for the simulations using all of the contact data.
The empirical data contains contact data from only four days, which is essentially scarce.
Utilising only one day of the contact data available therefore reduces the robustness of the
model since the results are biased towards the contact patterns of a single day, which may
not be representative for the general contact patterns of the hospital ward. In conclusion,
the most realistic simulations are obtained by alternately using the contact data from all
four days.
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Figure 4.4.5: The number of infected (red) and recovered (blue) individuals at each day of the
simulation for different contact network periods of the empirical network. Total refers to simulating
with the four days alternately, while Day 1 to Day 4 refers to repeatedly simulating with one daily
contact network. The results are obtained from 20 simulations over a period of 60 days, with an
infection probability of 0.01. The transparent curves represent the dynamics of each simulation,
while the solid curves illustrate an average of the 20 simulations.

55



Chapter 4. Results and Analysis

56



Chapter

Discussion

Models are simplified representations of real life systems constructed to provide under-
standing of observed phenomena or to predict future phenomena [66]. This is also the
case for the model developed in this thesis. As described in Chapter 3, several simplifi-
cations and assumptions have been made for the simulations to be feasible and effective.
The following section discusses the limitations of the model, the main assumptions and
the challenges they imply, as well as key observations.

In agent-based modelling (ABM), complex systems are viewed as sets of interacting
agents. ABMs can be used to investigate how macro-level properties of a system are
dependent on micro-level rules [66]. Uncertainties in the behaviour of agents will con-
sequently affect the model output. High-quality data is therefore required to develop a
realistic representation of a real-life system. Hence, the most obvious limitation of the
modelling framework in this project is the size of the data it is based on.

The simulated network is constructed based on a single empirical data set containing
contact data collected over the course of four days. 75 individuals at a geriatric hospi-
tal ward participated in the study. They are further divided into four groups based on
their status at the hospital, resulting in group sizes ranging from 8 to 27 individuals. Es-
sentially, the data serving as a basis for this project is scarce, which gives rise to three
main issues. Firstly, the size of empirical contact network and its subnetworks are small.
Rules governing individual behaviour are therefore derived from few data points, causing
a very stochastic system. For example, drawing conclusions about the behaviour of ad-
ministrative workers based on 8 individuals in the empirical data is challenging. Hence,
the small system can lead to uncertainty in the contact patterns generated in the simulated
networks. Secondly, the data is collected from a limited period of time. Specifically, the
contact patterns at the hospital ward during four days may not be representative for the
general activity. Due to this, a synthetic network with the most central network properties
of the empirical network was generated to model the epidemic over a longer period of
time. However, the model parameters are derived from uncertain data which can greatly
impact the output. For instance, if a special occasion influenced the contact patterns of
the staff members in one of the days in the study, it creates a bias in the generated contact
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network. Thirdly, the contact patterns of a single hospital unit may not representative for
other hospital settings. The structure of shifts and the type of patients treated at the given
unit presumably impacts the contact patterns. For example, HCWs interact more closely
with patients in an intensive care unit than in an observation unit. For this reason, several
empirical interaction networks should be utilised to extract general contact patterns. How-
ever, this was not feasible due to time constraints and the need to prevent the empirical
analysis from being too complex. Overall, the model is sensitive to the behaviour of few
individuals over the course of few days, causing uncertainty in the results. Additionally,
it is difficult to draw conclusions about the transferability of the findings to other hospital
settings.

In order to generate a simulated contact network, the characteristics of the empirical
network were simplified. Arguably, the degree distribution is one of the most central net-
work properties associated with epidemics because it naturally captures the heterogeneous
potential of individuals to become infected and to further transmit the infection [63]. Based
on this, the configuration model assumes that reproducing the degree distribution of the
subnetwork blocks is sufficient to model realistic spreading phenomena. The results de-
scribed in Section 4.3 substantiates this hypothesis as the disease dynamics are similar for
the empirical and the simulated network. The error analysis proved that several network
statistics, such as the total degree distribution and the the degree of assortativity, deviated
significantly from the empirical network. This implies that the configuration model fails in
capturing several underlying structures of the empirical network. However, these discrep-
ancies have seemingly limited effect on the outcome of the epidemiological simulations.

To summarise, recreating the degree distributions of the empirical blocks seems to be
sufficient to model realistic disease spreading phenomena. Drawing general conclusions
from the model is however challenging due to the scarce data. Nevertheless, it is believed
that the modelling framework can provide valuable insight into the spreading dynamics of
SARS-CoV-2 in a hospital setting.

5.1 Key Assumptions

In addition to the simplifications outlined above, several key assumptions have been made
in the model. The most important assumptions and the challenges they bring about are
discussed in the following section:

¢ Hospital ward as an isolated system: A considerable simplification in the model
is that the hospital ward is assumed to be an isolated system. The only source of in-
fection is therefore the initially infected seed node. Since no new cases are imported
into the system, the probability of infection must be sufficiently high to prevent the
outbreak from dying out. The transmission parameters are therefore possibly artifi-
cially high, which would affect the spreading dynamics. Consequently, an exagger-
ated transmission rate may cause unrealistic responses to implemented intervention
measures. Certain mutants of SARS-CoV-2 can potentially generate a local repro-
duction number of this magnitude, however, based on existing data it is difficult
to come to that conclusion. In real life, new cases can be introduced to the hospi-
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tal through admitting infected patients or by staff members catching the infection
from other sources. An interesting extension of the model would be to account for
external import of new cases. This could be achieved by defining a probability of
introducing new cases based on empirical data.

* Transmission through close proximity contacts: The interactions between agents
of the model are based on empirical contact data collected with wearable RFID-
sensors. The sensors are worn on the chest, and the threshold for detecting a contact
is 1.5 meters. First of all, the model therefore assumes that the inter-individual trans-
mission is captured by face-to-face proximity contact. Secondly, the model neglects
other possible routes of SARS-CoV-2 transmission. Throughout the pandemic the
FHI’s definition of a close proximity contact has varied between 1 and 2 meters.
The reach of the RFID-sensors therefore seem reasonable for capturing the direct
contacts, which presumably account for the majority of transmissions. However,
several other routes of transmission are proposed in reality. For instance, aerosol
transmission and indirect transmission through contaminated surfaces are believed
to be of importance [16, 19]. Restricting the spread of SARS-CoV-2 in the model
to close proximity interactions is therefore a simplification which may reduce the
transmission potential compared to a real life scenario. Increased transmissibility
would increase the requirements of the restrictions to limit the spread, and the re-
sponse to control measures in the model would be affected. For instance, infected
patients are assumed to have no transmission potential in the hospital due to isola-
tion and infection control equipment worn by the HCWs. However, if other routes
of transmission are included, such as aerosol transmission, the implemented restric-
tions may not be sufficient to prevent patients from infecting others. Consequently,
isolated patients could be a source of new infections in the hospital making it more
challenging to mitigate an outbreak. Implementing a spatial component in the model
would be interesting to account for indirect transmission. Individuals residing in the
same room can have a probability of becoming infected despite not having a close
proximity encounter. Examples are staff members having lunch break in the same
room, or HCWs treating the same patient without being in direct contact with one
another. Spatial information about the participants in the empirical study is, how-
ever, not provided.

* Compliance to intervention measures: Strategies for pooled testing with varying
frequency are implemented in the model. Individuals with positive test results are
required to quarantine for four days. In the model, all individuals are assumed to
comply to these control measures. In addition, symptomatic individuals are instantly
removed from the system, meaning individuals are assumed to isolate themselves
instantly at symptom manifestation. Presumably, some individuals will not adhere to
these intervention measures. People can possibly shorten their quarantine or refrain
from isolating themselves when exhibiting symptoms. It would be interesting to
include this phenomena in the model to investigate if it notably affects the spread.
Since an agent-based model can account for individual behaviour, it is possible to
model agents that ignore the implemented intervention measures.

* Low temporal resolution: In the epidemiological model, disease progression and
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state transitions are carried out at each simulation step, i.e. once a day. It assumes
that a temporal resolution of 24 hours is sufficient to realistically simulate spread.
Modelling spread day by day makes it difficult to draw conclusions from the re-
sponses to daily testing. In reality, individuals can infect one another during the 24
hour interval, causing a delay from infection to having a positive test result. In the
model however, individuals are tested immediately after infection if the daily test-
ing regime is implemented. The temporal resolution of the original empirical contact
data is 20 seconds. This high-resolution contact data is aggregated to 24 hours to fit
the epidemiological modelling framework. In reality, one could think that an indi-
vidual working the early shift could indirectly infect an individual working the late
shift. This issue can however be ignored due to the incubation period of SARS-
CoV-2, which is longer than a day [28, 29]. Additionally, in the empirical data only
direct, symmetrical contacts are registered, meaning that the time component can
be ignored. Nevertheless, initial analysis of the empirical data demonstrated great
variance in the contact patterns between the early, late and night shifts, caused by
the differing working hours of groups of staff. A weakness of the model is that the
contact patterns across shifts are not captured. Due to time constraints, the shift
structure was neglected to significantly simplify the process of recreating the con-
tact patterns of the empirical network in the configuration model. Presumably, the
overall contact patterns affecting the disease dynamics are still captured. However,
implementing a shift structure gives rise to opportunities such as investigating the
effect of control measures at varying levels of activity.

5.2 Key Observations

The key observations from the results presented in Section 4 are discussed in the following
section. Possible explanations for deviations in the configuration model and the epidemi-
ological model are outlined.

* Lack of heterogeneity in simulated networks: Compared to the empirical net-
work, the simulated networks lack heterogeneity in the node degrees. This can be
seen in the block degree distributions shown in Figure 4.2.3. For most of the blocks,
the simulated degree distributions replicate the empirical degree distribution suffi-
ciently. However, there is a prominent stochastic element in the model which causes
varying results. Specifically, the ADM-MED and the NUR-ADM block vary greatly.
Since the administrative staff generally have few contacts, the number of interac-
tions with doctors and nurses can significantly impact their potential of catching the
virus. For several blocks, such as the ADM and the NUR-MED blocks, the sim-
ulated networks do not reproduce the heavy tail of the empirical network. Hence,
the simulated networks do not generate hubs of the same size as in the empirical
network. This characteristic is also observed in the total degree distribution, dis-
played in Figure 4.4.1. Hubs are potential super spreaders due to their large number
of contacts. Fewer large hubs would presumably reduce the number of infections,
however the epidemiological simulations run with a transmission rate of 0.01 show
otherwise. As can be seen in Figure 4.3.1, the average number of infected individu-
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als is actually slightly higher for the simulated contact networks. With that said, the
results fluctuate due to the stochastic variability in the model. The spreading dynam-
ics also heavily depend on the transmission rate and the behaviour of the seed node.
Figure 4.3.2 shows that the probability of infection is higher in the simulated net-
work for high and intermediate levels of p. At a lower transmission rate (p = 0.001)
the dynamics shift; the probability of infection is higher in the empirical network.
A possible explanation is that the infection level is saturated at higher transmission
rates, i.e. certain nodes avoid infection because of physical impasses in the contact
network. Since the simulated network is a more homogeneous system, the majority
of the nodes are reached by the virus when the transmission rate is sufficiently high.
The empirical network, on the other hand, contains more small-degree nodes physi-
cally prevented from infection. In contrast, the large hubs of the empirical network
generate more infections compared to the simulated network at lower probabilities
of infection. This is expected, as the analysis of the simulated network proves that
it does not capture the heterogeneity of the empirical network. Since individual be-
haviour is mainly based on their hospital status, assigning other personal attributes
could improve the granularity of the model. An example of this is distinguishing
between social and anti-social nodes.

Ry is dependent on the seed node: As shown in Figure 4.3.3, the reproduction
number is highly dependent on the type of node selected as the seed. Doctors and
nurses generate significantly higher Ry compared to the administrative staff and
patients, which is as expected. The transmission potential is higher for MED and
NUR individuals because they are more connected, which is clear in the interaction
matrices visualised in Figure 4.1.1 and 4.2.1. This pattern is consistent for vary-
ing levels of infection (Figure 4.3.4). The increased values of Ry resulting from
presymptomatic seed cases reflects the relative infectivity of presymptomaitc con-
tacts, which is 3.0, compared to 0.3 for the asymptomatic contacts. Since the doctors
and the nurses seem to be the super spreaders of the hospital, targeting control mea-
sures towards them could be effective for mitigating spread. Their increased level
of contact is presumably inevitable, as they must interact with each other and the
patients to provide the best treatment. However, reducing the purely social contacts
of MED and NUR individuals and imposing the use of infection control equipment
at all close proximity interactions could be effective. It would be interesting to test
such assumptions in the model, however it is very difficult to determine the level of
protection that, for example, the use of face masks provide.

Effect of pooled testing: In the model, weekly pooled testing when the transmis-
sion rate is 0.01 is not beneficial, as can be seen in Figure 4.3.5. The absenteeism of
HCWs is increased, while the level of infection is equally high despite testing. This
is expected, as mitigating the spread of a highly contagious virus variants is very
challenging. During the pandemic in Norway, most intervention measures were
lifted when the the Omicron variant of SARS-CoV-2 dominated, because eradicat-
ing it by imposing social distancing and the use of face masks would be impossible
due to its transmissibility. This was justified by the fact that the Omicron vari-
ant was reported to cause less severe disease, relative to previous variants such as
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Delta [67]. For evolving variants of SARS-CoV-2, there is believed to be a trade-
off between transmissability and virulence [68]. Hence, the strategy for handling
the pandemic is adapted accordingly. For less infective variants with greater dis-
ease potential, mitigating the spread is more important. As shown in Figure 4.3.6,
weekly pooled testing had a moderate effect on the infection levels for simulations
run with a transmission rate of 0.005. However for further reducing the spread, the
frequency of testing must be increased. In the model, daily pooled testing (Figure
4.3.7) completely eradicates the virus and consequently prevents HCWs from being
quarantined for all the infection probabilities tested. However, it might not be worth
spending the resources required for daily pooled testing if the end goal is not to
eradicate the virus. For less severe variants, preventing HCWs capable of working
from being quarantined is more important. It would be interesting to investigate the
effect of pooled testing with other frequencies to discover the optimal frequency for
reducing spread and minimising the absenteeism of HCWs.
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The COVID-19 pandemic has turned life upside down for the majority of the world popu-
lation over the past two years. As of now, the vaccine coverage in many countries is high
and control measures have been lifted, allowing for people to return to their normal ev-
eryday lives. Although the pandemic seems to be coming to an end, modelling the spread
of SARS-CoV-2 can provide valuable insight into the underlying spreading mechanisms.
Such knowledge is useful for understanding the current situation, as well as preparing for
pandemics caused by pathogens utilising similar transmission routes, which will arise in
the future.

In this project, an agent-based modelling framework is developed to simulate the
spread of SARS-CoV-2 in a hospital setting. The motivation was to generate a hospital
module that can be implemented in a larger societal model. The behaviour of the agents
are governed by either an empirical contact network or a simulated contact network. The
simulated networks are generated with a configuration model based on the degree distribu-
tion of the blocks in the empirical network. A block refers to a portion of the interactions
in the weighted adjacency matrix of the network. The diagonal blocks describe the inter-
nal contacts within a group, while the blocks on the off-diagonal describe the interactions
of a bipartite network, i.e. between all combinations of groups. The structure and logic
of the epidemiological model is reused from the original COVID-19 model developed at
NTNU. The model has been tested with different parameter values, and the user is free to
tune input parameters such as the infection probability and the selected test strategy.

In general, the simulated contact networks lack the heterogeneity in the node degrees
found in the empirical contact network. However, the epidemiological dynamics for model
runs on the empirical network and the simulated networks are very similar. So, despite the
deviations in the network topology, the configuration model succeeds in reproducing the
most important network properties of the empirical networks associated with epidemics.
Hence, modelling spread on the simulated networks can presumably provide realistic pre-
dictions for disease dynamics of the particular hospital ward that the contact data is derived
from. However, the results are probably not generalisable to other hospitals because of the
scarce data the model is based on.
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The effect of pooled testing varied for the different infection probabilities and testing
frequencies that were simulated. Weekly testing was not beneficial at a high transmission
rate, while daily testing was sufficient to eradicate the virus at all modelled infection prob-
abilities. The simulations illustrate the importance of identifying the optimal frequency
of testing, balancing the costs detecting asymptomatic and presymptomatic cases versus
the benefits of mitigating spread. The intervention measures are, however, tested on a
small system which is assumed to be isolated from the rest of society. Hence, the observed
responses may not be applicable to other hospital systems.

There exist endless possibilities for improving the model, some of which are men-
tioned in Chapter 5. Further work should focus on gathering more empirical contact data
from hospital environments to model individual behaviour relevant for other systems. An
interesting extension would be to utilise the temporal resolution of the data to simulate
spread with an evolving contact network that can adapt to changes in the system. Mod-
elling such detailed behaviour of agents is computationally demanding, but would lead
to more realistic spreading dynamics. Despite the limitations of the model, further work
should also include testing the model within the framework of the original societal model.
It is important to evaluate how the added granularity of the hospital module would affect
the overall spreading dynamics.

Further, the model is flexible and can potentially be utilised to simulate disease spread
in other comparable systems, such as schools and workplaces. This can be achieved by
modifying the degree distribution functions in the configuration model. Another possi-
bility is to adjust the epidemiological parameters to capture the spreading dynamics of
other human pathogens. In conclusion, the modelling framework presented in this thesis
is flexible and can be easily modified to simulate pathogen spread in multiple settings.
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Appendix

Methods Supplementary

A.1 Python Modules

The code in this project is written in Python version 3.8.5. The modules utilised, including
modules imported from the Python Standard Library and installed modules, are presented
in Table A.1.1.

Table A.1.1: The imported modules from the Python Standard Library and the installed modules
used in the project.

Module Description Version
0s Operating system interfaces -

math Mathematical functions -
random Pseudo-random numbers -
numpy Scientific computing 1.20.1
matblotlib  Visualisations 3.5.1
seaborn Visualisations 0.11.1
scipy Statistics 1.6.2
pandas Data analysis 1.2.4
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Appendix

Results Supplementary

B.1 Epidemiological Model

The supplementary results and figures from Section 4.3 are presented in the following
section.

B.1.1 Disease Spread

The figures provided in this section correspond to the results described in Section 4.3.1,
only with different parameter values.

Disease Dynamics

The disease dynamics of model runs with an infection probability of 0.01 are shown in
Figure 4.3.1. The same figures visualising the the number of infected and recovered indi-
viduals for simulations run with infection probabilities of 0.005 and 0.001 are presented
in Figure B.1.1 and Figure B.1.2, respectively.
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Figure B.1.1: The figure presents the number of infected (red) and recovered (blue) individuals at
each day of the simulation, for both the empirical (left panels) and simulated networks (right panels).
The results are obtained from 20 simulations over a period of 60 days, with an infection probability
of 0.005. The transparent curves represents the dynamics of each simulation, while the solid curves
illustrate an average of the 20 simulations.
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Figure B.1.2: The figure presents the number of infected (red) and recovered (blue) individuals at
each day of the simulation, for both the empirical (left panels) and simulated networks (right panels).
The results are obtained from 20 simulations over a period of 60 days, with an infection probability
of 0.005. The transparent curves represents the dynamics of each simulation, while the solid curves
illustrate an average of the 20 simulations.
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Test of Seed Node

The resulting heatmaps from running 100 simulations with each of the nodes initiated in
the asymptomatic state are presented in Figure B.1.3. The figure corresponds to Figure
4.3.2 which is generated with presymptomatic seed nodes.
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Figure B.1.3: Heatmaps visualising the number of times node ¢ gets infected out of 100 simulations
with node j as the seed node, which is initiated in the asymptomatic state. The subplot contains
heatmaps for simulations with both the empirical network (left panels) and a simulated network
(right panels) for three infection probabilities; 0.01, 0.005, and 0.001.
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B.1.2 Reproduction Number

The reproduction number of modelled epidemics can be visualised in several ways. In
the following section the distribution of Ry from 100 model simulations are presented for
various infection probabilities, as well as a representation of the relationship between the
reproduction number and infection probabilities.

Pie Charts

Results from computations of Ry from model runs with infection probability of 0.005 are
described in Section 4.3.2. The corresponding results emerging from simulations with
infection probabilities of 0.01 and 0.001 are presented in Figure B.1.4 and Figure B.1.5,
respectively.
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Figure B.1.4: An overview of pie charts describing the proportion of 100 simulations with p = 0.01
resulting in a given Ry. Pie charts are generated for simulations on the empirical and constructed
networks with an asymptomatic or presymptomatic seed node. The pie charts are also distinguished
by the hospital status of the seed node. The average R for each scenario is denoted the below pie
chart.
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Figure B.1.5: An overview of pie charts describing the proportion of 100 simulations with
p = 0.001 resulting in a given Ry. Pie charts are generated for simulations on the empirical and
constructed networks with an asymptomatic or presymptomatic seed node. The pie charts are also
distinguished by the hospital status of the seed node. The average Ry for each scenario is denoted
the below pie chart.
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Infection Probability and Reproduction Number

A supplementary visualisation of the relationship between the infection probability, p, and
the basic reproduction number, Ry, is presented in Figure B.1.6. The plot consists of
individual subplots describing the relationship for all the groups in both the empirical and
the simulated network, generated with asymptomatic and presymptomatic seed cases. 95
% confidence intervals are also provided.
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Figure B.1.6: A representation of the relationship between the infection probability, p, and the basic
reproduction number, Ro. Ry is calculated for ten infection probabilities ranging from 0.001 to 0.01.
The colours represent the hospital status of the seed node, while the dotted and solid lines represent
the empirical and simulated network, respectively. The results in the left panels are generated with
asymptotic seed nodes, while the right panels are generated from presymptomatic seed nodes.
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B.1.3 Pooled Testing

The results from analysing the effect of pooled testing on the number of infections and
absent HCWs are presented in Section 4.3.3. Supplementary results emerging from differ-
ent infection probabilities and test strategies are provided in the following section. Figure
B.1.7 presents the results from weekly pooled testing with p = 0.001. The effects of daily
pooled testing with p = 0.005 and p = 0.001 are visualised in Figure B.1.8 and Figure
B.1.9, respectively.
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Figure B.1.7: A comparison of the number of absent HCWs and the total number of infected in-
dividuals in all groups for simulations run with weekly testing (orange) and without testing (blue).
The results are obtained from 20 simulations with an infection probability of 0.001, using both the
empirical network and simulated networks. The transparent lines represent the number of absent
HCWs at each simulation, while the solid lines are an average of the 20 simulations. The dotted
lines represent an average of the total number of infected individuals, not only HCWs.
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Figure B.1.8: A comparison of the number of absent HCWs and the total number of infected indi-
viduals in all groups for simulations run with daily testing (orange) and without testing (blue), with
an infection probability of 0.005.
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Figure B.1.9: A comparison of the number of absent HCWs and the total number of infected indi-
viduals in all groups for simulations run with daily testing (orange) and without testing (blue), with
an infection probability of 0.001.
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B.2 Error Analysis

The supplementary results and figures error analysis described in Section 4.4 are presented
in the following section.

B.2.1 Contact Network Period

Section 4.4.2 presents the analysis of the impact of various contact network periods that
can be used for simulating disease spread. Supplementary figures with different infection
probabilities are presented in the following section. Figure B.2.1 and Figure B.2.2 compare
simulated contact network periods for p = 0.005 and p = 0.001, respectively. Simulated
1, 2 and 3 in the figure refers to the scenarios described earlier. The contact network
periods of the empirical network are compared for p = 0.005 and p = 0.001 in Figure
B.2.1 and Figure B.2.4, respectively.
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Figure B.2.1: The number of infected (red) and recovered (blue) individuals on each day of the
simulation for the empirical contact network and three different contact network periods of the sim-
ulated networks. The results are obtained from 20 simulations over a period of 60 days, with an
infection probability of 0.005. The transparent curves represent the dynamics of each simulation,
while the solid curves illustrate an average of the 20 simulations.
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Figure B.2.2: The number of infected (red) and recovered (blue) individuals on each day of the
simulation for the empirical contact network and three different contact network periods of the sim-
ulated networks. The results are obtained from 20 simulations over a period of 60 days, with an
infection probability of 0.001. The transparent curves represent the dynamics of each simulation,
while the solid curves illustrate an average of the 20 simulations.
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Figure B.2.3: The number of infected (red) and recovered (blue) individuals at each day of the
simulation for different contact network periods of the empirical network. Total refers to simulating
with the four days alternately, while Day 1 to Day 4 refers to repeatedly simulating with one daily
contact network. The results are obtained from 20 simulations over a period of 60 days, with an
infection probability of 0.005. The transparent curves represent the dynamics of each simulation,
while the solid curves illustrate an average of the 20 simulations.
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Figure B.2.4: The number of infected (red) and recovered (blue) individuals at each day of the
simulation for different contact network periods of the empirical network. Total refers to simulating
with the four days alternately, while Day 1 to Day 4 refers to repeatedly simulating with one daily
contact network. The results are obtained from 20 simulations over a period of 60 days, with an
infection probability of 0.001. The transparent curves represent the dynamics of each simulation,
while the solid curves illustrate an average of the 20 simulations.
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