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Abstract

The average size of new oil discoveries on the Norwegian Continental Shelf (NCS) is steadily de-
creasing, which increases the risks associated with investment decisions in the Exploration and
Production (E&P) of petroleum fields. Therefore, marginal fields risk remaining unexploited,
thereby losing value for the Norwegian society. As standalone developments are often not econom-
ically viable for such fields, tiebacks to existing production facilities are usually considered. At
the same time, many production facilities in mature production areas have spare capacity due to
depleted reservoirs. Furthermore, E&P projects are subject to significant market and technical
uncertainties in terms of volatile market prices and uncertain estimations of the field potential.
Additionally, marginal oil fields are relatively more uncertain than large ones because there is gen-
erally less data gathered before development. In this context, novel solutions must be developed
to commercialize small discoveries under prominent uncertainties.

We establish a model that: (1) evaluates tieback development concepts; (2) determines the optimal
choice of host facility for the field operator; and (3) optimizes the timing of development. Firstly,
we develop a mathematical optimization model that maximizes petroleum production given the
field potential, well capacity, and spare host capacity. Next, we model future oil and gas prices
using two-factor stochastic models, where the gas price is correlated with the oil price. CAPEX
is modeled as a GBM and also correlated with the oil price. By following a real options approach
(ROA), we allow for managerial flexibility in terms of waiting-to-invest, which we solve by applying
a Least-Squares Monte Carlo (LSM) algorithm. Finally, the proposed model is applied to a real
case on the NCS.

The results suggest that marginal field developments carry large upside potential, which can be
exploited by our methodology. Secondly, we found that no factors alone were able to change
the optimal choice of host in our case because one host was evidently much more attractive.
Anyway, the analyses we performed suggest that reducing the field operator’s CAPEX or altering
the parameters of the tariff scheme in combination with extending the lifetime of the host are the
most efficient measures for the host to become the preferred choice. Thirdly, we identified that the
value of timing flexibility increases as the profitability of the project decreases or the uncertainty of
the investment increases. As marginal oil field developments often are characterized by relatively
low profitability and prominent uncertainties, managerial flexibility is usually of high importance.
Hence, ROV proves itself as a better valuation method as it allows us to capture the value of
flexibility, while NPV tends to underestimate such investments. The combination of ROA and
mathematical optimization in our methodology constitutes a novel contribution to the literature.

Keywords - Petroleum economics, marginal fields, optimal tieback selection, real
options
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Sammendrag

Gjennomsnittlig størrelse p̊a nye oljefunn p̊a norsk kontinentalsokkel synker stadig, noe som øker
risikoen knyttet til investeringsbeslutninger i leting og produksjon av petroleumsfelt. Derfor setter
det marginale felt i fare for å forbli uutnyttede og dermed miste verdier for det norske samfun-
net. Siden frittst̊aende feltutbygginger ofte ikke er lønnsomme for slike felt, vurderes vanligvis
tilknytning til eksisterende produksjonsanlegg istedenfor. Samtidig har mange produksjonsanlegg
i modne produksjonsomr̊ader ledig kapasitet p̊a grunn av uttømte reservoarer. Videre er leting- og
produksjonsprosjekter gjenstand for betydelig markedsmessig og teknisk usikkerhet n̊ar det gjelder
volatile markedspriser og usikre estimeringer av feltpotensialet. I tillegg er marginale oljefelt rel-
ativt mer usikre enn store oljefelt fordi det generelt innhentes mindre data før utvikling. I denne
sammenhengen m̊a det utvikles nye løsninger for å kommersialisere sm̊a funn under fremtredende
usikkerheter.

Vi etablerer en modell som: (1) verdsetter utviklingskonsepter for tilbakekoblinger, (2) bestemmer
det optimale valget av vertsanlegg for feltoperatøren, og (3) optimaliserer investeringstidspunktet.
For det første utvikler vi en matematisk optimaliseringsmodell som maksimerer petroleumspro-
duksjonen gitt volum av olje og gass i feltet, feltpotensialet og ledig kapasitet p̊a produksjonsan-
legget. Vi modellerer fremtidige olje- og gasspriser ved å bruke tofaktors stokastiske modeller, der
gassprisene er korrelert med oljeprisen. CAPEX er modellert som en GBM, og er ogs̊a korrelert
med oljeprisen. Ved å følge en realopsjonstilnærming, tillater vi fleksibilitet i form av å vente med å
investere, som vi løser ved å bruke en Least-Sqaures Monte Carlo (LSM) algoritme. Den foresl̊atte
modellen anvendes p̊a en reell case p̊a norsk kontinentalsokkel.

Resultatene tyder p̊a at marginale feltutbygginger har et stort oppsidepotensial, som kan identifis-
eres av v̊ar metodikk. For det andre fant vi ut at ingen faktorer alene var i stand til å endre det
optimale valget av vert i v̊art tilfelle fordi én vert var vesentlig mer attraktiv. Analysene vi utførte
tyder p̊a at endring av parametrene til tariffordningen i kombinasjon med å forlenge levetiden til
verten er de mest effektive tiltakene for at verten skal bli det foretrukne valget. For det tredje
identifiserte vi at verdien av tidsfleksibilitet øker n̊ar lønnsomheten til prosjektet reduseres eller
usikkerheten til investeringen øker. Siden marginale oljefeltutbygginger ofte er preget av relativt
lav lønnsomhet og fremtredende usikkerhet, er fleksibilitet vanligvis av stor betydning. Derfor viser
ROV seg som en bedre verdsettelsesmetode da den lar oss fange opp verdien av fleksibilitet, mens
NPV har en tendens til å undervurdere slike investeringer. Kombinasjonen av ROA og matematisk
optimalisering i v̊ar metodikk utgjør et nytt bidrag til litteraturen.

Nøkkelord - Petroleumsøkonomi, marginale felt, optimalt valg av tilbakekobling,
realopsjoner
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1 Introduction

The petroleum industry has been central to today’s
welfare society in Norway. It has been the most criti-
cal industry for the Norwegian economy regarding rev-
enue to the Treasury, investments, and share of total
value creation for decades (Norwegian Petroleum Di-
rectorate n.d.b). However, the Norwegian petroleum
industry has recently encountered many critical chal-
lenges. Firstly, there is an increasing focus on transi-
tioning to a more sustainable and climate-friendly so-
ciety due to growing concern about global warming.
Naturally, the role of the petroleum industry in soci-
ety is being questioned, and many consumers and ex-
ecutives are calling for the end of O&G production.
However, petroleum will be necessary for many years
as no genuine alternative currently exists (Rystad En-
ergy 2021). Secondly, the average size of discoveries has
been steadily decreasing over the last decades. The av-
erage size of discovered reserves on the NCS in the ’80s
was between 80 and 100 million Sm3 o.e. In contrast,
the corresponding figures in the last 20 years have been
below 10 million Sm3 o.e. (see Figure 1). Since ex-
ploration and development of smaller oil fields require
expensive technology and advanced engineering solu-
tions to access them (Lund 1999), it is usually consid-
ered less attractive by E&P companies. The economic
value of so-called marginal oil fields is small compared
to significant discoveries and usually does not warrant
standalone production facilities. Lower market prices
can make the project not economically viable, where
as previously most discoveries were highly profitable.
Hence, there is a growing need for thorough economic
analyzes of marginal oil fields before investments are
made.

Figure 1: The average discovery size during the
past decades, distributed on sea areas (Norwegian
Petroleum Directorate 2020).

At the same time, many existing production facili-
ties are approaching the end of their lifetimes as the
production volumes are declining. At the start of
2021, 22% of the petroleum fields on the NCS had
already reached maturity, and several of the largest
reservoirs contained less than 10% of their original po-

tential (Norwegian Petroleum Directorate 2020). Since
the production is declining, it enables new petroleum
sources to be connected to the existing infrastruc-
ture. These existing production facilities are becom-
ing relevant for tiebacks of small, neighboring discov-
eries. The NPD estimates that less than 50% of the
recoverable petroleum on the NCS is extracted and
that value creation from further exploration is between
NOK 1,200 billion and NOK 1,700 billion (Norwegian
Petroleum Directorate 2021). Hence, smaller reser-
voirs may still provide substantial value as long as the
decision-making process adequately addresses the field
development risks and upside potentials.

Novel solutions must be established to commercialize
marginal oil fields. In the present paper, we consider
this problem from the perspectives of a field opera-
tor, a host facility owner, and the Norwegian society.
Specifically, we study an undeveloped marginal oil field
and two existing production facilities nearby, to which
a tieback is technically feasible. The decision problem
for the field operator consists of assessing if any or both
of the tiebacks are economically feasible. If more than
one tieback development concept is profitable, the de-
cision is to identify the most profitable one. Moreover,
if there is at least one profitable tieback, the decision
problem also includes determining the optimal timing
of investment. This is because waiting for favorable
market conditions can enhance the project value.

The decision problems mentioned above relate to the
field operator and the Norwegian society as both par-
ties seek to maximize the value of the marginal oil field.
However, in an extended section (see Section 6), we dis-
cuss how their objectives may conflict with each other
in an optimization problem that consists of several po-
tential tieback developments. The decision problem of
the host facility owner consists of maximizing its prof-
its by charging as much tariffs as possible while being
the preferred choice among alternative host facilities
for the field operator. Considerable costs are associ-
ated with abandoning the host facility, so any addi-
tional production due to tiebacks are of great value for
the host owner.

We propose a novel methodology to evaluate tieback
development concepts of marginal oil fields. Firstly,
we develop a mathematical optimization model, which
estimates production profiles based on: (1) the spare
capacity at the host facility; (2) the initial O&G in
place in the field, and; (3) the field potential, i.e. the
maximum rate at which extracting the petroleum is
possible. Secondly, we construct future O&G prices by
using a two-factor stochastic prices process, which is
calibrated using the Kalman filter on historical mar-
ket data. As preliminary literature suggests, we let
CAPEX and gas prices be correlated to oil prices by
following the procedure of Thomas & Bratvold (2015)
and Fedorov et al. (2022). This framework allows us
to replicate the characteristics of the petroleum mar-
ket in the real world. Thirdly, we estimate the devel-
opment and operational expenses throughout the life-
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time of the field. Through the combined simulations of
production profiles, revenues, and costs, we construct
several sets of the expected net present value (NPV)
associated with the different timing of developments.
To account for the managerial flexibility, we follow a
real option approach (ROA), which is solved by using
the least-squares Monte Carlo (LSM) framework pro-
posed by Longstaff & Schwartz (2001). This allows us
to identify the optimal timing of investment for each
simulated case. We then calculate the value of the de-
velopment concepts and determine the optimal tieback
for the undeveloped field.

Our key contributions can be summarized as follows:
(1) we establish an optimization model that maximizes
O&G production rates; (2) we evaluate tiebacks for
marginal oil fields under market, and; (3) we account
for managerial flexibility in terms of postponing invest-
ment pending more favorable conditions. Our results
lead to insights that can facilitate and enhance the allo-
cation of tiebacks for marginal oil fields. Furthermore,
the results help us to determine key drivers of opti-
mal host selection. Thus, the proposed methodology is
expected to give both academic and industry value.

1.1 Literature Review

We seek to contribute to two main strands of literature.
The first strand pertains to option valuation problems
in the petroleum industry, where we initially give a his-
torical context of the matter. Tourinho. (1979) was ar-
guably the first to evaluate oil reserves by using option-
pricing techniques1. Later, Siegel et al. (1987), Pad-
dock et al. (1988), and Chorn & Carr (1997) devel-
oped a methodology for the valuation of claims on an
offshore petroleum release. They conclude that their
methodology has several advantages over the static
NPV as it requires less data, has lower computation
costs, and provides a guide for optimal timing of devel-
opment. Bjerksund & Ekern (1990) demonstrated that
if an option exists to delay the investment, managerial
flexibility of temporarily shutting down production or
permanently abandoning the project will only have mi-
nor additional effects. This finding is relevant to our
work as we only consider the flexibility of postponing
the oil field development investment. In the work of
Galli et al. (1999), three different methods to evaluate
E&P projects are discussed; Monte Carlo simulation,
decision-tree, and option pricing. They address several
issues that are relevant to our methodology. Firstly,
although there exists evidence of a correlation between
variables (e.g., oil and gas prices), these are commonly
treated as independent. Secondly, the time value of
money is handled differently for ROV methods (use
risk-free discount rate) than for traditional methods
(use risk-adjusted discount rate). We discuss these is-
sues in further detail in Section 3.

A growing body of literature has proposed the use of
ROA in the petroleum industry during the last 20
years. In the following, we will present a selection
of papers closest related to our work. Jafarizadeh &
Bratvold (2009a) and Soares & Baltazar (2010) com-
pare different real option approaches using relevant
O&G investment cases. Cortazar & Schwartz (1998)
developed and implemented a ROV model to value an
undeveloped oil field and determine the optimal tim-
ing of investment. They assume the oil price follows
a two-factor model, proposed initially by Gibson &
Schwartz (1990), and solves the problem using the LSM
suggested by Barraquand & Martineau (1995). They
found that postponing the production would increase
the field’s value by approximately 10%. This paper is
highly relevant to the present paper as the same prob-
lem is examined. However, our model is more sophis-
ticated as we address more complexities in modeling
market uncertainty by including gas prices and the cor-
relation between CAPEX and oil and gas prices.

Furthermore, we incorporate an optimization model for
production profiles. Jafarizadeh & Bratvold (2009b)
also developed a ROV model for an undeveloped oil
field, which is solved using the LSM framework of
Longstaff & Schwartz (2001). They implement the
two-factor price model by Schwartz & Smith (2000)
and conclude that the choice of commodity price model
significantly affects the real option value. Many advan-
tages of the LSM framework are highlighted, and the
results support that of Cortazar & Schwartz (1998);
allowing for managerial flexibility adds value to the
field. Jafarizadeh & Bratvold (2012) discuss termina-
tion flexibility in an E&P project by applying ROV
and demonstrate how it can serve as a decision tool for
petroleum managers. Other notable studies that have
been conducted on ROV in E&P development include
Laughton (1998), Chorn & Croft (2000), Lazo et al.
(2003), and Costa Lima & Suslick (2006).

The previously mentioned papers all have in com-
mon that they only account for market uncertainty.
Nonetheless, technical uncertainty constitutes another
crucial risk concerning E&P investments. We review
literature that incorporates both market and technical
uncertainty. Dias (1997) analyzed the timing of invest-
ment in E&P of oil fields while accounting for both
uncertainties. The conclusion suggests that economic
uncertainty (e.g., oil prices and costs) is dominant in
the development decisions.

In contrast, technical uncertainty (e.g., existence, qual-
ity, and volume of reserves) is dominant in exploratory
investment decisions. This finding is relevant to the
present paper as a development investment is consid-
ered, which is why we focus on market uncertainty.
Dias (2002) investigates the effect of timing and drilling
games with strategic interaction in E&P projects by

1The first study on the economic feasibility of exploring an oil field can be traced back to the works of Allais (1956), who
applied probability theory to model sequential stages of exploration. Other relevant research during this period include Drew
(1967), Harbaugh (1984), and Harris (1990), among many others.
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explicitly modeling the value of learning through a dy-
namic real options model. Dias (2004) presents a set
of selected real options models to evaluate E&P invest-
ments in petroleum under market and technical uncer-
tainties. Chorn & Shokhor (2006) combined dynamic
programming with a ROV algorithm to value invest-
ment opportunities related to petroleum exploration.
Willigers & Bratvold (2008) demonstrated how LSM
simulation could be used to value O&G options, where
they account for gas price, OPEX, and rate of pro-
duction decline. Parra-Sanchez (2010) combined de-
terministic studies with stochastic modeling and risk
analysis to assess decision-making under uncertainty
for a reservoir.

The sensitivity analysis suggests that the original oil in
place and the oil price are the most influential variables
in the optimization of a reservoir. Thomas & Bratvold
(2015) considered uncertainties in oil and gas reserves
and production as well as in transition costs when eval-
uating the time to switch from oil to gas production
in a production facility, which is solved by the LSM
framework. Castro & Singh (2019) studies the invest-
ment problem of an undeveloped oil field under market
and technical uncertainty. They discuss different types
of managerial flexibilities and different approaches to
model the behavior of future oil prices. Their findings
suggest that there is considerable value in accounting
for managerial flexibility (similar to Majd & Pindyck
(1987), Cortazar & Schwartz (1998)). In addition,
there is a significant value in obtaining more informa-
tion about the reservoir size, and this value increases
with low oil prices.

The second strand of literature pertains to the eco-
nomic assessment of marginal oil fields. Laine (1997)
presented a binomial option valuation model to calcu-
late values of deferral, expansion, and abandonment
options of two real fields: Brage and Asgard. The re-
sults showed that option valuation technique could add
substantial value to marginal oil fields. Lund (2000) de-
veloped a stochastic dynamic programming model for
evaluating offshore petroleum projects under both mar-
ket and reservoir uncertainty. To illustrate the quali-
ties of the developed framework, the model was im-
plemented for a small oil field, Midgard, where the re-
sults reveal a significant value of flexibility. Galli et al.
(2001) used a real option framework on a satellite gas
field close to a large gas and condensate field. This
paper presents a new way of sequentially updating the
technical parameters (e.g., size of reserves, the produc-
tivity of wells) in response to new well information.
Armstrong et al. (2004) incorporated technical uncer-
tainty in the ROV of small oil projects by combining
it with Bayesian updating based on Archimedean cop-
ulas. Stoisits et al. (2010) developed a model to assess
development concepts for two offshore satellite fields
near two existing offshore production facilities. They
concluded that it would be most profitable to tie the
satellite fields to existing facilities rather than develop
a dedicated standalone facility. Fleten et al. (2011)

valued two real options related to offshore petroleum
production. They consider expanding an offshore oil
field by tying in a satellite field and the option of early
decommissioning. Even if the satellite field is not prof-
itable to develop at current oil prices, the option to tie
in such satellites can have a significant value if the oil
price increases. Two sources of uncertainty are con-
sidered: oil price risk and production uncertainty, and
the option valuation is based on LSM. Lin et al. (2013)
presented a methodology that evaluates three kinds of
flexibility as a means to mitigate uncertainty in sub-
sea tiebacks: the ability to tie back new fields, the
ability to expand the capacity of a central processing
facility, and the dynamic allocation of processing ca-
pacity to the connected fields. The case study results
were that the expected NPV of an offshore oil field de-
veloped could be raised by as much as 76% through
subsea tiebacks and more. Elmerskog (2016) described
the added value of co-producing the adjacent oil fields
Johan Castberg and Alta-Gohta, concerning capital ex-
penditures, while Lei et al. (2021) presented a math-
ematical programming approach to evaluate tiebacks
for the same fields. Fedorov et al. (2020) and Fedorov
et al. (2021) combined real options approach and deci-
sion analysis to identify the value created by a sequen-
tial drilling strategy for marginal oil field development
in the face of a great market and technical uncertainty.
The current paper’s authors have previously developed
a similar methodology in Rønning et al. (2021), which
they applied to a synthetic case. However, the method-
ology in the present paper is more sophisticated as it
is built on multiple levels, and its underlying models
account for a more realistic market environment.

The remainder of the paper is structured as follows.
Section 2explains the importance of developing a novel
methodology for economically assessing marginal dis-
coveries. Section 3thoroughly presents the problem de-
scription we aim to solve and the methodology we have
developed and implemented. In Section 4, we apply
the proposed methodology to a real case provided by
the NPD. The following results and sensitivity analy-
sis are presented and discussed in Section 5. In Sec-
tion 6, which is an extension section, we discuss how
our methodology represents an essential building block
for a global oil field optimization model. Finally, we
summarize our main findings and identify future work
in Section 7.

2 Background

In this section, we describe the motivation for devel-
oping a flexible valuation tool for marginal oil fields.
The role of subsea tiebacks in the economic recovery of
O&G is growing as it is proving itself to be a valuable
option for the exploitation of marginal oil fields (Heng
et al. 2000). However, there are several issues associ-
ated with tieback development concepts. Husy (2011)
gave an overview of the main technical challenges for
tieback of marginal fields. He addresses flow assur-
ance, wax/hydrate/sand management, and appropri-
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ate artificial lift to boost production as the most im-
portant challenges. In addition, preservation, start-up,
and sometimes pigging are also key issues. Ball (2006)
and Lin et al. (2013) highlight another issue: the de-
mand for new technology to cope with long offset satel-
lite field developments2. In the past decades, signifi-
cant technological advances have enabled long-distance
tiebacks for development projects. Some recent techno-
logical advancements include Davalath & Wiles (2017),
Gassert et al. (2019), Mikalsen & Loper (2019), Wiles
et al. (2019), Rajaratnam et al. (2020), and (Bacati
et al. 2020), but will not be further elaborated on here.
Karimaie et al. (2018) provided a technical evaluation
of the feasible development concepts for selected oil dis-
coveries in the Barents Sea; Goliat, Johan Castberg,
Alta, Gohta, and Wisting.

Investment decisions in the O&G industry are subject
to extensive riskiness in terms of market and technical
uncertainty. The revenue from such investments comes
from the sales of oil and gas, which depends on their
respective prices and production volume. It is widely
acknowledged that O&G prices are highly volatile, in
particular compared to other commodities (Asche et al.
2013). The volatility of O&G prices is mainly due to
the low responsiveness of supply and demand to price
changes in the short run, as it takes years to develop
new supply sources, and it is hard for consumers to
switch to other fuels (Askari & Krichene 2010, U.S. En-
ergy Information Administration n.d.). Moreover, the
volatility is also driven by events that can disrupt the
flow of O&G to the markets, such as temporary sup-
ply shocks, weather-related aspects, and geopolitical
developments. This has been particularly highlighted
in the ongoing conflict between Ukraine and Russia, as
it saw crude oil prices soar to $140 a barrel on March
7th, 2022.

Besides the market uncertainty, there is a large degree
of subsurface uncertainty that affects the production
volume. The uncertainty is related to gross rock vol-
ume and oil/water contact (OWC), reservoir architec-
ture, faults and fractures and reservoir compartmen-
talization, degree of dolomitization, permeability and
level of heterogeneity, fluid properties, amongst sev-
eral more factors (O’Dell & Lamers 2005). Usually,
appraisal wells are drilled before investments to reduce
subsurface uncertainty, but fewer appraisal wells are
typically drilled for small oil fields compared to large
oil fields as the costs are considered to be inadequately
high compared to the potential of information reve-
lation (Dias 2004, Fedorov et al. 2021). Consequently,

the development of marginal oil fields is relatively more
uncertain than most other E&P projects.

Traditionally, E&P companies evaluate investment op-
portunities by applying the classical DCF approach,
which calculates the net present value (NPV) by dis-
counting the cash flows at the risk-adjusted discount
rate given by:

NPV =

T∑
t=t0

E [CFt]

(1 +Ra)
t , (1)

where E [CFt] is the expected cash flow of period t, T
is the number of periods, and Ra is the risk-adjusted
discount rate. The discount rate reflects both the time
value of money and the risk associated with holding
an asset (Brealey et al. 2012). The NPV rule states
that a project should only be accepted if and only if its
NPV is positive and exceeds the NPV of all mutually
exclusive alternative projects.

The DCF approach provides sufficiently accurate val-
uation in cases with stable and predictable cash flows.
Furthermore, it has gained popularity due to its sim-
plicity and intuitive approach. However, it is static
as decisions are only based on available information at
the time of investment, while additional information in
the future is ignored. Cukierman (1980) and Bernanke
(1983) found that uncertainty regarding future returns
of irreversible investments creates an incentive to wait
for more information before investing. This finding is
supported by Cortazar & Schwartz (1998), who con-
clude that a significant part of the value of petroleum
investments arises due to the option to wait.

Furthermore, Arrow & Fisher (1974) and Henry (1974)
found that investment decisions are mainly influenced
by three factors: (1) uncertain future cash flows; (2) in-
vestment expenditure cannot be fully recovered, and;
(3) there is some degree of flexibility in the timing of
investment. These factors are all relevant to oil field
development projects. As a result, the DCF approach
is not an appropriate valuation tool as it does not ac-
curately capture the value of a decision-maker’s abil-
ity to change course during the project3. Hence, the
real options approach (ROA) has proved itself a better
method as it accounts for managerial flexibility and the
value of new information (Paddock et al. 1988, Chorn &
Carr 1997). The first theoretical foundation for the real
options4 were published by Brennan & Schwartz (1985)
and McDonald & Siegel (1985), who showed that the
value of postponing an irreversible investment increases
as the uncertainty of future profits increases5.

2Currently, the longest subsea tieback is 220km long and corresponds to the gas field of Zohr near the coast of Egypt (Vielliard
et al. 2019).

3Jafarizadeh & Bratvold (2009a) and Soares & Baltazar (2010) classify typical flexibilities in oil field development projects as;
Wait-to-Invest Flexibility, Termination Flexibility, Temporary Start/Stop Flexibility, and Operational Flexibility.

4The term ’real options’ was coined by Myers (1977), who considered the ’growth opportunity’ of a company as a call option
on a real asset. Myers introduced this concept in seminars already in 1975, shortly after financial option theory was developed by
Black & Scholes (1973) and Merton (1973).

5In the wake of their papers, the literature on real options rapidly expanded, and several studies were conducted for valuing
real option projects, many of which are summarized in textbooks such as Dixit & Pindyck (1994), Trigeorgis (1996) and Amram &
Kulatilaka (1998).
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Despite the early enthusiasm in academia, real option
valuation (ROV) has not lived up to the expectations
in the industry. According to a survey done by Horn
et al. (2015), only 6% of CFOs from Scandinavia’s 1500
largest companies report using real options for cap-
ital budgeting decisions. Corresponding surveys have
been done for other regions (see e.g., Sandahl & Sjögren
(2003), Block (2007), and Baker et al. (2010)), all of
which report similar results. As written by Horn et al.
(2015), the most important reason for non-use is a lack
of familiarity with real options. Nonetheless, there ex-
ists strong empirical evidence of real option effects (see
e.g.,, Quigg (1993), Moel & Tufano (2002), and the lit-
erature presented in Section 1.1). That being the case,
this paper not only seeks to contribute to academia,
but also to provide insight and a better understanding
of real options for decision-makers in the O&G indus-
try.

Although there are more technical challenges associ-
ated with subsea tiebacks than for standalone facilities,
they are important to drive the profitability of small
oil fields. Abbott et al. (1995) conclude that if subsea
tiebacks to an existing platform are feasible, the cost
will be difficult to beat. However, marginal oil field
developments are relatively more uncertain than large
oil fields. Low market prices and lower field size than
initially estimated may jeopardize the profitability of
the development, which is why marginal oil fields, in
general, are considered less attractive by industry ma-
jors6. However, as marginal oil fields can still provide
substantial value for E&P companies and society, it
is crucial to develop novel methodologies to assess the
economic viability of such fields. Due to the adverse
price environment in the petroleum industry, there is
considerable value in waiting for more information be-
fore investment decisions are made. Hence, the value
of flexibility must be added to the methodology, which
is why we apply ROA.

3 Methodology

This section presents our proposed methodology to
evaluate the tiebacks for marginal oil fields. In Sec-
tion 3.1, we describe the problem we solve. In Sec-
tion 3.2, we provide a conceptual overview of the model
and explain the flow of information throughout the cal-
culations. Section 3.3 describes the optimization model
we have incorporated to estimate production profiles
for the tieback development. In Section 3.4, we present
the commodity price model we use to simulate future

O&G prices. Finally, Section 3.5 discusses solution ap-
proaches for ROV problems and describe the imple-
mentation of the LSM algorithm.

3.1 Problem Description

In this study, we seek to maximize the economic value
of marginal field development projects on the NCS. We
will look at the problem from the perspectives of the
field operator, host owner, and the Norwegian society.
We also refer to the latter as NPD7. Its primary ob-
jective is to ensure that ’the greatest possible value
is achieved from oil and gas activities in Norway for
the Norwegian society through efficient and responsi-
ble resource management’ (Norwegian Petroleum Di-
rectorate n.d.a). Specifically, we consider a field op-
erator with a production license8 for an undeveloped
O&G reservoir. We assume that the initial O&G in
place is not big enough to warrant a standalone de-
velopment. However, we assume there are N existing
host facilities nearby, all of which are technically feasi-
ble for a tieback. Each tieback is associated with spe-
cific capital, operational, and abandonment costs along
with a tariff that the field operator pays to the facility
owner. In addition, the host facilities have different
spare capacities, which will affect the production rate
of the undeveloped reservoir. Finally, the revenue gen-
erated by the investment comes from the sale of O&G
and is therefore conditioned on their respective market
prices, poil and pgas, and the production volume qoil

and qgas. The field operator company must consider
all the aspects mentioned above to assess the econom-
ical viability of a tieback investment in the presence
of considerable market and technical uncertainty. The
problem of the field operator can be summarized in
a decision flowchart, as shown in Figure 2. The net
present value (NPV) of the tieback investment is eval-
uated by discounting expected cash flows, given by:

NPVfield =

T∑
t=0

(poilt · qoilt + pgast · qgast

− CAPEXt −OPEXt

− Tarifft −ABEXt) · e−γ·t,

(2)

where t is the year, T is the lifetime of the field,
CAPEXt is the yearly capital expenditures, OPEXt

is the yearly operational costs of the field, Tarifft is
the yearly fees paid to the host owner, ABEXt is the
yearly abandonment costs, and γ is the opportunity
cost of capital. In the face of uncertainty, the field op-
erator has an incentive to delay the investment, e.g., to

6For instance, ExxonMobil sold its Norwegian assets to V̊ar Energi in 2019. Neil Chapman (senior vice president of ExxonMobil)
said that they are achieving their objective of having the most robust portfolio in the industry by (among other things) divest-
ing assets that have lower long-term strategic value (see https://www.offshore-energy.biz/exxonmobil-sells-norway-offshore-
fields-to-var-energy-for-4-5-billion/).

7The Norwegian Petroleum Directorate (NPD) is a governmental specialist directorate and administrative body established in
1972. It acts as an adviser and reports to the Ministry of Petroleum and Energy (Norwegian Petroleum Directorate n.d.a). NPD
holds important data from NCS, and together with analyses they constitute a crucial factual basis on which O&G activities are
founded.

8A production license is a concession that grants exclusive rights to conduct exploration drilling and production of oil and gas
within a delimited area on the Norwegian Continental Shelf (Norwegian Petroleum Directorate n.d.c).
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Figure 2: Decision flowchart from the perspective of a field operator.

wait for more favorable market conditions and poten-
tially increase the value of the investment. However,
waiting to invest also reduces the present value of the
investment due to the time value of money.

The host owner seeks to maximize profits by charging
as much tariff as possible, but is constrained by the
guidelines of Forskrift om andres bruk av innretninger
(2005). However, the host risks being opted out in
favor of alternative hosts if the tariffs are priced too
high. Another critical driver for the facility owner is
to postpone abandonment. Since abandoning the host
facility is costly, any additional production that moves
this cost out in time will increase the profitability of
the host. We assume that the host charges a tariff that
corresponds to all its associated operational costs and
a profit margin s (expressed as a percentage)9. Fur-
thermore, we assume the host modifications and de-
commissioning costs due to the tieback are fully paid
by the field operator. Thus, no CAPEX or ABEX is
associated with the tieback for the facility owner. The
NPV for the host is then given by

NPVhost =

T∑
t=0

(Tarifft ·s) · e−γ·t. (3)

NPD seeks to maximize total value on the NCS by op-
timizing the allocation of oil fields and hosts. The NPV
for the NPD is given by

NPVNPD = NPVfield +NPVhost. (4)

This problem is more interesting, particularly when we
consider a portfolio of undeveloped oil fields. The prob-
lem calls for a novel optimization model that deter-
mines the optimal allocation of potential tieback de-
velopments, which we will discuss in more detail in
Section 6.

3.2 Model Overview

Based on the problem description above, we propose
a model to evaluate the optimal tieback development
for a field operator. First, we develop a production
optimization model. Then, we employ ROA in order
to account for the managerial flexibility of waiting to
invest. Figure 3 shows the main building blocks of
the proposed model and describes the information flow
of a tieback development project. The first key com-
ponent is the optimization model we have developed
in Section 3.3. It is incorporated into the valuation
model and estimates the production profile. Based on
host spare capacity and field potential, it calculates the
yearly production rate of the undeveloped field dur-
ing its whole lifetime. As previously mentioned, the
host facilities have different spare capacities, depending
on how much they are currently producing from other
reservoirs. Moreover, the host capacities will vary in
time as hosts enter or continue their decline phase.

The revenues of the field operator is the product of
O&G produced and their respective uncertain future
market prices. In order to make a revenue prediction,
we employ a commodity pricing model that can simu-
late future O&G prices. This is the second key compo-
nent of the model, and is presented in further detail in
Section 3.4. Since it has been demonstrated by Villar
& Joutz (2006) and Brown & Yucel (2008) that oil and
gas prices have been historically related, we assume
that the gas price is correlated to the oil price.

OPEX and tariff represent recurring negative cash
flows during the lifetime of the field. OPEX mainly
consists of the costs associated with facility mainte-
nance, staffing, fuel, and storage vessel leasing, and will
normally increase as the production rate increases. The
tariff is an economic compensation paid by the field op-
erator to the host owner, for the use of the host’s facili-
ties. Tariff schemes are bilaterally negotiated contracts
between the field operator and the host and could be

9Instead of including OPEX of the field in Equation 3, we assume instead that the yearly profit of the host is the product of
the tariff and the profit margin
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Figure 3: An overview of the model with its components and the information flow of a tieback development.

designed in numerous different ways. We want to ana-
lyze a tariff scheme model that is considered to be close
to those frequently used in practice, given by:

Tarifft = α+ β0q
oil
t + β1p

oil
t + β2q

gas
t , (5)

where α is a fixed minimum amount and β0, β1 and
β2 are the coefficients for the oil volume, oil price, and
gas volume, respectively.

CAPEX includes expenditures for host modification,
subsea production system, drilling of production wells,
SURF (Subsea Umbilicals, Risers, and Flowlines), and
project management for all these events. CAPEX is
modeled as a Geometric Brownian Motion (GBM),
given by:

dθt = µθθtdt+ σθθtdzθ, (6)

where θt is CAPEX for year t, µθ is the drift rate, σθ is
the volatility, and dzθ is the Brownian increment. We
apply the discretized version of the GBM, given by

θt+1 = θt · e[(µθ−0.5σ2
θ)∆t+σθεθ

√
∆t]. (7)

In general, we observe in the O&G industry that
CAPEX follows the movements of oil prices. Hence
we model this by making CAPEX correlated to the oil
price. This will be studied more closely in Section 3.4.

ABEX are the one-off decommissioning costs for the
field operator at the end of the project, including plug-
ging of wells, subsea facility removal, and other neces-
sary costs associated with the disconnection from the
host. These costs are assumed to occur the first year
after the field’s operative period. To the best of our
knowledge, there exists no empirical evidence of a cor-
relation between the field operator’s ABEX and O&G
prices. Thus they are assumed uncorrelated as in Ja-
farizadeh & Bratvold (2012).

Lastly, we estimate the future cash flows of the project
in cash flow modeling, by taking into account CAPEX,
ABEX, OPEX, tariff, and revenue prediction. These
data will serve as an input to the ROV model, solved
using the LSM framework, which allows for optimizing
the field value by postponing the investment decision.
This is another key component in the model and will be
described thoroughly in Section 3.5. Since we want to
compare the outcomes of ROV with traditional NPV,
we perform a symmetric analysis of the two valuation
methods based on equal O&G prices, production as-
sumptions, and discount rate.

3.3 Production Profiles

In order to estimate the revenues of the investment,
we construct the production profiles for the tieback
developments. We do this by establishing an opti-
mization model that maximizes the yearly production
rate of O&G, using estimations of the field’s contents,
and yearly production. If the investment decision is
made, it is economically optimal to produce as much
petroleum as possible, as quickly as possible, due to the
time value of money. However, the main factors that
limit the production are: (1) initial O&G in place; (2)
spare host capacity, and; (3) the field potential. In
our case, hosts are considered to be existing oil pro-
duction platforms with available spare capacity. The
spare capacity may appear either due to the produc-
tion decline in the field(s) connected to these facilities
or due to built-in extra capacity. The field production
must be adjusted in accordance with the existing host
spare capacity, which in some cases means that field
production start must be delayed. Table 1 presents
the parameters of the established optimization model.

The objective function is defined in Equation 8, where
qoilt and qgast are the yearly produced volumes of O&G
from the field to a specific host, t is time in years, γ is
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the discount rate, and T is the lifetime of the project.
Once the investment decision is made, the field opera-
tor seeks to maximize the project NPV by producing
as much O&G as possible as quickly as possible, given
certain constraints. First of many, the yearly produc-
tion volume of O&G cannot exceed the yearly spare
host capacity of oil, coilt , and gas, cgast , as defined in
Equation 9 and Equation 10. In addition, the yearly
production volume of oil and water cannot exceed the
yearly host capacity of liquid: cliquidt , as defined in
Equation 11. Furthermore, the total production vol-
ume of oil cannot exceed the initial oil in place Soil,
and correspondingly for the total production of gas and
the initial gas in place Sgas, as defined in Equation 12
and Equation 13.

The aforementioned equations handle the main con-
straints (1) and (2), and are straightforward to calcu-
late as the yearly spare host capacities and the initial
O&G in place are all direct inputs into the model. It is
more complicated to calculate the field potential, be-
cause it is dependent on more factors. The field poten-
tial states the yearly maximum volume that is techni-
cally possible to extract from the O&G reservoir. It is
easier to extract petroleum in the first years of produc-
tion than in the later, due to high pressure. However,
as more petroleum is extracted and the pressure de-
creases, the field potential declines. Thus, it becomes
harder to extract the remaining petroleum in the reser-
voir. Before presenting the field potential constraints,
we first describe some of its necessary components. The
accumulated produced oil: Uoil

t , and gas, Ugas
t , are de-

fined to be zero in t = 0 in Equation 16 and Equa-
tion 17. Later they are defined by Equation 14 and
Equation 15. They state that the accumulated O&G
for year t equals the accumulated O&G from the previ-
ous year and the average of the current and produced
oil from the previous year. The reason for this is to get
the average amount of accumulated O&G within the
current year, transitioning into more accurate yearly
values for Equation 20 and Equation 21.

The recovery factor for oil, roilt , and gas, rgast , are given
by Equation 20 and Equation 21, respectively. The re-
covery factors for O&G are respectively the proportion
of the current accumulated produced O&G and the ini-
tial O&G in place. They state how much of the initial
petroleum is produced in relative terms. We define the
field potential foil

t and fgas
t in Equation 20 and Equa-

tion 21. The field potential is firstly dependent on the
maximum well capacity W , which is a product of the
maximal extraction rate of the well and the amount of
drilled wells in the field. The recovery factor cannot
exceed the maximum recovery factor R as it would re-
sult in negative field potential values. The component:
(1-roilt /R), reflects the remaining field pressure and will
steadily decline as more petroleum is extracted. This
means that the field potential will also steadily decline
unless W is increased by drilling more wells. Lastly,
the ratio of oil production and field potential for oil
cannot exceed that of water and field potential for wa-

ter, as defined in Equation 22. This is in reality a
simplification of a host’s water constraint.

max

T∑
t=0

(qoilt + qgast ) · e−γ·t (8)

qoilt ≤ coilt , ∀t ∈ T (9)

qgast ≤ cgast , ∀t ∈ T (10)

qoilt + qwater
t ≤ cliquidt , ∀t ∈ T (11)

T∑
t=0

qoilt ≤ Soil, ∀t ∈ T (12)

T∑
t=0

qgast ≤ Sgas, ∀t ∈ T (13)

Uoil
t = Uoil

t−1 +
1

2
·
(
qoilt−1 + qoilt

)
, ∀t ∈ T /0 (14)

Ugas
t = Ugas

t−1 +
1

2
·
(
qgast−1 + qgast

)
, ∀t ∈ T /0 (15)

Uoil
0 = 0 (16)

Ugas
0 = 0 (17)

roilt =
Uoil
t

Soil
, ∀t ∈ T (18)

rgast =
Ugas
t

Sgas
, ∀t ∈ T (19)

foil
t = W ·

(
1− roilt

R

)
, ∀t ∈ T (20)

fgas
t = W ·

(
1− rgast

R

)
, ∀t ∈ T (21)

qoilt

foil
t

≤ qwater
t

fwater
t

, ∀t ∈ T (22)
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Table 1: Parameters of the optimization model.

Parameter Description

qoilt Produced oil

qgast Produced gas

qwater
t Produced water

W Maximum well capacity

coilt Host spare oil capacity

cgast Host spare gas capacity

cliquidt Host spare liquid capacity

foil
t Field potential oil

fgas
t Field potential gas

Soil Initial oil in place

Sgas Initial gas in place

roilt Oil recovery factor

rgast Gas recovery factor

R Maximum recovery factor

Uoil
t Accumulated produced oil

Ugas
t Accumulated produced gas

Figure 4 illustrates all the different constraints and
their impact on the oil production. This oil production
profile is not based on a real case, but highlights the
functions of the constraints. Oil can be produced at the
field production potential rate up until Year 6. In Year
7, the oil production has to be below the field’s pro-
duction potential due to limited spare capacity at the

host. In Year 9, the liquid production (the combined
volume of oil and water production) reaches the host’s
spare liquid capacity, and the oil production has to be
reduced and remains below the field’s oil production
potential. From Year 10 and onward the production
follows the field potential constraint.

3.4 Oil and Gas Price Modelling

Since we follow ROA, we use a stochastic price model10

for oil and gas that resembles the real market uncer-
tainty. There has been performed considerable research
on commodity price models to enhance the quality of
investment valuation under price uncertainty. In early
applications, it was originally assumed that commod-
ity prices follow simple one-factor stochastic processes
similar to that of stock prices. The most common
one-factor process is the Geometric Brownian Motion
(GBM), which among others has been suggested for
commodity prices by Brennan & Schwartz (1985), Cox
et al. (1985), and Smith & McCardle (1999). Some re-
searchers criticized the simplistic assumption that com-
modity prices and stock prices follow the same stochas-
tic process, arguing that commodity prices have dif-
ferent properties than financial stock prices (Goodwin
2013). As opposed to financial assets, commodities are
physically produced, making their prices dependent on
the cost of production and future scarcity. Addition-
ally, storage of commodities might impose several costs
and risks, as well as commodities can be subject to
seasonal fluctuations. Particularly, researchers noted
a mean-reverting characteristic inherent to commod-
ity prices as a result of producers’ ability to respond
to market conditions (Bessembinder et al. 1995, Lund
1999). Various models have been proposed, so-called

Figure 4: A given oil production profile with capacity constraints (only for illustration purposes).

10Although stochastic price models have been the main approach for commodity pricing (Cortazar et al. 2013), asset pricing
models have also been investigated in commodity pricing literature. The starting point of this line of research can be found in
Dusak (1973), Bodie & Rosansky (1980) and Carter et al. (1983).
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N-factor models11, with different specifications depen-
dent of the number of state variables and the inter-
pretation of these. The optimal number of factors de-
pends on the stochastic behavior of the term structure
of the commodity that is being modeled (Cortazar &
Schwartz 1994) and on the complexity that the modeler
is willing to accept (Cortazar & Naranjo 2006).

In this study, we assume the future O&G prices fol-
low the two-factor stochastic price model proposed by
Schwartz & Smith (2000). The model is simple enough
to be communicated to decision-makers, who are gen-
erally not experts in financial modeling or option the-
ory, while it is being sufficiently realistic (Thomas &
Bratvold 2015). As its name suggests, the price model
is decomposed into two factors; a long-term equilibrium
price (ξt) and a short-term deviation from this equilib-
rium price (χt). In contrast to pure mean-reversion
models, the model’s long-term equilibrium is uncer-
tain, allowing for the possibility that changes in the
spot price are of a long-term nature (Goodwin 2013).
At the same time, the short-term deviation from the
equilibrium prices reflects events in the market that af-
fect the price in the short-term, but are not expected
to persist in the long term due to market participants’
ability to respond to different market conditions (Fe-
dorov et al. 2021). We denote Pt as the commodity
price at time t, given by

ln(Pt) = ξt + χt. (23)

The long-term equilibrium price is assumed to follow a
Geometric Brownian Motion (GBM) process with drift
µξ and volatility σξ, given by

dξt = µξdt+ σξdzξ. (24)

The short-term deviation is assumed to follow an
Ornstein-Uhlenbeck (OU) process that reverts toward
zero12, given by:

dχt = −κχtdt+ σχdzχ, (25)

where κ is the mean-reversion coefficient (it determines
the rate at which the short-term deviation reverts to-
wards zero), σχ is the short-term volatility, and dzχ
and dzξ are the correlated increments of a standard
Brownian motion process with dzχdzξ = ρχξdt.

We adopt a risk-neutral pricing approach, which is con-
sidered appropriate when the investment opportunity
is exposed to various uncertainties (Cox et al. 1985,
Smith & Nau 1995, Smith & McCardle 1999). This
applies in our case as the risk natures of the market

and technical uncertainty are different. By taking such
an approach, we risk-adjust each uncertainty individ-
ually in the model, instead of risk-adjusting the entire
cash flow13. The two factors can then be described as:

dξt = (µξ − λξ) dt+ σξdz
∗
ξ , (26)

dχt = (−κχt − λχ) dt+ σχdz
∗
χ, (27)

where dz∗χ and dz∗ξ are the correlated increments of
a standard Brownian motion process with dz∗χdz

∗
ξ =

ρχξdt, and λχ and λξ represent the risk premiums that
constitute constant reductions in the drift rates of the
two factors. Hence, the risk-neutral short-term factor
reverts towards −λχ/κ, and the risk-neutral long-term
factor’s drift corresponds to µ∗

ξ = µξ − λξ

Since we generate O&G cash flows by using Monte
Carlo simulations, we must discretize the price pro-
cesses. The discretized version of the long-term com-
ponent is given by:

ξ∗t = ξ∗t−1 + µ∗
ξ∆t+ σξϵξ

√
∆t, (28)

where µ∗
ξ is the drift rate of the Brownian motion, while

σξ is the long-term volatility, and ϵξ is the long-term
standard normal random variable. The discretized
short-term risk-neutral component is given by:

χ∗
t =χ∗

t−1e
−k∆t − (1− e−k∆t)

λχ

k

+ σχϵχ

√
1− e−2k∆t

2k
,

(29)

where ϵχ and ϵξ are standard normal random variables
that are correlated in each time period with correla-
tion ρξχ. As proposed by Wiersema (2008), Cárdenas
(2017), and Fedorov et al. (2022), the correlation coef-
ficient for the two error terms is given by

ϵξ = ρξχ · ϵχ +
√

1− ρ2ξχ · ϵ. (30)

We employ the commodity price model above for oil
and gas, but in order to make gas prices correlated
to oil prices, we apply Equation 30 to their respective
short-term errors, such that

ϵχgas = ρχgasχoil · ϵχoil +
√

1− ρ2
χgasχoil · ϵ. (31)

The relation between CAPEX (θ) is oil prices are han-
dled by correlating the oil price’s long-term errors with

11Some notable N-factor models include Laughton & Jacoby (1993), Ross (1997), Schwartz (1997), Gibson & Schwartz (1990),
Longstaff & Schwartz (1992), Cortazar & Schwartz (2003), Cortazar & Naranjo (2006) and Trolle & Schwartz (2006), among many
others.

12It reverts towards zero because we set the long-term mean (θ) equal to zero in the general definition of an OU-process:
dχt = κ (θ − χt) dt+ σχdzχ

13If a single discount rate is applied for all projects without accounting for specific features of the individual project, it may
result in incorrect valuation and poor decision-making (Fedorov et al. 2021).
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each CAPEX’s GBM (Fedorov et al. 2022), such that

ϵθ = ρθξoil · ϵξoil +
√
1− ρ2

θξoil
· ϵ. (32)

3.4.1 Model Calibration

There are seven parameters (κ, σχ, µξ, σξ, ρχξ, λχ

and λξ) in the O&G price models that must be esti-
mated, in addition to two initial conditions χ0 and ξ0.
Since these parameters are usually not observable in
the commodity markets, we estimate them by using the
Kalman filter14 (Kálmán 1960). The Kalman filter15

generates an updated (posterior) prediction of a state
vector’s mean and covariance at time t, conditional on
all information available up to and including time t−1
(Goodwin 2013). If historical oil prices (Pt) are consid-
ered as the measurement, then because of Equation 23,
the Kalman filter can produce estimates of ξt, which in
turn can be used to estimate the parameters in Equa-
tion 24. For a wider coverage of the Kalman filter, we
refer the reader to Harvey (1989), Hamilton (1994) and
West & Harrison (1996). We implement the Kalman
filter in the same manner as Schwartz & Smith (2000),
Goodwin (2013) and Fedorov et al. (2021) in order to
calibrate these parameters, with the results presented
in Section 4.3.

3.5 Solution Approaches for ROV
Problems

As explained in Section 1.1, E&P investments with
high costs under uncertainty have a big potential
monetary value in managerial flexibility (Cortazar &
Schwartz 1998, Jafarizadeh & Bratvold 2009a, Soares
& Baltazar 2010, Fedorov et al. 2021). Since the classi-
cal DCF approach does not capture such flexibility, we
follow a real options approach (ROA) instead. This ap-
proach has proved itself as a better method as it incor-
porates flexibility and the value of information into the
valuation (Paddock et al. 1988, Chorn & Carr 1997).
The field operator is assumed to be able to reevaluate
the investment decision once a year in order to consider
the market conditions. The investment decision con-
sists of an irreversible investment cost, CAPEX, which
occurs when the investment is made. The payoff cor-
responds to all future discounted cash flows generated
by the project, including revenues, OPEX, tariff, and
abandonment costs. In light of ROA, the investment
decision of an oil field development can thus be seen

as a Bermuda call option16. The comparison of the oil
field development and the financial option is summa-
rized in Table 2.

Table 2: Oil field development as a call option
(Adapted from (McDonald 2013)).

(Financial) Option Terms Project Terms

Call Option Oil Field Investment

Strike Price CAPEX

Underlying Asset Price Present Value of Project

Expiration Lifetime of the Field

The field operator optimizes the investment decision
by choosing once a year whether to exercise the project
or wait, based on the then-current state of the O&G
market and the CAPEX. By waiting to exercise the
option, the decision-maker potentially loses immediate
payoffs, but gains more information regarding the un-
certainties affecting the decision. This flexibility allows
the decision owner to delay the option exercise until the
O&G prices increase to favorable levels. If the market
conditions never become favorable, the decision-maker
might have avoided substantial losses due to the high
investment costs associated with oil field developments.

There are three main solution methods to solve op-
tion valuation problems; the partial differential equa-
tions (PDE), the dynamic programming approach, and
the simulation approach (Schwartz 2013). The first
solution method directly solves the PDE that stems
from most option pricing problems17. The dynamic
programming approach assumes two possible future
outcomes in each stage of a multi-staged period, and
the option value can be calculated as the present
value of all the probability-weighted outcomes18. Boyle
(1977) demonstrated that simulation methods could
obtain numerical solutions for option valuation prob-
lems, specifically by using the Monte Carlo method by
Hammersley & Handscomb (1964). Simulation meth-
ods rely on generating random samples to achieve nu-
merical results and are applicable for problems that
cannot be solved due to the interference of a ran-
dom variable. However, initially, the prevailing view
was that simulation methods were not applicable to
American-style valuation problems because these typi-
cally generate paths forward in time, while the optimal
exercise policies are determined backward (Broadie &

14The Kalman filter has been widely applied in finance to estimate state variables of commodity price models, see e.g., Schwartz
(1997), Schwartz & Smith (2000), Manoliu & Tompaidis (2002), Sørensen (2002), among others.

15One drawback of the Kalman filter is the missing-data problem. Since the Kalman filter normally assumes a complete panel
data set, which is often not the case in financial markets, it disregards data and causes a loss of information. As a result, other
procedures have also been proposed, see e.g., Sørensen (2002), Cortazar & Schwartz (2003), Cortazar et al. (2003), and Jafarizadeh
& Bratvold (2012).

16In contrast to a standard American option, Bermuda options are restricted only to allow early exercise at predetermined
discrete points in time (in this case once a year).

17The most well-known model of this kind is the Black-Scholes-Merton model (also referred to as the Black-Scholes model),
which was originally developed by Black & Scholes (1973) and Merton (1973) for European call options.

18The most prominent methodology within this category is the Binomial option pricing model, originally proposed by Sharpe
(1978) and later formalized by Cox et al. (1979) and Rendleman & Bartter (1979).
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Glasserman 2004, Jafarizadeh & Bratvold 2009b). This
view changed as several simulation methods started in-
corporating dynamic programming approaches to cope
with this problem. Moreover, simulation methods
gained popularity because the traditional approaches
to value financial options become inadequate for ROV
when there are too many state variables (Schwartz
2013).

Longstaff & Schwartz (2001) proposed a simulation
approach that approximates the value of American
options19 by directly focusing on the conditional ex-
pected payoff, which became known as the least-
squares Monte Carlo (LSM) model20. The model gen-
erates a large number of price paths of the underlying
asset and calculates the option’s payoff for each path.
Then the payoffs are discounted back and averaged,
resulting in the option value. This approach has re-
ceived much attention in the finance literature and is
considered state-of-the-art (Nadarajah et al. 2017). It
is intuitive, transparent, flexible, easily implemented,
and computationally efficient, as well as it allows the
state variables to follow general stochastic processes
because they can be simulated. To this end, we apply
a LSM simulation approach to solve the real options
valuation problem.

In our model, we first compute the expected yearly
cash flows of the oil field investment by combining sim-
ulated production- and cost profiles, as well as O&G
prices. Several sets of cash flows are generated for-
ward, where each set corresponds to the simulated cash
flows for when the investment decision is made. These
cash flows serve as the main input for the LSM algo-
rithm, which compares the estimated value of investing
now with the estimated value from continuation at each
time step (year). Since the option can be exercised at
any time step until maturity, the model is required to
work backwards from the last decision point in order
to determine the optimal decision. It is, however, not
legitimate to use the knowledge of future payoffs on a
given simulation path to decide to exercise on a given
time step. We resolve this by adopting the technique
recommended by Longstaff & Schwartz (2001), who use
least-square-regression. The fitted value of this regres-
sion is an efficient unbiased estimate of the conditional
expectation function and allows accurate estimation of
the stopping rule for the option. This technique allows
for additional risk factors that affect the expected con-
tinuation values (Willigers 2009), which in our case are
oil price, gas price, and CAPEX. Only in-the-money
paths are included in the regression as this results in
better estimations of the conditional expectation func-
tion in the region where exercise is relevant (Longstaff
& Schwartz 2001).

In contrast to American options in the financial mar-
kets, where the payoff of the underlying is observable,
the immediate investment payoffs of the oil field devel-
opment are not available. This might lead to subopti-
mal investment strategies because the regression is bi-
ased. This issue is handled by Jafarizadeh & Bratvold
(2009b), who extends the original LSM approach by
regressing both the continuation values and the im-
mediate investment payoffs separately on the oil price
from the previous year. This implies that the real op-
tion exercise is triggered if the fitted value of the payoff
regression is larger than the fitted value of the contin-
uation value regression, given that the fitted payoff is
positive.

4 Case Study

The model has been developed and tested using data
from a real case provided by NPD. The case is pre-
sented in Section 4.1. Sensitive details are left out for
confidentiality reasons, including selected values and
axes in several figures. In Section 4.2, we present the
results of the integrated optimization model that calcu-
lates the production profiles. In Section 4.3, we present
the estimated parameter values for the price processes
together with simulation results. In Section 4.4, we
elaborate on the cost models that we use for the case
study.

4.1 Case Description

In the case we study, a field operator holds a license for
an undeveloped O&G reservoir on the NCS. It is not
economically viable to develop a standalone facility for
the field. However, there are two host facilities located
nearby, Host A and Host B, as illustrated in Figure 6.
The field operator wants to decide whether a tieback
to any of these is profitable, and if so which host is
most profitable. Furthermore, the field operator wants
to assess the optimal investment timing.

Figure 6: Illustration of the decision situation.

19Some notable investigations on the pricing of American options by simulation techniques include: Bossaerts (1989), Tilley
(1993), Barraquand & Martineau (1995), Raymar & Zwecher (1997), Broadie et al. (1997), Boyle et al. (1997), Broadie & Glasser-
man (1997a), Broadie & Glasserman (1997b), Averbukh (1997), Carr, Peter (1998), Garcia (1999), Andersen (2000) and Ibanez &
Zapatero (2004), Broadie & Glasserman (2004) and Glasserman (2004).

20Although this approach is usually credited Longstaff & Schwartz (2001), it was also suggested by Carriere (1996) and Tsitsiklis
& Van Roy (1999).
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The field and each host have a given capacity that lim-
its the production rate. Based on these capacities, pro-
duction profiles can be calculated for both hosts, which
we present in Section 4.2. The production rates differ
between the two hosts, as they are dependent on the
spare capacity at the host facility. In addition, the
hosts have different time horizons, as indicated in Fig-
ure 5. The investment decision can be made from Year
1, and the construction phase starts the same year as
the investment is made. The construction and ramp-
up phases take 4 and 5 years for Host A and Host B,
respectively, and are assumed to be fixed regardless of
the year of investment. The first production starts in
the last year of construction, being respectively 3 and
4 years after investment for Host A and Host B. Host
A is planned to be shut down in year 16, while Host
B is planned to shut down in year 11. In our analyses
below, we will investigate scenarios where the lifetime
of Host B can be extended.

In line with Norwegian Petroleum Directorate (2020),
we apply a discount rate of 7%. We use the same rate
for both NPV and ROA to have a fair comparison. As
mentioned in Section 1.1, the risk-free rate should be
applied for ROA, but it can be argued whether the
applied discount rate is too high to be considered risk-
free21. Another appropriate choice of the risk-free rate
would be the 10 year Norwegian government bond, cor-
responding to approximately 3%22. Since the main fo-
cus of the present paper is to provide good qualitative
analyses of the valuation techniques, we prioritize using
the discount rate of 7%.

4.2 Production Profiles

As explained in Section 3.3, the production profiles aim
to maximize the project’s NPV by producing the max-
imum feasible amount of a field’s content of oil and
gas. The initial year of the project is Year 0, while
investment is possible from Year 1 onwards, when the
simulated CAPEX and O&G price paths have reached
their first step. The maximum recovery factor R is set
to 0.6, as used in comparable model calculations.

In terms of the presentation of this case study, we in-
tentionally disguise a number of parameter values, in-
cluding capacities and production, in order to not ex-
pose commercially sensitive data. Figure 7 and Fig-
ure 8 illustrate the oil production profiles of tieback to
Host A and Host B, assuming an immediate exercise.
The green striped line and the yellow striped line rep-
resent the field potential and the host spare capacity,
respectively. The black line represents the produced
oil, while the brown line represents the accumulated
produced oil.

Figure 7: Oil production for Host A in the base case.

Figure 8: Oil production for Host B in the base case.

Normally, the spare capacity of a host increases due to
the depletion of its original fields. However, the spare
capacity for oil is declining for both hosts, which is
explained by a gradual shutdown plan. The field po-

Figure 5: Time horizon of Host A and Host B.

21The determination of risk-free discount rate for ROV has received much attention in the literature, see e.g., Brandão & Dyer
(2005), Smith (2005), Brandão et al. (2005), Laughton et al. (2008), and Jafarizadeh & Bratvold (2015). Although it is concluded
that the risk-free rate should be used for the ROA, there is no common conclusion to how this value should be determined.

22The value is retrieved from http://www.worldgovernmentbonds.com/bond-historical-data/norway/10-years/.
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tential for both hosts first increases rapidly, before it
slowly declines due to the O&G pressure drop. The
fact that the produced oil matches the field potential
during the whole lifetime of Host A in Figure 7, in-
dicates that it is solely the field potential that limits
the maximum production of petroleum from the field.
For Host B, on the other hand, the spare capacity in-
fluences the production, further decreasing its oil pro-
duction deficit compared to Host A. In the case of gas
production, it is essentially the field potential that re-
stricts the production for both hosts, rather than the
spare host capacity. Therefore, we omit the gas equiv-
alents of figures Figure 7 and Figure 8.

Figure 9 presents the field’s production profiles of oil
(solid lines) and gas (striped lines) with tieback to Host
A (blue lines) and Host B (orange lines). When com-
paring the oil production profiles, Host A is able to pro-
duce more oil initially, resulting in a quicker decline in
production. As mentioned above, the oil production at
Host B, is restricted by the spare capacity at the host.
Therefore, it will maintain a more stable production
over time, resulting in exceeding the yearly oil produc-
tion at Host A around Year 7. Nevertheless, the oil pro-
duction profile of Host A is favorable because: (1) more
oil is produced initially, which is more valuable due to
the time value of money, and; (2) more oil is produced
in total because of longer lifetime. The tieback to Host
B produces more gas the first year, but slightly less the
remaining years of its lifetime. Regardless, Host A is
able to produce significantly more gas because it has
a longer lifetime. Hence, we can conclude that Host A
provides the most attractive production profile for in-
vestment in Year 1, mainly because O&G are produced
over more years than Host B.

Figure 9: Production profiles of Host A and B.

As the hosts’ capacity constraints do not limit the oil
production sufficiently to affect the production, the
conclusion for the base case in terms of choice between
hosts is rather obvious. In Section 5.2, we perform
a sensitivity analysis to gain insight into the optimal
choice of a host from the perspective of a field operator.
Therefore, we modify the production constraints such

that the production profiles of the two host choices are
more resembling and a clear choice of host is not evi-
dent.

4.3 Oil and Gas Price Simulations

The estimated price process parameters for both the
O&G price simulations are retrieved from Thomas &
Bratvold (2015), where Kalman filter and maximum
likelihood estimation were applied for calibration, and
are shown in Table 3.

Table 3: Oil and gas price model parameters (rounded
to the nearest second decimal).

Parameter Oil Gas

ξ0 4.26 4.80

χ0 0.00 0.00

σξ 0.22 0.25

σχ 0.47 0.75

λχ -0.08 -0.07

µ∗
ξ -0.02 -0.05

κ 0.50 0.91

ρξχ -0.71 -0.63

ρχgasχoil 0.64

Given the parameter values stated in Table 3, the ini-
tial O&G prices are set equal to23:

poil0 = eξ
oil
0 +χoil

0 = e4.26+0.00 = 70.81,

and;
pgas0 = eξ

gas
0 +χgas

0 · 0.13
= e4.80+0.00 · 0.13 = 15.80.

Figure 10 and Figure 11 show the results from the O&G
price simulations, which are done in accordance with
Section 3.4. The solid grey lines represent historical
O&G prices, while the future expected O&G prices
correspond to the solid green and blue lines, respec-
tively. In addition, the confidence bands correspond-
ing to the 90th and 10th quantile, are given with the
green and blue striped lines. These are the barriers of
where the 10% highest and lowest oil prices are found,
while the area between the striped lines shows where
80% of the predictions of the O&G prices lay. This
area is increasing with time as it becomes possible for
prices to diverge more from expectations far into the
future. The grey striped line represents one example
of the 15,000 simulated price paths24 that are used for
our valuation procedure.

23We have converted the gas from p/therm (as received by NPD) to USD/BTU, which gives a factor of approximately 0.13 (see
https://ngc.equinor.com/Home/Price).

2415,000 simulations proved to be computationally reasonable and produce a stable result that deviated insignificantly throughout
several code-run executions.
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Figure 10: Historical and future brent crude oil prices
with confidence bands.

Figure 11: Historical and future natural gas liquids
(NGL) prices with confidence bands.

4.4 Costs

4.4.1 OPEX and Tariff

For OPEX and Tariff, we have developed cost models
that resemble the actual data provided by NPD. For
confidentiality reasons, the real costs have been modi-
fied so that the models do not generate the exact num-
bers of the real case. The parameters used in the cost
models are presented in Table 4. In this case study, we
assume that the OPEX and tariff parameters are the
same for Host A and Host B, but we will later relax this
assumption in the sensitivity analysis we are conduct-
ing. Since OPEX and tariffs depend on the production
volume, they will be different for the two hosts.

Table 4: OPEX and tariff model parameters.

Parameter α β0 β1 β2

OPEX 8.0 - 1.0 0.0

Tariff 35.0 1.0 0.1 0.0

4.4.2 CAPEX and ABEX

In our case study, the CAPEX for tieback to Host B
is approximately 20% higher than for Host A, but will
vary in time as we model it as a GBM. We apply the

same parameter values for Equation 7 as in Fedorov
et al. (2022), and set the drift rate, µθ, equal to 2% and
the volatility, σθ, equal to 10%. The results from the
CAPEX simulations are presented in Figure 12, which
shows the expected CAPEX and confidence bands for
Host A and Host B during their lifetimes. The CAPEX
will generally increase with time due to the drift rate.

Figure 12: Future expected CAPEX with confidence
bands.

As Fedorov et al. (2022) conclude, the correlation coef-
ficient for oil price and CAPEX is important to define
properly. Willigers (2009) identified that the rig rental
rates in the North Sea correlate with the oil price with
a coefficient of 0.87 with a one-year delay. Our CAPEX
costs include additional elements with less sensitivity
toward the oil price. Hence we decrease the correla-
tion coefficient to 0.7, as proposed by Fedorov et al.
(2022). In order to achieve an experienced correlation
of 0.7 for the simulated data, we set ρθξoil equal to 0.92
in Equation 32. In order to illustrate the effect of the
correlation, we have simulated three different oil price
paths (solid lines) and CAPEX paths (striped lines) in
Figure 13. There is a significant relation between the
oil price and CAPEX, with one year lag for the latter.

Figure 13: A selection of paths for future oil prices and
CAPEX (dashed) for Host A.

In our case study, the ABEX for Host B is approxi-
mately 10% higher than for Host A. The values are re-
mained fixed during the whole lifetime of the hosts and
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almost considered negligible in comparison to other
costs due to their initial low values and many years
of discounting.

5 Results

We now present the results of our analysis. Section 5.1
shows the results of applying our methodology to the
base case. Section 5.2 presents sensitivity analyses to
better understand the main drivers of the selection of
hosts. Finally, in Section 5.3, we analyze under which
conditions timing flexibility with regards to the invest-
ment decision in the field is most valuable.

5.1 Base Case Results

For the main decisions of the field operator, indicated
in the decision flowchart of Figure 2, we conclude the
following:

1. Yes, the investment is profitable.

2. Tieback to Host A is the optimal choice.

3. Immediate investment in Year 1 is optimal.

Table 5 states the project values from the perspective
of the field operator for tieback developments to Host
A and Host B, respectively. The NPV approach values
the tieback development to Host A at 455.6 mn USD
and Host B at 273.1 mn USD, while ROA values the
same tieback development to Host A at 484.5 mn USD
and Host B at 330.5 mn USD. Thus, the results show
that tieback to Host A is the preferred choice by a great
margin according to both valuation techniques. Lower
costs, larger spare capacity, and longer lifetime, are the
main reasons why tieback to Host A is significantly
more profitable than Host B from the field operator’s
perspective. The project value is higher when quanti-
fying timing flexibility in both cases, mainly because
of two reasons. Firstly and most importantly, substan-
tial losses can be avoided by choosing not to invest if
the market conditions are expected to be unfavorable
during the project’s lifetime. Secondly, the field oper-
ator can optimize the timing of investment to exploit
upside potential when the project is in-the-money. For
the case of Host A, the resulting project value from the
ROA is 6.3% higher than using a NPV analysis. For
Host B the difference is 21%. We will later explain why
the difference is higher for Host B.

Table 5: Base case results (in mn USD).

Host A Host B

NPV 455.6 273.1

ROA 484.5 (+6.3%) 330.5 (+21.0%)

Figure 14 presents different histograms related to the
distributions of outcomes from the perspective of the
field operator. Figure 14a and Figure 14d show the dis-
tribution of project values by using the NPV approach

to valuate tieback to each host, i.e., the number of sim-
ulations that resulted in project values within the dif-
ferent intervals. Figure 14b and Figure 14e show the
corresponding distribution of project values by using
the ROA to valuate tieback to each host. Figure 14c
and Figure 14f show the distribution of the optimal
timing of investment to each host according to ROA.
As seen in Figure 14a and Figure 14d, there is a por-
tion of the simulations that result in negative NPVs,
showcasing the riskiness of the oil field development we
are examining. These results occur due to unfavorable
market prices. On the contrary, no project values are
negative in Figure 14b and Figure 14e. Since ROA
considers managerial flexibility, the project is not ex-
ercised until the market environment indicates that it
is profitable. Sometimes, the market conditions never
improve sufficiently, so the project is left unexercised,
thereby avoiding substantial losses for the field opera-
tor.

It is interesting to see that the relative value of flexi-
bility is significantly higher for Host B. This is mainly
due to the ability to avoid investments that never be-
come profitable. This is best explained by comparing
the results in Figure 14c and Figure 14f. The majority
of the simulations indicate that immediate exercise is
most profitable for both tieback alternatives. However,
a significant amount of simulations indicate never to in-
vest in the project as it appears unprofitable through-
out the whole lifetime. In contrast to tieback to Host
A, where 18.3% of the cases are left unexercised, as
much as 33.1% are left unexercised for Host B. Since a
larger portion of cases would have resulted in negative
NPV for tieback to Host B, considering the option to
wait with investment and potentially not invest at all
adds more value to the project than it does for tieback
to Host A. Only 4.8% of the cases for Host A and 0.1%
for Host B suggest exercising later than Year 1. This
fact implies that the value of waiting with investment
for better market conditions is negligible for our base
case, in particular for tieback to Host B. Extracting
and selling the O&G as quickly as possible is incenti-
fied by the time value of money, and the case study’s
production profiles with declining host spare capacity
further demotivate postponing of the investment.

We now perform a sensitivity analysis on the correla-
tion between the oil price and the CAPEX, and how it
affects the project value. This analysis is interesting re-
garding modeling choice for evaluations of investment
decisions in the O&G industry. Figure 15 shows the
NPV (dashed lines) and ROV (solid lines) for tieback
to each host as a function of the correlation coefficient
of oil price and CAPEX. The NPV is more or less in-
dependent of the correlation coefficient value, but the
ROV tends to decrease as the coefficient increases. The
reason is that the oil price and CAPEX contribute in
different directions when it comes to the profitability
of the project. With a strong positive correlation, the
two factors will to a larger extent cancel each other out
with respect to the project value. Thus, the project
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(a) NPV for tieback to Host A. (b) ROV for tieback to Host A.
(c) Optimal investment timing for
tieback to Host A.

(d) NPV for tieback to Host B. (e) ROV for tieback to Host B.
(f) Optimal investment timing for
tieback to Host B.

Figure 14: Distributions of project values and optimal investment timing for both hosts by NPV and ROV.

value becomes more stable as it will be less affected
by changes in the oil price. However, when there is a
strong negative correlation, the oil price and CAPEX
will both contribute to the project value in the same
direction, leading to either relatively larger profits or
losses. This phenomenon resembles the characteristics
of the option price when the volatility of the underlying
asset increases, which according to option theory adds
more value to the project due to managerial flexibility.
As a result, larger movements of the project value due
to a strong negative correlation will make it more at-
tractive to wait to invest. The value of this flexibility is
captured by ROV, which is why the relative difference
between the two valuation techniques increases as the
correlation coefficient becomes more negative.

Figure 15: Field operator’s project value as a function
of the correlation coefficient between CAPEX and oil
price.

5.2 The Main Drivers of Host Selection

We now aim to identify the main drivers for host selec-
tion. Host owners could have several reasons to take
measures to become more attractive for tieback. For
instance, the decommissioning cost of the production
facility is often significant, thus any additional produc-
tion that can delay this cost is beneficial for the host
owner. Furthermore, if the potential of finding undis-
covered oil fields near the existing host facility is con-
sidered high, it could be important for the host owner
to retain production at the facility in order to make
some profits (although less than initially), while pend-
ing further exploration. To achieve this, the host must
offer sufficiently increased profits for the field operator
to be preferred over alternative tieback hosts. At the
same time, the costs of the measure(s) taken must be
lower than the expected payoff from the host owner’s
perspective. In this section, we will focus on three spe-
cific actions the owner of Host B could take to be-
come the optimal choice for tieback: reduce CAPEX,
increase spare host capacity and extend its lifetime.
For the figures in this section, the solid lines represent
the project’s ROV as a function of different key factors,
while the dashed lines represent the corresponding for
NPV. Green lines represent Host A tieback and purple
lines Host B tieback.

The reduction of CAPEX is the first measure inves-
tigated. CAPEX for oil field developments are high
and thus constitutes one of the strongest drivers of the
project’s profitability. If reducing the CAPEX of a
tieback is possible, it could very likely change the op-
timal choice of host. However, it is strongly dependent
on each specific case how much CAPEX reduction that
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is required to achieve a different outcome. While the
CAPEX for tieback to Host A is kept fixed, we alter
the yearly CAPEX for tieback to Host B between 100%
to 50% of its initial value. Figure 16 shows the field
operator’s project values as functions of the scaling of
CAPEX for tieback to Host B. The results suggest that
CAPEX for Host B tieback would have to be reduced
by 33% and 36% given NPV and ROV, respectively,
in order for Host B to present the optimal choice of
host. The amount of CAPEX that the host owner is
able to reduce is case dependent. A significant part of
the field operator’s CAPEX is coverage of host facility
modifications. In our case study, this is assumed to be
the only part of the field operators’ CAPEX that the
host owner would be able to influence, which amounts
to 31.7%. This means that even if all modification
costs were covered by Host B, it would not be suffi-
cient to become a more attractive tieback alternative
than Host A. Moreover, covering such a large portion
of the CAPEX would anyway make the tieback devel-
opment unprofitable from the perspective of the host
owner because the expenses would not be covered by
the tariffs. Hence, it will likely not be a preferred ac-
tion for Host B.

Similar to the outcome of the base case, the project
values are higher for ROV than for NPV. By taking
into account managerial flexibility, Host A is consid-
ered more attractive than Host B for a broad range of
CAPEX reduction for Host B’s tieback. The required
reduction of CAPEX is larger for ROV, because the
benefit of lower CAPEX for Host B must outweigh the
relatively larger benefits of flexibility identified for Host
A in this case. The value of flexibility is represented
by the difference between the solid and striped line for
each host tieback.

Figure 16: Field operator’s project value as a function
of Host B’s CAPEX.

The second measure Host B could take to become the
preferred choice is increasing its spare capacity. Specif-
ically, we analyze the effect of altering the spare capac-
ity profile of Host B up to 250% of the initial profile
set in the base case, keeping the spare capacity of Host
A fixed. As the host owner’s profit in the base case
amounts to approximately 20 mn USD, it is required
that the spare capacity expansion costs less than this

in order for this action to be attractive to implement
in the perspective of Host B, unless it has other incen-
tives as we have previously explained. Figure 17 shows
the field operator’s project values as functions of the
scaling factor of the spare capacity of Host B. The re-
sults show that, in our case study, increasing the spare
capacity of Host B alone would never make Host B
more attractive for tieback than Host A. The project
value for Host B tieback increases significantly when
scaling the spare capacity up to 150% of its initial lev-
els, but stagnates when increased above this level. The
explanation is that, above this point, the field poten-
tial becomes the limiting factor, and any further spare
capacity expansion is indifferent to the field operator’s
profits. To put the measure of the spare capacity in-
crease in perspective of different project environments,
we examine how an increase in spare host capacity af-
fects the optimal choice of host if the field potential
is significantly increased. This increase can occur, for
example, due to higher than expected reservoir perfor-
mance. We repeat the analysis performed in Figure 17,
now doubling the field production potential. Figure 18
shows that, under these conditions, the tieback to host
B becomes an optimal choice if the host capacity can
be increased by at least. This showcases how spare ca-
pacity, as a measure to increase tieback attractiveness,
has a larger impact on fields with large field potential.

Figure 17: Field operator’s project value as a function
of Host B’s spare capacity.

Figure 18: Field operator’s project value as a function
of Host B’s spare capacity (with doubled field poten-
tial).

18



The third and last measure we analyze is extending the
lifetime of Host B. For this analysis, the host owner is
assumed to be able to extend the lifetime of the plat-
form from 11 years to 22 years. The spare host ca-
pacity is assumed to remain at the same level as for
Year 11 during the extended lifetime. The lifetime of
Host A is assumed to remain fixed at 16 years in or-
der to make the results comparable. Figure 19 shows
the project values in the field operator’s perspective as
functions of the lifetime of Host B. The results sug-
gest that extending the lifetime of Host B alone does
not have a sufficient effect to make a tieback to Host
B more valuable than to Host A. The project value of
Host B tieback increases steadily until Year 16. After
this point, further extension of the host lifetime is not
beneficial due to the depletion of the field, which is not
able to generate enough revenues to compensate for the
tariffs levied by the host.

However, if we look at the same case, but with al-
tered tariff parameters for Host B, a switch in opti-
mal tieback host selection is feasible. Tariffs could be
customized in numerous different ways as they are sub-
ject to contract negotiations between the field operator
and the host owner. These negotiations could be con-
ducted with the objective of making the production
facility more attractive for tieback while maintaining

profitability for both parts. We change the tariff pa-
rameters for Host B to zero fixed tariff cost, α, and
increase the variable component β1 from 1.0 mn to 8.0
mn USD/mn bbl produced. Figure 20 shows the field
operator’s project values as functions of lifetime for
Host B, with the altered tariff parameters. Host A re-
mains with the original tariff parameters and lifetime
as in the base case. With this transition to an exclu-
sively variable tariff scheme, the field operator’s pref-
erences change already as Host B’s lifetime is increased
by two years. This applies to both valuation methods.

Figure 21 and Figure 22 show the host owner’s poten-
tial project values for a tieback as functions of Host
B’s lifetime with original and altered tariff parameters,
respectively. The altered tariff schemes will give a to-
tal tariff cost roughly equal to the original scheme’s
total cost in a 12-year lifetime, but significantly lower
in the later years when production is low due to the
lower variable costs. Since the tariff costs correspond
to the revenues for the host owner, accounting for the
field operator’s flexibility will actually reduce the rev-
enues for the host owner. This is because the flexi-
bility is exploited to maximize profits, and hence also
keeping costs at a minimum. ROV evaluates the host
owner’s profits as lower than NPV because: (1) when
the project is left unexercised, it implies lost revenues

Figure 19: Field operator’s project value as a function
of Host B’s lifetime (with base case tariff schemes).

Figure 20: Field operator’s project value as a function
of Host B’s lifetime (with altered tariff schemes).

Figure 21: Host owner’s project value as a function of
Host B’s lifetime (with base case tariff schemes).

Figure 22: Host owner’s project value as a function of
Host B’s lifetime (with altered tariff schemes).
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for the host owner, and (2); when postponing the in-
vestment decision, revenues become lower than they
would have been if the investment was made immedi-
ately due to the time value of money.

Evidently, the revenues for the host owner increase
stronger with the original tariff parameters due to the
fixed yearly costs, while the altered tariff scheme gives
only a slight increase. As Host B never becomes op-
timal for tieback with the original tariff parameters,
the altered tariff parameters would be preferable as
the host actually could be selected for tieback if the
lifetime is extended by two years or more. Regard-
less, the change of tariff parameters and a 2-year life-
time extension would not be relevant for the owner of
Host B if the costs of these measures exceed the prof-
its potentially gained. Another interesting observation
made by comparing Figure 21 and Figure 22 is that
the value of flexibility in the case of Host B tieback
is significantly reduced with the altered tariff param-
eters. Variable tariff costs make the profitability less
uncertain for the field operator, as it could be seen
as a function of produced quantity and revenue. On
the contrary, high fixed tariff components represent a
risk in terms of the uncertainty regarding whether the
revenue cash flows will be high enough to cover these
recurring costs. ROA incorporates the managerial flex-
ibility to reflect the response to this risk by timing the
investment optimally, or avoiding it if coverage of the
tariff never seems feasible.

To summarize the findings from Section 5.2, the main
drivers of host selection seem to be heavily dependent
on the specific case. The results from our case indicate
which factors that potentially could drive a change in
optimal host selection. Neither spare capacity increase
nor extended lifetime is sufficient measures to change
optimal host selection alone. However, a spare capac-
ity increase is suggested as a feasible measure if the
field has a larger field potential. An extended lifetime
is also feasible if the tariff contract is changed to be
more variable than fixed. On the other side, extending
the lifetime with high fixed tariffs at the later stages
of the field lifetime appears as an unattractive option
for the field operator due to low production volumes
in later stages. The CAPEX reduction could in the-
ory be a measure that effectively could switch optimal
host selection. But in our case study, a switch is still
not attractive even if Host B covers all modification
costs, and the amount would anyway be way above the
potential profits gained from a tieback.

5.3 The Value of Timing Flexibility

In this subsection, we present sensitivity analyses that
help explain for which marginal oil field investment en-
vironments the value of flexibility is higher. As men-
tioned in Section 2, this translates to which project en-
vironments that have larger differences between ROV
and NPV. The value of flexibility increases as the prob-
ability of a project value being negative increases, since

losses might be avoided by actions from the manage-
ment. If the project already seems profitable, manage-
ment might be in a position to postpone investments
to even more favorable conditions. ROA is able to re-
flect the value of this flexibility that the management
holds in real life, while the NPV approach is likely to
underestimate the project value as the flexibility is not
accounted for. All analyses are conducted considering
a tieback to Host A from the case study, and we in-
vestigate both subsurface and market environments by
evaluating the following key factors: initial O&G in
place, the field potential, and O&G price volatility. In
addition, we evaluate the effects of altering CAPEX,
ABEX, and tariff schemes. Unless otherwise specified,
for the figures in this section, the solid lines represent
the field operator’s project values by ROV for Host A
tieback as a function of different key factors, while the
dashed lines represent the corresponding for NPV.

The subsurface uncertainty is one of the main concerns
for field operators when dealing with oil field develop-
ment projects. The uncertainty in early field property
estimations is even larger for marginal oil fields as less
data are gathered for these estimations. We now con-
duct a sensitivity analysis of the initial oil and gas in
place, altering it between 50% and 150% of initial esti-
mates. The results are illustrated in Figure 23, where
the project values are functions of the initial oil and
gas in place.

Figure 23: Field operator’s project value as a function
of the initial O&G in place in the field.

The results suggest that the project value increases as
the initial oil and gas in place increases because larger
reservoir volumes imply larger revenues and profits.
The increase applies to both valuation methods, and
their values converge as the initial oil and gas in place
increases. The reason is that flexibility is less impor-
tant to take into account when the project becomes
more profitable and mitigating downside risk becomes
less relevant. Equivalently, NPV and ROV diverge as
the initial oil and gas in place decreases, hence sug-
gesting a higher value of flexibility for marginal field
developments. The reason is that smaller volumes re-
duce the profitability of the development project such
that it might become unprofitable. With the option
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of waiting-to-invest, the field operator can leave the
project unexercised if the market conditions do not
justify investment in such a small field. This could
be viewed as a partly hedge against the downside risk
of the investment, which is why the ROV does not be-
come negative in the figure. However, we emphasize
that a perfect hedge is rarely possible for real options,
in contrast to financial options, mainly due to private
risks (e.g., reservoir uncertainty) that are not possi-
ble to hedge (Fedorov et al. 2021). The consequence
of making a decision only based on NPV in this case
might be that the field operator find the oil field too
risky and leave the field unexploited. However, this
could be a wrong conclusion as the oil field could poten-
tially provide substantial value if the flexibility to wait
is accounted for. This highlights how ROA could act
as a valuable approach to gain insights into marginal
oil fields’ profitability.

Moreover, we have investigated how the value of flex-
ibility develops if the field operator alters its field po-
tential. We perform this analysis by altering the field
potential between 50% and 150% of initial value. Fig-
ure 24 shows the project values as functions of the
field potential. The results suggest that by increasing
the field potential, more petroleum is extracted early,
which in general increases the project value due to time
value of money. However, the increase decays as the
host capacity or the reservoir pressure becomes the lim-
iting factor(s). In other words, it does not matter how
much petroleum can be extracted by the field’s wells
each year if most of the oil in the field is already de-
pleted or the host does not have the spare capacity
to handle it. Regarding the value of flexibility, we see
a similar tendency as in the previous sensitivity anal-
yses: as the project becomes more unprofitable with
lower field potential, there is more difference between
the two valuation methods.

Figure 24: Field operator’s project value as a function
of the field potential.

Another important concern for the field operator is the
market environment because the profitability of E&P
investments are highly dependent on the O&G prices.
As described in Section 2, O&G are among the most
volatile commodities, and are furthermore subject to

macroeconomic events such as economic recessions and
expansions. We conduct a sensitivity analysis on the
market uncertainty by altering both the long and short-
term volatility parameters between 50% and 200% of
the originally calibrated values. Figure 25 shows the
project values as functions of the oil price volatility.
The results suggest that the project value increases to-
gether with the oil price volatility. As the oil price is
assumed and modeled not to reach negative values, in-
creased volatility will also ’bias’ the oil price paths to a
higher average level as there does not exist any upper
bound for the price. This leads to increased average
revenues and profits for both valuation methods.

The value of flexibility decreases when the volatility is
smaller because the market becomes more static and
less uncertain. On the other side, and in line with op-
tion theory, increased volatility of the underlying asset
implies a greater option value. This is because it is
more likely to benefit from the timing flexibility when
the O&G prices move significantly (McDonald 2013).
This is better illustrated in Figure 26, which shows the
optimal exercise timing as oil price volatility changes.
This highlights another key advantage of ROA as it is
able to capture the value of the opportunity to exploit
the upside potential of investment decisions.

Figure 25: Field operator’s project value as a function
of the oil price volatility.

Figure 26: Optimal exercise timing for Host A with
altered oil price volatility.
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The optimal timing of exercising the investment deci-
sion tends to become later as the oil price volatility
increases. For instance, exercising later than Year 4 is
optimal for only 5% of the simulation paths when us-
ing the original volatility parameters, but it amounts to
60% of the simulations when the volatility is doubled.
The reason is that there exists implicit insurance for
the option holder by holding the option instead of ex-
ercising it (McDonald 2013). The insurance arises due
to the fact that the present value of the project can
fall below the investment cost at the end of the life-
time. The value of the insurance increases with higher
volatility, which as explained favors waiting to exer-
cise. The same sensitivity analyses were conducted on
the gas price volatility, which showed the same results.
However, the difference between NPV and ROV was
larger for the oil than the gas price volatility analysis,
due to the relatively higher significance of oil produc-
tion for our field case.

While the sensitivity analyses above investigate in-
creased risks regarding exogenous uncertainties (sub-
surface and market), we also conduct a sensitivity anal-
ysis on capital costs. These costs are often estimated
by the field operator, but might diverge significantly
from its forecasts due to unforeseen additional costs.
CAPEX represents an expensive irreversible cost for
the oil field development project, and might poten-
tially jeopardize the profitability of the project if it
becomes too large compared to the ensuing cash flows
after investment. Figure 27 shows the project values as
functions of the initial CAPEX cash flows varied from
100% to 200% of initial estimates.

Figure 27: Field operator’s project value as a function
of CAPEX.

As expected, the project value decreases as the CAPEX
increases. Moreover, the difference between the two
valuation methods appears more clearly for higher
CAPEX. As previously mentioned, this is a result
of the increased risks for negative project value that
higher CAPEX brings to the investment. Managerial
flexibility adds value to the field because it can miti-
gate downside risks by delaying exercise if the condi-
tions are unfavorable, similarly to the analysis of the
field potential and intial oil and gas in place.

We have also conducted a sensitivity analysis of ABEX
by altering it between 100% and 400% of the initial es-
timates, which resulted in an insignificant changes in
the difference between the NPV and ROV from the
field operator’s perspective. The reason is that the
value of ABEX is quite small in comparison to other
cash flows, and that the value of ABEX is further de-
preciated due to many years of discounting. Hence,
uncertainty regarding the field operator’s ABEX has a
rather insignificant impact on the project value, and
it does not constitute a factor of the project that can
be much exploited by managerial flexibility with the
investment characteristics of our case study.

To summarize the findings from Section 5.3, the value
of timing flexibility is indicated to be highest for the fol-
lowing project environments: (1) marginal initial O&G
in place; (2) low field potential; (3) high market (O&G)
price volatility; (4) high CAPEX, and; (5) tariff con-
tracts with high fixed components. If one or several
of these characteristics hold for a project environment,
ROA is an appropriate methodology to evaluate the
value of flexibility. This could avoid discarding O&G
investments that by first sight appear unprofitable, but
that still might be successful if the management con-
siderately employs its available real options.

6 Extension Section: Optimal
Allocation of Several Tieback
Developments

In this extension section, we evaluate the same problem
as before, but for a larger area with several potential
tieback developments. The ROV model that is estab-
lished in the present paper only considers the tieback
development from one field to several hosts, which is
considered a local optimum in the sense that it is most
optimal for the field operator alone. However, this op-
timum does not necessarily constitute a part of the
global optimal solution, which can be considered the
total value extracted from the subsea in a certain area.
Therefore, instead of considering the optimal choice of
a host for one field operator, we hereby consider the
optimal allocation of all fields to hosts within a given
area. This problem is, in particular, relevant for large
E&P companies (e.g., Equinor) that hold multiple li-
censes and operatorships as they seek to optimize their
oil field portfolio. In addition, it is relevant for regu-
lators like NPD, as their objective is to contribute to
’the greatest possible values from oil and gas activities
to the Norwegian society, through efficient and respon-
sible resource management’ (Norwegian Petroleum Di-
rectorate n.d.a). The purposes of this extension section
are thus to (1) give an introduction to the problem of
optimal allocation of several tieback developments, (2)
discuss scenarios where the optimal solution for a field
operator might conflict with the optimal solution for
the Norwegian society, and (3) demonstrate how our
proposed methodology serves as a fundamental build-
ing block of a comprehensive optimization model in or-
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der to evaluate the portfolio of tieback developments.
To achieve this, we establish a simplified optimization
model in Section 6.1, which we apply to a synthetic
case given in Section 6.2. We discuss the results in
Section 6.3 and give final remarks in Section 6.4.

6.1 Model Description

From the perspective of a field operator, the optimal
selection of host corresponds to the host to which the
tieback development provides the highest field value
(previously referred to as the project value). However,
for regulators or large E&P companies, whose interest
is to maximize the total value of all their fields within
a given area, there are more factors to consider when
allocating oil fields and hosts. Such considerations in-
clude prolonging the lifetime of a host due to poten-
tial discoveries in the future that are located nearby,
which would have made that particular host impor-
tant for future O&G production. This consideration
is complicated because it is not easy to evaluate the
potential of undiscovered oil fields, but it is highly rel-
evant nonetheless. Another consideration is to avoid
unexploited oil fields, which could have been developed
profitably if the allocation had been better. For in-
stance, small satellite fields often have a limited set of
profitable tieback options. Therefore the relevant hosts
should not be assigned to other fields without consider-
ing the consequences for the satellite field at the same
time.

We now describe a simplified optimization model to
solve the aforementioned allocation problem. We as-
sume there are I oil fields with qi oil in place, and J
host facilities with cj spare capacity. The decision vari-
able, xij , states whether tieback from oil field i to host
j is an optimal solution. The FieldValueij corresponds
to the field operator’s project value of connecting host
i to facility j, taking into account all associated devel-
opment and operational costs.

max
x

I∑
i=1

J∑
j=1

FieldV alueij ∗ xij (33)

I∑
i=1

qi ∗ xij ≤ cj , ∀j (34)

J∑
j=1

xij ≤ 1, ∀i (35)

xij ∈ {0, 1}, ∀i, j (36)

The objective of the regulator or the company that
seeks to solve the allocation problem is to maximize the
total value of field developments by taking into account
all possible combinations between fields and hosts, as
defined in Equation 33. The maximization function is
constrained such that the capacity in each host is not

exceeded, as defined in Equation 34. Additionally, no
more than the initial oil in place can be extracted, as
defined in Equation 35, and it is assumed that a field
cannot split its potential between several hosts, as de-
fined in Equation 36. The model can easily be adapted
to specific cases by adding more constraints, which we
will demonstrate later.

6.2 Case Study

We employ the proposed optimization model on a syn-
thetic case. The model is implemented in Excel and
solved by the add-in function Solver, which uses the
Levenberg-Marquardt algorithm for non-linear opti-
mization problems. We assume a given area consist-
ing of five host facilities (A-E)25 and five undeveloped
oil fields (1-5), which are located as illustrated in Fig-
ure 28. Each host facility has some amount of spare
capacity, and each oil field has a certain amount of oil
in it, which is given in Table 6. For simplicity reasons,
we ignore the field potential constraint, which means
we are not determining the production rate each year.
Instead, one can consider the spare host capacity as an
accumulated capacity constraint over the whole life-
time of the project. If the amount of oil in the field
exceeds the spare capacity of the host, some of the oil
will not be extracted within the project’s lifetime. The
unit of measurements has been excluded from the ta-
ble as the numbers have no reference to realistic data,
but they highlight the same problems that arise in the
real world due to bottlenecks in spare capacities at
hosts. We assume that the hosts are located in ma-
ture production areas, such that if they are not chosen
for tiebacks for any of the undeveloped fields, they will
be shut down shortly.

Figure 28: Illustration of case study with existing host
facilities and new oil discoveries within a given area
(capacities in parenthesis).

Table 6: Spare host capacities and amount of oil in
fields.

Host Capacity Oil Field Amount of Oil
A 900 1 350
B 1200 2 100
C 700 3 600
D 400 4 300
E 800 5 500

25We emphasize that host facilities A and B in the current extension section do not correspond to Host A and Host B from
Section 4.
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The field values for all technically feasible tieback de-
velopments between fields and hosts must be calculated
by an underlying valuation model. As we have dis-
cussed in Section 5, there is substantial value in timing
flexibility, which is captured by ROV and not NPV.
For this reason, we propose to run the ROV model
that we developed in Section 3. The ROV model takes
into account the different tariffs, OPEX, CAPEX, and
ABEX associated with each potential tieback between
an oil field and a host facility when evaluating the field
value. We emphasize that the established ROV model
was not run in this synthetic case as it would be too
time-consuming to generate the necessary amount of
realistic data. Instead, the field values are considered
functions of the amount of oil in the field and the dis-
tance between the oil field and the host. We apply the
logic that bigger fields provide larger revenues and that
longer distances imply higher costs. Table 7 shows the
results of the field values for all possible (technically
feasible) tiebacks.

Table 7: Field values for all possible tiebacks.

A B C D E
1 587 276 611 472 304
2 82 -714 96 142 -466
3 168 204 766 273 1054
4 -34 -442 428 446 302
5 -256 -188 120 -18 358

The specific field values from Table 7 provide valuable
insight for field operators. For instance, Field 3 and
Field 5 should independently see choose Host E for
tieback as it maximizes their field value. The problem
that occurs is that Host E only has a spare capacity
of 800, which is not sufficient to warrant production
from both fields (600+500=1100). In these cases, it is
useful to have a decision tool that selects the optimal
tieback between one of the mentioned fields and Host
E, considering the global problem.

6.3 Results and Discussion

We now investigate and compare three different scenar-
ios, which highlight different considerations that are
important to take into account when dealing with a
portfolio of tieback developments.

6.3.1 Scenario 1: Base Case

Scenario 1 presents the base case with no further as-
sumptions than those presented in Section 6.2. Table 8
states the optimal tieback developments for Scenario 1,
with corresponding field values from the perspective of
the field operators and the total area value. The re-
sults are further illustrated in Figure 29. The results
suggest that the total area value corresponds to 2349.

Furthermore, the field operators of Fields 2, 3, and 4
should invest in tiebacks to their preferred hosts. Field
operators 1 and 5 must select their second best option
for tieback in order for the total area value to become
optimal. Even though these alternative options still
indicate profitable solutions, the field operators lose
profits of 24 for Field 1 and 238 for Field 5. This raises
an important but difficult question of how to incen-
tivize the field operators to select other hosts that are
less profitable from a regulator’s perspective. In this
context, the sensitivity analysis we performed of the
main drivers of host selection in Section 5.2 proves it-
self particularly useful.

Table 8: Optimal tieback developments for Scenario 1
with corresponding field values.

1→A 2→D 3→E 4→D 5→C Total
587 142 1054 446 120 2349

Figure 29: Optimal allocation for Scenario 1.

There are several interesting findings emerging from
the results. Firstly, despite the fact that Host B has
the largest spare capacity and a connection to Field 1
or Field 3 would lead to positive field values, the re-
sults suggest that it should be shut down. The reason
is that there exist other hosts with sufficient capac-
ity to produce from these fields that are more prof-
itable because the hosts are located closer. Field D, on
the other hand, has sufficient capacity to produce from
Field 2 and Field 4 at the same time. This finding il-
lustrates instances where it is more advantageous to al-
locate more oil fields to one specific host, than to share
the fields more evenly between hosts. As mentioned
previously, Field 3 and Field 5 have higher profitabil-
ity when connected to Host E, but the total area value
increases by 50 if Field 3 is allocated to Host E and
Field 5 to Host C. This results show how useful the
proposed optimization model can be as it maximizes
the overall value to society or the company.

However, the latter finding might seem counter-
intuitive as the longer tieback is suggested as the opti-
mal solution26, but there are several reasonable expla-
nations for this outcome. Since there are many areas of
negotiation associated with a tieback from an oil field
to a production facility, different tariff schemes or cost-

26As explained in Section 2, there are more technical challenges as the length of the tieback development increases, e.g., long
flowline often has more flow assurance issues and likely ends in less recovery due to larger pressure drop.
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sharing can lead to the longer tieback being preferred.
For example, if Host C considers it very important to
continue its production with a tieback in order to post-
pone its own abandonment, then it may offer more fa-
vorable contract conditions so that it becomes more
profitable for the field operator than other tieback op-
tions. Besides changing the cost structures, it could
also be that extending the lifetime, spare capacity, or
a combination of these would change the preferences
of the field operator. This scenario also highlights the
importance of the sensitivity analyses we performed in
Section 5.2, as they identify the main drivers of host se-
lection. This insight can be used by regulators or large
E&P companies for recommendations or decisions re-
garding how specific host facilities can become more
favorable in comparison to others. We highlight this
aspect in Scenario 2.

6.3.2 Scenario 2: Large Potential in Undiscov-
ered Oil Fields Near Host B

In Scenario 2, we assume that there is a great poten-
tial for undiscovered oil fields around Host B. Based
on the subjective opinion of experts, the values of the
undiscovered fields are so high that Host B should not
be shut down at any cost. Hence, the production in
Host B must be retained until these undiscovered fields
are studied more closely. As mentioned previously,
we could investigate how Host B can alter its tariff
schemes, cover the modification cost for the field op-
erator, extend the lifetime or free up spare capacity
in order to become more favorable for field operators.
By doing so, the field operator would choose a tieback
development to Host B itself because it becomes the
most profitable option. In this scenario, however, we
assume that Host B was not able to become the pre-
ferred choice despite making such changes. Instead,
we manually restrict the model to allocate at least one
field to Host B, given by

I∑
i=1

xiB ≥ 1. (37)

Table 9 states the optimal tieback developments for
Scenario 2, with corresponding field values from the
perspective of the field operators, and the total area
value. The results are further illustrated in Figure 30.

The results suggest that the total area value corre-
sponds to 2065, which is 284 lower than for Scenario
1. Adding constraints to the model will always lead
to less or equal total area value, but it does not take
into account the value of the undiscovered fields. This
implies that the subjective value of undiscovered fields
must be at least 284 in order to change the optimal
allocation from Scenario 1. Hence, the results present
a specific value of undiscovered oil fields that experts
can compare with their subjective estimates. For in-
stance, if they valued the undiscovered oil fields to 200,
it would be most optimal to shut down Host B. Another
interesting finding is that the optimal allocation in this

scenario includes tieback from Field 5 to Host B, which
has a negative field value (-188). Even though there ex-
ist tieback developments for Field 5 that are economi-
cal viable (Host C and Host E), these hosts have other
tieback options that provide higher field values. Field
operator 5 would not agree to make an investment that
loses money without being compensated. If we assume
that the field operator is willing to connect to Host B
if it results in a profit of 50 (a total compensation of
238), then the model suggests that the undiscovered
fields around Host B must be valued at least the sum
of the difference between total area value for Scenario
1 and Scenario 2, and the compensation for this sce-
nario to be optimal. This corresponds to a value of 522
(284+238).

Table 9: Optimal tieback developments for Scenario 2
with corresponding field values.

1→C 2→D 3→E 4→D 5→B Total
611 142 1054 446 -188 2065

Figure 30: Optimal allocation for Scenario 2.

6.3.3 Scenario 3: Large Potential in Undiscov-
ered Oil Fields Near Host B and Prof-
itability Constraint

It could be discussed whether it is realistic to allow oil
fields to become negatively valued as no field opera-
tor would proceed with such investment. However, it
would have provided the highest total portfolio value.
In scenario 3, we still assume great potential exists in
undiscovered oil fields around Host B, but we do not
allow tieback developments that are part of the opti-
mal solution to become negative. We manage this by
adding an additional constraint given by:

J∑
j=1

FieldV aluesj ∗ xij ≥ 0, ∀i, (38)

as well as keeping Equation 37 from Scenario 2. Ta-
ble 10 states the optimal tieback developments for Sce-
nario 3, with corresponding field values from the per-
spective of the field operators and the total area value.
The results are further illustrated in Figure 31.
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Table 10: Optimal tieback developments for Scenario
3 with corresponding field values.

1→B 2→D 3→E 4→D 5→C Total
276 142 1054 446 120 2038

Figure 31: Optimal allocation for Scenario 3.

The results suggest that the total area value corre-
sponds to 2038, which is 27 lower than for Scenario
2 and 311 lower than for Scenario 1. By not allowing
any field values to become less than zero, the results
suggest switching the tiebacks so that Field 1 is con-
nected to Host C and Field 5 is connected to Host B.
As expected, the total portfolio value decreases as we
add more constraints. However, it only decreases by 27
compared to Scenario 2, which is almost negligible. In
this scenario, the undiscovered field must be valued at
least 311 to be more optimal than Scenario 1. Albeit
Scenario 3 results in slightly less total portfolio value,
it is probably more desirable than Scenario 2 because
there is no need to compensate any field operators, and
there is less risk associated with the undiscovered oil
fields. In this scenario, the operator of Field 5 earns
more than in Scenario 2, at the expense of the opera-
tor of Field 1, who earns significantly less (but still a
substantial amount).

6.4 Final Remarks

In this extended section, we have presented an opti-
mization model for a portfolio of a larger set of tieback
developments, which we employed on a synthetic case
and investigated three different scenarios. The ROV
model we established in Section 3 can serve as an im-
portant building block in this optimization model, as
it could generate the field value for each tieback devel-
opment that can be used by the optimization model
to maximize total area value on a larger area. The
extended model reveals valuable insight regarding the
optimal allocation of tieback developments from oil
fields to hosts. It is demonstrated how easily the
model can be adjusted in order to take into account
specific assumptions, e.g., avoiding a host from being
shut down due to potentially valuable undiscovered oil
fields nearby. Moreover, the model can provide a spe-
cific minimum value of undiscovered oil fields around a
given host in order to avoid that host from being shut
down.

We emphasize that the proposed optimization model
has several simplifications. Firstly, it only considers
economic value when solving these kinds of problems
and disregards other important considerations such as
health, safety, the environment, and other users of the
sea, which are other essential considerations in E&P
projects. We suggest that the model is applied in com-
bination with industry experts when determining the
optimal allocation in order to include all considera-
tions, also those that are difficult to quantify. Sec-
ondly, the proposed methodology only considers the
accumulated spare capacity at the host facility and the
amount of oil in place (see Table 6), but as described in
Section 3.3 there are more constraints associated with
production. Additionally, as production constraints of-
ten vary with time, it calls for a more dynamic way to
handle these. Thirdly, in contrast to our ROV model,
it is not able to incorporate uncertainties or manage-
rial flexibility on the portfolio level. It is interesting
for further research to account for the timing aspect
of the portfolio value and not just for each individual
combination.

Despite its limitations, the model still serves well for
illustration purposes. Firstly, we have raised aware-
ness of an emerging challenge in the O&G industry
regarding the allocation of larger tieback development
portfolios. This problem calls for novel methodolo-
gies that combine optimization and managerial flexi-
bility to maximize the value of subsea resources for the
Norwegian society. Secondly, we also presented sce-
narios where the interests of a field operator might
conflict with what is considered most optimal over-
all. Although we briefly discussed how host facilities
could change their tariff schemes, cost-sharing, life-
time, spare capacity, or a combination of these to be-
come the preferred choice by field operators, it would
be interesting to investigate these factors more thor-
oughly from the perspective of host facility owners and
regulators. Thirdly, we have demonstrated how our
proposed financial model can be used in a wider con-
text and for larger and more complex problem-solving.
The optimization method for production profiles that
we incorporated in our model is important to handle
the aforementioned limitation of the current portfolio
optimization model, as it is dynamic and handles all
the relevant constraints for extracting petroleum from
reservoirs. Furthermore, the final field values that our
model calculates are the most important values that
the portfolio optimization model uses to determine the
optimal allocation. Therefore, it is essential that the
field values are realistic and robust in order for the
portfolio optimization model to be reliable itself. We
consider the ROV model that we have established to
be a prominent choice of an underlying model.

26



7 Conclusion

This paper presents a novel methodology to evaluate
optimal tieback developments for marginal oil fields
with timing flexibility. Firstly, we used optimization
techniques to maximize the production profiles based
on spare host capacity, initial O&G in place, and the
field potential. We followed a ROA, which we solved
using the LSM framework in order to capture the value
of timing flexibility. The future O&G prices were mod-
eled by two-factor stochastic price processes, and both
gas prices and CAPEX were modeled to correlate with
the oil price.

The proposed methodology was applied to a real case
study on the NCS, where a tieback from one marginal
oil field to two alternative host platforms was consid-
ered. The methodology provides a basis to develop
a tool for decision-makers in the petroleum industry
by: (1) economically assessing the value of a marginal
oil field, (2) determining the optimal choice of hosts,
and (3) optimizing the timing of investment. The
main findings suggest that marginal field developments
carry large upside potential, which can be identified by
our methodology because it takes managerial flexibil-
ity into account. Furthermore, we performed several
sensitivity analyses in order to determine what drives
the optimal choice of hosts and under which project en-
vironments the timing of flexibility increases. The re-
sults suggest that no factors alone were able to change
the optimal choice of host since Host A was evidently
much more attractive. However, altering the parame-
ters of the tariff scheme in combination with extending
the lifetime of the host could change the preferences
of the field operator. We also identified that the value
of timing flexibility increases as the profitability of the
project decreases or the uncertainty of the investment
increases. As marginal oil field developments often are
characterized by relatively low profitability and promi-
nent uncertainties, managerial flexibility is usually of
high importance. Hence, ROV proves itself as a better
valuation method as it allows us to capture the value
of flexibility, while NPV tends to underestimate such
investments.

Future work may be aimed at incorporating technical
uncertainty in the valuation model in order to become
more realistic. One way of handling technical uncer-
tainty could be combining ROA and decision analy-
sis. It would also be interesting to analyze the same
problem with other types of flexibility, e.g., temporarily
shutting down production. Furthermore, future work
may focus on the problem described in Section 6, which
calls for novel methodologies to determine the optimal
allocation of a larger portfolio of tieback developments.
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