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Preface

This project concludes a master’s degree in the 2-year master’s program in Industrial Cybernetics
at the Norwegian University of Science and Technology (NTNU). The last subject in this program
is the 30 credit course TTK4900 - Engineering Cybernetics, Master’s Thesis. The project lasted

from January to June 2022.

The project is a continuation of an autonomous mapping system consisting of robots developed
by earlier students. The idea is to include quadcopters as part of this mapping system. The work
conducted in this thesis is mostly a continuation of a previous report [7]. This report’s results
had flaws and unanswered questions that required further examination. The available resources
for this project were a workspace with a computer and software and hardware used in the previous
report. The software consists of code developed for the ultrasonic sensor HC-SR04. The hardware
consists of the ultrasonic sensor HC-SR04, nRF52840 SoC microcontroller, and nRF51 Dongle.
Another significant codebase and reports written on related topics by students at NTNU were also
available. As a contributor to this project, access to a Motion Capture Lab at NTNU room B333
was also available. The mechanical and electrical workshop at NTNU, in Electrical block D, is also

open to students.

The beginning of the thesis was tough. With little to no knowledge of the used programming
languages, a considerable amount of time was spent learning the foundation of the codebase while
banging my head against the wall. However, as Dumbledore said: ”Help will always be given at
Hogwarts to those who deserve it.”. The same applies to NTNU, and help is what I got. I would
like to thank my supervisor Tor Onshus who has provided outstanding guidance when needed but,
most importantly, shown a light-hearted point of view towards meaningless worries from my side. I
would also like to thank the students who sit in the same room as me, working on similar projects.
They have shown exceptional knowledge and saved me from hours of struggle. Lastly, a special

thanks to the workshop employees for help with soldering and general guidance.

Johas Byerice

Jonas Bjerke

Trondheim, June 2022




Problem description

The problem at hand can be divided into two parts. The first half of the problem is to test whether
ultrasonic sensors can estimate the position of a quadcopter. A single ultrasonic sensor’s accuracy
will first be tested. Afterward, several identical sensors will be connected to gather distances in

several directions, providing a position estimate.

The second half of the problem is software modification. Previous students’ existing software on
the same project has to fit the quadcopter’s hardware. This object means making the code able

to communicate and send data to an external server.
Hence, the problem descriptions based on the above are as follows
e Investigate the use of ultrasonic sensors to provide an accurate position estimate for a hovering
quadcopter in a three-dimensional space.

e Look into and modify existing software, making it suitable for collecting and transmitting

data to a server regarding new hardware.
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Summary and conclusion

This thesis investigates the possibility of using ultrasonic sensors to measure and communicate
the position of a hovering quadcopter to an external server. The ultrasonic sensors had previously
been tested for this specific intention but under imprecise conditions. For this thesis, the quality
and accuracy of the testing were improved drastically. The specifications of the ultrasonic sensor

were also compared with other types of distance sensors.

Getting the communication to work required altering a larger piece of software to fit the specific
hardware used for this project. One such alteration was creating and implementing the software

used to operate the ultrasonic sensors.

The sensor’s ability to measure distance was tested by wiring them up to a microcontroller. A
casing was designed, 3D-printed, and used to hold this wiring in place and make it easier to

maneuver the sensors during the tests.

A test was conducted to see if the sensors could communicate and map measured distances. Another
test investigated the sensor’s ability to estimate the position of a quadcopter. This estimate was
done using three sensors pointing in three different directions in a three-dimensional space. A
motion capture system was used to analyze the results and get a picture of how accurate the

estimated position provided by the sensors was.

The time spent increasing the quality of the test regarding the ultrasonic sensor was valuable. The

uncertainties from the previous report were gone, and interpreting the results was uncomplicated.

Getting the communication working was challenging due to a lack of knowledge in the programming
language. Specific arguable but necessary changes were made to get the code working. In the end,
the server could receive measured distances from the microcontroller and create the virtual map.
The results from the three-dimensional test demonstrated that by using three or more ultrasonic
sensors, the position could be estimated with an error of & 2 cm. This error is significant enough
to be displayed in the virtually created map. The ultrasonic sensor is also disadvantaged due to
its limited detection range. If the space to be mapped is wider than approximately eight meters in

either direction, the HC-SR04 Ultrasonic Sensor will not be able to measure the needed distances.

A different type of sensor is required to eliminate the error and make a suitable positioning estimate
for larger spaces. The best option would be to use a light-based distance sensor due to its faster

measuring frequency and longer range.
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Sammendrag og konklusjon

Denne oppgaven utforsker muligheten for & benytte ultralydsensorer til & male og kommunisere
posisjonen til et flyvende quadcopter til en ekstern server. Ultralydsensorene har tidligere blitt
testet for denne spesifikke hensikten, men i upresise omgivelser. I denne oppgaven har kvaliteten
og ngyaktigheten av testene blitt drastisk forbedret. Spesifikasjonene til ultralydsensorene er ogsa

sammenlignet med andre type avstandssensorer.

A fa kommunikasjonen til & fungere krevde endringer i en stgrre kodebase for & passe til kompon-
entene brukt i dette prosjektet. En av disse endringene var & lage og implementere koden som

brukes for & operere ultralydsensorene.

Sensorens evne til 4 male avstander ble testet ved a koble dem opp til en mikrokontroller. Et
etui ble designet, 3D-printet og brukt for & holde utstyret pa plass og samtidig gjgre det enklere a

bevege sensorene rundt nar de skulle testes.

En test ble gjennomfort for & sjekke om sensorene kunne kommunisere og kartlegge male avstander.
En annen test utforsket sensorenes mulighet til a estimere posisjonen til et quadcopter. Denne
estimeringen ble gjennomfgrt ved bruk av tre sensorer pekende i tre forskjellige retninger i et tre-
dimensjonalt rom. Et bevegelsesdeteksjons-system ble brukt for a analysere resultatene og danne

et bilde av ngyaktigheten til den estimerte posisjonen.

Tiden som ble brukt for a forbedre kvaliteten av testene for ultralydsensorene var verdifull. Usikker-

hetsmomentene fra den forrige rapporten ble borte og tolking av resultater ble mindre komplisert.

A fa kommunikasjonen til & fungere var utfordrende grunnet mangel pa kunnskap innenfor de
benyttede programmeringssprakene. Visse argumenterbare, men ngdvendige endringer ble utfgrt
for a fa koden til a fungere. Resultatet ble at serveren mottok malte avstander fra mikrokontrolleren
og konstruerte virtuelle kart. Resultatet fra den tre-dimensjonale testen demonstrerte at bruk av
tre eller flere ultralydsensorer kan estimere posisjonen med en feilmargin pa 4+ 2 cm. Denne feilen er
stor nok til a vises i det virtuelle kartet. Ultralydsensorene har ogsa en svakhet grunnet begrenset
avstandsmaling. Hvis omradet som skal kartlegges er stgrre en omtrent atte meter i en retning, vil

HC-SR04 ultralydsensoren ikke klare a male avstanden.

En annen type sensorer kreves for a fjerne feilen i malingene og gjgre posisjonsestimeringen mulig for
storre avstander. Det beste alternativet ville veert a benytte en lys-basert avstandsmaler grunnet

bedre malefrekvens og muligheten for & male lengre avstander.
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1 Introduction

1.1 The Robot Project

This thesis builds on a project called The SLAM Robot project. The project has been ongoing
since 2004 and is supervised by professor Tor Onshus at NTNU. Multiple students have been
writing their specialization projects and master thesis over the years, upgrading and modifying the
existing system. The general idea of this project is to use small autonomous robots to remotely
map an area using wireless communication to and from a server. The server is responsible for
constructing a virtual map of the robots’ detected area. It does so by processing data from the

robots and commanding them where to go next.

A recent upgrade in progress is to recreate the server using C++ for reasons regarding clarity and
communication between the server and robots. As of the writing of this thesis, the project has six

individual wheel-based robots communicating with the java-server.

Another recently intended upgrade is to include quadcopters in addition to the six robots. A
quadcopter is a type of drone that flies using four rotors [13]. The purpose of the quadcopter
would be to assist the mapping process from the air by equipping it with a camera. The pictures

and position of the quadcopter are then sent to the server to support the mapping process.




2 System Description

2.1 Hardware

The hardware used in this project is similar to previous work done. As this project is slightly
different, there are also new components. These are the used components throughout the project:
- nRF52840 SoC

- nRF51 Dongle

- HC-SR04

- AM2302 DHT22

- Motion Capture System

- Quadcopter

2.1.1 nRF52840 SoC

The nRF52840 SoC is a microcontroller created by Nordic Semiconductor and is the most advanced
member in the series. The robots are currently using this microcontroller. The same microcon-
troller will be used in this project to make it easier to work with the system on the quadcopter.
By doing so, the same software can be used only with slight modifications. The microcontroller
has one MB of Flash memory and 256 kb of RAM, suitable for most advanced and complex ap-
plications. It has many different wireless communication possibilities, such as BLE, Thread, and
Zigbee. The SoC can be programmed through the nRF52840 DK. Among the many peripherals
and interfaces, the full-speed USB device allows for easy data transfer and power supply [30].

2.1.2 nRF51 Dongle

The nRF51 Dongle, also created by Nordic Semiconductors, is a USB development dongle for
various communication styles. It supports BLE, ANT, and 2.4 GHz proprietary applications. The
Dongle is connected to a USB slot in the host machine, where it is programmed using an application
by Nordic Semiconductors called ”nRF Connect” addressed further in Section 2.2.6. This applic-
ation allows it to be used as an intermediate communication device between applications on the
machine and the nRF52840 SoC. In this project, the application is a java server addressed further
in Section 2.2.2, and the communication is BLE. The microcontroller and server can effectively

transmit data to and from each other through this communication type.

2.1.3 HC-SR04

The distance sensor used in this project is an ultrasonic sensor named HC-SR04. This sensor

uses sound as its reference medium to measure distances. It can measure distances from 2 cm to




400 cm, with a precision of £ 0.3 cm. There are two types of angles being of importance to the
ultrasonic sensor. These are the effective angle, which is at 15°, and the measuring angle, which
is at 30°. The effective angle determines how big of an angle the surface in front of the sensor can
have relative to the sensor. An angle of 15° or more can lead to the sound waves being reflected
in a different direction than where they were emitted. The measuring angle means that objects

within a sector of 30° also might reflect the sound. Figure 1 shows the HC-SR04 sensor.

20mm

N

45mm
Figure 1: HC-SR04 with dimensions, its depth is 15 mm

The sensor is operated through 4 pins, called VCC, TRIG, ECHO, and GND. VCC and GND are
the voltage supply and ground. Standard USB ports supply the required voltage of +5 V DC. The
TRIG and ECHO pins are connected to output and input pins on a microcontroller. The sensor
works the following way:

The TRIG pin activates for a duration of 12 us. In this short period, the sensor sends out an
eight-cycle sonic burst with a frequency of 40 kHz. The ECHO pin goes high afterward, meaning
that current flows through it. The microcontroller registers this current and begins a timer. The
ECHO pin goes low when the eight cycle burst of 40 kHz returns to the sensor after being reflected
off the target. This change in the pin is registered by the microcontroller, which stops the timer.
The time can be used together with the speed of sound to calculate how far away the target was

[20].




2.1.4 AMZ2302 DHT22

The AM2302 DHT22 is a digital RH and temperature sensor. It has an operating range of 0 % -
100 % RH, and -40 °C to +80 °C. The accuracy of these measurements lies at + 2 % RH and +
0.5 °C [18]. The sensor can be seen in Figure 2.

15mm

Figure 2: AM2302 DHT22 with dimensions, its depth is 7.7 mm

The three pins on the sensor are used to power and read data from the sensor. They can be
connected to a microcontroller, from where it is controlled. GND is the ground, while DAT is the

pin where the data is read. The VCC requires 3.3 V - 5.5 V DC to function.

2.1.5 Motion Capture System

A motion capture system is an advanced system that records any desired object’s movement
digitally. It was used to compare the distance sensor data with actual absolute distances. The
motion capture system used is called OptiTrack, which is located at NTNU, Glgshaugen, in room
B333. The system has 16 cameras that track and record small reflective spheres easily mounted on
desired objects. Several spheres can be tracked relative to each other to get the distance between
objects. Collection of the data through the cameras is done using a suited software called Motive
[23]. OptiTrack can capture movement at a rate of 120 FPS [37], making it a suitable tool for

comparing the accuracy of the sensors.




2.1.6 Quadcopter

As mentioned in the introduction, Section 1.1, a quadcopter is considered to be introduced as part
of the mapping system. A quadcopter type had not yet been decided due to the new concept.
During the project, all four sensors were to be tested. This test required a casing to hold them in
place. While creating this casing, it was practical to create it such that it could be attached to

a quadcopter for potential further testing. The project supervisor already owned a Mavic MINI

drone seen in Figure 3.

Figure 3: Mavic MINI Drone, by TheBetterDay [36]
Dimensions: Length 159mm, Width 202mm, Height 55mm

For simplicity reasons, this drone was used as a candidate. It also has an in-built camera that was
considered to be used. It is also relatively small, which is advantageous for mapping narrow and

confined spaces.




2.2 Software

A variety of different software and programs was used throughout this project. The next sections
provide a short description of the following:

- Robot application

- Server application

- Segger Embedded Studio

- Visual Studio Code

- J-Link RTT Viewer

- nRF Connect for Desktop

- MatLab

- Inventor

- Prusa Slicer

2.2.1 Robot application

The robot application is the software that controls the robot through the microcontroller. The
application has been written in C over many years by different students. The primary function
of the code is to communicate with the Dongle and control the hardware on the robot. Parts
of the application are based on FreeRTOS, which is designed to be run on a microcontroller.
FreeRTOS benefits the system by providing the microcontroller with better resources such as real-

time scheduling and inter-task communication [15].

2.2.2 Server application

The server application is also written by previous students working on the project. It is written in
Java. A program called Apache Netbeans IDE is used to run the server. The server’s function is
to create a two-dimensional map from the data received by the robots. It also controls the robots
as to where to go next. The server is specifically written to fit the robots on the ground. Due to
this, changes had to be made as the quadcopter hardware differs. These changes are addressed in

Section 5.

2.2.3 Segger Embedded Studio

SES is short for Segger Embedded Studio. It is an IDE specifically meant for embedded systems
[26]. The embedded system in this project is the nRF52840 SoC. SES enabled easy management
of projects and was used for this project to manage the Robot Application. The IDE also has an
effective debug tool used frequently to locate and solve issues in the code. The communication

between Segger and the nRF52840 was done via USB.




2.2.4 Visual Studio Code

This source-code editor was frequently used together with Segger while debugging. It has a quick
search and navigation system, which comes in handy when navigating source and header files [12].

It was also used to locate specific java code snippets in the Server Application.

2.2.5 J-Link RTT Viewer

As the microcontroller is connected to the host computer through USB and uploaded with software,
the J-Link RTT viewer is used on the host computer to monitor and identify the desired data.
It is the main GUI application [27] provided by Segger, used for debugging. In addition to being

frequently used for debugging purposes, it has an integrated recording function.

2.2.6 nRF connect for Desktop

nRF Connect for Desktop is a tool by Nordic Semiconductor that assists the development of nRF
devices [29]. It contains a variety of apps, and the one used in this project is called Programmer.
This app is a tool for flash programming nRF SoCs and has been used frequently in this project
for debugging the nRF51 Dongle and nRF52 microcontroller. It allows the user to easily upload

new content and identify what is already on the device.

2.2.7 MatLab

MatLab, created by the MathWorks corporation, is a robust programming and numeric computing
platform that is accessed through NTNU’s database of educational purpose software [19]. It has
multiple purposes, whereas it has been used to process and visualize data graphically for this
project. Using MatLab is due to its familiarity with other courses at NTNU and its ability to

handle large amounts of data effectively.

2.2.8 Inventor

Inventor is a CAD software from the corporation Autodesk that provides the opportunity for
complex and detailed 3D design, simulation, visualization, and documentation [4]. It was used
to design a case to embody the different hardware described in the previous section. Similarly to

MatLab, Inventor is accessed through NTNU’s database of educational purpose software.




2.2.9 Prusa Slicer

Prusa Slicer is a slicer software [34]. This kind of software converts models designed on the
computer into a 3D-print-friendly format. It allows the user to specify details for the print and
get details such as how much the finished product will weigh and how long it will take to print. In

this project, it was used to convert the created Inventor files into this 3D-print-friendly format.




3 Theory and background

3.1 Distance sensors

Having distance sensors mounted to the quadcopter can be used to locate its position. Using a GPS
is not an option because the location of the quadcopter might be pinpointed indoors or in places
where the GPS cannot receive a signal. The robots in this project use IR sensors to measure the
distance to their surroundings effectively. These robots are relatively small and compact, making
the IR-sensors short-range optimal. However, the quadcopter is more extensive, thus making the
respective IR sensors range insufficient without risking flying too close to the surroundings.

Section 2.1 addresses the ultrasonic distance sensor HC-SR04. This particular sensor was used in
the predecessor of this project [7]. Tests on this sensor concluded that it could measure distance no
more than a few centimeters off. A few modifications to the test environment were needed before

verifying the results from this previous report.

However, even though the HC-SR04 distance sensor works, it does not mean that other more
compatible distance sensors should not be considered or used. This section describes distance

sensors and compares them with each other and their compatibility for this project.

3.1.1 ToF principle

ToF is short for time-of-flight. It is the basic principle used in most distance sensors. Sensors
based on ToF typically have an emitter and a receiver. The emitter sends out a reference medium,
either sound or light. This medium bounces off the object or surface in front of it and returns to

the receiver. The time it took for the medium to travel back and forth indicates the distance.

The type of reference medium used by the ToF sensor impacts its properties. Light or sound affects

properties such as measuring frequency, maximum distance, and other environmental conditions.

Sound

Sensors that use sound as a reference medium are called ultrasonic sensors. They work by emitting
the sound, which spreads outwards from the sensor. When the sound hits a solid object, it bounces
back towards the receiver on the sensor, which identifies the sound. The emitted sound often has
a specific frequency, making the receiver distinguish between random noise and the emitted signal.
Calculating the distance is then done using the speed of sound. The HC-SR04 sensor used in the
previous project and further in this project is an ultrasonic sensor. The measuring distance of
ultrasonic distance sensors varies. They can measure distances down to a few centimeters up to 10
meters [9] or more. The common drawback is the relatively low measuring frequency which comes

from the speed of sound limit [32].




Light
Light as a reference medium functions similarly to sound regarding the ToF principle. The sensor
has an emitter and a receiver where light exits and enters. The type of light used varies depending

on the sensor.

Sensors that use infrared light, which is in the wavelength above the visible spectrum [21], is called
IR distance sensors. The robots currently use these sensors in the SLAM Robot Project. IR
stands for infrared radiation, and IR sensors in general work by detecting heat radiation from the
surroundings [17]. They are widely used in motion detectors to turn on lights or alarm systems. The
IR sensors meant for measuring distance emit infrared light often from LEDs instead of detecting
it from their surroundings. This light is distinguishable from other sources of light. By measuring

the time it took for the infrared light to travel back and forth, the distance can be calculated [5].

Another typical light source used for measuring distance is a laser. The laser is a powerful beam of
visible, ultraviolet, or infrared light [24]. If the laser is made up of ultraviolet light, it can measure
longer distances than a sensor using infrared light [35]. This difference is due to ultraviolet light
having a higher wavelength than infrared light. These sensors are called LIDAR, short for Light
Detection and Ranging. A LIDAR using IR light can still measure longer distances than a standard

IR sensor measured above due to the light being concentrated into a laser.

The range of light-based distance sensors typically has a more extended range than sound-based
distance sensors. A laser will travel longer than infrared light generated by an LED in terms of
light. Due to light traveling faster than sound, the measuring frequency of light-based distance

sensors is faster than sound-based.

Its fast update rate is an advantage for capturing fast-moving details in front of it. The downside
of LIDAR is the higher price relative to most distance sensors, its current draw, and the laser’s

harmfulness to the naked eye [33].

3.1.2 Required and satisfactory conditions

Sensing range

Choosing a suitable distance sensor depends on the environment. One such environmental condition
is the required sensing range. Mounting the distance sensor at the center of the quadcopter makes
measuring close distances unnecessary. Using the Mavic MINI drone as a reference mentioned in

Section 2.1.6, the distance from the center of the drone to the rotors is approximately 10 cm.

The required furthest range is less obvious to pinpoint, as this depends upon various factors such
as how vast the space is and if the quadcopter is to measure several sides simultaneously. There
is no harm in having a sensor that can measure long distances. However, these sensors often have

increased minimal measuring distance and are more expensive. Therefore, the sensor’s maximum

10



should be as long as possible while maintaining a minimum of 10 cm.

Accuracy

The sensors should be able to measure objects in their line of sight accurately. This demand means
providing correct measurements in terms of distance and avoiding measuring distance to the wrong
objects. This accuracy affects the quality of the created map and the safety of the quadcopter and

its equipment.

Measuring frequency

Another environmental condition is how often the sensing should occur. The sensors are attached
to the quadcopter, maneuvering through the maze. The mapping is not meant to be a race. The
quadcopter travels smoothly through the maze with directions sent from the server while taking
pictures. This behavior means that it is not required to have a fast update rate but still fast

enough to capture the quadcopter’s movement.

3.1.3 Comparison

Following is a table comparing the above required and satisfactory conditions with each of the

discussed sensor types. Further details about the table follow.

Sensor
Ultrasonic | IR distance sensor | LIDAR
Condition
Sensing range v X v
Accuracy X v v
Update rate v v v

Table 1: A table displaying if each sensor fulfills the respective condition

Considering Table 1 from a visual standpoint, it would seem that using a LIDAR would be the best
choice for the task at hand. The importance of the three conditions is not equally weighted. The
sensing range is perhaps the most important. Thus using an IR distance sensor can be excluded
as a candidate for this project. It is suitable for short ranges, but this system requires a more
extended range. It does exist Long Range IR distance sensors such as the Sharp GP2Y0A710YKOF
[2]. This distance sensor can measure 100 - 550 cm, but this exceeds the desired minimum distance
of 10 c¢m discussed in the previous section. Even though the Ultrasonic sensor has been marked
with v its range is still questionable. Light can travel further than sound because sound has to
travel through a medium, and light does not. This medium requires energy to be moved, which
eventually dies out. A bigger sensor could provide a longer range, but this would also increase the
required power, weight, and size. Hence, if the required space to be mapped is extensive, using

light might be the only option.
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The ultrasonic sensor was marked with X on accuracy. The reason is due to the reference medium
being sound. As sound travels outwards in a cone, there is a chance it will observe objects slightly to
the side of where it is pointing, as mentioned in Section 2.1.3. The further the sensor is measuring,
the greater this observable area becomes. This weakness could cause problems. Light as a reference
medium would, on the other hand, not experience the same problem as it travels in more or less a

straight line.

Even though all sensor types have been marked with v for the update rate condition, light still
has a significantly faster update rate than sound. For this project, they should all be satisfactory.

The use of light versus sound as a reference medium also has more exciting properties. Both have
their advantages and drawbacks in different situations. Sound is at a disadvantage where light can
detect soft surfaces, edges, and angled surfaces effectively. Light is at a disadvantage where sound
can measure distances through any medium, such as smoke, vapor, and dust [8]. Weighing these

effects against each other would require a more detailed description of the environment.

The reason that the ultrasonic sensor was chosen in the first place might seem odd as the LIDAR
theoretically turns out to be a better fit for this project and an obvious choice. A comparison like
the one above was not carried out in the previous report where the ultrasonic sensor was chosen.
The choice was primarily based on its highly reasonable price and availability at NTNU through
Omega Verksted. Depending on the outcome of this report, there might be an idea to switch to

another sensor. This shift will be briefly discussed in Section 10.
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4 Improving the accuracy of the test environment

The HC-SR04 distance sensor was tested in the previous report on the topic mentioned in the

Preface. Figure 4 shows one of these test results.
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Figure 4: A graph comparing the sensors measurements with OptiTrack taken from the previous

report [7]

Figure 4 compares the measurements done by the sensor with OptiTrack. These results are not
completely accurate, as the test environment and recording have flaws and weaknesses. The two
graphs look relatively close, but to get the exact deviation between them, one must study the

graph more thoroughly.

This section provides a more detailed explanation of how the sensor’s accuracy, quality of the
testing, and data processing were improved. The first edition was to include a graph showing the
deviation between the measurements done by the sensor and OptiTrack. This improvement made
it easier to analyze the similarity which can be seen later in the results. Similar additions and

improvements are explained below.

4.1 Data processing and S