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Abstract—In this work, an idea based on the bisection algo-
rithm is used to reduce the computational burden of indirect finite
control set model predictive control (FCS-MPC) for modular
multilevel converters (MMCs). The proposed method greatly
reduces the search space for reaching the optimal insertion
index (number of submodules to be inserted). Therefore, the
strategy proposed offers similar steady-state and dynamic per-
formance compared to full indirect FCS-MPC at a much lower
computational burden. A new cost function is also proposed
for indirect FCS-MPC which eliminates the need for an outer
loop or additional control of differential current to regulate the
summation voltages in each arm. The results of the proposed
strategy are validated through simulations in MATLAB/Simulink.

Index Terms—circulating current control, model predictive
control, modular multilevel converter (MMC), capacitor voltage
balancing

I. INTRODUCTION

In recent years, modular multilevel converters (MMCs) have
been adopted by the industry due to their excellent features
such as high efficiency, redundancy, low harmonic content and
modular nature [1]. Due to these features MMCs are now
becoming the dominant technology for high voltage direct
current (HVDC) transmission systems. However, the multi
input multi output (MIMO) nature together with the presence
of internal dynamics makes the control problem of MMC
difficult [2].

In the research literature, many control methods have been
investigated for MMCs [3]-[5]. Among these, model predic-
tive control (MPC) is an effective method to deal with MIMO
and non-linear systems. Indeed, MPC can handle multi-
variable interactions and system constraints in a systematic
way.

For power converters, finite control set model predictive
control (FCS-MPC) is usually applied. FCS-MPC for MMCs
can be broadly classified into three categories i.e. direct,
indirect and reduced indirect FCS-MPC. In direct FCS-MPC,
all the possible switching combinations are evaluated against
a predefined cost function and the one that minimizes this
cost function is then applied to the MMC. This method has

the best performance at the cost of very high computational
burden. The high computational burden is due to the very high
number of switching combinations in MMC.

In order to deal with the problem of high computational
requirements, the concept of indirect FCS-MPC [6] for MMCs
has been developed. Instead of evaluating all switching com-
binations, this approach searches for the voltage level that
minimizes the cost function. Thus, a separate sorting algorithm
can be used for balancing the capacitor voltages. This signif-
icantly reduces the computational burden. However, the com-
putational complexity is still too high for MMC applications
with hundreds of SMs per arm. Therefore, many more research
efforts were made resulting in reduced indirect FCS-MPC
strategies [7]-[10]. These methods reduce the computational
burden significantly by only considering neighboring voltage
levels with respect to the previous sampling instant. However,
the drawback of these approaches is that they suffer from slow
dynamic response. The method in [11], proposed to distribute
the SMs evenly into M groups with each containing X SMs.
The overall computational burden was reduced to 2.X + M +-3.
However, no specific criterion is provided on how to group
the SMs. A dual-stage MPC was presented in [12], utilizing
voltage vectors redundancy in the first stage and redundancy
of SMs in the second stage. This approach offers very good
dynamic performance, however, its computational burden is
much higher than the full indirect FCS-MPC strategy.

Recently, a modified reduced indirect FCS-MPC strategy
was presented [13]. In this implementation, the number of SMs
are allowed to change by more than one with respect to the
previous sampling instant only in the initial timestep within the
prediction horizon. This results in dynamic performance close
to what is achieved with full indirect FCS-MPC. However,
when dealing with large number of SMs per arm, the number
of options to be evaluated in the initial time step need to be
increased which increases the computational burden.

In this paper, a method based on the bisection algorithm is
used to reduce the search for the optimal insertion index i.e.
the number of SMs to be inserted in each arm. The idea can be
considered as a special case of the branch and bound algorithm
which is commonly used for the weighting factor selection in
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where v,, ; and v; ; represent the upper and lower arm voltages
of phase j, i,,; and %;; represent the upper and lower arm
currents of phase j, i, ; is the ac-side current, V. is the
dc-side voltage, vy is the grid side voltage, R is the arm
resistance, L is the arm inductance, R. and Lo are the
equivalent grid side resistance and inductance, respectively.

The ac-side current, arm currents and differential currents
are given by:
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where iq;r¢; is the differential current which flows through
phase j of the MMC.
By subtracting (1) and (2) and using (3) the dynamic
equation for ac-side current is obtained as:

dimj - *(R + 2R(') . Uy, 5 — UL, j 2’Uf7j

Y _ —

Fig. 1. Circuit Diagram of MMC

FCS-MPC [14]. The proposed method gives similar steady
state and dynamic performance as the full indirect FCS-MPC
at a much lower computational burden.

The remaining paper is organized as follows. The modeling
and operation of the MMC is presented in Section II. The
proposed control method along with new cost function is
explained in Section III. The performance validation through
simulation results is presented in Section IV.

II. MODEL OF THE MMC

The MMC topology used in this paper is shown in Fig. 1
and the modeling we apply for representing this topology is
developed according to the approach explained in [6], [13].
The MMC consists of two identical arms i.e. an upper arm
(u) and a lower arm (I) in each phase which are connected
to the positive and negative dc terminal, respectively. The
model of each arm includes N half-bridge submodules (SM),
an inductor and a resistor. The arm resistance models the losses
of the MMC and the arm inductor is used for limiting the
harmonics and fault currents. The switching states of S; and
S, determine the voltage level for each SM. The voltage level
can be 0 or vcy,; where the index m = wu,[ identifies the
upper or lower arm, i = 1,2,..., N identifies the individual
sub-module within the arm, and j = a, b, ¢ identifies the phase.
According to Kirchoff’s voltage law, the mathematical model
of the MMC shown in Fig 1 can be expressed as:
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Similarly, by adding (1) and (2) and using (4) and (5), the
dynamic equation for the differential current is obtained as:
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The arm voltages v, ; and v;; depend on the number of
SMs inserted in that arm. Assuming that SM capacitor voltages
are well balanced at their reference values, the arm voltages
can be expressed as:

(Vu,j +v1,5) +
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where 1, ; and n; ; are the number of SMs to be inserted
in upper and lower arm respectively and ’UE, ; and UEJ- are the
summation of all capacitor voltages in the upper and lower
arm respectively.
The dynamics of the total arm capacitor voltages can be
expressed as:
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where C7, ; is the equivalent arm capacitance of the inserted
SMs in arm m. Now equations (4) and (5) can be substituted
into (10) to give the following dynamic equations for total arm

capacitor voltages of both arms:
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Using the definition of v, ; and v; ; from (8) and (9) into
(6) and (7) the dynamic equations for ac-side current and
differential current are modified as:
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Using (11) and (12) the state space equation for one
phase/leg of the three phase MMC an be expressed as (13)
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where @ = [iy,idifs.j, Vs js07;)" is the state vector,
u = [ugus)T = [nyjn ;|7 is the input vector, d(t) is the
disturbance and
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Equation (13) shows that the MMC is a bilinear system with
multiple inputs and outputs.

III. PROPOSED CONTROL METHOD FOR THE MMC

In this work, the bisection algorithm is employed to reduce
the search space for finding the optimum insertion index. The
algorithm can be summarized as:

e Evaluate n, ; = 0,n;; = N and n, ; = N,n;; =0 ie

the extreme on both ends

o if my; = 0,my; = N gives lower cost then evaluate

Nu,j = N/4,n1; = N — n, ; else evaluate n, ; = N —
N/4,nl,j =N — Nu,j

o Then evaluate n, ; = N/4+ N/8n;; = N —n, ; and
Ny,j = N/4—N/8,n;; = N —n,,; else evaluate n,, ; =
N—N/4—N/8,nl,j =N-ny ;and n, ; = N—N/4—|—
N/&TLIJ =N — N, j

o if from above n, ; = N/4 + N/8 gives minimum cost
then evaluate n, ; = N/4 + N/8 4+ N/16 and n, ; =
N/4+N/8 —N/16 with nyj = N—nu,j

o Stop this procedure when N/(2%) is <= 1 for some k,
where k is an integer

« Finally, once the insertion index that minimizes the cost
function is found then apply reduced indirect FCS-MPC
[6] with a maximum change of two in insertion index
obtained from bisection algorithm. This is done only for
the first time step within the prediction horizon. For the
following time steps a maximum change of one is allowed
in insertion index.

An illustrative example of the above procedure is shown
in Fig. 2. The options in the highlighted area are the ones
that give minimum cost at each step of above procedure.
Among these options, the one that minimizes the cost function
is forwarded to reduced indirect FCS-MPC. For example, if
N = 20 then number of options evaluated will be 7+ 25 = 32
for the first time step within the prediction horizon.

It is noted that in above n, ; = N/2 is not evaluated on
purpose as the algorithm will automatically converge to it if
this is the optimal solution. This will happen because in the
last step a maximum change of two is allowed in the insertion
index. This approach significantly reduces the search space
for reaching optimal insertion index without compromising on
the performance. The proposed approach has similar dynamic
performance as compared to full indirect FCS-MPC which will
be demonstrated by simulations later. Moreover, this approach
can easily be extended to MMCs with large number of SMs
as compared to [13] without much increase in computational
burden. For instance, for N = 100, the number of options to
be evaluated for the proposed method in the first time step
will be just 13 + 25 = 38. However, if [13] has to include
even one more option in the first time step for N = 100 then
it has to evaluate 49 options in the first time step within the
prediction horizon. The comparison of computational burden
of different approaches for a prediction horizon (denoted by
p) of three steps for an MMC with 20 SMs per arm is shown
in Table-I.

TABLE I
NUMBER OF POSSIBLE CONTROL OPTIONS FOR DIFFERENT FCS-MPC
STRATEGIES (P=3, 20 SMS/ARM)

Full Indirect | Reduced Indirect | Modified Reduced Proposed Method
FCS-MPC FCS-MPC Indirect FCS-MPC 39. (3)2(—1)
(N +1)2 (3)2p 25 - (3)2(—1) (3)
85,766,121 729 2,025 2,592
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Fig. 2. Block diagram for Proposed Method

The cost function used for the proposed method is given as:
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where the states are predicted by applying forward Euler
approximation on (13). The A’s are the weighting factors for
setting the relative importance between the control objectives.
The first term in the cost function is used to keep the ac-side
current at its reference, the second term is for minimizing
the ac-components in the differential currents, the third term
is to maintain the total leg voltage at 2Vj. and the fourth
term is to regulate energy difference between the arms to zero.
AW is the instantaneous energy difference between the lower
and upper arm. The third and fourth term would only act if
the average summation voltages of both arms is not equal to
2Vy4. and the average difference voltages between both arms
is not zero respectively. The average voltages are obtained
through moving average filters. The third term would increase
the differential current if the summation voltage is less than
2V4. so that the SMs capacitors are charged more and vice
versa in order to decrease the cost function. Similarly, the
AW would act to reduce the arm energy difference of the
two arms. The change in AW can be expressed as [15]:

dWa s oS Tl s s
7l (v + Ul,j)T + (v j — Vi )idiff.j

In the above expression, the sum of the voltages of both
arms would be close to 2V, and it would be constant if the
second harmonic component is ignored. i, ; is a fundamental

(15)

frequency sinusoidal component. This implies that the first
term in (15) is predominantly sinusoidal at the fundamental
frequency. The second term i.e. based on the voltage difference
of the two arms is sinusoidal at the fundamental frequency,
while ig;r¢; would be close to a dc component. Thus, the
second term would also be predominantly sinusoidal at the
fundamental frequency. Now, unless these two terms in (15)
cancel each other perfectly, the sum would be a predominantly
sinusoidal signal, implying that also the integral ie. W
would be a sinusoidal signal. With this in mind, it is easy
to see that the last term in the objective function becomes
a sinusoidal term if v} ; 0 — ¥ 4y, 15 DOt equal to zero.
This sinusoidal term is then indirectly compensated by the
minimization converging to a situation with a corresponding
(transient) sinusoidal term in the differential current.

It is important to highlight here that the cost function
proposed in [6] cannot ensure the long term stability of sum-
mation voltages. As highlighted in [16], differential current
reference adjustment is required by PI control over summation
voltages or its equivalent within MPC implementation, in
order to properly track the leg and arm voltages. Similarly,
in the conventional cascaded energy based control [17], outer
loop energy controllers are used to provide the references
for different frequency components. This is because of the
assumption of equal input and output power when determining
the reference for differential current and this assumption
will be violated by any microscopic losses and/or numerical
inaccuracies. However, in the proposed cost function no such
correction of differential current reference or use of outer
loop is required. The third and fourth term included in (14)
automatically induce the required change in differential current
whenever the summation voltages are not at their reference.

The references for ac-side current, summation voltages and
differential current are as in [13]. However, for the sake of
completeness the reference selection is repeated here. The
power equations in the dq frame are used to obtain the
reference value for the ac-side current as follows:

2 Pvg + Quy
S . ALl 16
id 3 Uﬁ +U§ ( a)
_ 2P —Qua (16b)

‘a7 3 v3 + v2

Then by dq to abc transformation, the reference current can

be obtained in the abc frame. The reference for the differential
current is given as:

k. _ Jacres
Vdc,'ref’ dif f,ref 3

The above reference, as highlighted before is based on
the assumption of equal input and output power and is the
main reason for proposing the new cost function (14). For
SM capacitor voltage balancing task, the conventional sorting
algorithm is used as in [13].

Idc,ref = - (17)

IV. SIMULATION RESULTS

The block diagram for calculation of insertion indices by the
proposed methodology is shown in Fig. 3. The performance of
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Fig. 3. Control Block Diagram of MMC

the proposed strategy is validated by performing simulations
on a three-phase MMCs with 18 SMs per arm and compared
with the full indirect FCS-MPC. The parameters used for
simulation are summarized in Table-II. The scenario used for
simulation is as follows. At ¢t = 0 the reference values of active
and reactive power are set to 25kW and 0KV ar , respectively

(14). The summation of capacitor voltages in the lower arm
of phase a are depicted in Fig. 4(d). It can be seen that the
average value of summation voltages is around their reference.

@

and at ¢ = 0.12s a real power reversal command is applied by 2 o | L
Changlng aCtlve power Set p01nt tO _25kW 7500 0.62 01‘)4 O‘OG 0.})8 0.‘1 0.‘12 0.‘14 0.‘16 0‘18 0.2
100 T T T T (l?) T T
z N\ NVANVAN S iva
TABLE I L AVAVAVAVAVAN VAVA i
SIMULATION PARAMETERS 100 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
Parameter Value @
MMC nominal power (base power) 60 kVA
AC system nominal voltage (base voltage) | 400 V 1
Nominal frequency 50 Hz 2
Arm inductance (L) 1.5 mH
Arm resistance (R) 0.1Q2
Submodule capacitance (C) 20000uF
Transformer voltage rating (T) 400 V /400 V 0 002 004 006 008 01 0fz 014 016 ois 02
Transformer power rating 60 kVA Timels]
Transformer inductance 0.03 pu
Transformer resistance 0.01 pu . .
DC side reference voltage 700 V F}g. 4, Proposed Method: (a) é.iCthC power, (b)' phase-a cur_rent, (c) phase-a
Number of SMs per arm (N) 18 dlfferentlal current, (d) summation of the capacitor voltages in the lower arm
Sampling time (Ts) T0us of phase a

The performance of all the state variables with the appli-
cation of the proposed method under active power reversal
command is depicted in Fig. 4. In Fig. 4(a) the changes in
the active power are shown. In Fig. 4(b) the phase-a current
is shown. It can be observed that the dynamic response is
very good. The differential current performance of phase a is
shown in Fig. 4(c) which shows that it tracks it’s reference
both in steady-state as well as in transient state. It can be
observed that the differential current adjusts itself whenever
the average of summation voltages is not at their reference.
This action is happening due to the proposed cost function

Figure 5 shows the dynamic response of the d-axis com-
ponent of ac-side current which validates that the proposed
methodology has similar dynamic and steady state perfor-
mance as full indirect FCS-MPC.

In Fig. 6, a comparison between the proposed cost function
and the conventional cost function without the third and
fourth term is shown. Figure 6(a,b) show the response of
differential current and summation voltage in lower arm of
phase a for the proposed cost function. It can be seen that the
summation voltages return to their reference and differential
current adjusts itself when summation voltages are not at their
reference. Figure 6(c,d) show the response for conventional
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cost function. It can be seen that differential current tracking
becomes accurate. However, the summation voltages are not
able to track their reference and slowly start to diverge away
from their reference. This validates the importance of the
proposed cost function.
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Fig. 6. Comparison of Results for Proposed and Conventional Cost Function

Finally, it was also noted, that the performance of the
proposed approach is more close to full indirect FCS-MPC
when the cost function is just quadratic as compared to
(14). However, then as highlighted before additional control

V. CONCLUSION

In this paper, a bisection algorithm based indirect FCS-
MPC method for MMCs has been presented. Moreover, a new
cost function for indirect FCS-MPC is also proposed which
eliminates the need for an outer loop or additional control
on differential current to regulate the summation voltages in
each arm. The proposed method gives similar steady state and
dynamic performance as compared to full indirect FCS-MPC

on differential current would be required for regulating the
summation voltages in each arm.

at a much lower computational burden. The proposed strategy
can also be easily extended to MMCs with large number
of SMs without much increase in computational burden in
comparison to other indirect FCS-MPC strategies.
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