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Abstract

In recent years machine learning, and more specifically deep learning, has been
responsible for the most significant developments in artificial intelligence. Even
though deep learning is useful for solving complex problems and learn from large
amount of data it has several challenges. A few examples are that deep learning
lacks transparency and robustness. Due to these challenges it might be of interest
to look at other fields of artificial intelligence. Recently there have been released
several papers about the free energy principle and active inference. The free energy
principle is a way of describing how self-organizing systems remains inside a set
of states that is defined for the specific system. By minimizing the free energy of
the system, the behaviour can be optimized. Active inference uses the free energy
principle to make a framework for solving and understanding the behaviour of self-
organizing systems where decision-making in an uncertain environment is required.
Thus, in this thesis active inference is explored to see how well it performs doing
high-level action planning in discrete environments with different characteristics.
For comparison, several reinforcement learning algorithms are implemented.

In the first part of the thesis theory about reinforcement learning and active infer-
ence is presented. Then, active inference, value iteration and Q-learning are tasked
to perform action planning by calculating a policy on different Frozen Lake envi-
ronments with both stochastic and deterministic transitions. Active inference is
implemented in two different ways. One where the expected free energies are cal-
culated from predefined policies and another where the expected free energies are
calculated in a recursive manner, called sophisticated active inference. The results
of these models are compared and discussed to give an overview of characteristics,
advantages and disadvantages. Sophisticated active inference is also implemented
on a simplified docking problem to begin to explore how it performs on a larger
problem. Here, also a Deep Q-Network is implemented for comparison.

The results show that active inference can be used for action planning in a deter-
ministic environment as both implementations perform optimally. For the simplified
docking problem sophisticated active inference manages to guide an agent from every
open position to the goal, which the Deep Q-Network does not achieve as training
would take to much time to achieve that. Even though sophisticated active inference
works well in the simplified docking problem, it has a long run time and need to
know the prior and likelihood matrices beforehand. On the other hand, it uses prob-
abilities instead of a reward function to reinforce the agent which is an advantage
as it can be hard to find the correct reward function. In the stochastic environment
active inference calculated with predefined policies performs a lot worse than value
iteration and Q-learning. Sophisticated active inference performs almost as well as
the reinforcement learning algorithms and shows that it also can be used for action
planning in uncertain environments.
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1 Introduction

This thesis investigates how the free energy principle in an active inference agent
can be used in planning tasks and how its performance compares to reinforcement
learning. In this introduction the background and motivation for exploring this topic
is presented as well as the contributions of the paper. In addition, an outline of the
structure of the thesis is given.

1.1 Background and motivation

Machine learning is an area of artificial intelligence which makes it possible for com-
puters to learn from data without being explicitly programmed to do so [43]. These
algorithms adapt the architecture when presented with data inputs to reproduce
the desired outcomes from the training inputs and generalizes to produce desired
outcomes from new data. In such a way computers can handle large amount of data
efficiently and extract information from the data [6]. In robotics, machine learning is
one of the major parts of research. Several areas in robotics utilize machine learning
and machine learning has become an important part of robotics in the recent years
[25, 130, [39]. Some examples of applications of machine learning in areas of robotics
are robot vision [32], motion control for robot navigation [42] and robotic process
automation [41].

Deep learning is a class of machine learning and has been one of the most significant
developments in artificial intelligence and computer science in the recent years. The
recent development of deep learning has had an impact in many scientific fields and
is transforming businesses and industries [36|. Also, almost all new artificial intel-
ligence applications are driven by deep learning. Even though application of deep
learning can be useful for solving complex problems and learn from large amount
of data, the methods in general have some drawbacks. For example, deep learning
lacks transparency which means that it is hard to know why an algorithm reached
a specific output. It is more or less a black box, where data is used as input which
yields an output, but it is hard to understand the behaviour of the model. Also,
deep learning is not very robust which means it is vulnerable to changes in the input
data [40]. For example, if the machine learning model is trained on some data and
tested on another independent set it is most likely to have larger errors on the test
data. When it comes to robotic applications these drawbacks are difficult to deal
with.

Due to the challenges presented above, it might be of interest to look into differ-
ent fields of artificial intelligence to explore the potential of promising methods to
improve autonomy within robotic applications. In this thesis the free energy prin-
ciple will be explored. The free energy principle was introduced by Karl Friston
and there exists several papers explaining the principle and its background [8, (9,



12|. In short, the free energy principle says that an agent must minimize its free
energy, which is defined as an upper bound on surprise. Here, surprise is defined
as how likely a it is for an agent to observe or be in a certain state. If an agent
is in a state with high probability it means that the state is not surprising for the
agent. By minimizing free energy the agent will minimize surprise and in this way
maintain in its non-surprising states and resist the tendency to disorder. The agent
receives observations from the environment and can minimize the free energy by
either optimizing its internal model of the environment or acting on the it [9)].

In recent years the free energy principle has been used in artificial intelligence as
active inference, which is the free energy principle applied to action selection for
decision-making in uncertain environments. It has been researched how active in-
ference can be used when the objective is to optimize behaviour and learn in a en-
vironment |11} 27]. Active inference has also been tested on small or discrete state
spaces and as active inference has several similarities with reinforcement learning
there have been comparisons of these two methods of artificial intelligence |13, 29,
34]. As there are disadvantages with active inference when state spaces and action
spaces become large we have recently seen that active inference has been used in
combination with deep neural networks in what is called deep active inference |7,
23, 138]. Deep active inference has also been used for autonomous robot navigation
[3]. Another way of solving the issue of large state and action spaces is sophisti-
cated active inference which calculates expected free energy, that is used for action
selection, in a recursive manner [10].

The main goal of the thesis is to explore how active inference performs as an ac-
tion planner of agents in different discrete environments. As reinforcement learning
and active inference have similarities and as the goal of reinforcement learning is
to discover an optimal action sequence, it was seen as natural to compare these
two methods of artificial intelligence. Reinforcement learning is an area of machine
learning in addition to supervised learning and unsupervised learning. In reinforce-
ment learning an agent, for example a robot, explores the space of possible strategies
by performing actions and receives feedback on the outcome of the choices it takes.
By using the feedback, which is called rewards, the agent can find an ideally optimal
strategy of how to behave in the space [19]. With the use of reinforcement learning,
robots can autonomously find an optimal behaviour by interacting with the envi-
ronment. Reinforcement learning also increase the adaptability of a robotic system,
which can help dealing with complex and dynamic environments [31]. In this way
robots can learn and reproduce tasks that even humans cannot perform and it can
find novel ways of reaching a solution of a problem [20]. Reinforcement learning can
be used to solve several problems in fields like multi-agent systems, robot motion
control, simulation-based optimization and action planning to mention some areas
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1.2 Contributions

The main contributions of this thesis are:

e A comparison of active inference and reinforcement learning algorithms for
action planning on discrete state spaces with different characteristics.

e A comparison of two different implementations of active inference.

e Discussion of properties of active inference.

This thesis compares the performance of active inference and reinforcement learning
on discrete state spaces with discrete actions. Also, two different implementations of
active inference are tested and compared, here called active inference and sophisti-
cated active inference. These implementations are tested on several grid worlds with
different challenges and compared to value iteration and Q-learning. Sophisticated
active inference is also tested and compared with a Deep Q-network

By performing the testing on the environments, properties of active inference have
been found and are presented in this thesis. Both advantages and disadvantages with
active inference have been discovered and the findings are explained and discussed.

1.3 Outline

The thesis is divided into seven main chapters, where the first chapter is the in-
troduction. In Chapter [2| background theory about reinforcement learning will be
presented. Here, the Markov decision processes and the Bellman equation are ex-
plained, before we dive into the reinforcement algorithms value iteration, policy
iteration and g-learning. Then artificial neural networks are presented and deep q-
learning is introduced. In Chapter [3| the free energy principle is presented and how
it can be used in active inference to construct policies. At the end of the chapter,
deep active inference and sophisticated active inference are presented.

After the theory is presented, remarks about the implementation of value iteration,
Q-learning and active inference are made in Chapter dl The tools and the envi-
ronments used to assess the performance of the algorithms are also described and
explained. In Chapter |5 the main results of applying the algorithms on the envi-
ronments are presented. These results are discussed and compared in Chapter [6]
including an assessment of active inference as an action planner and future work.
Chapter [7] concludes the thesis.






2 Reinforcement learning

This chapter presents a few general aspects with reinforcement learning and several
reinforcement learning algorithms such as value iteration, policy iteration and Q-
learning. In addition, theory about artificial neural networks is introduced as they
are important in Deep Q-learning which also is presented.

2.1 Markov decision process

A Markov decision process (MDP) is a way of modelling a sequential decision prob-
lem which has a fully observable, stochastic environment with a transition model,
which has the Markov property, and additive rewards. The MDP contains a set
of states S and in each state the agent has a set of actions A it can perform. In
addition, it contains a transition model T'(s'|s, a) which represents the probability
of reaching state s’ if the agent performs action a is in state s, and the reward
function R(s) [33]. The reward function represents the rewards that are received
after making a transition and is used for learning what actions should be performed
in the environment. The MDP can for example be used to model a problem in an
environment where an agent is in a start state and wishes to get to the end state in
a a way that maximizes the reward. The solution of this problem is called a policy
7, which specifies what the agent should do in every state. When there is a com-
plete policy the agent will always know what to do next regardless of the state, and
the policy that maximizes the highest expected utility is called the optimal policy,
denoted 7* [33].

2.2 Bellman equation

To maximize the reward over time the highest expected utility can be found. Let an
agent start in sate s and define the state S; as the state it reaches at time t when it
performs a particular policy 7. Given a policy 7, the expected utility of the states
in the state sequence is found by

Vi(s)=FE (1)

Z ’j/t k R(St)
t=0

where 0 < v < 1 is the discounting factor [33|. This expression implies that the
utility of being in a particular state is the expectation of the sum of the discounted
reward from the state and forward. Hence, assuming optimal actions from the agent,
the utility of a state can be defined as the immediate reward the agent obtains in
that state added by the expected discounted utility of the next state. This yields
the Bellman equation,



where the utilities of the state are solutions of the Bellman equation [33].

2.3 Value iteration

Value iteration is a way to solve the MDP with the use of the Bellman equation. This
algorithm focuses on estimating the value function for every state until it converges
to a limit V*. When the value function has converged it is used to compute the
optimal policy for the environment [33]. The value iteration algorithm is given in
Algorithm (1} [33]. As there are n states, there are n Bellman equations and first
the utilities V (s) are initialized to an arbitrary value for every n states. Then, the
algorithm loops through every state and calculates . This is repeated until the
change in the value function of every state is smaller than a given error. Thus, the
utilities have reached an equilibrium and the optimal policy can be found with the
use of the utilities. To be able to use this method of solving MDPs the algorithm
needs the complete model of the environment available, i.e. the transition model
and rewards have to be known |16].

Algorithm 1 Value iteration

Require: MDP, V(s) initialized to zero for every s
repeat
Ve Vii—0
for each s € S do
V'(s) < R(s) +ymaxXeear) 2o 1'(5'|5,a)V(s")
if |V'(s) — V(s)| > ¢ then
5 V'(s) = V(s)
end if
end for
until 0 < €(1 —~)/v return V

2.4 Policy iteration

Policy iteration is another method for solving the MDP when then complete model
is available. The policy iteration is made up by two steps; the policy evaluation and
the policy improvement. The algorithm for the two steps can be seen in Algorithm
[33]. The policy evaluation step is used for calculating the value function for
a particular policy and is the first step of the policy improvement algorithm. By
looking at the policy evaluation function in Algorithm [2| it is seen that this step
does almost the same as the value iteration algorithm. The only difference is that



instead of calculating the value function with the action that gives the highest utility
for the next state, the algorithm now follows a policy and calculates the utility for
performing the actions in the policy.

The policy improvement step checks it if it is possible to find another policy that
maximizes the expected utility. After evaluating the value function with policy
evaluation, the algorithm iterates through every state and calculates the utility of
all possible actions for a particular state s. If it finds an action that yields a higher
utility than the action in the policy, it means that there exists a policy that gives a
better result than the current one. If that is the case, the action in m; is replaced
with the one that gave a higher value which leads to the new policy m;.1. This
is repeated for every state and when the policy is improved it is evaluated with
the policy evaluation step. After the evaluation step the algorithm again checks
for improvements and when the policy stops improving it has reached the optimal
policy [33].

Algorithm 2 Policy iteration

Require: MDP, V(s) initialized to zero for every s.7(s) initialized random for every s.
function POLICY EVALUATION
repeat
Ve VT d+0
for each s € S do
V(s)  R(s) + 7 X, T(s']s, mi(s)) V()

if |[V™i(s) —V(s)| > ¢ then
§ <« |V™i(s) = V(s)|
end if
end for

until 6 < ¢(1 — )y return V'
end function

function POLICY IMPROVEMENT
repeat
V ¢ POLICY EVALUATION(7,V, MDP)
unchanged policy < true
for each s € S do
if max,ca) Y o T(8'|s,a)V(s") >, T(s'|s,mi(s))V(s') then
Tir1(8) <= argmax, e 4(5) Do 1'(s']s, @)V (s)
unchanged policy <« false
end if
end for
until unchanged policy return m;
end function




2.5 Q-learning

In the last two sections we have looked at ways to solve the MDPs with dynamic
programming. But it is not always the case that the model of the environment
is available, i.e. that the rewards and transition probability is unknown to the
agent. This means that the agent itself must explore the environment on its own
and learn the effect of the actions it can take. In this case, the previous algorithms
becomes insufficient as they are model-based. To solve this problem model-free
reinforcement learning algorithms are used. These types of reinforcement learning
algorithms do not require any prior information about the model and interacts with
the environment to gather information to learn the optimal policy [16].

Q-learning is a reinforcement learning-algorithm which learns a Q-function giving
us the expected utility of taking a specific action in a given state. Q-learning is a
temporal difference method which means that when it takes an action, it receives the
reward and makes estimates of the value of the state. In this way the algorithm can
solve the prediction problem that has occurred, which means that on every step the
agent learn something about the environment that it can use to estimate the value
function. In Q-learning Q(s, a) is used to denote the value of performing the action
a in state s. The algorithm as seen in Algorithm 3| starts by initializing Q(s,a) to
zero for each s and a. Next, a state s is initialized as the starting state and one of
the possible actions is performed. This sends the agent into a new state s’ where
it receives a reward. With this reward the Q-value is updated for that particular
action. That is done by using the temporal difference method TD(0), where the
update rule is given by

Q(s,a) = Q(s,a) + a(R(s) + ymax Q(s', a') — Q(s, a)) (3)

where « is the steps-size parameter which determines how fast the estimate is up-
dated to changes in @ [37]. An episode of the algorithm is finished when the agent
reaches the final state. To get a good estimation of the Q-value this is repeated for
a number of different episodes. When the Q-values have converged we can use the
values for each action in the states to find an optimal policy. The action with the
highest value in each state is chosen for the policy [33]. As the algorithm is explo-
ration insensitive the optimal policy will be found regardless of how the environment
is explored as long as it can visit the state-action pairs enough times [16].

2.5.1 Exploration and exploitation

The agent now has to explore and take samples of the MDP to learn about the
environment and the way the agent does this is important. If this is not done
correctly, the agent may not learn the optimal policy at all. An agent that is a



Algorithm 3 Q-learning

Require: Initialize Q(s,a)Vs € S and a € A, v, «
for each episode do
Initialize starting state s
repeat
Choose an action a from state s using an exploration strategy
Take action a, observe the next state s’ and the reward r
Q(s,a) < Q(s,a) + a(r + ymaxeeca Q(s',a) — Q(s,a))
5« ¢
until s is a terminal state
end for

greedy agent when learning an environment will often find a policy that is not
optimal [33].

Assume there is a grid where we want the agent to get from a starting state to a
goal state where the agent receives a positive reward. In the beginning, the agent
will perform random actions as it has no knowledge about the environment. But
when it eventually reaches the goal it knows a path that will take it to the goal
state and the rewards. From now on the agent will only use this path for all the
other episodes. If the environment is large enough, this path will most likely not be
optimal and the agent will not be able to find the optimal path later. So instead
of just exploiting its current knowledge to maximize the rewards, the agent should
also explore the environment further to improve the model such that it can receive
greater rewards in the future. In this way the agent can find a path that is better
and is more likely to find the optimal path. Thus, the agent has to find the balance
between exploitation such that it maximizes its reward and exploration to maximize
the future rewards, even though this can lead to negative outcomes short term [37].

A way to balance exploration and exploitation is to use an e-greedy strategy. This
strategy can be implemented in several ways |37]. For example, let an epsilon have
the value between zero and one. If a random number is smaller than the epsilon, the
agent will choose a random action. Otherwise, it will choose the action which yields
the largest Q-value. An example is to start with an epsilon equal to one and as the
algorithm iterate through the episodes, the epsilon will get smaller and smaller as
the agent learns more about the environment. In other words, the agent explores
the environment in the beginning when it has little information and exploits its
knowledge when it has more information such that it finds the optimal path.

2.6 Artificial neural networks

An artificial neural network is a way of learning structures in data based on the idea
that activity in the brain consists of electrochemical activity transported by neu-



rons which are a network of brain cells. A neuron works in such a way that it sends
information further when it receives a combination of inputs that exceeds a thresh-
old. Then it will "fire" and it will send electric signals to the neighbouring neurons
[33]. A simplified mathematical model of a single neuron is called a perceptron. A
perceptron can be modelled by the expression

1 ifwe+b>0
v= 0 otherwise

where w is a vector of weights, @ is the input vector and b is the bias [17].

A complete artificial neural network is made by several perceptrons connected to
each other. The network consists of several nodes which connect to other nodes
by links. These links have a corresponding weight which will affect how strong the
connection is between two nodes. The link between two nodes propagates the output
from the first node to the input of the other node. Nodes are structured in layers
where nodes from one layer send information to the next layer. There exists different
types of neural networks, for example feed-forward networks, convolutional neural
networks and recurrent neural networks. An example of a feed-forward network
can be seen in Figure [I] where all nodes are connected to those in the next layer.
First, the input layer receives the input information. The layer then sends the
information to the next layer, the hidden layer, through links and each node in the
receiving layer will compute the weighted sum of its input. After performing the
computations, the nodes will use an activation function to find the output [1]. If the
network consist of several hidden layers it is called a deep neural network. Here, the
input is propagated through all the layers until it reaches the output layer. By using
a deep neural network, more and more complex features of the input is represented
and neural networks can model very complex functions [33].

For the network to yield the desired outputs, the network needs to be trained.
This is done by adjusting the weights of the network and can for example be done
by gradient decent. Training of a network depends on what kind of feedback the
network has available. If the network has example inputs and the corresponding
outputs available it is called supervised learning, while if the network only has some
inputs but do not know what the corresponding outputs are it is called unsupervised
learning. Assume that the network has some inputs and the corresponding outputs,
where we call the outputs the target values y. The task of training the network is to
find the weights such that the network outputs the same as the target from a given
input. The network calculates the output, which we can call h(x), from an input x
in a forward phase and uses a loss function that finds the error between the output
and target in a backward phase. This error is backpropagated from the output layer
through the hidden layer to adjust the weights such that they fit the training data
better [1]. An example of an algorithm that can be used to train a neural network
is gradient decent. Here a loss function J(w) is backpropagated through the hidden

10



Input Hidden Ouput
layer layer layer

Figure 1: A feed-forward neural network.

layers and this can be exemplified through the expression
w=w—aVJ(w) (5)

where « is the learning rate [1].

2.7 Deep Q-learning

To perform Q-learning in large environments with many states would require huge
tables to store the Q-values. Also, it would take a lot of time to explore all the
possible actions in every state. To deal with these issues the Q-learning algorithm
can be combined with a deep neural network, called a Deep Q-Network.

The Deep Q-learning model uses deep neural networks to implement the Q-table.
The input to the network is just the state, which is the m most recent frames of the
environment stacked and the output is approximations of the Q-values corresponding
to the possible actions in this state. This is different from Q-learning where the input
is a state-action pair and the output is the Q-value. The network of Q-values is
initialized with random weights 6. The Deep Q-Network learns by executing actions
according to a e-greedy policy in state s;. An action a; is selected and executed
which results in a reward r; and the observation of the next frame x;.;. Then the
state s;, the action taken a; and the next frame x;,; is used as a representation of the
next state and stored in s;,1. As there is a need for several frames to get a complete
picture of a state, the states are preprocessed with a function ¢ which yields the
next input ¢;11(s;+1) to the Q-function |24]. In Deep Q-learning a technique called
experience replay can be used where the experience at each time step is stored in
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a data set D which is called the replay memory. This means that the transition
(1, ag, 1y, G111) is stored in D and when the Q-learning updates are performed a
random set of transitions from the data set D is sampled, (¢;,a;,7;, ¢j+1), and
applied to the target function

- (6)

oy if episode terminates as step j+1
Yi r; +ymaxy Q(¢j41,a’507) otherwise

The reason for using experience replay is to break the correlations between samples.
If the network learned from the samples as they happen, there will be strong corre-
lations between the data. Another reason for using experience replay is to make sure
that we train the network on the whole environment. If the learning was performed
with consecutive samples, the samples would for example have been dominated by
samples on the right-hand side of the environment if the first maximizing action was
to move to the right |24].

In the equation for the target function @, Q is used and not the network Q. The
network Q is called the target network and is only used when calculating the targets,
y;. Every C updates, the weights in the main network Q are cloned to the target
network Q. Otherwise the weights of the target network, here represented by 6-,
are constant. The reason for using a target network is to keep the weights constant
when the target value is found. If they where not constant an update in Q(s;, a;)
would also update the target y; which could lead to oscillations or divergence in the
policy. By using the target network there is a delay between when @) is updated and
when this update affects y;. This makes oscillations or divergence in the policy less
likely [24].

After the target y; is calculated, a gradient decent step is performed on the loss
function

L(9;) = (y; — Q(¢;,a;;0))? (7)
with respect to 6, which gives the update function of the weights

0 =0+ a(r+ymaxQ(s',d’;07) — Q(s, a;0;))Ve,Q(s, a; 0;) (8)

The update of the weights is performed for M number of episodes until the network
(@ is ready to be used [24].

2.7.1 Deep Deterministic Policy Gradient

Deep Q-learning networks can only handle discrete and low-dimensional action
spaces. To solve these issues we can use a method called deep deterministic policy
gradient which can be thought of as Deep Q-learning in continuous action spaces.
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This method is able to handle a continuous action set by using a technique that
uses both Q-learning and policy gradients. The deep deterministic policy gradient
consists of two neural networks, the actor and critic. The actor is also called a
policy network that takes the state as input and outputs the optimal action. The
optimal action is found by finding the action that approximately maximizes Q cor-
responding to the state. The action is executed and stored in a replay buffer with
the corresponding reward, the new state and current state. Then, the critic samples
a random batch from the replay buffer and calculates the Q-value and the target
value with the help of a target network. The weights to the critic are updated by
minimizing the loss with a use of a loss function similar to the one in . The actor
is then updated by using policy gradient [21].
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3 Active inference

In this chapter the basic theory behind active inference and how an agent can find a
policy that ensures low variational free energy is explained. The free energy principle
is also presented as a theoretical basis for active inference.

3.1 The free-energy principle

An important characteristic of biological systems is that they maintain their states
in a changing environment. The free-energy principle is a way of describing how
any self-organizing system remains inside the set of restricted states within its envi-
ronment. Through minimization of the free energy the systems can keep themselves
within the set of states that is defined for their phenotype. As a system has fa
limited amount of physiological and sensory states it can be in, there is a high prob-
ability that a system will be in these states and a low probability that it is in the
remaining states. The states with high probability are not surprising for a system,
while the states with low probability are surprising. Free energy is defined as an
upper bound on surprise, and by minimizing free energy the system will also min-
imize surprise and maintain its states. Thus, the free-energy principle can explain
why and how biological systems act, percept and learn to maintain their states in a
changing environment [9].

This principle says that agents must avoid surprise in order to remain in their
own states. One problem is that the agent does not know if what it is sensing is
surprising or not. To solve this issue the free energy is introduced. Free energy is
an information theory measure that limits the surprise given a generative model.
To be able to be surprised agents need to be able to receive sensations. These
sensations are represented by the sensory input s received by the agent and these
are generated by the external environment which is represented by ¥ D x, 0,y where
x are the external hidden states. The factors 6 and + control the amplitude of the
noise in the external states w and the noise in the sensations z respectively |9]. The
hidden states are the states of the environment relevant to the agent. For an agent
trying to find its way between two locations a hidden state can for example be the
location of the agent. That these states are hidden means that the agent cannot
observe them directly, but they generate sensory inputs to the agent such that it
can observe them indirectly. We assume that the hidden states evolve according to
the equation

&= f(z,a,9) +w (9)
and that the sensory sampling can be described by the probabilistic mapping

s=g(z,0)+ 2z (10)
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as described by Karl Friston in [9)].

Because the external environment cannot be directly observed, the agent has to
make a model of the environment. For example if the agent is a human, it makes a
model of the environment in its own brain. This is done by using Bayesian inference
[8], where the brain tries to infer the probability of the hidden states with the help of
the sensory input. The model can be represented by the probability density p(d|s)
and is calculated with the use of Bayes’ theorem

p(d]s) = (11)

In this equation, p(s|?¥) is the probability distribution of the observation s given
the causes of the observations ¥, p(d) is the prior belief about the causes of the
observation and p(s) is the prior belief about the observation. The denominator
p(s) is represented as

p(s) = / p(s10) % p(9)do (12)

which implies that we need to average over all the possible states that could have
caused the sensory input. This is problematic as there are many possible causes
for a sensory input. It is even hard to know them all and will take a lot of time
to compute. The solution to this is to find a density that can approximate p(|s)
[2]. This can be done by finding a recognition density ¢(|u) and use this as an
approximation of p(¢}|s). The recognition density is a function of the causes of the
sensory input, i.e. the hidden states ¥ and the internal states in the brain u. It is
also called the approximating conditional density and is the internal model of the
external world that represents probabilities of what caused a certain sensation [9].

The free energy principle is about minimizing surprise so we wish to minimize the
prediction error of the internal model in relation to the external environment. As
we have an internal model g(¢|u) of the world the brain can predict what is going
to happen. To minimize the prediction error we wish to get the recognition density
as close to the posterior density p(d|s) as possible. To find the difference between
the internal model ¢(J|u) and p(d|s) the Kullback-Leibler divergence is used [22].
The Kullback-Leibler divergence measures the divergence between two probability
densities and is given by

B ) q(V|p)
Diczla(0]11) lp(9]s)] = / o(0l) 0 45 (13)

As it is problematic finding the posterior distribution p(¥|s), it can be rewritten as
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p(v, )
p(s)
By inserting this into the formula for Kullback-Leibler divergence and using the fact

that In(ab) = In(a) + In(b), the Kullback-Leibler divergence between the recognition
density and the posterior density is given by

p(V]s) =

(14)

Dictla@llp019)] = [ a0y tn 450 s 1ps) [atomar 1)

The integral in the rightmost term equals to 1 [22|. The variational free energy is
given by

q(V| ) p(9, 5)
p(, s) q(9|p)

as defined in [12]. Here it is seen that the variational free energy is a function of
the recognition density and the generative model p(¢, s). The generative model is
a probability density in the brain that generates samples from the sensors and the
corresponding causes. In other words, it encodes the internal probabilistic model of
the environment [9]. By shuffling the expressions in (15|) we get that the free energy
is represented by

Fis.n) = [ atoln 250 = [ qal i 5as (16)

F(s, 1) = Drr[q(0|p)llp(?]s)] — Inp(s) (17)

The term — In p(s) is the negative logarithm model evidence and is called the surprise
[9]. Because the surprise is represented as the negative natural logarithm of the
probability distribution of s, a high probability of a sensory input gives a low surprise
and vice versa. As the Kullback-Leibler divergence is always larger than zero we get
that

F(s,p1) > —Inp(s) (18)

which means that the variational free energy is an upper bound on the surprise.
Hence, if variational free energy is minimized, the surprise will also be minimized

27].

3.2 Minimizing free energy

To minimize the free energy, agents have two things they can change, the sensory
input and the recognition density. They can either change the recognition density by
changing the internal states or act on the environment such that the sensor inputs
changes.
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3.2.1 Minimizing with perception

When the variational free energy is minimized by changing the recognition density
we wish to optimize the internal states such that the recognition density q(J|u) gets
as close as possible to the posterior p(dJ|s). This will reduce the divergence between
the two densities which means that the brain obtains a more accurate model of
the environment. By doing this the perception is improved, which makes the agent
better at inferring the causes of the sensory input. To find the internal states that
minimize the variational free energy we have to solve the equation

p = argmin F(s, i) (19)
n

This way of minimizing the variational free energy corresponds to Bayesian inference
[13].

3.2.2 Minimizing with action

The other way of minimizing the variational free energy is to take an action that
changes the observations such that the sensory inputs corresponds to our represen-
tation of the environment. To see this, the variational free energy is rewritten

qp) . N q(0) )
p(0,5) ™ = / 1l 1 5)p(0)

with the use of the definition of conditional probability. By using that In(}) =
In(a) — In(b) we get that

Fls.p) = / () In 29 (20)

P = [aolnm 280~ [ ao)np(sloao (21)
Eventually, this can be represented as
F(s, 1) = Drla(]p)llp(9)] = (np(s[d))q (22)

Here, the variational free energy is represented by the complexity minus the accuracy,
where the complexity is the divergence between the recognition density and the prior,
and (-), is the expected value of Inp(s|d)) under ¢ [9]. The accuracy is given as the
surprise of sensations that are expected under the recognition density. To minimize
the variational free energy, the agent will select actions such that it receives the
sensory inputs that it expects in the recognition density. By doing this, the agent
reduces the surprise from the sensory input which in turn maximizes the accuracy.
In essence, this means that minimizing variational free energy will maximize the
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accuracy of the predictions made by the agent. The action that minimizes the
variational free energy is given by

a = argmin F(s, u) (23)

a

as seen in [13].

3.3 Active inference

By combining the two methods of minimizing free energy, a policy that ensures low
variational free energy of an agent can be constructed. While perception tries to
obtain better predictions, the action tries to satisfy these predictions such that the
level of surprise is low. This is called active inference |13].

Active inference gives a set of rules for finding and understanding how autonomous
agents behave in situations where they have to make a decision under uncertainty.
By using the free energy principle to describe the properties of the agent and its
corresponding environment and minimizing expected free energy over time, Bayes-
optimal behaviour can be attained [34].

Active inference uses minimization of the variational free energy to maximize the
generative model evidence. The agent minimizes with perception to get a repre-
sentative internal model of the environment which gives the agent the possibility of
perceiving the environment. In this way it can make inferences about the world.
But, we would also like the agent to take actions, which corresponds to the active
part in active inference. In addition to minimizing the variational free energy, an
active inference agent will also minimize the expected free energy, denoted G. The
expected free energy is dependent on what we think the observations are going to
look like in the future, and can help the agent to figure out which series of action it
should perform to reach a certain state |34].

The agent can now plan the actions it should take in the future and in this way
make sure that the preferred outcomes are realised. This ensures that the surprise
is avoided on average [4]. The expected free energy is a function of policies, which
is defined in the same way as in reinforcement learning. The agent evaluates the
expected free energy by using policies to find plausible outcomes which are yet to
be observed. Before we find the expression for the expected free energy, we rewrite
the expression for the variational free energy in equation such that it depends
on time 7 and policy 7:

q(J-|)
p(ﬁT7 57‘197717 7T)

The expected free energy G' can be derived by using this expression of the varia-
tional free energy [34]. By adding the beliefs about future outcomes ¢(s,|9,, 7) and

F(T7 7T) = Z q(ﬁ7|7r)q(19'r—1|7r) In

oz

(24)
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condition the generative model p(¥;, s;|¥,_1,7) on the desired states C' instead of
a policy, gives the expression

q(Vr|m)
p(’ﬁT) ST‘/IQT—]J C)

G(T’ 7T) = Z Q(S’T|19T7 W)Q(197|7T)Q(197—1|7T) In (25)

V7,57

which also can be found in [34] with different symbols. The desired states C' are the
preferred observations, i.e. the goal states the agent wants to be in.

The expected free energy can be rewritten and represented in many different ways.
A compact way of expressing the quantity is by expressing it as expected cost and
expected ambiguity:

G(r,m) = Drilq(s|m)llp(s7)] + EglH (p(s-[0-))] (26)

Here ¢ is given by ¢ = q(s,,¥,;). The expected cost, which is represented as
the Kullback-Leibler divergence, is the difference between the predicted outcomes
q(s-|m), and the preferred outcomes as C' = Inp(s,). The expected ambiguity is the
expected entropy of the likelihood under the predicted states [11].

Now that we have a way of computing the free energy of beliefs in the future with
the help of policies, we wish to infer the optimal policy such that agent can behave
optimally. To be able to find the best actions the approximate posterior of policies
q(m) has to be found. The approximate posterior of policies is given by the sum of
the negative expected free energy along the trajectory created by a particular policy
[4]. This gives us the expression

g(m) = o(=G(m)) (27)

where o is the softmax-function and G(7) = > _G(7,7). With the help of the
approximate posterior of policies g(7) the agent can select the most plausible action
by finding the most likely action under every policy [4]. This provides the expression

U, = arginax(z q(9|m)q(m)) (28)

™

In this way the action the agent should do for every time step can be obtained. To
summarize, the agent evaluates the expected free energy for every possible policy,
which gives a way of quantifying how good a policy is relating to prior preferences.
Then, the expected free energies are uses this to find an approximate posterior of
the policies ¢(m) [4]. Furthermore, this approximate posterior is used to select the
best action at every time step. After performing the action, the agent receives an
observation and uses this to infer the posterior beliefs about the hidden state ¢(9|u).
This is performed by minimizing the variational free energy such that the recognition
density approximates the true posterior as good as possible.
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3.4 Active inference on larger spaces

As described in the previous section, active inference calculates the expected free
energy of every possible policy. When the size of the state space nS and the size
of the action space nA get large, the number and length of the policies becomes
large. The length of the policies depends on the size of the state space, while the
number of policies needed to cover all the possible policies can be calculated with
the expression nA™. When these sizes get large, the time used by the algorithm to
calculate the expected free energy for every policy will be very long. To reduce the
run time and to make active inference handle large states and policies, it is possible
to use active inference in combination with neural networks or to find the expected
free energy in a recursive way.

3.4.1 Deep active inference

In deep active inference, deep neural networks are used to approximate the densities.
The posterior distribution can be represented as

T
() = [[a@il9-1, ar-1, 51) (29)
t=1
where a is actions. The single time step posterior distribution q(¥;|9;_1,a;—1, s¢) is
approximated by a network g, (0|91, a;_1, s¢). Also, the likelihood model p(s;|;) is
approximated by the network p¢(s;|v;) and the prior p(d;|¥_1, a;—1) is approximated
with pg(9¢|¥;_1,a;-1) as a network [3].

The networks work together in a similar way as a variational autoencoder (VAE). In
the context of a neural network, a VAE is consisting of an encoder, a decoder and
a loss function. Both the encoder and decoder is a neural network. The encoder
takes the input, and outputs a hidden representation. The decoder receives this
hidden representation as an input and outputs the parameters of the probability
distribution of the data. In this case g,(¥:|9¢_1, a;—1, s¢) is the encoder which encodes
the high-dimensional input and outputs the parameters of a multivariate Gaussian as
a hidden representation. Then the decoder pe(s;|¥;) gets the hidden representation
as an input and outputs the reconstructed input [15].

These networks are trained by using a representation of the free energy as the
objective function in equation (30)),

Vi glellg —log p§(8t|19t) + DKL(Q¢>(79t|19t—17 A¢—1, St) | |p9 (191&|79t—17 at—l)) (30)

After training, the neural networks can be used to infer what action the agent should
take next. By using pe(s;|0:) and pg(94|¥y_1,a;—1) trajectories for policies can be
constructed, and the expected free energy can be calculated [3|. Then, the expected
free energies are used in the process of choosing the best action, just as for active
inference without deep neural networks.
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3.4.2 Sophisticated active inference

Another way of handling the large policy spaces is sophisticated active inference.
This sophisticated form of active inference does the calculations of the expected free
energies in a recursive way, which implements a deep search tree over the outcomes
and actions in the future. The term ’sophistication’ comes from economics and an
agent that is sophisticated has beliefs about its own beliefs or another agent beliefs
[10]. In the context of active inference this means that one implements a deep
tree search over actions and outcomes in the future, where this search is done over
sequences of belief states. The agent is now considering beliefs about what it would
believe if it did a certain action instead of beliefs of what would actually happen
[10].

As we now have a recursive formulation of the expected free energy, the expected free

energies have to be calculated in a finite temporal horizon. The recursive formulation
is given in for =T —1 and in forr=1,..,T —2]29|.

G(a;|0.) = Glar—1|Vr-1) = Drr(q(V-|ar—1,97-1||C(I7)) (31)

G(a-|9e) = Drr(q(Vrsilar, 97)]|C(0r41)) 4 Eq(G(nextstep)) (32)
The expectation of G(nextstep) is given by

Eq(G(neXtStep)) = Eq(a7+1,197+1 |sr,ar )(G(aria|sri1)) (33)

as seen in |29]. When the expected free energies are calculated, a distribution for
action selection is found by the expression

q(a-|V) = o(=G(U|V)) (34)

where U is the set of actions. This approximate posterior of actions given the hidden
states gives each action a probability of how plausible that action is. At every time
step an action is sampled from the distribution. In this way the expected free energy
of a potential action a, is a combination of the expected free energy at the current
time step plus the average expected free energy of all future actions [29|. Instead
of calculating the expected free energy for every possible policy, the expected free
energy is calculated recursively such that the calculation of the expected free energy
of an action in a specific state can use that it already has calculated the expected
free energy for future actions.
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4 Implementation

In this chapter remarks about the implementation of active inference, sophisticated
active inference, value iteration, Q-learning and Deep Q-networks are made. The
environments used for testing the algorithms are also introduced. To see if the
implementations of active inference can perform action planning we wish to see how
they work on different simulated environments.

4.1 Tools

The programming language Python was used for implementation of the algorithms
and evaluation of performance. In addition, the numerical library NumPy was used
for scientific computing and the OpenAl Gym library was used in order to get access
to the Frozen Lake environment [26]. Also, Matplotlib was used to plot results.

For the implementation of neural networks in Deep Q-learning PyTorch was used.
PyTorch is a deep learning research platform for Python that provides tensor com-
putation and deep neural networks. With the use of Pytorch, neural network archi-
tecture can easily be implemented. Features like network models, optimizers and
automatic differentiation to compute gradients are implemented and ready to be
used. Pytorch also allows bidirectional exchange of data with other external Python
libraries, which makes it possible to use PyTorch in combination with libraries like
NumPy [28].

4.2 Frozen Lake

Firstly, the algorithms are simulated with the help of the Frozen Lake environment
using the OpenAlGym library, which is a toolkit for doing experiments on rein-
forcement learning algorithms made by OpenAl. The Frozen Lake environment is
a discretized grid world of 4x4 states where some of states are walkable and some
are holes where the agent will fall in to the water. To move in the environment the
agent can choose between four actions: Up, Right, Down and Left. The task of the
agent is to get from a start state to the goal state without falling into the water. If
the agent reaches the goal state it is rewarded with a value of 1 and 0 otherwise.
But, if the agent walks into a hole the episode ends [26]. A representation of the en-
vironment can be found in Table[I] Active inference uses preferred outcomes to find
out where to move instead of rewards. Thus, the density of the preferred outcomes
is manually set before the simulation where the goal state was set to a probability
of 1 and the other states to 0.

The Frozen Lake environment has the property that it can either be slippery or not
slippery. If it is slippery the environment is stochastic and the agent will not neces-
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Table 1: Frozen lake environment. S is starting state, F is frozen lake, H is hole and
G is goal state.

sarily move in the direction as intended. It will move in the preferred direction with
a probability of 0.33, move to the left of the preferred direction with a probability
of 0.33 or move to the right with the same probability. If it is not slippery the agent
will move in the desired direction with a probability of 1. In this thesis a slippery
Frozen Lake environment is referred to as the stochastic case, while a not slippery
environment is referred to as the deterministic case.

Active inference, sophisticated active inference, value iteration and Q-learning are
used to calculate a policy in the Frozen Lake environment. The performance is
tested by using the policies created by the algorithms to see how many times an
agent reach the goal state.

4.2.1 Custom environment

It is also possible to make a custom grid in the Frozen Lake environment. When
defining a custom map, it is possible to define the start position, goal position and
the positions of the holes. To test the algorithms on a larger environment, a custom
map of 6z6 is constructed and tested in the stochastic case. The map can be seen

in Table Bl
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Table 2: Custom Frozen lake environment. S is starting state, F is frozen lake, H is
hole and G is goal state.

The reason for implementing this specific environment is to see how the active infer-
ence algorithms compares to value iteration and Q-learning on a larger environment.
It is also used to see how the resulting policy of active inference depends on the length
of the policies used to compute the expected free energy. There are also placed out
holes to make the action planning more difficult, but it is possible for the agent to
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avoid them even in the stochastic case. It is thought that it is interesting to see if
the algorithms manage to find policies that avoid every hole.

Active inference, sophisticated active inference, value iteration and Q-learning are
also in this environment used to calculate a policy and tested in the same way as
for the Frozen Lake-environment.

4.2.2 Value iteration

In the implementation of the value iteration algorithm a discount factor of 0.99 is
used as the rewards of the future states are important. When the change in the
value function is smaller than e the iteration is stopped, and this error quantity e is
set to 0.01.

4.2.3 Q-learning

In the implementation of the Q-learning algorithm a discount factor of 0.99 and
learning rate of 0.1 is used. The number of episodes is set to 10000. For the action
selection in the algorithm an epsilon-greedy approach is used and the epsilon is given
by e(=0:901%) where i is the number of episodes.

4.2.4 Active inference

The implementation of active inference is done with the help of the pymdp-environment
hosted on the infer-actively GitHub organization, which is a package for simulating
active inference agents in MDP environments |14]. Active inference is in this thesis
used to find a policy by iterating through every state and extracting the state with
the lowest accumulated expected energy by using the approximate posterior. The
expected free energies are calculated with the use of policies and the length of the
policy has to be defined before execution. In the Frozen Lake environment the ex-
pected free energies are calculated with a policy length of 6, while for the custom
environment policies of different length are tested.

It is possible for the active inference agent to learn the transition matrix B and
the likelihood matrix A by exploring the environment, but for simplicity they where
defined before training. As the probabilities of how the agent moves are known,
the transition matrix is calculated beforehand. Also, as we are in a grid world it
is assumed that the agent has full transparency over its own location. This means
that the likelihood matrix is set to the identity matrix.
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4.2.5 Sophisticated active inference

The active inference algorithm was first calculated with a customization of the
pymdp-environment as explained in the section above. With stochastic transitions
the active inference model computed a worse policy than the reinforcement learning
algorithms. As the results in [29] for a fully observable stochastic environment with
known transition dynamics show that active inference performs better or equal than
Q-learning, these results seemed suspicious. Even though the environments are not
equal, these results give a reason to expect that also in this Frozen Lake-environment
the active inference agent should give similar performance. As it was not found any
bugs in the code by debugging, sophisticated active inference is also implemented
on the Frozen Lake environments to see if it reaches a better policy.

When calculating the expected free energy for 7 = 1,..., T — 2 the expression for
posterior estimates ¢(¥,41|a,, ;) is used in the Kullback-Leibler divergence. As the
environment is a discrete grid world we assume that the states are observable for the
agent. Thus, the agent can access the states through the transition dynamics, which
means that the posterior estimates can be directly found through the transition
matrix B, such that ¢(0,41|a.,9;) = B |29).

After the calculation of the approximate posterior of the actions given the hidden
state q(a,|9), the agent uses the approximate posterior to select the action that
is assigned the highest probability. This is done for every state and in this way
the policy gets constructed. In addition, sophisticated active inference calculates
expected free energy in a recursive manner over a time horizon. Different time
horizons are tested to see how the performance of the policy changes with the length
of the time horizon.

4.3 Simplified docking problem

After testing active inference and reinforcement learning algorithms on the Frozen
Lake environments, it was suggested that it would be interesting to see if active
inference is able to solve the docking problem presented in [5]. The docking problem
deals with the case of guiding a maritime vessel from outside of a port to a docking
space while avoiding traffic and obstacles. In [5] reinforcement learning methods
such as Dyna Q-learning and Deep Q-Networks were applied to a marine vessel as
a high-level support system such that the autonomy of the vessel was increased. In
the thesis it was shown that an agent using Deep Q-Networks is able to learn the
environment while guiding the vessel and avoid the traffic.

As a beginning of implementing sophisticated active inference and Deep Q-learning
in the docking problem, a simplified version of the simulation environment in [5] is
made. The original simulation environment can be seen in Figure [2]
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Figure 2: The simulation environment for the docking problem, from .

A simplified version of this environment is made by discretizing it into a grid of 30x30
cells. Only the part of the environment to the right of the boat seen to the upper
left was used in the discretization. Then a 900x1 array is constructed with ones and
zeros, where the ones represented an obstacle, while the zeros represented an open
state. The array is constructed in a way such that every 30 states represented a row
of the discretized grid world. The array is seen in Figure [3] and is an attempt of
getting a simple representation of the environment in Figure 2] We define the port
area as the area where the obstacles are present. The port entrance is defined as the
area to the right where the agent has the possibility of moving inside the port area
and towards the goal in the lower right corner. Here, one of the states is represented
by the number 2. This is the goal state, which we want the agent to reach. The
ones are highlighted to easier distinguish them from the zeros.

The discretized environment is made with the help of the Gym environment as done
in . To keep track of which state the agent is located in, a state vector of size
900x1 is used. In addition to having a state vector, the environment also keeps
track of where the agent is in matrix form. By transforming the state vector to a
30x30 matrix and defining the x-direction as the horizontal axis and y-direction as
the vertical axis, the agent can also keep track of where it is in the environment in
x- and y-coordinates. When the agent arrives at a state, the corresponding position
in the state vector is set to one while the rest is set to zero. The agent has the
action set as seen in Figure 4] in addition to be able to stand still, which gives the
agent nine possible actions to perform. When an action is made in a certain state
it takes a step to the next state where it again chooses the next action. To guide
the agent in the environment Deep Q-learning and sophisticated active inference are
implemented.

The problem considered here is only a simplified version of the docking problem.
There are several ways of defining the action space that are more realistic to a
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docking in a certain pose, the agent should also keep track of its pose and make sure
that it enters the docking in the correct manner. This was also omitted to simplify

things.

Deep Q-learning

4.3.1

8

As the number of states has increased drastically from the Frozen Lake environment,

a Deep Q-Network is used to represent the Q-values. The network is implemented

with linear layers and ReLLU as the activation function. The inputs to the network

are the state vector that represents the state the agent is located in, while the output

is the QQ-values of the possible actions corresponding to the state. The network was
2



tested with different structures. The numbers of hidden layers ranged between
one and three, and these were tested with different number of nodes per layer. One
combination that gives satisfactory performance is two hidden layers with 100 nodes
each and it was decided that this structure would be used for this task.

The Deep Q-Network is also implemented with experience replay and a target net-
work as explained in Section The memory size of the replay memory is set to
1000 and a batch size of 200 is used to train the network. Regarding the target
network, it is initialized to the same weights as the main network and after that
updated every 50 iterations.

Firstly, the Deep Q-Network agent is tested on a simple environment to check if it is
able to get from a starting point to a goal with occasional obstacles like in the Frozen
Lake environments. The training strategy is that the agent moves around until it
finds the goal or hits an obstacle. Then it receives a reward of 2 for hitting the goal
and a reward of -1 for hitting an obstacle. The training of the agent is implemented
with an e-greedy strategy to make sure that it explores the environment even though
it has found the goal. This approach was tested for environments of size 10x10, 20x20
and 30x30, and the agent finds the goal efficiently and trains the network accordingly
in every case. After training the agent, it is put out in different position to check if
it manage to reach the goal, and it would always reach the goal.

Then, the Deep Q-Network agent is tested on the environment in Figure[3 Now, the
agent has troubles finding the goal consistently. The goal is located in the bottom
right corner, in column 22, row 27 by considering the environment in Figure |3| as a
matrix. As the goal is quite hard to find the agent uses very long time to find it. It
would probably find it with unlimited time, but as it did not reach the goal within
500 episodes at a consistent rate it was deemed that the training strategy had to
be changed. A solution to this problem is to give the agent information about if
it got closer to the goal or not. After taking an action, the absolute value of the
distance between the x-coordinate of the new state and x-coordinate of the goal
state is calculated. The same is done for the y-coordinate of the new state and the
y-coordinate of the goal state. Furthermore, the distances are added together and
this process is repeated for the old state. If the absolute value of distance between
the new state and goal state is smaller than the absolute value of distance between
the old state and goal state, the agent is deemed closer to the goal. If the agent
moves towards the goal it receives a reward of 0.1. The agent also receives a reward
of -0.1 for moving further away from the goal such that the agent cannot move away
from the goal and then towards the goal to accumulate positive reward. This made
the agent find the port area consistently, but it still has problems finding the goal.
A possible reason for this is that the docking area is quite complex and it is hard
for the agent to find the goal.

To deal with this problem it is suggested in [5] that the training should be split in
two scenarios. In the first scenario, the agent is supposed to move from the starting
position in the upper left corner to the port entrance. The goal in this scenario is

29



[N o NoNo o No o oo oo o oo oo oo ool

© e e e e e

agent from the port entrance, where the first scenario ended, to the goal position.
Figure 5: The discrete simplified environment with a visualization of the docking
split into two parts.

After implementing these training scenarios, the agent still has trouble finding the
goal in the second scenario. The agent does not manage to get into the rightmost
part of the docking area

located in the position to the right of uppermost one in the middle of the Figure
B, which is in column 20, row 15. Then, the second scenario consists of taking the

but it keeps crashing into the walls splitting the area. In

)

two parts as convex as possible and the training areas can be seen in Figure 5] The
agent is first trained in the area that consists of the goal. When it has hit the goal

[5], it was recognized that non-convexity was a problem, and it seems that this a
problem in the simplified environment as well. Thus, the docking area are split into

the agent is moved to a starting position in the second area and it tries

to find the goal from here. As the same neural network is trained in both areas and
the agent is able to find the goal in the first area, the agent is also able to get to the

goal when starting in the second area.

30 times,

for small state and action spaces, but as we now want to find the goal state in a

every possible policy is used to find the expected free energy. This is possible
30x30 discrete environment

In the implementation of the active inference agent on the Frozen Lake-environments

4.3.2 Sophisticated active inference

the number of policies becomes enormous. Thus, only

Y

sophisticated active inference is implemented in this environment and not the other
implementation of active inference which was implemented on the Frozen Lake-
30



environment. Most of the remarks made about the implementation and behaviour
of sophisticated active inference in Section [4.2.5| also apply in this setting.

However, a difference is that instead of finding the policy, the agent is run on an
environment for T time steps and at every step it samples an action from ¢(a,|?9).
In this implementation this is done by choosing from the set of actions which are
assigned the probabilities from the approximate posterior. This means that an action
a,in state ¥ is selected with the probability g(a; -|¥). When an action is sampled,
the agent performs this action and updates the state. This is performed until the
agent reaches the goal or an obstacle.

31






5 Results

In this chapter we will look at the results obtained with the different algorithms.
First, the results of active inference, sophisticated active inference, Q-learning and
value iteration from the default Frozen Lake environment are described before the
results from the custom Frozen Lake environment are presented. Lastly, the re-
sults of Deep Q-network and sophisticated active inference in the simplified docking
problem are presented.

5.1 Frozen Lake

First, the algorithms are tested when it is not slippery. The value iteration, active
inference and sophisticated active inference algorithms yielded the same policy which
can be seen in Table 3

Down | Right | Down | Left

Down H Down | H

Right | Down | Down | H
H Right | Right | G

Table 3: Policy of the Frozen Lake environment when it is not slippery, calculated
with value iteration, active inference and sophisticated active inference.

The Q-learning algorithm produced the policy as seen in Table [4

Right | Right | Down | Left

Down H Down | H

Right | Right | Down | H
H Right | Right | G

Table 4: Policy of the Frozen Lake environment when it is not slippery, calculated
with Q-learning.

This policy is the same as the one in Table 3] except from two states. As the policies
represents two different ways to the goal with the same amount of steps from the
starting state, the two policies are equally good.

These policies will make the agent reach the goal state every time as we have de-
terministic transitions. The agent will always take a step on the frozen parts of the
lake and never walk into a hole. In other words, the agent will always reach the goal
state as long as it starts on a frozen part of the lake.

Second, the algorithms were run on the Frozen Lake environment when it is slippery,
i.e. the transitions are stochastic. Now, the value iteration and Q-learning algorithm
calculated the policy given in Table
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Left | Up Up | Up

Left H Left | H

Up | Down | Left | H
H | Right | Down | G

Table 5: Policy of the Frozen Lake environment when it is slippery, calculated with
value iteration and Q-learning.

To see how well this policy performs on the environment, we checked how many
times the agent succeed to reach the goal out of 100 episodes using the policy. As
the transitions are stochastic this will yield a slightly different result every time, so
we do this 1000 times and find the average. With the use of the policy in Table
bl, the agent reaches the goal in 74.1 of the 100 episodes on average. As there is a
possibility of getting into a hole from the state in row 2 column 3, the agent will not
always reach the goal.

In this environment, the active inference algorithm calculated a policy which is
different from the policy in Table |5|in the first and third state in the first row. The
policy can be seen in Table [6]

Down | Up Left | Up
Left H Left | H
Up | Down | Left | H
H Right | Down | G

Table 6: Policy of the Frozen Lake environment when it is slippery, calculated with
active inference.

We can check how the policy calculated by the active inference performs by doing the
same performance measure as done for the policy calculated by the reinforcement
learning algorithms. In this case the the agent reach the goal state in 51.1 of the
100 episodes on average.

As the result in the stochastic case is not satisfactory, sophisticated active inference
is also used to calculate the policy. As sophisticated inference uses a time horizon and
calculates the expected free energies and the approximate posterior of the actions
q(a,|¥9) for every time step, the approximate posterior will represent the actions with
different probabilities at different time steps. Because the approximate posterior
is calculated in a recursive way and ends with calculating it at time step 0, the
approximate posterior at this time step is also used when extracting the policy. The
resulting policy can be seen in Table [7]

The only difference from the policy calculated with active inference is the first state
in the upper left corner, but this makes the agent hit the goal in 73.0 of 100 episodes
on average. This is not as good as the policy calculated with value iteration and
Q-learning, but is a lot better than the policy calculated in Table [6]
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Left | Up Left | Up

Left H Left | H

Up | Down | Left | H
H | Right | Down | G

Table 7: Policy of the Frozen Lake environment when it is slippery, calculated with
sophisticated active inference.

When testing sophisticated active inference different time horizons are used and the
performance as a function of how long the time horizon is can be seen in Figure [0]

70 1

20 1

Average successrate

10 1

25 5.0 75 10.0 125 15.0 17.5
T

Figure 6: Performance of sophisticated active inference on the Frozen Lake as a
function of time horizon.

Here it is seen that with a time horizon between 3 and 15 generates a policy that is
equal to the one generated by active inference. When the time horizon gets longer
than 16, the policy in the start state switches from "Down" to "Left" and the
algorithm reaches the policy seen in Table [7]

5.2 Custom Frozen Lake

When applying value iteration on the custom Frozen Lake-environment with stochas-
tic transitions we get the resulting policy seen in Table [§]

This policy makes the agent reach the goal state in 83.7 of the 100 episodes on
average. The policy calculated by Q-learning is given in Table [9] and guides the
agent to the goal in 83.01 of 100 episodes on average.

These policies are constructed in a way such that the agent avoids the holes, but the
Frozen Lake environment is built such that the episode stops when the agent has
performed 100 steps. If the agent was allowed to run forever on the environment,
the agent would reach the goal state every time with both policies.
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Down | Right | Right | Left H Right
Down | Right | Up | Right | Down | Down
Down | Left H Right | Down | Down
Up | Down | Down | Right | Down | Up
H Right | Up | Right | Left H
Down | Left H Right | Down G

Table 8: Policy calculated with value iteration in custom a Frozen lake environment

Right | Right | Right | Left H Right
Down | Down | Up | Right | Down | Down
Down | Left H Right | Down | Down
Up | Down | Down | Right | Down | Up
H Right | Up | Right | Left H
Down | Left H Right | Down G

Table 9: Policy calculated with Q-learning in custom a Frozen lake environment

Next, active inference is tested on the custom environment. To explore how the
length of the policies used to calculate the expected free energy affects the policy of
the environment, different lengths are tested. As the least amount of steps from the
starting state to the goal state is 10, it is expected that the length of the policy has
to be at least 10. First a length of 6 is used which leads to the policy seen in Table
1a

Down | Right | Up Left H Right
Down | Down | Up | Down | Down | Down
Left Left H Right | Down | Down
Up | Right | Down | Right | Left Up
H Right | Up | Right | Left H
Down | Left H Right | Down G

Table 10: Policy calculated by active inference in a custom Frozen lake environment
using a policy length of 6.

We can see that this policy also makes sure that the agent cannot step in a hole. As
the agent is stopped after performing 100 steps, the agent will not hit the goal state
every time, but on average it hits the goal state in 75.6 of 100 episodes. This is lower
than the policy of the reinforcement learning algorithms managed, which means that
that the policy found by value iteration and Q-learning is better at directing the
agent towards the goal.

Next, active inference is then tested with policies of length 10. The resulting policy
is seen in Table The resulting policy is almost the same as the one that is
calculated with policy length 6. Also this policy ensures that it is impossible for the
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Down | Right | Up Left H Right
Down | Up Up | Down | Down | Down
Left | Left H Right | Down | Down
Up | Right | Down | Down | Left Up
H Right | Up | Right | Left H
Down | Left H Right | Down G

Table 11: Policy calculated with active inference in a custom Frozen lake environ-
ment using a policy length of 10.

agent to end in a hole. However, the policy makes the agent reach the goal state
in 71.3 of 100 episodes on average. This is a worse performance than for the policy
calculated with policy lengths of 6. As this yielded a worse response, it could be
interesting to find the resulting policies when other policy lengths are used. Because
of this, the active inference model is also tested with policy lengths of 4 and 8 on
the custom environment.

With a policy length of 4, the resulting policy makes the agent prone to fall into
the upper hole and the hole to the left. This policy makes the agent reach the goal
state in 64.1 of the 100 episodes on average. With a policy length of 8, the active
inference algorithm yields the same results as when it use a policy length of 10. As
it takes very long time to find the policy with the use of a policy length of 10, it
would take very long time to use longer policies. The number of policies considered
when using a policy length of 10 is 1048576 and if we increase the length of the
policy by 1, the algorithm has to consider 4194304 policies. Thus, it is decided to
not to test this implementation of active inference with policy lengths of larger than
10 to calculate the expected free energy.

Then, sophisticated active inference is tested on the custom environment. The
policy is seen in Table [I2] This policy cause the agent to hit the goal in 81.2 of
100 episodes on average. This is better than the policy calculated by the active
inference in Table [10]and a bit lower than the performance of the policies calculated
with value iteration and Q-learning seen in Table [§] and Table [J] respectively.

Down | Right | Right | Left H Right
Down | Down | Up | Right | Down | Down
Down | Left H Right | Down | Down
Up | Down | Down | Down | Down | Up
H Right | Up | Right | Left H
Down | Left H Right | Down G

Table 12: Policy calculated with sophisticated active inference in a custom Frozen
lake environment.

Here, also the performance of sophisticated active inference is tested with different
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time horizons. The results are presented in Figure [7]

Average successrate

25 5.0 75 10.0 125 15.0 175
T

Figure 7: Performance of sophisticated active inference on the custom Frozen Lake
as a function of time horizon

Here the sophisticated active inference agent reaches its best performance for a time
horizon of 13 or longer. For time horizons smaller than this the performance increases
until the time horizon is of length 6, where it decreases. Then, the performance
increases again when the length of the time horizon is larger than 11.

5.3 Simplified docking problem

5.3.1 Deep Q-Network

The first scenario of moving to the port entrance is solved easily by the agent. The
algorithm is run over 1000 episodes, but almost immediately the agent finds the
goal and keeps hitting it with consistency as seen in Figure The reason for not
hitting the goal every time after finding it is due to exploration.

The average reward curve is seen in Figure 8D In the beginning the negative reward
is large because the agent is exploring the environment and does not exactly where
the goal is. Then it finds the goal and the reward increases until it stabilizes when
it consistently hits the goal with close to optimal amount of steps.

After training the network it was tested to get the agent from the start state (0,0) to
the temporary goal state (20,15). An example of the resulting actions taken can be
seen in Table [I3] Here, the actions taken by the agent when it is in particular time
steps and states are seen. By looking at the table we see that the Deep Q-Network
manages to guide the agent between the two states. In time step 20 when the agent
is in state (19,14) it take the action "Down-Right" which means that it ends in state
(20,15). As the agent uses 20 steps which is the least amount of steps it can take,
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it moves to the goal optimally.

Time step, state Action Time step, state Action
1, (0,0) Down-Right 11, (10,10) Down-Right
2, (1,1) Down-Right 12, (11,11) Down-Right
3, (2,2) Down-Right 13, (12,12) Down-Right
4, (3,3) Down-Right 14, (13,13) Down-Right
5, (4,4) Down-Right 15, (14,14) Down-Right
6, (5,5) Down-Right 16, (15,15) Down-Right
7, (6,6) Down-Right 17, (16,16) Right
8, (7,7) Down-Right 18, (17,16) Up-Right
9, (8,8) Down-Right 19, (18,15) Up-Right
10, (9,9) Down-Right 20, (19,14) Down-Right

Table 13: Policy of how the agent moves from the start state to the goal state in
scenario 1.

For the second scenario, the agent has some trouble finding the goal in the beginning
even though it started in the first area. From Figure [9a] it is seen that it struggles
finding the goal for about the first 150 episodes. Then it finds the goal and starts
hitting it consistently. After hitting the goal 30 times, the start position of the agent
is moved to the second area. We see that the fail count increases again until around
210 episodes where the agent manages to get into the first area again. As it knows
what to do here it starts hitting the goal consistently again.

The average reward of the agent can be seen in Figure [9b] This figure shows that
the agent in the beginning accumulate negative rewards until it finds the goal and
the average rewards increases. Here the agent learns what to do to improve the
accumulated reward. Then the average reward drops again because the agent is
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moved to the second area and starts accumulate negative rewards as it does not
know where the goal is anymore. However, the drop in average reward does not
last long as the agent learns quite fast how to reach the goal from this area as well.
From here on out, the average reward continues to increase.
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Figure 9

How the agent moves within the docking area is seen in Table [I4 Here it is seen
that the agent uses 12 steps by starting where scenario 1 stopped in (20,15) and
move to the goal in (22,27). As this is the minimal amount of steps the agent has
to take between these two states, it moves optimally.

Time step, state Action Time step, state Action
1, (20,15) Down-Right 7, (24,21) Down-Right
2, (21,16) Down-Right 8, (25,22) Down-Left
3, (22,17) Down-Left 9, (24,23) Down-Left
4, (21,18) Down-Right 10, (23,24) Down
5, (22,19) Down-Right 11, (23,25) Down-Left
6, (23,20) Down-Right 12, (22,26) Down

Table 14: Policy of how the agent moves from the start state to the goal state in
scenario 2.

It is also possible to put the two scenarios together and train the Deep Q-Network
on the whole environment. This gives the results seen in Figure and Figure [I0b]
It is seen that the agent in the first part of scenario 2 has problems of hitting the
goal in the first 180 iterations. It is seen that the average reward is quite stable
until around 100 iterations where it starts to decrease. The reason for the decrease
is that the agent tries to move around more to find the goal. When the agent has
hit the target 30 times, at around 200 iterations, the start position is moved out the
second area, but now it finds the goal again quite quickly. After hitting the goal
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100 times, the start position is moved to the upper left corner of the environment
to train it on the complete environment. Here, the agent almost immediately finds
the goal again and the average reward increases after a small dip after a bit over
300 episodes. It is also seen that after 600 episodes the fail count increases and the
average reward is flattened. This is probably due to exploration and that the agent
has entered a new part of the environment.

To do a comparison with sophisticated active inference, the agent is set out in every
open state and it is seen if it can move to the goal state. The agent reaches the
goal from 200 of the 650 open states. From Figure [11]it is seen that it uses 32 steps
from the starting state in the upper left corner, which is the least amount of steps
it can take from that position. That means that it finds a optimal path from the
starting state to the goal state which it is trained for. This can also be seen by
combining the steps made by the agent in the two training scenarios, seen in Table

13 and Table [14l

5.3.2 Sophisticated active inference

The sophisticated active inference agent has no issues solving the task. Unlike the
Deep Q-Network it did not need to split the environment into several parts to get to
the goal. After calculating the expected free energies and the approximate posterior
of the actions given the state g(a.|?), it is first tested if the active inference agent
is able to find the goal from a start position in the upper left corner, in state (0, 0).
The calculations are done with a time horizon of 45, and it makes the agent hit
the goal by using 32 steps which is the least amount of steps it can take from that
position. The steps and actions taken by the agent are seen in Table [I5] Here, the
goal state is in column 22 and row 27, represented as (22,27), and this shows that
the agent has taken an optimal route to the goal.
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Figure 11: The number of steps the agent uses from a given state to the goal when
using a Deep Q-Network.

After seeing that the active inference agent hit the goal successfully from the upper
left corner, different start positions are used to see from where the agent is able to
hit the goal. Every open position is used as a start position. With a time horizon
of 45, the agent manages to reach the goal 650 times from the 650 different start
positions. The reason for using a time horizon of 45 is that it is the smallest time
horizon that gave the best results.

The average reward the agent accumulates by starting from the different start posi-
tions is shown in Figure The rewards are highest in the beginning because the
agent is first tested from positions from the first row, then the second and so on.
Therefore, when the agent gets closer and closer to the goal it is not able to accu-
mulate as many rewards, as there are fewer steps to the goal than in the beginning.
We also see that the average reward fluctuates. The reason for this is that the agent
will use different amount of steps from different starting positions in the same row.
As the goal state is located towards the right of the environment, a starting position
far to the left will require more steps to the goal than starting to the right in the
environment.

The number of steps the agent used from the different states is seen in Figure [I2b]
We see that the agent never uses more than 36 steps, which is the minimum amount
of steps an agent need to take from the starting position furthest away from the goal.
The number of steps fluctuates as the state numbers of a 30x30 grid is represented
by a 900x1 vector. The different start positions are first taken from the left to the
right of a row before start positions of the next row are tested. We see that the
amplitude of the fluctuations get larger and larger as the state number gets closer
to the goal state. Towards the end the fluctuations get larger. As there are more
obstacles when the starting point gets closer to the goal, the agent in some cases
needs to take many steps to reach the goal. For example by starting in the left
corner it needs to go around the land area and into the port entrance. This takes
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Time step, state Action Time step, state Action
1, (0,0) Down-Right 17, (16,12) Down-Right
2, (1,1) Down-Right Right
3, (2,2) Down-Right Down-Right
4, (3,3) Down-Right Down-Right
5, (4,4) Right 91, (20,15 Down-Right
6, (5,4) Right Down
7, (6,4) Right Down
8, (7,4) Right Down
9, (8,4) Down-Right Down-Right
10, (9,5) Down-Right Down-Right

11, (10,6) Down-Right Down-Right
12, (11,7) Down-Right Down
13, (12,8) Down-Right 29, (24,23 Down
14, (13,9) Down-Right Down-Left
15, (14,10) Down-Right Down-Left
16, (15,11) Down-Right Down

Table 15: Policy of how the agent moves from the start state to the goal state with

sophisticated active inference.

many more steps than for when the agent starts inside of the docking area. As
some of these starting points are located in the same row, there are big fluctuations.
However, these fluctuations in such a pattern tells that the agent uses the minimal

amount of steps from the start positions, which show optimal performance.
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6 Discussion

In this chapter the results obtained from the different tests are discussed. Active in-
ference and the reinforcement learning algorithms used on the various environments
are compared, where advantages and disadvantages with the methods are discussed.
Also, further work is proposed.

6.1 Discussion and comparison of results and algorithms

From the results we see that both the active inference agent and sophisticated active
inference agent manage to perform as good as the reinforcement learning algorithms
tested in a deterministic environment. The results in the deterministic Frozen Lake
environment show that an active inference agent manages to do action planning in
an optimal manner in a small grid with obstacles. The algorithms are optimal in
the sense that they use the least amount of steps possible from every position to the
goal state. As it is evident from these results that both active inference algorithms
perform optimally on a deterministic space, it was decided that there is no need to
explore the deterministic case in the custom Frozen Lake environment.

The simplified docking problem is also a implemented as a deterministic problem.
Here, both the Deep Q-Network and sophisticated active inference manage to guide
the agent from the starting state to the goal state optimally. In Table [I3] Table
and Table [15]it is seen how the agent moves from the start state to the goal states.
As the task is divided in two scenarios for the Deep Q-Network, Table [13|and Table
have to be combined to see how the agent moves trough the whole environment.
However, it is seen that they combined use 32 steps which is the same amount for
the sophisticated active inference agent. Even though the Deep Q-Network agent
and sophisticated active inference agent use the same amount of steps, they do not
take the same path. This shows that there are several optimal paths. Also, it is
interesting to see that sophisticated active inference takes care of setting up the
agent to move around the obstacles and into the port entrance quite early by taking
the action "Right" from time step 5 to 8. The Deep Q-Network agent does this
much later and starts moving around the obstacles and into the port entrance at
time step 17 when it is in the same row as the goal state for scenario 1.

Actually, sophisticated active inference manage to guide the agent from every pos-
sible open state to the goal and it does this in an optimal manner. This shows that
sophisticated active inference works well in action planning in an deterministic sys-
tem and manages to guide an agent around whatever obstacle in the environment.
By comparing Figure and Figure 11| we see that the Deep Q-network agent is
not able to do the same. The reason for this is that while an agent explores the
environment under training of Deep Q-network, it does not hit every state enough
times or might not hit every state at all. Sophisticated active inference on the other
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hand iterates through every possible state and action combination. Hence, we know
that the algorithm has calculated what the agent should do no matter the state
which gives it an advantage if the agent was to start from a different position every
time. On the other hand it makes the training slower than Deep Q-network. Where
Deep Q-network uses around 10 minutes when training on the whole environment
all together, sophisticated active inference uses around an hour. So for a docking
problem where the agent starts from the same position every time, sophisticated
active inference uses a lot of time and resources on calculating the expected free
energies for states that does not get visited.

Another point to note is that Deep Q-network has to divide the environment in
several parts to get an efficient training and to be able to hit the goal consistently
without taking too much time. Here sophisticated active inference has an advantage
as it can find the approximate posteriors of the actions of the whole environment
as one. It is not affected by the complex docking area, which makes the training
of the agent easier for the user. Also, by computing the approximate posteriors of
the action for every state, the algorithm guarantees that it is has calculated what it
needs for every state before the agent is applied on the environment.

While both active inference and sophisticated active inference perform as well as
or better than the reinforcement learning algorithms in an environment with deter-
ministic transitions, that is not the case for stochastic transitions. It is clear from
the results that active inference does not perform as well as value iteration and Q-
learning. Where the performance of active inference is significantly worse than the
reinforcement learning algorithms, sophisticated active inference calculates a policy
with better performance. The only difference between the policy of active inference
and sophisticated active inference in the Frozen Lake environment is the policy of
the starting state. Sophisticated active inference makes the agent choose the action
"Left" and active inference agent takes the action "Down". As the transitions are
stochastic the agent risks of moving to the left or the right with probability of 0.33
in both directions in addition to the intended direction. By taking the action "Left"
instead of "Down" we make sure that the agent does not risk moving to the right
towards the third state in the second row where it runs a risks of moving into the
hole. The agent can still find a path to end up in that hole, but then it must take
the path below the hole and up to the third state in row two. As the agent has
two different routes to the goal with the policy calculated with the active inference
algorithm, it performs worse than the policy calculated with sophisticated active
inference.

It can also be seen why the two ways of calculating active inference choose a different
action in the first state by looking at the approximate posterior of the actions given
the state g(a| = 0), where 0 is the first state.

Active inference:
q(a]¥ =0) =1[0.14 0.36 0.36 0.14] (35)
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Sophisticated active inference:
q(a| =0) =[0.869 0.066 0.066 0.000] (36)

Here "Left" corresponds to the first probability, "Down" corresponds to the second
probability, "Right" corresponds to the third and "Up" corresponds to the third.
It is seen that active inference gives a probability of 0.36 to the actions "Down"
and "Right" and only 0.14 to "Left" which is the best action to take in this state.
Sophisticated active inference assigns the highest probability to the "Left" action.
Why active inference does not calculate the same policy in the start state as so-
phisticated active inference is hard to say. There is always the possibility of bugs
in the code or some minor errors in the calculations of the expected free energies or
approximate posterior, but there was not found any. On the other hand, the two
ways of calculating active inference outputs the same policy for all the other states
and the active inference implementation gives an optimal policy in the deterministic
case. Even though active inference has the advantage of seeing why a particular
action is chosen by being able to see the approximate posterior of an action and how
it is calculated with the expected free energies, it is not necessarily easy. Because
the number of policies used for calculation of the free energies is large, it is hard to
see how the expected free energy of a specific policy contributes to the approximate
posterior of the actions.

As we have seen, sophisticated active inference produces a policy that gives a bit
worse performance than the reinforcement learning algorithms. The only difference
in policy is the third state in the first row. Here instead of keeping the agent away
from the hole to the left in the second row, with the "Up" action, sophisticated
active inference instead assigns the action "Left" with the highest probability. This
gives the agent a possibility of moving down again to the third state in the second
row and risks moving into the hole. Thus, the sophisticated active inference agent
does not reach quite the same performance as the reinforcement learning agents. We
look at the approximate posterior of the actions in the state, which is called state 2:

g(a9 = 2) = [0.907 0.001 0.092 0.000] (37)

Here it is seen that a high probability is assigned to "Left" and a probability of
around zero is assigned to the action "Up". What is common for the three actions
assigned a probability of around zero is that they all have a probability of moving
right of 0.33. By taking the "Left" action the agent does not risk moving to the
right. A possible explanation is that the expected free energy is high if the agent
moves to the right as it then has two walls and a hole around itself. Also, the agent
has to move around the hole to move to the goal. However, taking the "Left" action
does not affect the performance very much and the sophisticated active inference
agent still performs well.

With the custom Frozen Lake environment it is also seen that the reinforcement
learning algorithms value iteration and Q-learning perform better than active infer-
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ence and sophisticated active inference. Again, it is seen that sophisticated active
inference performs better than active inference, but the difference is not that big
now. In this case all algorithms calculate policies that keeps the agents away from
the holes, but there is a difference in how efficient they are at guiding the agent
towards the goal. By comparing the policy calculated by value iteration and Q-
learning and sophisticated active inference, it is seen that the only differences are
the second state in the second row and the fourth state in the fourth row. Even
though there are some differences in the results of the sophisticated active inference
and the reinforcement learning algorithms, the resulting policy still performs quite
well and is suitable for action planning in an environment where the transitions are
stochastic.

The active inference performs better in the custom Frozen Lake environment, but
again not as good as the other algorithms. Now, also different lengths of policies are
tested. As an optimal path from the start state to the goal state requires 10 steps it
was expected that policy lengths of 10 would give the best result. However, from the
results it is seen that a policy length of 6 gives the best results. In this environment
after an action is taken the agent can be located three states. When the expected
free energy of the next action in the policy is to be evaluated we can look at it as the
action is taken from three different states where the probability of being in that state
is 0.33. Hence, the probabilities of which state the agent is located in propagates
out in the environment as more actions are taken and the probabilities is dependent
on the actions taken which gives a different KL-divergence each time. This explains
why a policy length of 6 can perform good results where the agent in reality needs
more than 6 steps to reach the goal state. In a deterministic case that would not
be the case for the states that needs more than 6 steps to reach the goal state as
the KL-divergence would be 0 for every policy. However, it does not explain why
active inference with the use policy lengths of 6 outperforms policy lengths of 10 in a
stochastic environment. It is hard to find out why this is the case and an explanation
was not found. But, it is clear that the assumption that a policy length of 10 is
needed does not apply in the stochastic environment. Overall, from the results
in this thesis it seems that the way active inference has been implemented in this
thesis with predefined policies is not suited for action planning in an environment
with stochastic transitions.

By comparing the run times of the algorithms in the custom Frozen Lake environ-
ment, it is seen that value iteration and sophisticated active inference takes the least
amount of time. They only use a couple of seconds before the policy is calculated.
The slowest one is the active inference. That is because it calculates the expected
free energies of every possible policy of a given length. The run time is dependent
on how long the policies used for calculation of policies are. If the policy length is of
6 the computation of the policy takes around one minute, but if the policy length is
of 10 the computation takes about 6 hours. As the run time of sophisticated active
inference is around an hour for the simplified docking problem, it is seen that the
run time of the sophisticated active inference algorithm also is dependent on the
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size of the state space and action space.

The sophisticated active inference algorithm is also dependent on the length of the
time horizon which is seen in Figure [6] and Figure [} From these figures it is seen
that it is important to use a time horizon that is long enough to reach the best
possible performance. It is also seen that even though the Frozen Lake environment
is smaller than the custom one, the time horizon needs to be longer to reach best
policy. A possible explanation is because the Frozen Lake environment is harder
to navigate in as the agent cannot avoid the holes completely, it needs a longer
time horizon to find the correct policy. It is also interesting to see in Figure
that the policy is worse when using a time horizon of 11 than a time horizon of
6. The reason is that in the beginning of the time horizon the probabilities in the
approximate posterior are often quite close to each other. Thus, a small change in
the expected free energy might change which action is chosen in the policy. This
can give fluctuations in the policy. However, when the time horizon is longer, the
calculated expected free energy has contributions from expected energies from more
time steps and the algorithm can be more certain about the approximate posteriors
of the actions. Therefore, the algorithm gives a better result for time horizons larger
than 12.

Instead of using rewards as in reinforcement learning active inference and sophisti-
cated active inference algorithms use prior beliefs about the states the agent wants
to be in. So, instead of assigning values to favourable states, probabilities are instead
assigned to these state. The prior beliefs are in essence rewards modelled as proba-
bilities. But, using probabilities instead of a reward function has an advantage. To
make a reward function that encourages the agent to find an optimal policy is hard,
and it took a long time before the DQN gave satisfactory performance as it took
time to find a good reward function. By using prior beliefs about the goal state, the
problem of finding the reward function is avoided which can save a lot of time and
testing.

Where Q-learning and Deep Q-learning does not need to know the transition prob-
abilities between the states and the reward function to learn the value of an ac-
tion, active inference and sophisticated active inference need to know the likelihood
p(s-|¥;) and prior p(9,|9,_1,a,_1) probabilities. These are given as the matrices A
and B in this thesis. The matrix B contains the transition probabilities, which is
comparable to the transition probabilities of reinforcement learning. The matrices
have to be known before performing active inference either by being defined or by
being learned before training as in [4]. By learning the likelihood and the prior
makes the algorithms more flexible as the user of the algorithms does not need to
know the environment. If the environment is quite complex and hard to define it
might be better to just make the agent explore the environment and estimate those
matrices. On the other hand, this takes a lot of time. By looking at the docking
problem, it takes a lot of time to learn the matrices as the agent has to visit every
state several times. In an environment like this, it is hard to make sure that the
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agent manages to do so, just as seen in the Deep Q-Network case. However, for a
deterministic problem where the agent is going to move from the same spot to the
same docking position every time, it might be feasible to only learn the matrices for
the states around the optimal path. In a stochastic problem this would probably
not be a good solution.

6.2 Future work

We have seen from the results and the discussion that active inference and sophisti-
cated active inference perform good for action planning in a deterministic environ-
ment. However, the environments these algorithms are tested on are quite simple.
There are only a few possible actions and the environments have been directly ob-
servable, i.e. the agent knows exactly which state it is located in. For further work,
the action space should be expanded to be continuous and the environment should
be partially observable such that the agent has some uncertainties about which state
it is in. To make the action space continuous, active inference must be calculated
in a different way than it has been done in this thesis. When the action spaces
gets large the calculations of the algorithms presented here will take too much time.
Thus, further work may be to implement the active inference agent in combination
with deep neural networks as seen in papers like [15] or [38] to give some examples.
Also, as the two different implementations of active inference in this thesis use a lot
of time to calculate the approximate posteriors for large environments, the use of
neural networks can reduce the computation time.

In addition, the docking problem is extremely simplified. The area should be ex-
panded and divided into a finer grid and the action space should be made more
realistic of a marine vessel. Also, in reality the boat has to enter the docking posi-
tion with the correct pose. Because of this, the agent should keep track of the pose
and make sure that it enters the docking space in the correct manner. It was tried to
do this in this task, but the efforts were unsuccessful. Furthermore, vessel dynamics
and disturbances should also be added to make the simulations more realistic. In
overall, the model of the marine vessel and its environment should be improved and
made more realistic. It is seen in this thesis that sophisticated active inference per-
forms well on a stochastic environment and is able to handle uncertainties. Thus, it
would be interesting to see how it handles a more complex environment.
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7 Conclusion

In this thesis we have explored how two different implementations of active inference,
here called active inference and sophisticated active inference, performs as action
planners in different discrete environments. In addition, characteristics of active
inference, how the performance of active inference changes with policy length and
the performance of sophisticated active inference as a function of the time horizon
were investigated.

Active inference and sophisticated inference were tested on two different Frozen Lake
environments with both deterministic and stochastic transitions. To get a reference
point of how well the algorithms performed in this environment the reinforcement
learning algorithms value iteration and Q-learning were also implemented. First, the
algorithms were tested on the environments with deterministic transitions. Here, the
active inference algorithms achieved as good performance as the reinforcement learn-
ing algorithms. However, when tested with stochastic transitions the policies cal-
culated with the active inference algorithms performed worse. Where sophisticated
active inference performed almost as good as the reinforcement learning algorithms,
active inference performed significantly worse.

In addition, sophisticated active inference was also implemented on a simplified dock-
ing problem where an environment imitating a docking problem was constructed.
For comparison, a Deep Q-Network was also implemented on this environment.
Sophisticated active inference performed good on this environment and achieved
optimal action planning such that an agent could move from every open state to the
goal state in an optimal manner. As sophisticated active inference achieved optimal
action planning from every state, it performed better than the Deep Q-Network
which achieved optimal action planning from only a subset of the open states.

Overall, both active inference and sophisticated works well for action planning on
small deterministic environments. As active inference use predefined policies for
calculation of expected free energies, it will quickly use a lot of computational time
when the state space or action space gets large. Thus, it is restricted to the small
environments. Sophisticated active inference on the other hand calculates the ex-
pected free energies in a recursive manner and can be used on larger spaces as the
simplified docking environment. However, this still takes a lot of time and other
ways to implement active inference should be explored. In addition, sophisticated
active inference works well for action planning on stochastic environments which
shows that it may have the potential of guiding a marine vessel in a docking area.

Considering the way active inference is implemented compared to reinforcement
learning it has both advantages and disadvantages. The way active inference uses
prior probabilities instead of a reward function can be useful as it is hard to find good
reward functions. However, the calculation of active inference and sophisticated
inference in general takes longer time than the reinforcement learning algorithms.
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The algorithms also need to know the likelihood and prior matrices, in contrast to Q-
learning, which makes the calculations use more time and can make the calculations
somewhat inaccurate.
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