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## Abstract

In many cases, magnetic materials, such as ferromagnets and antiferromagnets, and conductors, such as normal metals and superconductors, represent quite well-understood systems that condensed matter physicists are able to effectively model and describe. While e.g. the conducting properties of normal metals can be predicted from their band-filling and the superconducting properties of conventional superconductors can be derived from the interplay between electrons and phonons, the magnetic properties of magnetic insulators can often be understood in terms of localized spins interacting through exchange interactions. Rather than directly contributing to the understanding of such materials, or their more complicated and more mysterious relatives, this thesis is focused on the physics that arise when magnets and conductors are joined together in heterostructures. However, as such heterostructures involve itinerant electrons coupled to magnetism, they might, in addition to being interesting or useful in themselves, also be capable of shedding some light on the physics of interesting single-material systems such as material featuring unconventional superconductivity.

The thesis itself consists of seven research papers, preceded by a presentation of background material, as well as a discussion of the included articles. The first four papers consider the possibility of inducing superconductivity in a conductor through spatial proximity to magnetic insulators. While the second paper is concerned with coupling of the conducting surface states of a topological insulator to both ferromagnetic and antiferromagnetic insulators, the three other articles focus on normal metals proximitized by antiferromagnetic insulators.

The first paper reveals the importance of the magnetic structure at the antiferromagnet/metal interface. If both the spin-up and spin-down sublattices of the antiferromagnet are exposed at the interface, the effective electron-magnon scattering can be suppressed compared to the case where only one of the two antiferromagnetic sublattices couple to the itinerant electrons in the normal metal. In the latter case of an uncompensated antiferromagnetic interface, it is concluded that realization of magnon-mediated superconductivity could be possible.

In the second paper, the ideas of the first paper are extended to the case of magnon-mediated superconductivity on the surface of a topological insulator. It is once again found that an asymmetric coupling to the two antiferromagnetic sublattices could be beneficial for superconductivity.

In this paper, we also introduce next-nearest neighbor frustration in the antiferromagnet, enhancing the spin-fluctuations and potentially also the superconductivity.

In the third paper, we return to the simpler antiferromagnet/normal metal system in order to expand on the effect of adding frustration to the antiferromagnet. Adjusting the next-nearest neighbor interaction, we tune our way from a normal antiferromagnetic checkerboard phase to a stripe phase, finding that approaching the transition point between the two phases is generally favorable for superconductivity as long as magnetic order can be preserved.

The fourth paper builds on paper 1 and 3 , solidifying earlier obtained results through investigating the system using Eliashberg theory rather than BCS theory. This study also considers the impact of non-isotropic Fermi surfaces and concludes that the frequency dependence of the effective magnon-mediated interaction should be properly taken into account when determining the energy scale for the superconducting critical temperature.

In the fifth paper, we study indirect magnetic exchange interaction between two ferromagnets mediated by an unconventional superconductor. While such indirect interaction mediated by superconductors normally has a preference for anti-alignment of the magnetization in the ferromagnets, we find that the presence of zero-energy bound states on the surface of the superconductor can lead to a preference for alignment of the ferromagnets.

The sixth paper is concerned with the maximum spin-splitting field that spin-singlet superconductivity can survive. This spin-splitting field is typically restricted to a fraction of the superconducting gap at zero field. For a system with a dispersive energy band crossing the Fermi level as well as a completely flat band located slightly away from the Fermi level, we predict that it could be possible for the superconductivity to survive spin-splitting fields larger than the superconducting gap at zero field.

Finally, in the seventh paper, we return to our antiferromagnet/normal metal system in order to investigate whether an electron charge current, flowing parallel to the interface, in the normal metal can induce a magnon spin-current in the antiferromagnet. For an uncompensated antiferromagnetic interface, we find that inducing such a spin-polarized magnon current could be possible even if the antiferromagnet hosts two degenerate and oppositely spin-polarized magnon modes.

## Preface

This thesis is submitted to the Norwegian University of Science and Technology (NTNU) in Trondheim, Norway as a partial fulfillment of the requirements for the degree of Philosophiae Doctor. The performed work, resulting in seven research articles, was done under supervision of Professor Asle Sudbø and co-supervision of Professor Jacob Linder from August 2018 until June 2022. The work was funded by The Research Council of Norway through its Centres of Excellence funding scheme Project No. 262633 "QuSpin". The candidate has further completed 30 ECTS credits of coursework, as well as teaching duties corresponding to one year of work. The teaching duties consisted of six semesters of teaching student labs.

Eirik Erlandsen
Trondheim, Norway
June 2022

## Acknowledgements

My four years as a PhD Candidate have involved a lot of hard work, but also a lot of fun. The fun parts were largely due to the great people I met along the way.

First, I would like to thank my supervisor Asle Sudbø who has been providing guidance and insight throughout my master's degree and PhD. I am grateful that you accepted to supervise me when I, as an overworked exchange student abroad, contacted you because I needed a supervisor, charming you with the statement that I was under the impression that you were doing "real stuff". Since then, we have worked together on a long list of challenging and rewarding projects. We have had many interesting conversations, both in your office and e.g. on fast-paced and never-ending QuSpin workshop walks. I am thankful that you put your trust in me and let me work very independently on many of my projects, but that you have also been there when I have been stuck and always helped me find a way out of my problems.

I would also like to thank my co-supervisor Jacob Linder for answering the many, both naive and advanced, questions I had while trying to contribute to the projects we worked on together. I especially appreciate all the times you answered my long emails with even longer emails, bringing us closer to an understanding of what was going on in our system.

During my PhD, I also got the opportunity to work directly with Arne Brataas, Akashdeep Kamra, and Even Thingstad. In particular, Arne's feedback on my writing in the articles we wrote together deserves recognition for why many of the sentences in this thesis, despite still long, are not even longer. I also want to thank Akash for all the fun times we had together and for all the advice he gave me at the beginning of my PhD . Further, thank you Even for acting as my oracle. I am grateful for everything I learned from working together with you and for all the wisdom you bestowed upon me during my frequent visits to your office. I also want to thank you for being a great friend and for the terrific time we had in Denver, despite the fact that the March Meeting was cancelled upon our arrival.

I also want to thank the rest of my colleagues and friends at QuSpin. Håvard has been an excellent office mate and soothed my soul with "the sound of Monte Carlo". Nicolai always managed to infect me with his energy and enthusiasm, and was a driving force behind the QuSpin LAN parties which will always stay close to my heart. Matthias and Payel have been
amazing friends and have given me some insight into the life of an experimentalist. Martin is an all-around great guy who never failed to make me laugh with his story-telling abilities. Henning shared my destiny of working with Amperean pairing on the surface of topological insulators, leading to many interesting discussions. I also want to thank Longfei, Roberto, Arnau, Marion, Lina, Jonas \& Jonas, Frode, Bjørnulf, Håkon, Øyvind and everyone else that have been part of the many workshops, dinners, celebrations, cabin trips, picnics, volleyball sessions, and other social activities that have taken place over the last four years. A special thanks should also be directed to Karen-Elisabeth for all the work she has put in to organize scientific and social gatherings, and for making sure that QuSpin is an inclusive and nice place to work.

Outside of QuSpin, I am also grateful for my amazing friend, certified personal trainer, and star DJ, Torsten as well as our sidekick Kristin. I also want to send some love to Edvard and Sjur from Oslo, whom I hope to see even more in the coming years. My roommates Eirik and Peter also deserve some recognition for being some of the only faces I saw during considerable parts of the coronavirus pandemic. The first lockdown actually ended up being a very productive period of my PhD , much due to the sweatshop that Eirik and I set up in our living room.

I also want to thank my parents Roger and Ann-Elise for supporting me, always showing interest in my work, and giving me advice on everything not directly related to physics.

Finally, I want to thank my dear friend, office mate, coauthor, and partner Atousa. With all your invitations and initiatives, you have been immensely important for the social environment at QuSpin. Although the apartment you moved into when you came to Norway was small and located ridiculously far away from the city center (in both distance and altitude), it became the natural meeting place for all special occasions. I have greatly enjoyed sharing an office with you through almost four years filled with many physics discussions, as well as tons of loud laughter which I am sure has enriched the lives of the rest of the people in our corridor. I am happy that we had the chance to work together on two exciting projects, and I am looking forward to many more adventures together with you in the future.

## Publications

## Paper 1:

E. Erlandsen, A. Kamra, A. Brataas, and A. Sudbø,

Enhancement of superconductivity mediated by antiferromagnetic squeezed magnons,
Phys. Rev. B 100, 100503(R) (2019) [1].

## Paper 2:

E. Erlandsen, A. Brataas, and A. Sudbø, Magnon-mediated superconductivity on the surface of a topological insulator, Physical Review B 101, 094503 (2020) [2].

## Paper 3:

E. Erlandsen and A. Sudbø,

Schwinger boson study of superconductivity mediated by antiferromagnetic spin fluctuations,
Physical Review B 102, 214502 (2020) [3].

## Paper 4:

E. Thingstad*, E. Erlandsen*, and A. Sudbø,

Eliashberg study of superconductivity induced by interfacial coupling to antiferromagnets,
Physical Review B 104, 014508 (2021) [4].

## Paper 5:

A. Ghanbari, E. Erlandsen, and J. Linder, The effect of midgap states on the magnetic exchange interaction mediated by a d-wave superconductor,
Physical Review B 104, 054502 (2021) [5].

## Paper 6:

A. Ghanbari*, E. Erlandsen*, A. Sudbø, and J. Linder, Going beyond the Chandrasekhar-Clogston limit in a flatband superconductor,
Physical Review B 105, L060501 (2022) [6].

## Paper 7:

E. Erlandsen and A. Sudbø,

Magnon drag in a metal-insulating antiferromagnet bilayer, Physical Review B 105, 184434 (2022) [7].

## My contributions to the publications

For Paper 1, I performed the analytical and numerical calculations, in addition to making the main figures. The results were discussed and the manuscript was written in collaboration with the coauthors, with significant contributions from Akashdeep Kamra. For Paper 2 and 3, I performed the analytical and numerical calculations, made the figures, and wrote the first draft of the manuscript. For Paper 4, I worked closely with Even Thingstad, both of us contributing equally to the paper. Together we performed the analytical and numerical calculations and wrote the first draft of the manuscript. For paper 5, I helped interpret the results and contributed significantly to the first draft of the manuscript. For Paper 6, I worked closely with Atousa Ghanbari, who was responsible for most of the analytical calculations. Together, we performed the numerical calculations, created the figures, interpreted the results and wrote the first draft of the manuscript. In total we contributed equally to the paper. For Paper 7, I performed the analytical and numerical calculations, created the figures, and wrote the first draft of the manuscript. For all papers, all authors contributed in discussions and by providing feedback on the manuscript.

## Contents

1 Introduction ..... 1
2 Magnetism ..... 7
2.1 Ferromagnetism ..... 9
2.2 Antiferromagnetism ..... 16
3 Superconductivity ..... 31
3.1 BCS theory ..... 34
3.2 Spin-split superconductors ..... 55
3.3 Eliashberg theory ..... 61
3.4 Superconductivity from spin fluctuations ..... 78
4 Magnon-mediated superconductivity ..... 81
4.1 Ferromagnet-metal interface ..... 82
4.2 Antiferromagnet-metal interface ..... 88
4.3 Enhancement of superconductivity mediated by antiferromag- netic squeezed magnons ..... 93
4.4 Magnon-mediated superconductivity on the surface of a topo- logical insulator ..... 97
4.5 Schwinger boson study of superconductivity mediated by an- tiferromagnetic spin fluctuations ..... 105
4.6 Eliashberg study of superconductivity induced by interfacial coupling to antiferromagnets ..... 110
5 Indirect exchange interaction ..... 121
5.1 RKKY interaction ..... 122
5.2 Indirect interaction mediated by superconductors ..... 123
5.3 Effect of midgap states on the magnetic exchange interaction ..... 125
6 Critical magnetic field of flatband superconductors ..... 129
6.1 Flatband systems ..... 130
6.2 Flatband superconductivity ..... 131
6.3 Going beyond the Chandrasekhar-Clogston limit in a flat-band superconductor132
7 Transport ..... 137
7.1 Boltzmann equation ..... 137
7.2 Magnon drag in a metal-insulating antiferromagnet bilayer. . ..... 142
8 Conclusion and outlook ..... 149
Bibliography ..... 151
Papers ..... 165

## Introduction

One of the great challenges of our time is to reduce climate gas emissions while simultaneously meeting the energy needs of tomorrow. As scaling up the production of clean electricity at a sufficient speed can prove to be challenging, limiting the amount of wasted energy is likely to be an important part of the solution. Entering a continuously more data-driven future, reducing e.g. the energy spent running and cooling computers can be a substantial contribution [8, 9].

Superconductors, featuring zero electrical resistance, could hold the key to reducing energy losses within many different areas of society. Superconducting wires can e.g. remove the energy loss associated with electrical power transmission. They can also increase the efficiency of electrical devices, including computers where much energy is lost as heat during the transport of electrical signals. Moreover, currents carried by superconductors can be used to generate strong magnetic fields, or even to store energy through currents that run in a loop without slowing down.

While this sounds very promising, there is, of course, a reason why we are currently not completely surrounded by such applications of superconductors. Superconducting materials unfortunately lose their special properties above a critical temperature which is normally considerably below room temperature. Some of the materials we normally surround ourselves with, such as aluminium, can in fact become superconducting, but only if they are cooled down sufficiently. The advantages of using superconductors in applications are therefore often out-weighted by the cost of cooling. An important exception is the use of superconductors as electromagnets in MRI devices [10]. Similarly, superconductors are used to generate large magnetic fields to guide the particle beams in particle accelerators [11]. Reversely, superconductors can also be used in sensitive magnetometers, able to measure the strength of very weak magnetic fields 12 . There are actually also e.g. some existing superconducting cables in use for power transmission [13].

Releasing the true potential of superconductivity clearly requires the discovery or construction of a room-temperature (or at least close to roomtemperature) superconductor, which preferably also should be easy to produce and shape. The probability of reaching this goal can be increased if the search is guided by a solid theoretical understanding of superconductors, including both why superconductivity arises and which properties that determine the critical temperature of a superconducting material. A large class of superconductors are currently well-understood as arising from electrons in a metal interacting with spatial fluctuations in the ionic lattice. Such superconductors are often referred to as conventional superconductors and examples include many elemental superconductors such as aluminium and lead. Their critical temperatures are typically of the order $0.1-10 \mathrm{~K}$. There are, however, also superconductors with larger critical temperatures, all the way up towards 140 K [14]. The mechanism leading to superconductivity in these types of superconductors is less understood. As we will return to later, it is generally believed that magnetic fluctuations play an important role.

Building a better understanding of currently known high-temperature superconductors could be a pathway towards further optimization leading to realization of a room-temperature superconductor. Another, more recent, potential pathway towards room-temperature superconductivity relies on large pressures to stabilize new materials containing light elements such as hydrogen. The presence of the light ions can lead to a very large energy scale for the associated lattice vibrations, which can set a large energy scale for the superconducting critical temperature [15]. In such systems, roomtemperature superconductivity, at least for a somewhat chilly room keeping $15^{\circ} \mathrm{C}$, has recently been achieved [16]. Unfortunately, the somewhat chilly room also needs to have a pressure six order of magnitude larger than atmospheric pressure. Rather than trying to increase the critical temperature, the new challenge is then to be able to lower the necessary pressure.

In addition to the potential applications listed above, superconductors can also be useful within the field of spintronics. This field aims to use spin, rather than charge, to store and transport information for computational purposes [17]. Spins have actually already been used to store information for quite a long time. In normal hard drives, information is encoded through the direction of the magnetization in magnetic domains, determined by the direction of the spins in the domain which align to create the magnetization. Information can then be written to the hard-drive by driving a current, pro-
ducing a magnetic field that can switch the direction of a magnetic domain. Reading of the encoded information can be achieved through the use of a material with large magnetoresistance, i.e. a material whose electrical resistance is strongly influenced by the presence of a magnetic field. Placing such a material close to a magnetic domain and attempting to drive a current through the material, one can then obtain information about the magnetic domain. Large magnetoresistance can be achieved in structures consisting of metallic magnets separated by nonmagnetic metals. This effect is named giant magnetoresistance (GMR) and was discovered by Fert and Grünberg, leading to them being awarded the Nobel prize in physics in 2007 [18, 19 .

GMR relies on electrons experiencing spin-dependent scattering when moving through a magnetic metal. If e.g. electrons with spins aligned with the background field in the magnetic material tend to scatter more, electrons with spins anti-aligned with the background field will easier move through the material and better contribute to the conductivity. In a structure consisting of a single nonmagnetic metal sandwiched between two magnetic metals that prefer to have anti-aligned magnetization, both spin-up and spin-down electrons will scatter strongly on their way through the structure, leading to a large resistance. However, if an external field is used to align the magnetization in the two materials, the structure will have a lower resistance as electrons with a specific spin-direction are able to float through the system without experiencing strong scattering. The resistance of the structure can, in other words, be strongly affected by an applied magnetic field. If we further fix the direction of one of the magnets, the resistance becomes dependent on the direction of the applied field: The field can either leave the magnetization of the second magnet unchanged, or it can reverse it. Bringing such a structure close to a magnetic domain in a hard drive, the resistance through the structure will then depend on the direction of the magnetic domain and we are able to read out information from the hard-drive.

The spin-property of electrons is clearly already of importance for information storage. It is, however, also possible to use spin signals to transport information through so-called spin currents. A spin current can simply be a spin-polarized version of a normal electron current, meaning an electron current consisting of e.g. more electrons with spin-up than spin-down. Such a spin current is naturally realized in magnetic metals. Similarly, it is also possible to realize an electronic pure spin current where electrons with opposite spins move in opposite directions. This can e.g. be realized in heavy
metals where electrons can be viewed as following curved trajectories where the direction of deviation from a straight line depends on the spin of the electrons. A charge current will then lead to a transverse pure spin current, which is known as the spin Hall effect [20, 21]. The reverse process, where a spin current generates a transverse charge current is known as the inverse spin Hall effect [21]. The inverse spin Hall effect is useful for indirectly detecting spin currents through their associated transverse charge currents.

An alternative way of transporting spin signals is through spin currents in magnetic insulators. There are then no moving electrons that can carry spin through the system, only localized spins that can fluctuate around their preferred direction. The spin signal then travels through the system like the effect of a puff of wind travelling through a grain field. As the signal is transported without any moving charge carriers, magnetic insulators can allow for low-loss transfer of information [22]. Spin currents in magnetic insulators can be generated by subjecting the magnet to an incoming electron spin current from a neighboring heavy metal, or by applying a temperature gradient to the system. In the latter case, more spin-fluctuations will be present in the warmer part of the system which will then spread out to the colder part of the system, giving rise to a spin current. Moreover, regardless of their origin, spin currents in magnetic insulators can be sent into a neighboring heavy metal where they can be detected through the inverse spin Hall effect.

Finally, another alternative for low-loss transportation of spin signals is superconducting spin currents. Such spin currents are of interest within the field of superconducting spintronics which aims to use the special properties of superconductors to improve the efficiency of spintronics devices [23, 24]. Combining superconductivity and spintronics does, however, typically also mean combining superconductivity and magnetism. As we will see later, superconductivity and magnetism are, unfortunately, normally not the best of friends. An important question within the field is therefore under what circumstances superconductivity and magnetism can coexists, as well as which interesting, and potentially useful, effects that can arise when such coexistence is achieved.

In this thesis, we first attempt to better understand how spin fluctuations can give rise to superconductivity. High-temperature superconductors, where spin fluctuations appear to be of importance, typically represent complex systems that it can be difficult to understand even when they are in their "normal" state above the superconducting critical temperature.

This motivates studying spin-fluctuation mediated superconductivity in systems that it might be easier to understand. We approach the problem of spin-fluctuations mediated superconductivity from the perspective of heterostructures consisting of magnetic insulators and conductors. Although the presence of an interface between two different materials in one way complicates the system, this approach to the problem also introduces certain clear advantages. The conduction electrons and magnetic fluctuations now have completely separate origin, in fact being hosted by two separate materials. It is then possible, both theoretically and experimentally, to pick the heterostructure apart to investigate the properties of the electrons and magnetic fluctuations decoupled from each other. This can aid in understanding the, potentially complex, physics that arise when they are brought together. Heterostructures also provide large possibilities for separately adjusting the properties of the metallic and magnetic materials, as well as how they couple to each other. This can increase the chance of realizing a parameter regime which is favorable for superconductivity, and also means that such heterostructures might provide a potential playground for gaining a better understanding of the relationship between superconductivity and spin fluctuations.

Further, in this thesis, we also study interplay between magnetism and different types of superconductors, as well as new ways of generating spin currents in magnetic insulators. We start the thesis by providing an introduction to magnetism and magnetic fluctuations in chapter 2 We then dive into superconductivity in chapter 3, also introducing the effect of magnetic fields on superconductors and briefly commenting on spin-fluctuation mediated superconductivity. In chapter 4, we move on to discussing in detail spin-fluctuation mediated superconductivity in heterostructures, which brings us to Papers [1-4]. Next, we introduce the concept of indirect exchange interaction in chapter 5 and make our way to Paper [5], discussing magnetic exchange interaction between ferromagnets mediated by a superconductor. We then further consider flatband systems and flatband superconductivity in chapter 6, leading up to the discussion of the critical magnetic field of flatband superconductors in Paper [6]. In chapter 7] we consider transport theory and coupling between flow of electrons and spin fluctuations, bringing us to Paper [7]. We end with concluding and highlighting possible paths for future work in chapter 8

## 2

## Magnetism

When applying a magnetic field to a material, the response of the material can differ. Considering a solid material consisting of periodically spaced atom cores with associated electrons, the atom cores themselves can provide magnetic moments that can interact with a magnetic field. More importantly, the electrons associated with the atoms carry a spin, which can provide the atoms with a much larger nonzero magnetic moment if there are one or more unpaired electrons, i.e. electrons in states that are not doubly occupied by electrons with opposite spin directions. Similarly, the orbital motion of electrons around the atom cores can also contribute to the net magnetic moment if such contributions do not sum up to zero. In a paramagnetic material, the dominant effect is that magnetic moments in the system align with an external magnetic field, making the material strengthen the applied field. The presence of a magnetic field can, however, also influence the orbital motion of electrons around the atom cores, setting up a magnetic field in the opposite direction of the applied field. This effect can be dominant if e.g. the electron contributions to the net magnetic moments of the atoms vanish. The material then becomes a diamagnet, which is a material that works against an applied magnetic field. Taking into account that the material may feature itinerant electrons, these electrons can also have their motion altered by an external field or align their magnetic moments with the field. The paramagnetic contributions from itinerant electrons are, however, limited by the fact that the magnetic field is only able to spin-polarize electrons close to the Fermi level. Despite this, such contributions can e.g. be important for the critical magnetic field of superconductors, which we will see in Chap. 3. The diamagnetic contributions from itinerant electrons are, normally, also small [25].

Both paramagnetic and diamagnetic materials become magnetized when exposed to a magnetic field. Another class of materials, ferromagnets, can host a net magnetic moment in the absence of an external field. Ferromagnetic insulators consist of localized magnetic moments that interact
with each other in a way that favors alignment of the magnetic moments. Although magnetic moments can simply interact with each other through dipole-dipole interactions, the dominant interactions in ferromagnetic insulators are so-called exchange interactions [26].

Exchange interactions arise from the symmetry restrictions of identical particles under exchange, allowing e.g. the spin state of a system to influence the spatial state. Considering for instance some two-electron system where the electrons repel each other through the Coulomb interaction, whether the electrons are in a spin-singlet or spin-triplet state will dictate whether their combined wave function is odd or even under exchange of their spatial coordinates. Even if the Hamiltonian is not spin-dependent, the energy of the two-particle system can depend on the affected spatial properties of the wave function, giving rise to an energy difference between the singlet and triplet states [25, 26]. The Hamiltonian describing the system can then be expressed in terms of dot product between the two spin operators $H \sim J \boldsymbol{S}_{1} \cdot \boldsymbol{S}_{2}$, where the exchange coupling $J$ is determined by the difference in energy between the singlet and triplet states.

In general, exchange couplings can favor both ferromagnetic and antiferromagnetic alignment of neighboring spins. They can arise from direct exchange as in the above example, but we can also have more complicated indirect interactions, which we will return to in Chap. 5 If the interaction between neighboring magnetic moments favors anti-alignment, rather than alignment, the material can be an antiferromagnet where neighboring spins are anti-aligned. The material does then not feature a net magnetic moment, but there is still magnetic order in the system. Although antiferromagnets may seem like simply a combination of two oppositely aligned ferromagnets, we will see in this chapter that this is far from the full story. Similarly, other types of interaction or additional interaction between e.g. next-nearest neighbors can give rise to different types of magnetic order. One example is Dzyaloshinskii-Moriya interaction, normally arising due to the presence of spin-orbit coupling in the system, which favors neighboring spins to be orthogonal to each other.

Moreover, metallic systems can also feature magnetic order. The magnetic order can arise from localized magnetic moments as before, or from the itinerant electrons themselves. Similarly to localized electrons, the spins of itinerant electrons may interact in ways favoring e.g. alignment of spins, which can make the electrons stay more away from each other and thereby reduce the effect of Coulomb repulsion. Starting with a spin-degenerate sys-
tem of itinerant electrons filling up the states below the Fermi level, spinpolarizing the system requires emptying e.g. spin-down states below the Fermi level and filling spin-up states above the Fermi level. This leads to a kinetic energy cost which, in order for magnetization to take place, must be compensated by the potential energy gain associated with the spin-polarized state. While the potential energy gain will increase with the strength of the spin-dependent interaction, the associated kinetic energy cost will be lower for a larger density of states at the Fermi level, allowing more states to be filled above the Fermi level at a lower energy cost. The combination of sufficiently strong spin-dependent interaction and a sufficiently large density of states at the Fermi level can therefore lead to a magnetic state. This gives rise to the Stoner criterion for itinerant ferromagnetism [27]. For real materials, properly evaluating and satisfying this, seemingly simple, criterion for itinerant ferromagnetism may necessitate taking into account detailed band structures featuring more or less localized/itinerant electrons [25]. When modelling metallic ferromagnets, one often considers a system consisting of itinerant electrons coupled to fully localized spins displaying magnetic order, or simply itinerant electrons coupled to a background field of unspecified origin. As we will see in Chap. 5 the latter case is applied in Paper [5] where we consider ferromagnetic metals coupled together by a superconductor.

The focus of this chapter will be on magnetic insulators, which play an integral part in most of the papers included in this thesis. We start by discussing ferromagnetism in Sec. 2.1. where we introduce a spin-model for ferromagnetic insulators and investigate the excitations of this model within both a linear spin-wave and Schwinger boson framework. We then move on to an analogous discussion of antiferromagnetism in Sec. 2.2 .

### 2.1 Ferromagnetism

As described above, ferromagnetic materials contain magnetic moments that can spontaneously align in the absence of a magnetic field. An example of localized spins that align due to a ferromagnetic nearest-neighbor interaction, forming a net magnetization, is shown in Fig. 2.1.(a). Further, as displayed in Fig. 2.1 (b), the magnetic order is stable below some critical temperature $T_{C}$, which is called the Curie temperature of the material. Above this temperature, thermal fluctuations become too strong and over-


Figure 2.1: (a) Ferromagnet with localized spins that interact with nearest neighbors through an exchange interaction $J_{1}$. In (b), we show a sketch of the magnetization $M$ as a function of temperature $T$ for a ferromagnet. The magnetization decays with temperature, until it vanishes at the Curie temperature $T_{C}$.
power the tendency of ordering in the system.
Rather than all spin being aligned in the same direction, ferromagnets in reality often break up into domains with different direction of magnetization. We will in the following consider the physics of a single uniform domain. Further, ferromagnetic insulators often include nonmagnetic atoms in addition to the atoms giving rise to the localized magnetic moments. When modelling the system, we simply focus on the localized spins and the interaction between them.

To describe a ferromagnetic insulator of the type in Fig. 2.1(a), we will start out from a spin Hamiltonian on the form

$$
\begin{equation*}
H_{\mathrm{FMI}}=-J_{1} \sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle} \boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}}-K \sum_{\boldsymbol{i}} S_{\boldsymbol{i} z}^{2}-h \sum_{\boldsymbol{i}} S_{\boldsymbol{i} z} . \tag{2.1}
\end{equation*}
$$

Here, $\boldsymbol{S}_{\boldsymbol{i}}$ represents a localized quantum spin located at lattice site $\boldsymbol{i}$ which interacts with its nearest neighbors $\boldsymbol{S}_{\boldsymbol{j}}$ in all directions so that each nearest neighbor bond is double-counted when we sum over the lattice sites. We will, for simplicity, assume that the lattice is a simple $d$-dimensional cubic lattice. We have also added the potential effect of an external magnetic field favoring the spins to align in the $z$-direction, as well as an easy-axis anisotropy term
proportional to $K$. This anisotropy term captures the possibility that some specific ordering axis can be more favorable than others. Such spin-space anisotropy can originate with e.g. spin-orbit coupling arising from the orbital motion of electrons in the electric field of the crystal, whose effect will be influenced by the crystal symmetry [28].

In order to analyze the above spin Hamiltonian, one often attempts to simplify the problem through some approximate procedure. We start with introducing the approach to the problem which is referred to as linear spinwave theory.

### 2.1.1 Linear spin wave theory

We start out from an assumption that the ferromagnetic system is close to a fully ordered state where all spins point in the same direction, representing the ground state of the system. It should then be possible to describe the system as a fully ordered state combined with deviations away from the fully ordered state. This is achieved through the linearized Holstein-Primakoff transformation [29]

$$
\begin{align*}
& S_{i+}=\sqrt{2 S-a_{i}^{\dagger} a_{i}} a_{i} \approx \sqrt{2 S} a_{i}  \tag{2.2a}\\
& S_{i-}=a_{i}^{\dagger} \sqrt{2 S-a_{i}^{\dagger} a_{i}} \approx \sqrt{2 S} a_{i}^{\dagger}  \tag{2.2b}\\
& S_{i z}=S-a_{i}^{\dagger} a_{i} \tag{2.2c}
\end{align*}
$$

where $a_{i}^{\dagger}$ is a bosonic creation operator, lowering the $z$-direction spin quantum number at lattice site $\boldsymbol{i}$. In the absence of of such bosons, the system is simply in its fully ordered state with $S_{i z}=S$. Assuming that deviations away from this state are small, we have expanded the square roots to linear order in the boson operators.

For a spin- $\frac{1}{2}$ system, a lowering of the $z$-direction spin quantum number leads to a complete flip of the localized spin. Although such localized spin-flips (or partly flips for $S>1 / 2$ ) may seem like natural excitations of an ordered ferromagnet, such spin-flips are energetically costly due to the ferromagnetic exchange interaction between nearest neighbors, and they are not eigenexcitations of the system. In order to obtain the eigenexcitations, we need to introduce Fourier-transformed bosonic operators

$$
\begin{equation*}
a_{\boldsymbol{q}}=\frac{1}{\sqrt{N}} \sum_{i} a_{\boldsymbol{i}} e^{i \boldsymbol{q} \cdot \boldsymbol{r}_{\boldsymbol{i}}} \tag{2.3}
\end{equation*}
$$

where $N$ is the number of lattice sites in the system. These new excitations represent delocalized spin-flips, which are collective excitations referred to as magnons. While magnons carrying finite momentum $\boldsymbol{q}$ represent spinwaves travelling through the system, the special case of a magnon with $\boldsymbol{q} \rightarrow 0$ corresponds to a macroscopically small uniform deviation of the spindirection. The latter type of excitations have an energy cost of the order $K$ or $h$ in the presence of easy-axis anisotropy or a magnetic field. Such excitations can be much less costly than localized spin-flip excitations that come with an energy cost of the order $J_{1}$.

Inserting the linearized Holstein-Primakoff transformation, Fourier transforming the original spin-flip operators, and disregarding constant terms, our initial spin Hamiltonian can be expressed as

$$
\begin{equation*}
H_{\mathrm{FMI}}=\sum_{\boldsymbol{q}} \omega_{\boldsymbol{q}} a_{\boldsymbol{q}}^{\dagger} a_{\boldsymbol{q}} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{\boldsymbol{q}}=2 K S+2 S J_{1} z_{1}\left(1-\gamma_{\boldsymbol{q}}\right)+h, \tag{2.5}
\end{equation*}
$$

and $\gamma_{\boldsymbol{q}}=\frac{1}{z_{1}} \sum_{\boldsymbol{\delta}_{1}} e^{i \boldsymbol{q} \cdot \boldsymbol{\delta}_{1}}$. Here, we have denoted the number of nearest neighbors by $z_{1}$, while the sum over $\boldsymbol{\delta}_{1}$ is a sum over nearest neighbor vectors. The magnon excitation energies $\omega_{\boldsymbol{q}}$ are presented as a function of momentum in Fig. 2.2 (a) and (b). Around the Brillouin zone center, we see that the magnons follow a quadratic dispersion relation. In (b), we highlight that taking $K>0$ opens a gap in the magnon spectrum. The quantity $a$ is here the lattice constant.

The magnetization in the system can further be expressed as

$$
\begin{equation*}
M=\frac{1}{N} \sum_{\boldsymbol{i}}\left\langle S_{\boldsymbol{i}, z}\right\rangle=S-\frac{1}{N} \sum_{\boldsymbol{q}} b\left(\omega_{\boldsymbol{q}}\right), \tag{2.6}
\end{equation*}
$$

where $b\left(\omega_{\boldsymbol{q}}\right)$ is a Bose-distribution. Assuming a gapless magnon spectrum, one can then show that the correction term to the magnetization diverges at


Figure 2.2: Dispersion relation for ferromagnetic magnons living in two dimensions with $q_{y} a=0, S=1$, and $h=0$. For the purple curves in (a) and (b), we have set the easy-axis anisotropy to zero. In (b), we also show that a nonzero easy-axis anisotropy opens a gap in the magnon spectrum.
finite temperature for dimensions smaller than 3 , indicating that there is no magnetic order in this case. This is consistent with the Hohenberg-MerminWagner theorem [30, 31], which states that continuous symmetries cannot be spontaneously broken at finite temperatures if the system is one- or twodimensional and the involved interactions are sufficiently short-ranged. As a gapless magnon spectrum corresponds to our spin Hamiltonian featuring a continuous spin-rotational symmetry, this symmetry of the Hamiltonian must be spontaneously broken for the spins of the system to order in a specific direction. We then need a three-dimensional system to achieve long-range order above zero temperature. The Hohenberg-Mermin-Wagner theorem can, however, be circumvented by explicitly breaking the continuous spin-rotational symmetry through e.g. introducing easy-axis anisotropy in the system. Magnetic ordering at nonzero temperatures is then no longer restricted to three-dimensional systems.

### 2.1.2 Schwinger bosons

The spin Hamiltonian in Eq. (2.1) can also be treated by rewriting the spin operators in terms of Schwinger bosons operators. A potential advantage of this approach is that we are not restricted to studying the system close to a fully ordered state. Through this approach, one can, in fact, even study


Figure 2.3: Spin state at a lattice site as a function of the occupation of Schwinger bosons with spin $\uparrow$ and $\downarrow$. For a given spin quantum number $S$, the state where the $z$-component of the spin is maximized is located along the $x$-axis of the figure.
disordered magnetic phases. Schwinger bosons also allow for a straightforward generalization from spin-systems with $\mathrm{SU}(2)$ symmetries to systems with $\operatorname{SU}\left(N^{\prime}\right)$ symmetry. In contrast to the spin wave approach, which relies on a sufficiently large $S$, Schwinger bosons approaches are large $N^{\prime}$ approximations [32].

In terms of Schwinger bosons, the spin operators take the form

$$
\begin{align*}
& S_{\boldsymbol{i +}}=a_{\boldsymbol{i} \uparrow}^{\dagger} a_{\boldsymbol{i} \downarrow}  \tag{2.7a}\\
& S_{\boldsymbol{i}-}=a_{\boldsymbol{i} \downarrow}^{\dagger} a_{\boldsymbol{i} \uparrow}  \tag{2.7b}\\
& S_{\boldsymbol{i} z}=\frac{1}{2}\left(a_{\boldsymbol{i} \uparrow}^{\dagger} a_{\boldsymbol{i} \uparrow}-a_{\boldsymbol{i} \downarrow}^{\dagger} a_{\boldsymbol{i} \downarrow}\right), \tag{2.7c}
\end{align*}
$$

where $a_{i \sigma}^{\dagger}$ creates a Schwinger boson with spin $\sigma$. How the spin state at a given lattice site depends on the occupation of Schwinger bosons is displayed in Fig. 2.3. It further follows that

$$
\begin{equation*}
a_{\boldsymbol{i} \uparrow}^{\dagger} a_{\boldsymbol{i} \uparrow}+a_{\boldsymbol{i} \downarrow}^{\dagger} a_{i \downarrow}=2 S, \tag{2.8}
\end{equation*}
$$

on each lattice site. Notably, this restriction on the total boson number associated with a lattice site is an equality, rather than the inequality $0 \leq$
$a_{i}^{\dagger} a_{i} \leq 2 S$ that restricts the number of bosons per site within the spin-wave framework.

In order to analyze the ferromagnet Hamiltonian, we next introduce the ferromagnetic bond operators [33, 34]

$$
\begin{equation*}
B_{\boldsymbol{i} \boldsymbol{j}}=\frac{1}{2}\left(a_{\boldsymbol{i} \uparrow} a_{\boldsymbol{j} \uparrow}^{\dagger}+a_{\boldsymbol{i} \downarrow} a_{\boldsymbol{j} \downarrow}^{\dagger}\right), \tag{2.9}
\end{equation*}
$$

allowing us to write

$$
\begin{equation*}
H_{\mathrm{FMI}}=N z_{1} J_{1} S(S+1)-2 J_{1} \sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle} B_{\boldsymbol{i} j}^{\dagger} B_{\boldsymbol{i} \boldsymbol{j}}-K \sum_{\boldsymbol{i}} S_{\boldsymbol{i} z}^{2}-h \sum_{\boldsymbol{i}} S_{\boldsymbol{i} \boldsymbol{z}} . \tag{2.10}
\end{equation*}
$$

We then express the bond operators in terms of mean-field values and deviations

$$
\begin{equation*}
B_{\boldsymbol{i} \boldsymbol{j}}=\left\langle B_{\boldsymbol{i} \boldsymbol{j}}\right\rangle+\left(B_{\boldsymbol{i} \boldsymbol{j}}-\left\langle B_{\boldsymbol{i} \boldsymbol{j}}\right\rangle\right)=\left\langle B_{\boldsymbol{i} \boldsymbol{j}}\right\rangle+\delta B_{\boldsymbol{i} \boldsymbol{j}} \tag{2.11}
\end{equation*}
$$

Neglecting quadratic terms in the deviations, we can then write

$$
\begin{equation*}
B_{\boldsymbol{i} j}^{\dagger} B_{\boldsymbol{i} \boldsymbol{j}} \approx\left\langle B_{\boldsymbol{i} \boldsymbol{j}}^{\dagger}\right\rangle B_{\boldsymbol{i} \boldsymbol{j}}+\left\langle B_{\boldsymbol{i} \boldsymbol{j}}\right\rangle B_{\boldsymbol{i} \boldsymbol{j}}^{\dagger}-\left\langle B_{\boldsymbol{i} \boldsymbol{j}}^{\dagger}\right\rangle\left\langle B_{\boldsymbol{i} \boldsymbol{j}}\right\rangle \tag{2.12}
\end{equation*}
$$

Similarly, we can also introduce a similar mean-field decoupling for $S_{i, z}$ in order to treat the easy-axis anisotropy term. Relaxing the constraint in 2.8 to only hold for the average values of the Schwinger boson numbers, and enforcing this constraint through the introduction of a Lagrange multiplier $\lambda$, the Hamiltonian can now be expressed as

$$
\begin{align*}
& H_{\mathrm{FMI}}=\lambda \sum_{\boldsymbol{i}}\left(a_{\boldsymbol{i} \uparrow}^{\dagger} a_{\boldsymbol{i} \uparrow}+a_{\boldsymbol{i} \downarrow}^{\dagger} a_{\boldsymbol{i} \downarrow}-2 S\right)+N z_{1} J_{1} S(S+1) \\
& -2 J_{1} \sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle}\left[\left\langle B_{\boldsymbol{i} \boldsymbol{j}}^{\dagger}\right\rangle B_{\boldsymbol{i} \boldsymbol{j}}+\left\langle B_{\boldsymbol{i} \boldsymbol{j}}\right\rangle B_{\boldsymbol{i j}}^{\dagger}\right]+2 J_{1} \sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle}\left\langle B_{\boldsymbol{i j}}^{\dagger}\right\rangle\left\langle B_{\boldsymbol{i} \boldsymbol{j}}\right\rangle  \tag{2.13}\\
& -2 K \sum_{\boldsymbol{i}}\left\langle S_{\boldsymbol{i} z}\right\rangle S_{\boldsymbol{i} \boldsymbol{z}}+K \sum_{\boldsymbol{i}}\left\langle S_{\boldsymbol{i} \boldsymbol{z}}\right\rangle^{2}-h \sum_{\boldsymbol{i}} S_{\boldsymbol{i} \boldsymbol{z}} .
\end{align*}
$$

We then take $\left\langle B_{i \boldsymbol{j}}\right\rangle=\left\langle B_{\boldsymbol{i}}^{\dagger}\right\rangle=\mathcal{B}$, where $\mathcal{B}$ is constant and real. Similarly, we also take $\left\langle S_{i, z}\right\rangle=M$. We can then insert the expression for $B_{\boldsymbol{i} \boldsymbol{j}}$ in terms of
the Schwinger boson operators and introduce the Fourier transformation of the operators. This leads us to the diagonalized Hamiltonian

$$
\begin{align*}
& H_{\mathrm{FMI}}=N z_{1} J_{1} S(S+1)+2 J_{1} N z_{1} \mathcal{B}^{2}-2 S \lambda N+N K M^{2} \\
& +\sum_{\boldsymbol{q} \sigma} \omega_{\boldsymbol{q} \sigma} a_{\boldsymbol{q} \sigma}^{\dagger} a_{\boldsymbol{q} \sigma} \tag{2.14}
\end{align*}
$$

where

$$
\begin{equation*}
\omega_{\boldsymbol{q} \sigma}=\lambda-2 \mathcal{B} J_{1} z_{1} \gamma_{\boldsymbol{q}}-\frac{\sigma}{2}(2 K M+h) \tag{2.15}
\end{equation*}
$$

The Lagrange multiplier $\lambda$, and the mean-field parameters $\mathcal{B}$ and $M$ should be determined by minimizing the free energy. Several of the terms not involving any operators are therefore still of relevance. We will go more into the minimization of the free energy when we get to the antiferromagnetic case. Here, we only quickly note that the magnetization can be expressed as

$$
\begin{equation*}
M=\frac{1}{N} \sum_{i}\left\langle S_{i z}\right\rangle=\frac{1}{2 N} \sum_{\boldsymbol{q}}\left(\left\langle a_{\boldsymbol{q} \uparrow}^{\dagger} a_{\boldsymbol{q} \uparrow}\right\rangle-\left\langle a_{\boldsymbol{q}_{\downarrow}}^{\dagger} a_{\boldsymbol{q} \downarrow}\right\rangle\right) . \tag{2.16}
\end{equation*}
$$

Within this framework, ferromagnetic order is, in the thermodynamic limit, signalled by Bose-Einstein condensation of Schwinger bosons with $\boldsymbol{q}=\mathbf{0}$. For ordering along the $z$-axis, we then have condensation of either spin- $\uparrow$ or spin- $\downarrow$ Schwinger bosons. A macroscopic number of e.g. spin- $\uparrow$ magnons with $\boldsymbol{q}=\mathbf{0}$ and no spin- $\downarrow$ magnons then corresponds to a uniform state where all spins point in the positive $z$-direction.

### 2.2 Antiferromagnetism

After having introduced ferromagnetism and ferromagnetic excitations, we are ready to move on to antiferromagnetism. In Fig. 2.4 (a), we show an example of localized spins that interact with nearest and next-nearest neighbors, forming an antiferromagnetic state. For a dominant antiferromagnetic nearest neighbor interaction, a ferromagnetic next-nearest neighbor interaction will help stabilize the antiferromagnetic state, while an antiferromagnetic next-nearest neighbor interaction acts as a frustration. The
(a)

(b)


Figure 2.4: (a) Antiferromagnet with localized spins that interact with nearest neighbors and next-nearest neighbors through exchange interactions $J_{1}$ and $J_{2}$. In (b), we show a sketch of the sublattice magnetization $M_{A}$ as a function of temperature $T$ for an antiferromagnet. Similar to the ferromagnet, the magnetization decays with temperature. The critical temperature where magnetic ordering is lost is called the Néel temperature $T_{\mathrm{N}}$.
checkerboard antiferromagnetic state shown in this figure is known as a Néel state. Although the net magnetization vanishes, we can divide the lattice up into two sublattices $(A$ and $B)$ which each features a nonzero sublattice magnetization. As displayed in Fig. 2.4 (b), the sublattice magnetization vanishes above a critical temperature referred to as the Néel temperature $T_{\mathrm{N}}$.

In order to model an antiferromagnetic insulator, we start out from a spin Hamiltonian similar to the one we used in the previous section

$$
\begin{equation*}
H_{\mathrm{AFMI}}=J_{1} \sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle} \boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}}+J_{2} \sum_{\langle\langle\boldsymbol{i}, \boldsymbol{j}\rangle\rangle} \boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}}-K \sum_{\boldsymbol{i}} S_{\boldsymbol{i} z}^{2}-h \sum_{\boldsymbol{i}} S_{\boldsymbol{i}, z}, \tag{2.17}
\end{equation*}
$$

where the spin are, again, taken to live on a $d$-dimensional simple cubic lattice. We have now introduced an additional interaction between nextnearest neighbors and reversed the sign in front of the first term in order for $J_{1}>0$ to correspond to an antiferromagnetic coupling between nearest neighbors.

The fully ordered Néel state is, indeed, the classical ground state of the system. However, in contrast to the situation we had for the ferromag-
net, the classical ground state is in this case not the ground state, or even an eigenstate, of the quantum Hamiltonian. This is easily seen by writing $\boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}}=\frac{1}{2}\left(S_{\boldsymbol{i}+} S_{\boldsymbol{j}-}+S_{\boldsymbol{i -}} S_{\boldsymbol{j}+}\right)+S_{\boldsymbol{i} z} S_{\boldsymbol{j} z}$ and inspecting the nearest neighbor term. For a ferromagnet state, combinations of ladder operators such as $S_{\boldsymbol{i}+} S_{\boldsymbol{j}-}$ give vanishing contributions when acting on two neighboring spins polarized in the same direction. However, for a Néel state, $S_{i+} S_{j-}$ may change the state of the system when acting on two oppositely polarized spins, making the Néel state not an eigenstate of the quantum Hamiltonian.

Despite the fact that the Néel state is not an eigenstate of the Hamiltonian, we must keep in mind that we are trying to describe an antiferromagnet featuring a net magnetization on each sublattice. In order for our choice of Hamiltonian to be sensible, the ground state should also feature a net magnetization associated with each sublattice and therefore not be too different from a Néel state. When treating the Hamiltonian within the linear spin wave framework, we therefore consider a fully ordered checkerboard state combined with small deviations away from this state.

### 2.2.1 Linear spin wave theory

For each sublattice, the linearized Holstein-Primakoff transformation now takes the form

$$
\begin{array}{ll}
S_{\boldsymbol{i}+}^{A}=\sqrt{2 S-a_{\boldsymbol{i}}^{\dagger} a_{\boldsymbol{i}}} a_{\boldsymbol{i}} \approx \sqrt{2 S} a_{\boldsymbol{i}}, & S_{\boldsymbol{j}+}^{B}=b_{\boldsymbol{j}}^{\dagger} \sqrt{2 S-b_{\boldsymbol{j}}^{\dagger} b_{\boldsymbol{j}}} \approx \sqrt{2 S} b_{\boldsymbol{j}}^{\dagger} \\
S_{\boldsymbol{i}-}^{A}=a_{\boldsymbol{i}}^{\dagger} \sqrt{2 S-a_{\boldsymbol{i}}^{\dagger} a_{\boldsymbol{i}}} \approx \sqrt{2 S} a_{\boldsymbol{i}}^{\dagger}, & S_{\boldsymbol{j}-}^{B}=\sqrt{2 S-b_{\boldsymbol{j}}^{\dagger} b_{\boldsymbol{j}}} b_{\boldsymbol{j}} \approx \sqrt{2 S} b_{\boldsymbol{j}} \\
S_{\boldsymbol{i} z}^{A}=S-a_{\boldsymbol{i}}^{\dagger} a_{\boldsymbol{i}}, & S_{\boldsymbol{j} \boldsymbol{z}}^{B}=-S+b_{\boldsymbol{j}}^{\dagger} b_{\boldsymbol{j}} . \tag{2.18c}
\end{array}
$$

Using this transformation, we rewrite the spin operators in our Hamiltonian in terms of bosonic operators before we, once again, introduce the Fourier transformation of the localized bosonic operators

$$
\begin{equation*}
a_{\boldsymbol{i}}=\frac{1}{\sqrt{N_{A}}} \sum_{\boldsymbol{q}} a_{\boldsymbol{q}} e^{-i \boldsymbol{q} \cdot \boldsymbol{r}_{\boldsymbol{i}}}, \quad b_{\boldsymbol{i}}=\frac{1}{\sqrt{N_{B}}} \sum_{\boldsymbol{q}} b_{\boldsymbol{q}} e^{-i \boldsymbol{q} \cdot \boldsymbol{r}_{\boldsymbol{i}}} \tag{2.19}
\end{equation*}
$$

where $N_{A}=N_{B}=N / 2$. As the localized bosonic operators, in this case, are associated with the sublattices of the full lattice, the delocalized spin-flip


Figure 2.5: (a) Unit cell for the full lattice and a sublattice, with corresponding Brillouin zones in (b). The Brillouin zone corresponding to the sublattices is rotated and shrunk by a factor $\sqrt{2}$.
magnons live in a reduced Brillouin zone, as displayed in Fig. 2.5
Neglecting constant terms, we now have

$$
\begin{align*}
H_{\mathrm{AFMI}}=\sum_{\boldsymbol{q}}[ & C_{\boldsymbol{q}}\left(a_{\boldsymbol{q}}^{\dagger} a_{\boldsymbol{q}}+b_{\boldsymbol{q}}^{\dagger} b_{\boldsymbol{q}}\right)+h\left(a_{\boldsymbol{q}}^{\dagger} a_{\boldsymbol{q}}-b_{\boldsymbol{q}}^{\dagger} b_{\boldsymbol{q}}\right)  \tag{2.20}\\
& \left.+D_{\boldsymbol{q}}\left(a_{\boldsymbol{q}}^{\dagger} b_{-\boldsymbol{q}}^{\dagger}+a_{\boldsymbol{q}} b_{-\boldsymbol{q}}\right)\right]
\end{align*}
$$

where

$$
\begin{align*}
C_{\boldsymbol{q}} & =2 S J_{1} z_{1}+2 S K-2 S J_{2} z_{2}\left(1-\tilde{\gamma}_{\boldsymbol{q}}\right)  \tag{2.21a}\\
D_{\boldsymbol{q}} & =2 S J_{1} z_{1} \gamma_{\boldsymbol{q}} \tag{2.21b}
\end{align*}
$$

Here, $\tilde{\gamma}_{\boldsymbol{q}}=\frac{1}{z_{2}} \sum_{\boldsymbol{\delta}_{2}} e^{i \boldsymbol{q} \cdot \boldsymbol{\delta}_{2}}$ where the sum covers next-nearest neighbor vectors. As we now see, a Fourier transformation is not sufficient to diagonalize our antiferromagnetic Hamiltonian. If we had taken $J_{1}=0$ and relied on a ferromagnetic next-nearest neighbor interaction $J_{2}<0$ as well as e.g. some staggered magnetic field to produce a Néel phase, the story would have ended here. Our system would simply consist of two decoupled ferromagnets. As we, instead, are studying two strongly coupled sublattices, we need to introduce an additional Bogoliubov transformation


Figure 2.6: Dispersion relation for antiferromagnetic magnons living in two dimensions with $q_{y} a=0, S=1$, and $h=0$. For the purple curves in (a) and (b), we have set the easy-axis anisotropy to zero. In (b), we show that a nonzero easy-axis anisotropy now not only opens a gap in the magnon spectrum, but also leads to the dispersion relation being quadratic instead of linear around the Brillouin zone center.

$$
\begin{align*}
a_{\boldsymbol{q}} & =u_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}+v_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger},  \tag{2.22a}\\
b_{-\boldsymbol{q}}^{\dagger} & =u_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}+v_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}, \tag{2.22b}
\end{align*}
$$

where $u_{\boldsymbol{q}}^{2}-v_{\boldsymbol{q}}^{2}=1$. Inverting these expressions, we obtain

$$
\begin{align*}
\alpha_{\boldsymbol{q}} & =u_{\boldsymbol{q}} a_{\boldsymbol{q}}-v_{\boldsymbol{q}} b_{-\boldsymbol{q}}^{\dagger}  \tag{2.23a}\\
\beta_{-\boldsymbol{q}}^{\dagger} & =u_{\boldsymbol{q}} b_{-\boldsymbol{q}}^{\dagger}-v_{\boldsymbol{q}} a_{\boldsymbol{q}}, \tag{2.23b}
\end{align*}
$$

showing that e.g. annihilating an $\alpha$ magnon is a combination of removing a delocalized spin-flip from the $A$-sublattice and adding a delocalized spinflip to the $B$-sublattice. Both these processes increase the $z$-direction spin quantum number, meaning that $\alpha$ magnons carry a spin polarized in the negative $z$-direction. Similarly, we see that $\beta$ magnons carry a spin polarized in the positive $z$-direction.

Taking


Figure 2.7: (a) Coherence factors $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$ for antiferromagnetic magnons living in two dimensions with $q_{y} a=0, S=1$, and $K / J_{1}=10^{-3}$. In (b), we show how $u_{\boldsymbol{q}}$ varies with the next-nearest neighbor interaction $J_{2}$. For $J_{2}>0$, acting as a frustration, the curve becomes flatter.

$$
\begin{equation*}
u_{\boldsymbol{q}}=\frac{1}{\sqrt{2}} \sqrt{\frac{C_{\boldsymbol{q}}}{\omega_{\boldsymbol{q}}}+1}, \quad v_{\boldsymbol{q}}=\frac{-1}{\sqrt{2}} \sqrt{\frac{C_{\boldsymbol{q}}}{\omega_{\boldsymbol{q}}}-1}, \tag{2.24}
\end{equation*}
$$

the Hamiltonian is finally diagonalized and put on the form

$$
\begin{equation*}
H_{\mathrm{AFMI}}=\sum_{\boldsymbol{q}}\left(\omega_{\boldsymbol{q} \alpha} \alpha_{\boldsymbol{q}}^{\dagger} \alpha_{\boldsymbol{q}}+\omega_{\boldsymbol{q} \beta} \beta_{\boldsymbol{q}}^{\dagger} \beta_{\boldsymbol{q}}\right) \tag{2.25}
\end{equation*}
$$

where $\omega_{\boldsymbol{q} \alpha}=\omega_{\boldsymbol{q}}+h, \omega_{\boldsymbol{q} \beta}=\omega_{\boldsymbol{q}}-h$, and

$$
\begin{equation*}
\omega_{\boldsymbol{q}}=\sqrt{C_{\boldsymbol{q}}^{2}-D_{\boldsymbol{q}}^{2}} \tag{2.26}
\end{equation*}
$$

The excitation energies for the $\alpha$ and $\beta$ magnons are presented as a function of momentum in Fig. 2.6 (a) and (b). When gapless, the dispersion relation is now linear, rather than quadratic, around the Brillouin zone center. When a gap in the spectrum is introduced through easy-axis anisotropy, the spectrum becomes quadratic in a region of size $q a \sim \sqrt{K / J_{1}}$ around the Brillouin zone center, before the linear behavior takes over.

Further, in Fig. 2.7 (a), we show how the Bogoliubov coefficients $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$, also referred to as coherence factors, depend on momentum. As
seen from this figure, $\left|u_{\boldsymbol{q}}\right|$ and $\left|v_{\boldsymbol{q}}\right|$ are both peaked at zero momentum, with opposite sign for $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$. At the peak, their magnitudes are similar and of the order $\left(\frac{J_{1}}{K}\right)^{1 / 4}$, diverging as $K \rightarrow 0$. For larger $q$, they approach $u_{\boldsymbol{q}}=1$ and $v_{\boldsymbol{q}}=0$. Introducing $J_{2}>0$, we further see in Fig. 2.7 (b) that the coherence factors decay more slowly as we move away from zero momentum.

As the coherence factors approach $u_{\boldsymbol{q}}=1$ and $v_{\boldsymbol{q}}=0$ for large $q$, we then simply have that $\alpha_{\boldsymbol{q}} \approx a_{\boldsymbol{q}}$ and $\beta_{\boldsymbol{q}} \approx b_{\boldsymbol{q}}$. The eigenexcitations of the antiferromagnet are then simply delocalized spin-flip excitations associated with a single sublattice. However, for small $q$ the coupling between the two sublattices makes its mark on the physics of the system, and the antiferromagnetic eigenexcitations are associated with spin fluctuations on both sublattices. The corresponding potential largeness of the magnitude of the magnon coherence factors for small $q$ can be of interest for the following reason. When coupling the spins of an antiferromagnet to some external system, the spin operators may be expressed in terms of sublattice spin-flip magnons, which again should be expressed in terms of the antiferromagnetic $\alpha$ and $\beta$ magnons. This introduces magnon coherence factors in the coupling to the external system, which may lead to a large coupling between the external system and the long-wavelength magnons of the antiferromagnet. As we will see when discussing the results of Paper [1], this effect relies on avoiding destructive interference between contributions from the two sublattices of the antiferromagnet. One way of avoiding such destructive interference is by coupling the external system to only one of the two sublattices of the antiferromagnet. This can be achieved through so-called uncompensated antiferromagnetic interfaces where only one of the two sublattices is exposed.

A simple picture for why it can be favorable to couple asymmetrically to the two sublattices of an antiferromagnet relies on expressing the vacuum state of antiferromagnetic eigenexcitations in terms of states produced by adding delocalized sublattice spin-flip excitations to the Néel state 35. The antiferromagnetic vacuum state, as well as e.g. a state hosting a single antiferromagnetic magnon, can then be expressed as a superposition of states with increasing number of sublattice spin-flip excitations of the type that diagonalized the ferromagnetic Hamiltonian. Sketches of the general structure of these superpositions are displayed in Fig. 2.8. As outlined in Ref. [35], these antiferromagnetic states can be viewed as so-called squeezed states. Importantly, large magnon coherence factors are associated with the superpositions having significant contributions from states featuring a large
(a)
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Figure 2.8: (a) Simple sketch of the general structure of the antiferromagnetic vacuum state expressed as a superposition of states arising from adding delocalized sublattice spin-flip excitations to the Néel state. Blue arrows here represent delocalized spin-flip excitations carrying spin polarized in the positive $z$-direction, corresponding to spin-flips on the $B$ sublattice. In (b), we similarly sketch the structure of an antiferromagnetic eigenstate featuring a single $\beta$ magnon. The figure is adapted from Refs. [1] and 35].
number of sublattice spin-flip magnons. A simple picture is then that a state with a single long-wavelength antiferromagnetic magnon may be associated with a large number of oppositely acting spin-flip excitations living on the two sublattices of the antiferromagnet, which can give rise to a strong interaction when coupling to only one of the two sublattices.

Finally, we also note that the magnetization on sublattice $A$ can be expressed as

$$
\begin{equation*}
M_{A}=\frac{1}{N_{A}} \sum_{\boldsymbol{i} \in A}\left\langle S_{\boldsymbol{i}, z}^{A}\right\rangle=S-\frac{1}{N_{A}} \sum_{\boldsymbol{q}}\left\langle a_{\boldsymbol{q}}^{\dagger} a_{\boldsymbol{q}}\right\rangle \tag{2.27}
\end{equation*}
$$

We then need to insert the additional Bogoliubov transformation, leading to

$$
\begin{equation*}
M_{A}=S-\frac{1}{N_{A}} \sum_{\boldsymbol{q}}\left[u_{\boldsymbol{q}}^{2}\left\langle\alpha_{\boldsymbol{q}}^{\dagger} \alpha_{\boldsymbol{q}}\right\rangle+v_{\boldsymbol{q}}^{2}\left\langle\beta_{\boldsymbol{q}}^{\dagger} \beta_{\boldsymbol{q}}\right\rangle+v_{\boldsymbol{q}}^{2}\right] \tag{2.28}
\end{equation*}
$$

Unlike for the ferromagnet, we now have quantum fluctuations in the system. For a spin-space isotropic and two-dimensional antiferromagnet with
$J_{2}=0$, the zero-temperature correction to the sublattice magnetization is around 0.2 [36]. For the same system in one dimension, the zero-temperature corrections diverge. Going to nonzero temperature, one can further, similarly to the case of the ferromagnet, show that the correction terms diverge for spin-space isotropic antiferromagnets in dimensions less than 3.

### 2.2.2 Schwinger bosons

As we did for the ferromagnet, we will also treat the antiferromagnetic Hamiltonian in Eq. (2.17) within a Schwinger boson framework. We will here follow the approach in Paper [3], neglecting the effect of a magnetic field. In this paper, we considered the effect of coupling an external system, symmetrically or asymmetrically, to the two sublattices of the AFMI. We then found it useful to define different Schwinger bosons for the two sublattices of the AFMI [37], simplifying the treatment of the separate scattering terms arising from each sublattice. When describing an isolated antiferromagnetic system, one normally works with Schwinger bosons that are defined equally on all lattice sites, elegantly describing different magnetic phases within a unified framework [38-41].

In Paper [3], varying the definition of the two sublattices, we provided two separate treatments of a Néel phase and a so-called stripe phase. The latter phase arises from a dominant antiferromagnetic next-nearest neighbor interaction, forcing next-nearest neighboring spins to be anti-aligned. For $J_{1}=0$, the system can then be divided up into two decoupled Néel antiferromagnets where each Néel antiferromagnet lives on a set of lattice sites that are connected by next-nearest neighbor vectors. Introducing nearest neighbor interaction in the system, the two Néel antiferromagnets are coupled together, giving rise to a stripe pattern [39]. An example of such a pattern is shown in Fig. 2.9. In the following discussion we, however, restrict ourselves to a Schwinger boson treatment of the Néel phase.

For the two sublattices of the antiferromagnet, we introduce

$$
\begin{align*}
S_{\boldsymbol{i}+}^{A} & =a_{\boldsymbol{i} \uparrow}^{\dagger} a_{\boldsymbol{i} \downarrow}, & S_{\boldsymbol{i}+}^{B}=-b_{\boldsymbol{i} \downarrow}^{\dagger} b_{\boldsymbol{i} \uparrow},  \tag{2.29a}\\
S_{\boldsymbol{i}-}^{A} & =a_{i \downarrow}^{\dagger} a_{\boldsymbol{i} \uparrow}, & S_{\boldsymbol{i}-}^{B}=-b_{\boldsymbol{i} \uparrow}^{\dagger} b_{\boldsymbol{i} \downarrow},  \tag{2.29b}\\
S_{\boldsymbol{i z}}^{A} & =\frac{1}{2}\left(a_{\boldsymbol{i} \uparrow}^{\dagger} a_{\boldsymbol{i} \uparrow}-a_{\boldsymbol{i} \downarrow}^{\dagger} a_{i \downarrow}\right), & S_{\boldsymbol{i z}}^{B}=-\frac{1}{2}\left(b_{\boldsymbol{i} \uparrow}^{\dagger} b_{\boldsymbol{i} \uparrow}-b_{\boldsymbol{i} \downarrow}^{\dagger} b_{\boldsymbol{i} \downarrow}\right) . \tag{2.29c}
\end{align*}
$$

On each site of the $A$-sublattice, we now have


Figure 2.9: Example of a stripe phase where next-nearest neighbors are anti-aligned due to a dominant antiferromagnetic next-nearest neighbor interaction $J_{2}$. In this section, we focus on the Néel phase.

$$
\begin{equation*}
2 S=\sum_{\alpha} a_{\boldsymbol{i} \alpha}^{\dagger} a_{\boldsymbol{i} \alpha} \tag{2.30}
\end{equation*}
$$

while we similarly, on each site of the $B$-sublattice, have

$$
\begin{equation*}
2 S=\sum_{\alpha} b_{\boldsymbol{i} \alpha}^{\dagger} b_{\boldsymbol{i} \alpha} \tag{2.31}
\end{equation*}
$$

The Hamiltonian can be expressed in terms of a set of bond operators

$$
\begin{align*}
A_{\boldsymbol{i} \boldsymbol{j}}^{1, A}=\frac{1}{2}\left(a_{\boldsymbol{i} \uparrow} b_{\boldsymbol{j} \uparrow}+a_{\boldsymbol{i} \downarrow} b_{\boldsymbol{j} \downarrow}\right), & A_{\boldsymbol{i j}}^{2, A}=\frac{1}{2}\left(a_{\boldsymbol{i} \uparrow} a_{\boldsymbol{j} \downarrow}-a_{\boldsymbol{i} \downarrow} a_{\boldsymbol{j} \uparrow}\right),  \tag{2.32a}\\
B_{\boldsymbol{i} \boldsymbol{j}}^{1, A}=\frac{1}{2}\left(a_{\boldsymbol{i} \downarrow} b_{\boldsymbol{j} \uparrow}^{\dagger}-a_{\boldsymbol{i} \uparrow} b_{\boldsymbol{j} \downarrow}^{\dagger}\right), & B_{\boldsymbol{i} \boldsymbol{j}}^{2, A}=\frac{1}{2}\left(a_{\boldsymbol{i} \uparrow} a_{\boldsymbol{j} \uparrow}^{\dagger}+a_{\boldsymbol{i} \downarrow} a_{\boldsymbol{j} \downarrow}^{\dagger}\right),  \tag{2.32b}\\
A_{\boldsymbol{i} \boldsymbol{j}}^{1, B}=\frac{1}{2}\left(-b_{\boldsymbol{i} \downarrow} a_{\boldsymbol{j} \downarrow}-b_{\boldsymbol{i} \uparrow} a_{\boldsymbol{j} \uparrow}\right), & A_{\boldsymbol{i} \boldsymbol{j}}^{2, B}=\frac{1}{2}\left(b_{\boldsymbol{i} \uparrow} b_{\boldsymbol{j} \downarrow}-b_{\boldsymbol{i} \downarrow} b_{\boldsymbol{j} \uparrow}\right),  \tag{2.32c}\\
B_{\boldsymbol{i} \boldsymbol{j}}^{1, B}=\frac{1}{2}\left(b_{\boldsymbol{i} \uparrow} a_{\boldsymbol{j} \downarrow}^{\dagger}-b_{\boldsymbol{i} \downarrow} a_{\boldsymbol{j} \uparrow}^{\dagger}\right), & B_{\boldsymbol{i} \boldsymbol{j}}^{2, B}=\frac{1}{2}\left(b_{\boldsymbol{i} \uparrow} b_{\boldsymbol{j} \uparrow}^{\dagger}+b_{\boldsymbol{i} \downarrow} b_{\boldsymbol{j} \downarrow}^{\dagger}\right), \tag{2.32~d}
\end{align*}
$$

Here, the $A$ operators describe antiferromagnetic bonds, while the $B$ operators describe ferromagnetic bonds [39, 40]. The index 1, 2 refers to nearest
neighbor and next-nearest neighbor bonds, while the index $A, B$ refers to whether the bond starts at the $A$ or $B$ sublattice. For instance, $A_{i j}^{1, A}$ represents an antiferromagnetic bond between nearest neighbors starting at the $A$ sublattice. For the Néel phase, the relevant bonds will be assumed to be antiferromagnetic bonds between nearest neighbors and frustrating (for $J_{2}>0$ ) ferromagnetic bonds between next-nearest neighbors. Performing the usual mean-field decoupling, we take the Ansatz

$$
\begin{align*}
& \left\langle B_{\boldsymbol{i}}^{1, A}\right\rangle=\left\langle B_{\boldsymbol{i} \boldsymbol{j}}^{1, B}\right\rangle=0, \\
& \left\langle A_{\boldsymbol{i} \boldsymbol{j}}^{1, A}\right\rangle=-\left\langle A_{\boldsymbol{i} \boldsymbol{j}}^{1, B}\right\rangle=\mathcal{A}_{\boldsymbol{\delta}_{1}},  \tag{2.33}\\
& \left\langle B_{\boldsymbol{i} \boldsymbol{j}}^{2, A}\right\rangle=\left\langle B_{\boldsymbol{i} \boldsymbol{j}}^{2, B}\right\rangle=\mathcal{B}_{\boldsymbol{\delta}_{2}}, \\
& \left\langle A_{\boldsymbol{i} \boldsymbol{j}}^{2, A}\right\rangle=\left\langle A_{\boldsymbol{i} \boldsymbol{j}}^{2, B}\right\rangle=0,
\end{align*}
$$

together with $\left\langle A_{i j}^{\dagger}\right\rangle=\left\langle A_{i \boldsymbol{j}}\right\rangle$ and $\left\langle B_{i \boldsymbol{j}}^{\dagger}\right\rangle=\left\langle B_{i \boldsymbol{j}}\right\rangle$ in all cases. We have here assumed that, for a given sublattice, expectation values of bond operators only depend on $\boldsymbol{\delta}_{l}=\boldsymbol{j}-\boldsymbol{i}$, and not on the overall spatial position. From the identity $\left(B_{\boldsymbol{i}, \boldsymbol{j}}^{2, \eta}\right)^{\dagger}=B_{\boldsymbol{j}, \boldsymbol{i}}^{2, \eta}$, we now have that $\mathcal{B}_{\boldsymbol{\delta}_{2}}=\mathcal{B}_{-\boldsymbol{\delta}_{2}}$. Similarly, for our choice of Ansatz, the identity $A_{\boldsymbol{i}}^{1, A}=-A_{\boldsymbol{j} \boldsymbol{i}}^{1, B}$ implies that $\mathcal{A}_{\boldsymbol{\delta}_{1}}=\mathcal{A}_{-\boldsymbol{\delta}_{1}}$. If we had instead chosen e.g. $\left\langle A_{\boldsymbol{i}}^{1, A}\right\rangle=\left\langle A_{\boldsymbol{i}}^{1, B}\right\rangle$, we would have had to work with $\mathcal{A}_{\boldsymbol{\delta}_{1}}=-\mathcal{A}_{\boldsymbol{\delta}_{1}}$.

In order to deal with the easy-axis anisotropy term, we perform a similar mean-field decoupling where we introduce $\left\langle S_{i z}^{A}\right\rangle=M_{A}$ and $\left\langle S_{i z}^{B}\right\rangle=M_{B}$. Rewriting the remaining bond operators in terms of the Schwinger boson operators and further introducing Fourier transformed Schwinger boson operators, we can then express the Hamiltonian as $H_{\text {AFMI }}=E_{0}+H^{\uparrow}+H^{\downarrow}$ where

$$
\begin{align*}
E_{0} & =2 N_{A}\left[J_{1} \sum_{\boldsymbol{\delta}_{1}}\left(\mathcal{A}_{\boldsymbol{\delta}_{1}}\right)^{2}-J_{2} \sum_{\boldsymbol{\delta}_{2}}\left(\mathcal{B}_{\boldsymbol{\delta}_{2}}\right)^{2}\right]  \tag{2.34}\\
& -2 N_{A} \lambda(\kappa+1)+K N_{A}\left(M_{A}^{2}+M_{B}^{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
H^{\sigma} & =\sum_{\boldsymbol{q}}\left(\lambda+\gamma_{\boldsymbol{q}}^{B_{2}}-\sigma K M_{A}\right) a_{\boldsymbol{q} \sigma}^{\dagger} a_{\boldsymbol{q} \sigma}+\sum_{\boldsymbol{q}}\left(\lambda+\gamma_{\boldsymbol{q}}^{B_{2}}+\sigma K M_{B}\right) b_{\boldsymbol{q} \sigma} b_{\boldsymbol{q} \sigma}^{\dagger} \\
& -\sum_{\boldsymbol{q}} \gamma_{\boldsymbol{q}}^{A_{1}}\left(b_{\boldsymbol{q} \sigma}^{\dagger} a_{-\boldsymbol{q} \sigma}^{\dagger}+a_{\boldsymbol{q} \sigma} b_{-\boldsymbol{q} \sigma}\right) . \tag{2.35}
\end{align*}
$$

We have here, again, introduced a Lagrange multiplier $\lambda=\lambda_{A}=\lambda_{B}$ to enforce a constraint on the average number of Schwinger boson number per lattice site. As is often done in the literature [41, 42, we have set the average number of Schwinger bosons per site equal to a parameter $\kappa$. Like we did for the ferromagnet, we will simply take $\kappa=2 S$, which fixes the magnitude of the spins to the correct value. This choice does, however, not produce the correct value for $\left\langle\boldsymbol{S}_{\boldsymbol{i}}^{2}\right\rangle$ [43], which may motivate other choices of $\kappa$ [41, 42] as well as remind us that one should careful about putting too much emphasis on the quantitative results obtained from Schwinger boson mean-field theory. We have further taken $\lambda^{\prime}=\lambda-\frac{1}{4}\left(J_{1} z_{1}+J_{2} z_{2}\right)$ and renamed $\lambda^{\prime} \rightarrow \lambda$, as well as neglected constant terms that do not contain any of the mean-field parameters. We have also defined

$$
\begin{align*}
& \gamma_{\boldsymbol{q}}^{A_{1}}=J_{1} \sum_{\boldsymbol{\delta}_{1}} \mathcal{A}_{\boldsymbol{\delta}_{1}} \cos \left(\boldsymbol{q} \cdot \boldsymbol{\delta}_{\mathbf{1}}\right)  \tag{2.36a}\\
& \gamma_{\boldsymbol{q}}^{B_{2}}=J_{2} \sum_{\boldsymbol{\delta}_{2}} \mathcal{B}_{\boldsymbol{\delta}_{2}} \cos \left(\boldsymbol{q} \cdot \boldsymbol{\delta}_{\mathbf{2}}\right) \tag{2.36b}
\end{align*}
$$

In order to diagonalize the Hamiltonian, we need to perform a Bogoliubov transformation. Following the notation in [41], which we did in Paper [3], we here introduce

$$
\begin{align*}
a_{\boldsymbol{q} \sigma} & =u_{\boldsymbol{q} \sigma} \alpha_{\boldsymbol{q} \sigma}-v_{\boldsymbol{q} \sigma} \beta_{-\boldsymbol{q} \sigma}^{\dagger},  \tag{2.37}\\
b_{-\boldsymbol{q} \sigma}^{\dagger} & =v_{\boldsymbol{q} \sigma} \alpha_{\boldsymbol{q} \sigma}-u_{\boldsymbol{q} \sigma} \beta_{-\boldsymbol{q} \sigma}^{\dagger} .
\end{align*}
$$

It should be noted that the sign of $v_{\boldsymbol{q} \sigma}$ is here reversed to our linear spin wave treatment of the problem. Simplifying the expressions by assuming $M_{B}=-M_{A}$ and choosing to work with $A_{\boldsymbol{\delta}_{1}}$ positive, we can take

$$
\begin{align*}
& u_{\boldsymbol{q} \sigma}=\frac{1}{\sqrt{2}} \sqrt{\frac{\lambda+\gamma_{\boldsymbol{q}}^{B_{2}}-\sigma K M_{A}}{\omega_{\boldsymbol{q} \sigma}}+1},  \tag{2.38a}\\
& v_{\boldsymbol{q} \sigma}=\frac{1}{\sqrt{2}} \sqrt{\frac{\lambda+\gamma_{\boldsymbol{q}}^{B_{2}}-\sigma K M_{A}}{\omega_{\boldsymbol{q} \sigma}}-1}, \tag{2.38b}
\end{align*}
$$

leading to

$$
\begin{equation*}
H_{\mathrm{AFMI}}=E_{0}^{\prime}+\sum_{\boldsymbol{q} \sigma} \omega_{\boldsymbol{q} \sigma}\left(\alpha_{\boldsymbol{q} \sigma}^{\dagger} \alpha_{\boldsymbol{q} \sigma}+\beta_{\boldsymbol{q} \sigma}^{\dagger} \beta_{\boldsymbol{q} \sigma}\right) \tag{2.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{\boldsymbol{q} \sigma}=\sqrt{\left(\lambda+\gamma_{\boldsymbol{q}}^{B_{2}}-\sigma K M_{A}\right)^{2}-\left(\gamma_{\boldsymbol{q}}^{A_{1}}\right)^{2}} \tag{2.40}
\end{equation*}
$$

and $E_{0}^{\prime}=E_{0}+\sum_{\boldsymbol{k} \sigma} \omega_{\boldsymbol{k} \sigma}$.
As mentioned in the previous discussion of Schwinger boson treatment of a ferromagnet, we now need to determine the parameters $\lambda, \mathcal{A}_{\boldsymbol{\delta}_{1}}, \mathcal{B}_{\boldsymbol{\delta}_{2}}$, and $M_{A}$ by minimizing the free energy. The free energy per lattice site can be expressed as

$$
\begin{equation*}
f=\frac{E_{0}^{\prime}}{N}+\frac{2}{\beta N} \sum_{\boldsymbol{q} \sigma} \ln \left(1-e^{-\beta \omega_{\boldsymbol{q} \sigma}}\right) \tag{2.41}
\end{equation*}
$$

where $\beta=1 /\left(k_{B} T\right), k_{B}$ is the Boltzmann constant, and $T$ is the system temperature. Minimizing this free energy with respect to the above mentioned parameters produces the set of equations

$$
\begin{align*}
& \mathcal{A}_{\boldsymbol{\delta}_{1}}=\frac{1}{2 N} \sum_{\boldsymbol{q} \sigma} \frac{\gamma_{\boldsymbol{q}}^{A_{1}}}{\omega_{\boldsymbol{q} \sigma}}\left[1+2 b\left(\omega_{\boldsymbol{q} \sigma}\right)\right] \cos \left(\boldsymbol{q} \cdot \boldsymbol{\delta}_{1}\right),  \tag{2.42a}\\
& \mathcal{B}_{\boldsymbol{\delta}_{2}}=\frac{1}{2 N} \sum_{\boldsymbol{q} \sigma} \frac{\left(\lambda+\gamma_{\boldsymbol{q}}^{B_{2}}-\sigma K M_{A}\right)}{\omega_{\boldsymbol{q} \sigma}}\left[1+2 b\left(\omega_{\boldsymbol{q} \sigma}\right)\right] \cos \left(\boldsymbol{q} \cdot \boldsymbol{\delta}_{2}\right),  \tag{2.42b}\\
& \bar{\kappa}=\frac{1}{2 N} \sum_{\boldsymbol{q} \sigma} \frac{\left(\lambda+\gamma_{\boldsymbol{q}}^{B_{2}}-\sigma K M_{A}\right)}{\omega_{\boldsymbol{q} \sigma}}\left[1+2 b\left(\omega_{\boldsymbol{q} \sigma}\right)\right],  \tag{2.42c}\\
& M_{A}=\frac{1}{2 N} \sum_{\boldsymbol{q} \sigma} \frac{\sigma\left(\lambda+\gamma_{\boldsymbol{q}}^{B_{2}}-\sigma K M_{A}\right)}{\omega_{\boldsymbol{q} \sigma}}\left[1+2 b\left(\omega_{\boldsymbol{q} \sigma}\right)\right], \tag{2.42d}
\end{align*}
$$

where we have defined $\bar{\kappa}=\frac{1}{2}(\kappa+1)$. Expecting no directional dependence, we introduce $\mathcal{A}=\mathcal{A}_{\boldsymbol{\delta}_{1}}$ and $\mathcal{B}=\mathcal{B}_{\boldsymbol{\delta}_{2}}$, before we go to zero temperature where contributions from the Bose-distributions are limited to contributions from condensation of Schwinger bosons. As we have defined the Schwinger bosons differently on the two sublattices, magnetic ordering is again signalled by Bose-Einstein condensation of magnons with zero momentum, corresponding to a uniform magnetization on each sublattice. Assuming the magnetization to be positive on the A-sublattice, we then need $\lambda+\gamma_{0}^{B_{2}}-K m_{A}=\gamma_{0}^{A_{1}}$ in order for condensation of $\uparrow$-bosons to take place. In order to deal with the contributions from the condensate, we take the term corresponding to $\boldsymbol{q}=0$ and $\sigma=\uparrow$ out of the sums. As this special term takes the same form


Figure 2.10: Sublattice magnetization $M_{A}$ as a function of the ratio of nextnearest neighbor to nearest neighbor antiferromagnetic interaction $J_{2} / J_{1}$ for the Néel and stripe phase. We have gone to zero temperature, taken an easyaxis anisotropy $K / J_{1}=10^{-3}$ and set the spin quantum number to $S=1$. We obtain a first-order phase transition between the two phases slightly above $J_{2} / J_{1}=0.5$.
for all of the four above equations, we can use Eq. (2.42c) to eliminate the term from the coupled set of equations. That this term is missing from the sums will be denoted by a prime. Defining $\zeta_{\boldsymbol{k} \sigma}=\gamma_{0}^{A_{1}}-\gamma_{0}^{B_{2}}+\gamma_{\boldsymbol{k}}^{B_{2}}+2 K m_{A} \delta_{\sigma, \downarrow}$, we are left with a coupled set of self-consistent equations on the form

$$
\begin{align*}
& M_{A}-\bar{\kappa}+\frac{1}{N} \sum_{\boldsymbol{q}}^{\prime} \frac{\zeta_{\boldsymbol{q} \downarrow}}{\omega_{\boldsymbol{q} \downarrow}}=0,  \tag{2.43a}\\
& \mathcal{A}-\bar{\kappa}-\frac{1}{2 N} \sum_{\boldsymbol{q} \sigma}^{\prime} \frac{\gamma_{\boldsymbol{q}}^{A_{1}} \cos \left(k_{x}\right)-\zeta_{\boldsymbol{q} \sigma}}{\omega_{\boldsymbol{q} \sigma}}=0,  \tag{2.43b}\\
& \mathcal{B}-\bar{\kappa}-\frac{1}{2 N} \sum_{\boldsymbol{q} \sigma}^{\prime} \frac{\zeta_{\boldsymbol{q} \sigma}}{\omega_{\boldsymbol{q} \sigma}}\left[\cos \left(k_{x}+k_{y}\right)-1\right]=0 . \tag{2.43c}
\end{align*}
$$

This set of equations can be solved numerically for a given set of system parameters.

A similar treatment of the stripe phase is performed in Paper [3. Calculating the sublattice magnetization $M_{A}$ as a function of $J_{2} / J_{1}$ for both the Néel and stripe phase, as well as comparing the free energies of the two phases, we obtain the diagram presented in Fig. 2.10. For $S=1$ and
$J_{2} / J_{1}=0$, the sublattice magnetization of the Néel phase is around $S-0.2$. Then, as we increase $J_{2} / J_{1}$, the sublattice magnetization decreases. However, before the sublattice magnetization vanishes, the systems performs a transition to a stripe phase. For $K \rightarrow 0$, we find the transition point to be around the expected value of $J_{2} / J_{1}=0.549$ [44]. For $S=1 / 2$, our treatment of the system would indicate a direct transition between the two phases around $J_{2} / J_{1}=0.595$. More refined approaches do, however, indicate that the system in this cases loses magnetic order in an intermediate region between the two ordered phases [45].

## Superconductivity

As mentioned in the introduction chapter, superconducting materials feature a vanishing electrical resistance below some critical temperature. This property was first discovered in 1911 in mercury cooled down to liquid Helium temperatures 46]. Superconductors do, however, also have another defining property which was not discovered until 1933 [47]. If placed in a magnetic field and cooled down, magnetic flux is expelled from the interior of a superconducting material at the transition temperature. This is referred to as the Meissner effect. In Fig. 3.1, we show a sketch of how the electrical resistance of a superconductor can depend on temperature, and how magnetic field lines bend around a superconducting material.


Figure 3.1: (a) Sketch of the electrical resistance of a superconductor as a function of temperature. The resistance vanishes at a critical temperature $T_{c}$. (b) At the critical temperature, magnetic flux is expelled from a superconductor subjected to a magnetic field. Magnetic field lines are then no longer able to penetrate the superconductor.


Figure 3.2: (a) A negatively charged electron travelling through the system will pull positively charged ions towards itself. (b) Another electron can be attracted to the area with increased density of positive charge left behind by the first electron, giving rise to an effective attractive interaction between electrons. (c) This can give rise to formation of Cooper pairs consisting of electrons from opposite sides of the Fermi surface.

In 1957, a microscopic theory of superconductivity was presented [48], known as the BCS theory. In this theory, superconductivity arises from attractive interaction between electrons mediated by phonons. This leads to formation of a state where electrons pair up in so-called Cooper pairs, each consisting of two electrons with opposite spins and momenta. These Cooper pairs are responsible for carrying supercurrents that flow without resistance. The BCS theory arose from existing ideas concerning e.g. the existence of attractive interaction between electrons mediated by phonons [49], and the formation of Cooper pairs in response to an attractive interaction [50]. A key for making the connection between ion fluctuations and superconductivity was the observation that the critical temperature of elemental superconductors varied with the isotope, decreasing with increased ion mass [51, 52]. This is referred to as the isotope effect.

A simple picture for how spatial fluctuations of ions can give rise to superconductivity is illustrated in Fig. 3.2 (a). A negatively charged electron moving through the system will attract positively charged ions. As the electron motion is much faster than the ion motion, the electron will leave behind an area with increased positive charge density that remains long after the electron is gone. Another electron may then be attracted to
this area, representing an attractive interaction between electrons [53]. This effective interaction mediated by a phonon, can be depicted by a diagram of the type in Fig. 3.2 (b). Here, two incoming electrons, assumed to have opposite spins, are scattered by exchange of a phonon carrying a momentum $\boldsymbol{q}$ from one side of the diagram to the other. Electrons on opposite sides of the Fermi surface, as displayed in Fig. 3.2 (c), can through this interaction form Cooper pairs.

Although BCS theory captures how superconductivity can arise from electron-phonon interaction, it eventually became clear that the theory is not able to quantitatively describe the properties of all phonon-driven superconductors [54. This especially applies to the case of superconductors featuring strong electron-phonon coupling. It was therefore necessary with a new theory better capturing the details of the electron-phonon interaction. Such a theory, utilizing the many-body Green's functions framework, was eventually developed, typically referred to as Eliashberg theory [55] or Migdal-Eliashberg theory [56]. This theory has, however, not been able to successfully describe all superconductors that have been discovered. The superconductivity in many unconventional superconductors, with at least partly non-phononic origin, has proven to be challenging to understand [57, 58].

The above theories introduce an order parameter representing pairing of electrons, suitable for describing the superconducting transition in threedimensional systems. In two dimensions, such as in superconducting thinfilms, the phase transition is, however, in reality a topological phase transition, often referred to as a Berezinskii-Kosterlitz-Thouless (BKT) transition [59 61]. The order parameter is then instead a non-local stiffness. The existence of such a transition relies on a sufficiently thin superconducting film [57. 62], in which case one can have ordering across a thin-film of finite in-plane size. The BKT transition temperature can further be expressed as a system-dependent fraction of the mean-field critical temperature [62]. A finite critical temperature obtained within e.g. BCS theory can therefore serve as an indication of a superconducting instability also for superconducting thin-films.

We start the chapter by discussing the BCS theory of superconductivity, performing a generalized treatment, before we focus on the case of phononmediated superconductivity. We also comment on the effect of Coulomb interaction on superconductivity. We then move on to discussing superconductors in magnetic fields, focusing on the critical magnetic field where su-
perconductivity breaks down. Next, we turn to Eliashberg theory where we, similarly to what we did for BCS theory, start with a generalized treatment before specializing to phonon-mediated superconductivity and commenting on the effect of Coulomb interaction. We also provide a brief discussion of what is known as Migdal's theorem. We end the chapter by commenting on superconductivity mediated by spin fluctuations and its connection to e.g. high $-T_{c}$ superconductivity.

### 3.1 BCS theory

As stated above, the BCS theory introduced how attractive interaction between electrons, mediated by phonons, can give rise to superconductivity. Rather than starting from a coupled system of electron and phonons, we will instead start out from a more general Hamiltonian featuring electrons that can interact attractively with each other. After outlining what is often referred to as generalized BCS theory [63, we will then return to the coupled electron-phonon system and discuss phonon-mediated superconductivity. The generalized formalism will be useful when we discuss magnonmediated superconductivity in the next chapter.

Outlining the generalized formalism, we will more or less follow the derivation in Ref. [63, which is also similarly presented in Ref. [64]. We start out from a Hamiltonian

$$
\begin{equation*}
H=\sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k} \sigma} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}+\frac{1}{2} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime} \sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} c_{\boldsymbol{k} \sigma_{1}}^{\dagger} c_{-\boldsymbol{k} \sigma_{2}}^{\dagger} c_{-\boldsymbol{k}^{\prime} \sigma_{3}} c_{\boldsymbol{k}^{\prime} \sigma_{4}} . \tag{3.1}
\end{equation*}
$$

where we have itinerant electrons with energy spectrum $\epsilon_{\boldsymbol{k} \sigma}$ and scattering of electrons with opposite momenta into new states with opposite momenta. The spin is here denoted by $\sigma$, and we allow for all possible spin combinations in the interaction. From fermionic anti-commutation relations, it follows that

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}=-V_{-\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{2} \sigma_{1} \sigma_{3} \sigma_{4}}=-V_{\boldsymbol{k},-\boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{4} \sigma_{3}}=V_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}}^{\sigma_{2} \sigma_{1} \sigma_{4} \sigma_{3}} . \tag{3.2}
\end{equation*}
$$

Further, assuming that the Hamiltonian is hermitian and that the potential is real, we further have that $V_{\boldsymbol{k}^{\prime} \boldsymbol{k}}^{\sigma_{4} \sigma_{3} \sigma_{2} \sigma_{1}}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}$.

We then perform a mean-field treatment of the Hamiltonian where we, inspired by the idea of formation of Cooper pairs consisting of electrons
with opposite momenta, introduce $b_{\boldsymbol{k}, \sigma^{\prime} \sigma}=\left\langle c_{-\boldsymbol{k} \sigma} c_{\boldsymbol{k} \sigma^{\prime}}\right\rangle$. Similarly to what we did in the previous chapter, we then write

$$
\begin{equation*}
c_{-\boldsymbol{k}^{\prime} \sigma_{3}} c_{\boldsymbol{k}^{\prime} \sigma_{4}}=b_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}}+\left(c_{-\boldsymbol{k}^{\prime} \sigma_{3}} c_{\boldsymbol{k}^{\prime} \sigma_{4}}-b_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}}\right)=b_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}}+\delta b_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{\boldsymbol{k} \sigma_{1}}^{\dagger} c_{-\boldsymbol{k} \sigma_{2}}^{\dagger}=b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger}+\left(c_{\boldsymbol{k} \sigma_{1}}^{\dagger} c_{-\boldsymbol{k} \sigma_{2}}^{\dagger}-b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger}\right)=b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger}+\delta b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger} . \tag{3.4}
\end{equation*}
$$

Neglecting quadratic terms in the deviations away from the mean-field values, we can then write

$$
\begin{align*}
& H=\sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k} \sigma} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}+\frac{1}{2} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime} \sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}}  \tag{3.5}\\
& \times\left[b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger} c_{-\boldsymbol{k}^{\prime} \sigma_{3}} c_{\boldsymbol{k}^{\prime} \sigma_{4}}+c_{\boldsymbol{k} \sigma_{1}}^{\dagger} c_{-\boldsymbol{k} \sigma_{2}}^{\dagger} b_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}}-b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger} b_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}}\right] .
\end{align*}
$$

We next introduce a gap function

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}=-\sum_{\boldsymbol{k}^{\prime}, \sigma_{3} \sigma_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} b_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}} \tag{3.6}
\end{equation*}
$$

As seen from this equation, the gap function inherits its symmetries from the interaction potential. As the interaction potential needs to be odd under the combined operation of $\boldsymbol{k} \rightarrow-\boldsymbol{k}$ and $\sigma_{1} \leftrightarrow \sigma_{2}$, the gap function will also be odd under this combined operation. A gap function (or the part of a gap function) which is even in momentum will therefore have to be odd in spin (spin-singlet), and a gap equation which is odd in momentum will have to be even in spin (spin-triplet). This reflects the fact that the particles that pair up to give a nonzero gap function are fermions.

Writing explicitly out the matrix structure of the gap function, we have

$$
\hat{\Delta}_{\boldsymbol{k}}=\left(\begin{array}{ll}
\Delta_{\boldsymbol{k}, \uparrow \uparrow} & \Delta_{\boldsymbol{k}, \uparrow \downarrow}  \tag{3.7}\\
\Delta_{\boldsymbol{k}, \downarrow \uparrow} & \Delta_{\boldsymbol{k}, \downarrow \downarrow}
\end{array}\right)
$$

where we have put a hat on $\hat{\Delta}_{\boldsymbol{k}}$ in order to highlight that it is a matrix. Assuming that the gap function is even in momentum, we can then write

$$
\hat{\Delta}_{\boldsymbol{k}}^{s}=\left(\begin{array}{cc}
0 & \Delta_{\boldsymbol{k}, \uparrow \downarrow}  \tag{3.8}\\
-\Delta_{\boldsymbol{k}, \uparrow \downarrow} & 0
\end{array}\right) .
$$

We then see that $\hat{\Delta}_{\boldsymbol{k}}^{s}\left(\hat{\Delta}_{\boldsymbol{k}}^{s}\right)^{\dagger}=\left|\Delta_{\boldsymbol{k}, \uparrow \downarrow}\right|^{2} I$ is proportional to the identity matrix $I$. Spin-singlet pairing is therefore an example of so-called unitary pairing. If we instead consider consider that the gap function is odd in momentum, the matrix can be expressed as 63

$$
\hat{\Delta}_{\boldsymbol{k}}^{t}=\left(\begin{array}{cc}
\Delta_{\boldsymbol{k}, \uparrow \uparrow} & \Delta_{\boldsymbol{k}, \uparrow \downarrow}  \tag{3.9}\\
\Delta_{\boldsymbol{k}, \uparrow \downarrow} & \Delta_{\boldsymbol{k}, \downarrow \downarrow}
\end{array}\right)=\left(\begin{array}{cc}
-d_{\boldsymbol{k}, x}+i d_{\boldsymbol{k}, y} & d_{\boldsymbol{k}, z} \\
d_{\boldsymbol{k}, z} & d_{\boldsymbol{k}, x}+i d_{\boldsymbol{k}, y}
\end{array}\right)=i\left(\boldsymbol{d}_{\boldsymbol{k}} \cdot \boldsymbol{\sigma}\right) \sigma_{y},
$$

where $\boldsymbol{\sigma}$ is the vector of Pauli matrices and $\boldsymbol{d}$ is referred to as the $d$-vector. Using the identity $(\boldsymbol{a} \cdot \boldsymbol{\sigma})(\boldsymbol{b} \cdot \boldsymbol{\sigma})=(\boldsymbol{a} \cdot \boldsymbol{b}) I+i(\boldsymbol{a} \times \boldsymbol{b}) \cdot \boldsymbol{\sigma}$, where $\boldsymbol{a}$ and $\boldsymbol{b}$ are vectors, we can compute $\hat{\Delta}_{\boldsymbol{k}}^{t}\left(\hat{\Delta}_{\boldsymbol{k}}^{t}\right)^{\dagger}=\left|\boldsymbol{d}_{\boldsymbol{k}}\right|^{2} I+i\left(\boldsymbol{d}_{\boldsymbol{k}} \times \boldsymbol{d}_{\boldsymbol{k}}^{*}\right) \cdot \boldsymbol{\sigma}$. We then see that spin-triplet pairing is not necessarily unitary. Non-unitary pairing is associated with some spin-polarization of the pairing and requires broken time-reversal symmetry [63]. In this thesis, we will mostly focus on different types of unitary pairing.

We may further write

$$
\begin{equation*}
\Delta_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}}^{*}=-\sum_{\boldsymbol{k}, \sigma_{1} \sigma_{2}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger} \tag{3.10}
\end{equation*}
$$

which allows us to express the Hamiltonian as

$$
\begin{align*}
& H=\sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k} \sigma} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} \\
& -\frac{1}{2} \sum_{\boldsymbol{k}} \sum_{\sigma_{1} \sigma_{2}}\left[\Delta_{\boldsymbol{k}, \sigma_{2} \sigma_{1}}^{*} c_{-\boldsymbol{k} \sigma_{1}} c_{\boldsymbol{k} \sigma_{2}}+\Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}} c_{\boldsymbol{k} \sigma_{1}}^{\dagger} c_{-\boldsymbol{k} \sigma_{2}}^{\dagger}-b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger} \Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}\right] . \tag{3.11}
\end{align*}
$$

Putting this on a more compact form, we obtain

$$
\begin{equation*}
H=\tilde{H}_{0}+\frac{1}{2} \sum_{\boldsymbol{k}} \phi_{\boldsymbol{k}}^{\dagger} M_{\boldsymbol{k}} \phi_{\boldsymbol{k}} \tag{3.12}
\end{equation*}
$$

where $\tilde{H}_{0}=\frac{1}{2} \sum_{\boldsymbol{k}} \sum_{\sigma_{1} \sigma_{2}} b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger} \Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}+\frac{1}{2} \sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k} \sigma}$,

$$
\phi_{\boldsymbol{k}}^{\dagger}=\left(\begin{array}{cccc}
c_{\boldsymbol{k} \uparrow}^{\dagger} & c_{\boldsymbol{k} \downarrow}^{\dagger} & c_{-\boldsymbol{k} \uparrow} & c_{-\boldsymbol{k} \downarrow} \tag{3.13}
\end{array}\right),
$$

and

$$
M_{\boldsymbol{k}}=\left(\begin{array}{cccc}
\epsilon_{\boldsymbol{k} \uparrow \uparrow} & 0 & -\Delta_{\boldsymbol{k}, \uparrow \uparrow} & -\Delta_{\boldsymbol{k}, \uparrow \downarrow}  \tag{3.14}\\
0 & \epsilon_{\boldsymbol{k} \downarrow} & -\Delta_{\boldsymbol{k}, \downarrow \uparrow} & -\Delta_{\boldsymbol{k}, \downarrow \downarrow} \\
-\Delta_{\boldsymbol{k}, \uparrow \uparrow}^{*} & -\Delta_{\boldsymbol{k}, \downarrow \uparrow}^{*} & -\epsilon_{\boldsymbol{k} \uparrow} & 0 \\
-\Delta_{\boldsymbol{k}, \uparrow \downarrow}^{*} & -\Delta_{\boldsymbol{k}, \downarrow \downarrow}^{*} & 0 & -\epsilon_{\boldsymbol{k} \downarrow}
\end{array}\right) .
$$

We then need to diagonalize this Hamiltonian. For simplicity, we take $\epsilon_{\boldsymbol{k} \uparrow}=$ $\epsilon_{\boldsymbol{k} \downarrow}=\epsilon_{\boldsymbol{k}}$ and assume that the pairing is unitary. We then introduce a unitary matrix $U_{\boldsymbol{k}}$ to write

$$
\begin{align*}
H & =\tilde{H}_{0}+\frac{1}{2} \sum_{\boldsymbol{k}}\left(\phi_{\boldsymbol{k}}^{\dagger} U_{\boldsymbol{k}}\right)\left(U_{\boldsymbol{k}}^{\dagger} M_{\boldsymbol{k}} U_{\boldsymbol{k}}\right)\left(U_{\boldsymbol{k}}^{\dagger} \phi_{\boldsymbol{k}}\right) \\
& =\tilde{H}_{0}+\frac{1}{2} \sum_{\boldsymbol{k}} \Psi_{\boldsymbol{k}}^{\dagger} W_{\boldsymbol{k}} \Psi_{\boldsymbol{k}} \tag{3.15}
\end{align*}
$$

where the new quasiparticle operators contained in

$$
\Psi_{\boldsymbol{k}}^{\dagger}=\left(\begin{array}{cccc}
\gamma_{\boldsymbol{k} \uparrow}^{\dagger} & \gamma_{\boldsymbol{k} \downarrow} & \gamma_{-\boldsymbol{k} \uparrow} & \gamma_{-\boldsymbol{k} \downarrow} \tag{3.16}
\end{array}\right),
$$

are related to the original electron operators through $\Psi_{\boldsymbol{k}}=U_{\boldsymbol{k}}^{\dagger} \phi_{\boldsymbol{k}}$. As now

$$
M_{\boldsymbol{k}}=\left(\begin{array}{cc}
\epsilon_{\boldsymbol{k}} I & -\hat{\Delta}_{\boldsymbol{k}}  \tag{3.17}\\
-\hat{\Delta}_{\boldsymbol{k}}^{\dagger} & -\epsilon_{\boldsymbol{k}} I
\end{array}\right) .
$$

taking

$$
U_{\boldsymbol{k}}=\left(\begin{array}{cc}
v_{\boldsymbol{k}} & \nu_{\boldsymbol{k}}  \tag{3.18}\\
-\nu_{\boldsymbol{k}}^{\dagger} & v_{\boldsymbol{k}}
\end{array}\right)
$$

with

$$
\begin{gather*}
v_{\boldsymbol{k}}=\frac{E_{\boldsymbol{k}}+\epsilon_{\boldsymbol{k}}}{\sqrt{\left(E_{\boldsymbol{k}}+\epsilon_{\boldsymbol{k}}\right)^{2}+\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}}\left(\hat{\Delta}_{\boldsymbol{k}}\right)^{\dagger}\right]}} I,  \tag{3.19}\\
\nu_{\boldsymbol{k}}=\frac{\hat{\Delta}_{\boldsymbol{k}}}{\sqrt{\left(E_{\boldsymbol{k}}+\epsilon_{\boldsymbol{k}}\right)^{2}+\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}}\left(\hat{\Delta}_{\boldsymbol{k}}\right)^{\dagger}\right]}}, \tag{3.20}
\end{gather*}
$$

and $E_{\boldsymbol{k}}=\sqrt{\epsilon_{\boldsymbol{k}}^{2}+\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}}\left(\hat{\Delta}_{\boldsymbol{k}}\right)^{\dagger}\right]}$, diagonalizes our matrix

$$
W_{\boldsymbol{k}}=U_{\boldsymbol{k}}^{\dagger} M_{\boldsymbol{k}} U_{\boldsymbol{k}}=\left(\begin{array}{cccc}
E_{\boldsymbol{k}} & 0 & 0 & 0  \tag{3.21}\\
0 & E_{\boldsymbol{k}} & 0 & 0 \\
0 & 0 & -E_{\boldsymbol{k}} & 0 \\
0 & 0 & 0 & -E_{\boldsymbol{k}}
\end{array}\right)
$$

One can then check that the new quasiparticle operators satisfy the correct anti-commutation relations. Writing out the diagonalized Hamiltonian, we obtain

$$
\begin{equation*}
H=H_{0}^{\prime}+\sum_{\boldsymbol{k} \sigma} E_{\boldsymbol{k}} \gamma_{\boldsymbol{k} \sigma}^{\dagger} \gamma_{\boldsymbol{k} \sigma} \tag{3.22}
\end{equation*}
$$

where $H_{0}^{\prime}=\tilde{H}_{0}-\sum_{\boldsymbol{k}} E_{\boldsymbol{k}}$. With our definitions, we are now working with only positive quasiparticle energies. Importantly, the new operators are superpositions of creation and annihilation operators. The new quasiparticles are therefore combinations of electrons and holes. Further, for $\boldsymbol{k}$ on the Fermi surface, we have that $\epsilon_{\boldsymbol{k}}=0$, but $E_{\boldsymbol{k}}=\sqrt{\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}}\left(\hat{\Delta}_{\boldsymbol{k}}\right)^{\dagger}\right]}$ may still be nonzero. We then see that a nonzero gap function opens a gap in the excitation spectrum around the Fermi level.

Writing explicitly out the expression for the electron annihilation operators in terms of the new quasiparticle operators, we obtain

$$
\begin{equation*}
c_{\boldsymbol{k}^{\prime} \sigma}=\frac{\left(E_{\boldsymbol{k}^{\prime}}+\epsilon_{\boldsymbol{k}^{\prime}}\right) \gamma_{\boldsymbol{k}^{\prime} \sigma}+\Delta_{\boldsymbol{k}^{\prime}, \sigma \uparrow} \gamma_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger}+\Delta_{\boldsymbol{k}^{\prime}, \sigma \downarrow} \gamma_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger}}{\sqrt{\left(E_{\boldsymbol{k}^{\prime}}+\epsilon_{\boldsymbol{k}^{\prime}}\right)^{2}+\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}^{\prime}}\left(\hat{\Delta}_{\boldsymbol{k}^{\prime}}\right)^{\dagger}\right]}} . \tag{3.23}
\end{equation*}
$$

Inserting this into the definition of the gap function in Eq. (3.6), we obtain the self-consistent gap equation

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}=-\sum_{\boldsymbol{k}^{\prime}, \sigma_{3} \sigma_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} \Delta_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}} \chi_{\boldsymbol{k}^{\prime}} \tag{3.24}
\end{equation*}
$$

where 63]

$$
\begin{equation*}
\chi_{\boldsymbol{k}^{\prime}}=\frac{1}{2 E_{\boldsymbol{k}^{\prime}}} \tanh \left(\frac{\beta E_{\boldsymbol{k}^{\prime}}}{2}\right) . \tag{3.25}
\end{equation*}
$$

As seen from the gap equation, a vanishing gap function is always a solution, corresponding to the system being in its normal state. If we find a nontrivial solution to the gap equation, the next question is then whether this solution minimizes the free energy of the system.

### 3.1.1 Condensation energy

The free energy of the system takes the form

$$
\begin{equation*}
F=\frac{1}{2} \sum_{\boldsymbol{k}} \sum_{\sigma_{1} \sigma_{2}} b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger} \Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}+\sum_{\boldsymbol{k}}\left(\epsilon_{\boldsymbol{k}}-E_{\boldsymbol{k}}\right)-\frac{2}{\beta} \sum_{\boldsymbol{k}} \ln \left(1+e^{-\beta E_{\boldsymbol{k}}}\right) \tag{3.26}
\end{equation*}
$$

We can here again express the original electron operators in terms of the new quasiparticle operators and insert these expressions into $b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger}$. Further, we also go to zero temperature $(\beta \rightarrow \infty)$, in which case the last term in the free energy vanishes as $E_{\boldsymbol{k}^{\prime}} \geq 0$ for all $\boldsymbol{k}^{\prime}$. We then obtain

$$
\begin{equation*}
F_{0}=\frac{1}{2} \sum_{\boldsymbol{k}} \sum_{\sigma_{1} \sigma_{2}} \Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{*} \Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}} \chi_{\boldsymbol{k}}+\sum_{\boldsymbol{k}}\left(\epsilon_{\boldsymbol{k}}-E_{\boldsymbol{k}}\right) \tag{3.27}
\end{equation*}
$$

As we want to compare the free energy of the superconducting state with the free energy of the normal state, we further introduce

$$
\begin{equation*}
F_{0}^{N}=F_{0}(\Delta=0)=\sum_{\boldsymbol{k}}\left(\epsilon_{\boldsymbol{k}}-\left|\epsilon_{\boldsymbol{k}}\right|\right) \tag{3.28}
\end{equation*}
$$

The energy gain, relative to the normal state, associated with forming a superconducting state at zero temperature, referred to as the condensation energy, is then

$$
\begin{equation*}
E_{\mathrm{C}}=F_{0}^{N}-F_{0}=\sum_{\boldsymbol{k}}\left(E_{\boldsymbol{k}}-\left|\epsilon_{\boldsymbol{k}}\right|\right)-\sum_{\boldsymbol{k}} \frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}}\left(\hat{\Delta}_{\boldsymbol{k}}\right)^{\dagger}\right] \chi_{\boldsymbol{k}} . \tag{3.29}
\end{equation*}
$$

In order to evaluate this expression, we will go to the thermodynamic limit and split the momentum integration into integration along surfaces of constant energy $\epsilon_{\boldsymbol{k}}$ and integration normal to these surfaces. We will refer to this as parallel and perpendicular momentum integration. While we keep the parallel momentum-dependence of the gap function, we will make a simplifying assumption about its perpendicular momentum-dependence. We will take the gap function to not vary with perpendicular momentum in a thin energy shell of width $2 \omega_{c}$ around the Fermi surface. Outside of this thin shell, the gap function will be taken to vanish. We will return to the origin of this assumption in the next section.

We first write

$$
\begin{equation*}
E_{\mathrm{C}}=\sum_{\boldsymbol{k}} g(\boldsymbol{k})=\frac{N}{V_{\mathrm{BZ}}} \int \mathrm{~d} k_{\perp} \int_{S_{\perp}} \mathrm{d} \boldsymbol{k}_{\|} g\left(k_{\perp}, \boldsymbol{k}_{\|}\right) \tag{3.30}
\end{equation*}
$$

where

$$
\begin{equation*}
g(\boldsymbol{k})=\left(E_{\boldsymbol{k}}-\left|\epsilon_{\boldsymbol{k}}\right|\right)-\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}}\left(\hat{\Delta}_{\boldsymbol{k}}\right)^{\dagger}\right] \chi_{\boldsymbol{k}} . \tag{3.31}
\end{equation*}
$$

Performing a change of variable, we can further express the condensation energy as

$$
\begin{equation*}
E_{\mathrm{C}}=\frac{N}{V_{\mathrm{BZ}}} \int \mathrm{~d} \epsilon_{\boldsymbol{k}} \int_{S\left(\epsilon_{\boldsymbol{k}}\right)} \mathrm{d} \boldsymbol{k}_{\|}\left|\frac{\mathrm{d} \epsilon_{\boldsymbol{k}}}{\mathrm{d} k_{\perp}}\right|^{-1} g\left(\epsilon_{\boldsymbol{k}}, \boldsymbol{k}_{\|}\right) \tag{3.32}
\end{equation*}
$$

We then introduce $A\left(\epsilon_{\boldsymbol{k}}\right)=\int_{S\left(\epsilon_{\boldsymbol{k}}\right)} \mathrm{d} \boldsymbol{k}_{\|}$, and further the anisotropic density of states

$$
\begin{equation*}
D\left(\epsilon_{\boldsymbol{k}}, \boldsymbol{k}_{\|}\right)=\frac{N}{V_{\mathrm{BZ}}} A\left(\epsilon_{\boldsymbol{k}}\right)\left|\frac{\mathrm{d} \epsilon_{\boldsymbol{k}}}{\mathrm{d} k_{\perp}}\right|^{-1} \tag{3.33}
\end{equation*}
$$

For the case of an isotropic constant energy surface with associated isotropic energy gradient around the surface, we simply have that $D\left(\epsilon_{\boldsymbol{k}}, \boldsymbol{k}_{\|}\right)$is equal to the normal density of states $D\left(\epsilon_{\boldsymbol{k}}\right)$, while in general

$$
\begin{equation*}
D\left(\epsilon_{\boldsymbol{k}}\right)=\frac{1}{A\left(\epsilon_{\boldsymbol{k}}\right)} \int_{S\left(\epsilon_{\boldsymbol{k}}\right)} \mathrm{d} \boldsymbol{k}_{\|} D\left(\epsilon_{\boldsymbol{k}}, \boldsymbol{k}_{\|}\right) \tag{3.34}
\end{equation*}
$$

We can then express the condensation energy as

$$
\begin{equation*}
E_{\mathrm{C}}=\int \mathrm{d} \epsilon_{\boldsymbol{k}} \frac{1}{A\left(\epsilon_{\boldsymbol{k}}\right)} \int_{S\left(\epsilon_{\boldsymbol{k}}\right)} \mathrm{d} \boldsymbol{k}_{\|} D\left(\epsilon_{\boldsymbol{k}}, \boldsymbol{k}_{\|}\right) g\left(\epsilon_{\boldsymbol{k}}, \boldsymbol{k}_{\|}\right) . \tag{3.35}
\end{equation*}
$$

The dependence of $g\left(\epsilon_{\boldsymbol{k}}, \boldsymbol{k}_{\|}\right)$on $\boldsymbol{k}_{\|}$is contained in the gap function which is assumed to not vary with perpendicular momentum in the region where we have nonzero contributions to the integral. As this region constitutes a thin shell around the Fermi surface, we further approximate the surface $S\left(\epsilon_{\boldsymbol{k}}\right)$ with the Fermi surface and the derivative of $\epsilon_{\boldsymbol{k}}$ with respect to perpendicular momentum with the derivative taken at the Fermi surface. Denoting the anisotropic density of states at the Fermi level by an index 0 , and similarly for $A$, the condensation energy can then be written on the form

$$
\begin{equation*}
E_{\mathrm{C}}=\frac{1}{A_{0}} \int_{\mathrm{FS}} \mathrm{~d} \boldsymbol{k}_{\|} D_{0}\left(\boldsymbol{k}_{\|}\right) \int \mathrm{d} \epsilon_{\boldsymbol{k}} g\left(\epsilon_{\boldsymbol{k}}, \boldsymbol{k}_{\|}\right) \tag{3.36}
\end{equation*}
$$

which we express as

$$
\begin{equation*}
E_{\mathrm{C}}=\left\langle D_{0}\left(\boldsymbol{k}_{\|}\right) \int \mathrm{d} \epsilon_{\boldsymbol{k}} g\left(\epsilon_{\boldsymbol{k}}, \boldsymbol{k}_{\|}\right)\right\rangle_{\boldsymbol{k}_{\|}, \mathrm{FS}}=\left\langle E_{C}\left(\boldsymbol{k}_{\|}\right)\right\rangle_{\boldsymbol{k}_{\|}, \mathrm{FS}} \tag{3.37}
\end{equation*}
$$

with

$$
\begin{align*}
& E_{\mathrm{C}}\left(\boldsymbol{k}_{\|}\right)=D_{0}\left(\boldsymbol{k}_{\|}\right) \int_{-\omega_{c}}^{\omega_{c}} \mathrm{~d} \epsilon\left(\sqrt{\epsilon^{2}+\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}_{\|}}\left(\hat{\Delta}_{\boldsymbol{k}_{\|}}\right)^{\dagger}\right]}-|\epsilon|\right) \\
& -D_{0}\left(\boldsymbol{k}_{\|}\right) \int_{-\omega_{c}}^{\omega_{c}} \mathrm{~d} \epsilon \frac{\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}_{\|}}\left(\hat{\Delta}_{\boldsymbol{k}_{\|}}\right)^{\dagger}\right]}{2 \sqrt{\epsilon^{2}+\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}_{\|}}\left(\hat{\Delta}_{\boldsymbol{k}_{\|}}\right)^{\dagger}\right]}} . \tag{3.38}
\end{align*}
$$

The integral over momenta running over the Fermi surface divided by $A_{0}$ is here referred to as a Fermi surface average. It should be understood that the perpendicular momentum dependence of the density of states and the gap function, in the region with nonzero contributions, has been neglected.

This has allowed us to separate the integration into an integral over $\epsilon_{\boldsymbol{k}}$ and an integral over $\boldsymbol{k}_{\|}$running over the Fermi surface. As our expression still contains an integration over $\epsilon_{\boldsymbol{k}}$, the momentum $\boldsymbol{k}$ is clearly not restricted to the Fermi surface.

We then divide up the above expression for $E_{\mathrm{C}}\left(\boldsymbol{k}_{\|}\right)=E_{\mathrm{C}}^{(1)}\left(\boldsymbol{k}_{\|}\right)+E_{\mathrm{C}}^{(2)}\left(\boldsymbol{k}_{\|}\right)$ into two parts. Starting with performing the integral over $\epsilon$ in the first term and assuming that $\omega_{c}^{2} \gg \frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}}\left(\hat{\Delta}_{\boldsymbol{k}}\right)^{\dagger}\right]$, we obtain the approximate result

$$
\begin{equation*}
E_{\mathrm{C}}^{(1)}\left(\boldsymbol{k}_{\|}\right)=\frac{D_{0}\left(\boldsymbol{k}_{\|}\right) \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}_{\|}}\left(\hat{\Delta}_{\boldsymbol{k}_{\|}}\right)^{\dagger}\right]}{4}\left[1+2 \ln \left(\frac{2 \omega_{c}}{\sqrt{\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}_{\|}}\left(\hat{\Delta}_{\boldsymbol{k}_{\|}}\right)^{\dagger}\right]}}\right)\right] \tag{3.39}
\end{equation*}
$$

Similarly, for $E_{\mathrm{C}}^{(2)}\left(\boldsymbol{k}_{\|}\right)$, we obtain

$$
\begin{equation*}
E_{\mathrm{C}}^{(2)}\left(\boldsymbol{k}_{\|}\right)=-\frac{D_{0}\left(\boldsymbol{k}_{\|}\right) \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}_{\|}}\left(\hat{\Delta}_{\boldsymbol{k}_{\|}}\right)^{\dagger}\right]}{4}\left[2 \ln \left(\frac{2 \omega_{c}}{\sqrt{\frac{1}{2} \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}_{\|}}\left(\hat{\Delta}_{\boldsymbol{k}_{\|}}\right)^{\dagger}\right]}}\right)\right] \tag{3.40}
\end{equation*}
$$

We then see that the final result for the condensation energy is [63]

$$
\begin{equation*}
E_{\mathrm{C}}=\frac{1}{4}\left\langle D_{0}\left(\boldsymbol{k}_{\|}\right) \operatorname{Tr}\left[\hat{\Delta}_{\boldsymbol{k}_{\|}}\left(\hat{\Delta}_{\boldsymbol{k}_{\|}}\right)^{\dagger}\right]\right\rangle_{\boldsymbol{k}_{\|}, \mathrm{FS}} . \tag{3.41}
\end{equation*}
$$

With our definition, a positive value for the condensation energy, as guaranteed by the above expression for nonzero gap function, implies that the superconducting state is favored.

### 3.1.2 Critical temperature

Finally, returning to the gap equation, we finish our generalized treatment by attempting to determine the critical temperature $T_{c}$ where the gap function vanishes. We can in that case neglect the effect of the gap function on $E_{\boldsymbol{k}^{\prime}}$ and write out the linearized gap equation

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}=-\sum_{\boldsymbol{k}^{\prime}, \sigma_{3} \sigma_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} \frac{\Delta_{\boldsymbol{k}^{\prime}, \sigma_{4} \sigma_{3}}}{2\left|\epsilon_{\boldsymbol{k}^{\prime}}\right|} \tanh \left(\frac{\beta_{c}\left|\epsilon_{\boldsymbol{k}^{\prime}}\right|}{2}\right) \tag{3.42}
\end{equation*}
$$

Similarly to what we did above, we further assume that we only have contributions from the right-hand-side of the equation in a thin energy shell around the Fermi surface. Within this shell, we neglect the perpendicular momentum dependence of the interaction potential and the gap function, which are assumed to vanish outside of the thin shell. Performing the same steps as above, we can then write

$$
\begin{equation*}
\Delta_{\boldsymbol{k}_{\|}, \sigma_{1} \sigma_{2}}=-\sum_{\sigma_{3} \sigma_{4}}\left\langle D_{0}\left(\boldsymbol{k}_{\|}^{\prime}\right) V_{\boldsymbol{k}_{\|} \boldsymbol{k}_{\|}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} \Delta_{\boldsymbol{k}_{\|}^{\prime}, \sigma_{4} \sigma_{3}}\right\rangle_{\boldsymbol{k}_{\|}^{\prime}, \mathrm{FS}} \int_{0}^{\omega_{c}} \mathrm{~d} \epsilon \frac{1}{\epsilon} \tanh \left(\frac{\beta_{c} \epsilon}{2}\right) . \tag{3.43}
\end{equation*}
$$

In order to perform the decoupled integral over $\epsilon$, we introduce $x=\beta_{c} \epsilon / 2$, do integration by parts, and assume $k_{B} T_{c} \ll \omega_{c}$. We then obtain

$$
\begin{equation*}
\int_{0}^{\omega_{c}} \mathrm{~d} \epsilon \frac{1}{\epsilon} \tanh \left(\frac{\beta_{c} \epsilon}{2}\right)=\ln \left(\frac{\beta_{c} \omega_{c}}{2}\right)+I, \tag{3.44}
\end{equation*}
$$

where 53]

$$
\begin{equation*}
I=-\int_{0}^{\infty} \mathrm{d} x \frac{\ln (x)}{\cosh ^{2}(x)}=-\ln \left(\frac{\pi}{4 e^{\gamma}}\right), \tag{3.45}
\end{equation*}
$$

and $\gamma$ is the Euler-Mascheroni constant. If we then solve the eigenvalue problem

$$
\begin{equation*}
\lambda \Delta_{\boldsymbol{k}_{\|}, \sigma_{1} \sigma_{2}}=-\sum_{\sigma_{3} \sigma_{4}}\left\langle D_{0}\left(\boldsymbol{k}_{\|}^{\prime}\right) V_{\boldsymbol{k}_{\|} \boldsymbol{k}_{\|}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} \Delta_{\boldsymbol{k}_{\|}^{\prime}, \sigma_{4} \sigma_{3}}\right\rangle_{\boldsymbol{k}_{\|}^{\prime}, \mathrm{FS}}, \tag{3.46}
\end{equation*}
$$

we have that

$$
\begin{equation*}
\frac{1}{\lambda}=\ln \left(\frac{\beta_{c} \omega_{c} e^{I}}{2}\right) \tag{3.47}
\end{equation*}
$$

Solving for $k_{B} T_{c}$ and rounding off, we then obtain

$$
\begin{equation*}
k_{B} T_{c}=1.13 \omega_{c} e^{-\frac{1}{\lambda}} \tag{3.48}
\end{equation*}
$$



Figure 3.3: (a) Potential momentum-space symmetries of (a) spin-singlet and (b) spin-triplet gap functions around an isotropic Fermi surface. The differently colored regions correspond to the gap function taking different signs. The width of the colored regions represents the magnitude of the gap function.

In order for $k_{B} T_{c} \ll \omega_{c}$ to hold, we then need $\lambda$ to be considerably smaller than 1. According to this expression, the critical temperature depends strongly on the parameter $\lambda$ which, according to Eq. (3.46), increases with the the density of states at the Fermi level and the strength of the interaction potential at the Fermi level. Loosely speaking, the energy scale of the critical temperature is, however, set by the thickness of the shell around the Fermi surface where the interaction has been assumed to be active. We also note that the above formula often instead is presented with a prefactor rounded off to 1.14 rather than 1.13 [63]. Moreover, the eigenvalue problem in Eq. (3.46) will typically have many eigenvalues corresponding to different eigenvectors $\Delta$. The solution preferred by the system is then normally assumed to be the one that has the largest eigenvalue, producing the largest critical temperature.

The symmetries of the gap function that produces the largest critical temperature will be determined by the interaction potential, potentially in collaboration with anisotropy in the density of states. Inspired by the spherical harmonics, gap functions are often identified as $s$-wave, $p$-wave, $d$ wave, or $f$-wave depending on their sign changes around the Fermi surface. While the gap function in general could be a combination of both spinsinglet and spin-triplet with contributions from different momentum-space
symmetries, it is often assumed that a single symmetry channel dominates. Examples of such symmetry channels for a two-dimensional isotropic Fermi surface are displayed in Fig. 3.3

### 3.1.3 Phonon-mediated superconductivity

After having introduced the generalized BCS theory, we will now direct our focus towards the electron-phonon system. We then start out from a Hamiltonian describing a coupled system of electrons and phonons

$$
\begin{equation*}
H=\sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}+\sum_{\boldsymbol{q}} \omega_{\boldsymbol{q}}\left(a_{\boldsymbol{q}}^{\dagger} a_{\boldsymbol{q}}+\frac{1}{2}\right)+\sum_{\boldsymbol{k} \boldsymbol{q} \sigma} g_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\left(a_{\boldsymbol{q}}+a_{-\boldsymbol{q}}^{\dagger}\right), \tag{3.49}
\end{equation*}
$$

where the operator $a_{\boldsymbol{q}}^{\dagger}$ now is a phonon creation operator. We are interested in investigating how the electron system is influenced by the coupling to phonons, and specifically whether this coupling can give rise to attractive interaction between electrons. We therefore take the two first terms in the above Hamiltonian to be the unperturbed Hamiltonian $H_{0}$, and treat the last term as a perturbation $\eta H_{1}$, focusing on how this perturbation influences the electrons. We then perform a Schrieffer-Wolff transformation [29, 49, 65], which starts out with a canonical transformation followed by an expansion in the smallness parameter $\eta$ [66]

$$
\begin{align*}
& H^{\prime}=e^{-\eta \tilde{S}} H e^{\eta \tilde{S}}=H+\eta[H, \tilde{S}]+\frac{\eta^{2}}{2!}[[H, \tilde{S}], \tilde{S}]+\mathcal{O}\left(\eta^{3}\right)  \tag{3.50}\\
& =H_{0}+\eta\left(H_{1}+\left[H_{0}, \tilde{S}\right]\right)+\eta^{2}\left(\left[H_{1}, \tilde{S}\right]+\frac{1}{2}\left[\left[H_{0}, \tilde{S}\right], \tilde{S}\right]\right)+\mathcal{O}\left(\eta^{3}\right)
\end{align*}
$$

We then choose $\tilde{S}$ so that

$$
\begin{equation*}
\eta H_{1}+\left[H_{0}, \eta \tilde{S}\right]=0 \tag{3.51}
\end{equation*}
$$

producing

$$
\begin{equation*}
H^{\prime}=H_{0}+\frac{1}{2}\left[\eta H_{1}, \eta \tilde{S}\right]+\mathcal{O}\left(\eta^{3}\right) \tag{3.52}
\end{equation*}
$$

In order to achieve this, we take $\tilde{S}$ to be on the form [66]

$$
\begin{equation*}
\eta \tilde{S}=\sum_{\boldsymbol{k} \boldsymbol{q} \sigma} g_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\left(x_{\boldsymbol{k}, \boldsymbol{q}} a_{\boldsymbol{q}}+y_{\boldsymbol{k}, \boldsymbol{q}} a_{-\boldsymbol{q}}^{\dagger}\right) \tag{3.53}
\end{equation*}
$$

One can then explicitly work out the commutator in Eq. (3.51) in order to determine $x_{\boldsymbol{k}, \boldsymbol{q}}$ and $y_{\boldsymbol{k}, \boldsymbol{q}}$. Alternatively, one can sandwich Eq. (3.51) by two eigenstates of the unperturbed Hamiltonian [29], producing

$$
\begin{equation*}
\langle n| \eta \tilde{S}|m\rangle=\frac{\langle n| \eta H_{1}|m\rangle}{E_{m}-E_{n}} \tag{3.54}
\end{equation*}
$$

where $E_{l}$ is the energy of the unperturbed electron-phonon system in the state $l$. Taking the two eigenstates of the unperturbed Hamiltonian to be connected by either electron-phonon scattering involving creation or annihilation of a phonon, one can then show that we must have

$$
\begin{equation*}
x_{\boldsymbol{k}, \boldsymbol{q}}=\frac{1}{\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}+\omega_{\boldsymbol{q}}}, \quad y_{\boldsymbol{k}, \boldsymbol{q}}=\frac{1}{\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}-\omega_{\boldsymbol{q}}} . \tag{3.55}
\end{equation*}
$$

Working out the commutator in Eq. 3.52, we then obtain an effective interaction between electrons

$$
\begin{equation*}
H_{\mathrm{eff}}=\sum_{\substack{\boldsymbol{k} \boldsymbol{q} \boldsymbol{k}^{\prime} \\ \sigma \sigma^{\prime}}} g_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}} g_{\boldsymbol{k}^{\prime}, \boldsymbol{k}^{\prime}-\boldsymbol{q}} \frac{\omega_{\boldsymbol{q}}}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}^{\prime}-\boldsymbol{q}}\right)^{2}-\omega_{\boldsymbol{q}}^{2}} c_{\boldsymbol{k}+\boldsymbol{q} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \sigma^{\prime}}^{\dagger} c_{\boldsymbol{k}^{\prime} \sigma^{\prime}} \tag{3.56}
\end{equation*}
$$

In order to focus on the possibility of formation of Cooper pairs consisting of electrons with opposite momenta, we restrict the summation to the case of $\boldsymbol{k}^{\prime}=-\boldsymbol{k}$. We then use the property of the electron-phonon coupling $g_{-\boldsymbol{k},-\boldsymbol{k}-\boldsymbol{q}}=g_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}^{*}$ 66], juggle around the names of the momenta we sum over, and reorganize the order of the electron operators without keeping generated terms that do not involve four electron operators. We can then express the effective interaction Hamiltonian on the form

$$
\begin{equation*}
H_{\text {pair }}=\frac{1}{2} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \sum_{\sigma \sigma^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k} \sigma}^{\dagger} c_{-\boldsymbol{k} \sigma^{\prime}}^{\dagger} c_{-\boldsymbol{k}^{\prime} \sigma^{\prime}} c_{\boldsymbol{k}^{\prime} \sigma} \tag{3.57}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=\left|g_{\boldsymbol{k}^{\prime}, \boldsymbol{k}}\right|^{2} \frac{2 \omega_{\boldsymbol{k}^{\prime}-\boldsymbol{k}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}^{\prime}-\boldsymbol{k}}^{2}} . \tag{3.58}
\end{equation*}
$$

In order to make use of the framework we established in the previous section, we can further rewrite $H_{\text {pair }}$ on the more general form

$$
\begin{equation*}
H_{\text {pair }}=\frac{1}{2} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \sum_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} c_{\boldsymbol{k} \sigma_{1}}^{\dagger} c_{-\boldsymbol{k} \sigma_{2}}^{\dagger} c_{-\boldsymbol{k}^{\prime} \sigma_{3}} c_{\boldsymbol{k}^{\prime} \sigma_{4}}, \tag{3.59}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma \sigma \uparrow \downarrow}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma \sigma \uparrow}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \uparrow \sigma \sigma}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\downarrow \uparrow \sigma \sigma}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \uparrow \downarrow}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\downarrow \downarrow \uparrow}=0, \tag{3.60}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma \sigma \sigma \sigma}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}, \quad V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \uparrow \downarrow \uparrow}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\downarrow \uparrow \downarrow}=\frac{1}{2} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}, \quad V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \downarrow \uparrow \downarrow}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\downarrow \uparrow \downarrow \uparrow}=-\frac{1}{2} V_{-\boldsymbol{k} \boldsymbol{k}^{\prime}} \tag{3.61}
\end{equation*}
$$

covers all 16 terms. It will, in the following, be useful to express the interaction potential $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}$ in terms of its even an odd parts with respect to $\boldsymbol{k}$. As $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=V_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}}$, one can see that these even and odd parts with respect to $\boldsymbol{k}$ will also be even and odd with respect to $\boldsymbol{k}^{\prime}$. We then write $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}+V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}$ where

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}=\frac{1}{2}\left(V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}+V_{-\boldsymbol{k} \boldsymbol{k}^{\prime}}\right), \quad V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}=\frac{1}{2}\left(V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}-V_{-\boldsymbol{k} \boldsymbol{k}^{\prime}}\right) \tag{3.62}
\end{equation*}
$$

We can then further express

$$
\begin{equation*}
-V_{-\boldsymbol{k} \boldsymbol{k}^{\prime}}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}-V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})} \tag{3.63}
\end{equation*}
$$

As we have written the interaction Hamiltonian on the same form as in the previous section, we can now jump straight to the gap equation. Starting with investigating $\Delta_{\uparrow \downarrow}$, we have

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, \uparrow \downarrow}=-\sum_{\boldsymbol{k}^{\prime}} \chi_{\boldsymbol{k}^{\prime}}\left[V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \downarrow \downarrow \uparrow} \Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow}+V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \downarrow \uparrow \downarrow} \Delta_{\boldsymbol{k}^{\prime}, \downarrow \uparrow}\right] . \tag{3.64}
\end{equation*}
$$

Writing out the expressions for the components of the spin-dependent interaction potential, we then obtain

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, \uparrow \downarrow}=-\sum_{\boldsymbol{k}^{\prime}} \chi_{\boldsymbol{k}^{\prime}}\left[V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})} \Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow, O(s)}+V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} \Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow, E(s)}\right] . \tag{3.65}
\end{equation*}
$$

We have here defined

$$
\begin{equation*}
\Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow, O(s)}=\frac{1}{2}\left(\Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow}-\Delta_{\boldsymbol{k}^{\prime}, \downarrow \uparrow}\right), \quad \Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow, E(s)}=\frac{1}{2}\left(\Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow}+\Delta_{\boldsymbol{k}^{\prime}, \uparrow \uparrow}\right), \tag{3.66}
\end{equation*}
$$

which are naturally even and odd in momentum, respectively. We then see that the gap equation restricted to spin-singlet pairing with $\Delta_{\boldsymbol{k}, \uparrow \downarrow}=$ $-\Delta_{\boldsymbol{k}, \downarrow \uparrow}=\Delta_{\boldsymbol{k}}^{s}$ only obtains contributions from the part of the interaction potential which is even in momentum

$$
\begin{equation*}
\Delta_{\boldsymbol{k}}^{s}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})} \Delta_{\boldsymbol{k}^{\prime}}^{S} \chi_{\boldsymbol{k}^{\prime}} \tag{3.67}
\end{equation*}
$$

Similarly, the gap equation restricted to unpolarized spin-triplet pairing with $\Delta_{\boldsymbol{k}, \uparrow \downarrow}=\Delta_{\boldsymbol{k}, \downarrow \uparrow}=\Delta_{\boldsymbol{k}}^{t, u}$ only obtains contributions from the part of the interaction potential which is odd in momentum

$$
\begin{equation*}
\Delta_{\boldsymbol{k}}^{t, u}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} \Delta_{\boldsymbol{k}^{\prime}}^{t, u} \chi_{\boldsymbol{k}^{\prime}} \tag{3.68}
\end{equation*}
$$

This is simply an expression of the fact that e.g. the spin-singlet gap function is odd in momentum so that, when multiplied by a potential and summed over momentum, only the part of the potential that is odd in momentum will contribute. We can also consider the gap equation for $\Delta_{\boldsymbol{k}, \sigma \sigma}$, which naturally only can obtain contributions from $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(k)}$

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, \sigma \sigma}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(k)} \Delta_{\boldsymbol{k}^{\prime}, \sigma \sigma} \chi_{\boldsymbol{k}^{\prime}} . \tag{3.69}
\end{equation*}
$$

Now that we have the relevant gap equations, the next step is to judge whether there can be non-trivial solutions to any of these gap equations. This depends on the interaction potential $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}$. Investigating the phononmediated interaction potential we derived earlier

$$
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=\left|g_{\boldsymbol{k}^{\prime}, \boldsymbol{k}}\right|^{2} \frac{2 \omega_{\boldsymbol{k}^{\prime}-\boldsymbol{k}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}^{\prime}-\boldsymbol{k}}^{2}}
$$

we consider the case of $\boldsymbol{k}$ situated at the Fermi surface which is the relevant case for determining the gap function at the Fermi surface. We denote the largest available phonon energy by $\omega_{c}$, which e.g. corresponds to the Debye energy in the Debye model for acoustic phonons or the Einstein energy in the Einstein model for optical phonons. As the energy scale for electrons is normally much larger than the energy scale for phonons, the scattering processes where $\epsilon_{\boldsymbol{k}^{\prime}}$ is smaller than or similar to $\omega_{c}$ constitutes a thin shell around the Fermi surface. When $\boldsymbol{k}^{\prime}$ is moved outside of this thin shell, the interaction potential is quickly suppressed by the largeness of the electron energy scale through the term $\epsilon_{\boldsymbol{k}^{\prime}}^{2}$ in the denominator. This motivates an assumption that the interaction potential will only be providing contributions to the pairing in a thin shell around the Fermi surface.

Inside this thin shell, the above interaction potential can in general vary significantly with $\boldsymbol{k}^{\prime}$. On the right-hand-side of the gap equation, there is, however, a factor $\chi_{\boldsymbol{k}^{\prime}}$ which is peaked for $\boldsymbol{k}^{\prime}$ at the Fermi surface. One would then expect that the most important contributions from the right-hand-side of the gap equation will arise from $\boldsymbol{k}^{\prime}$ located at the Fermi surface. If one further assumes that the behavior of the potential when integrated over constant energy surfaces inside the thin shell will not vary too quickly also when moving slightly away from the Fermi surface, one might then be able to motivate neglecting the perpendicular momentum dependence of the interaction potential inside the thin shell and simply focus on the behavior at the Fermi surface. We are here simplifying the perpendicular behavior of the interaction potential and treating the eventual decay of the interaction strength when moving from the Fermi surface to some point far away from the Fermi surface as a sudden drop-off. As seen from the gap equation, neglecting all perpendicular momentum dependence of the interaction potential inside the thin shell also leads to a gap function which is constant with respect to perpendicular momentum inside the thin shell. We have then reached the approximation scheme applied when discussing the condensation energy and critical temperature within the generalized BCS
theory outlined in the previous section.
If we then consider the interaction potential with both $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ located at the Fermi surface, we see that $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}$ consists of two terms that both carry a negative sign. This fits nicely with the gap equation for spin-singlet pairing where a negative (attractive) interaction potential then can make both sides of the equation naturally take the same sign. The essence of this possibility can be captured by further neglecting the parallel momentum dependence of the interaction potential. We are then working with an interaction potential that is constant inside a thin shell around the Fermi level 65]

$$
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}= \begin{cases}-V / N, & \left|\epsilon_{\boldsymbol{k}}\right|,\left|\epsilon_{\boldsymbol{k}^{\prime}}\right| \leq \omega_{c}  \tag{3.70}\\ 0, & \text { otherwise }\end{cases}
$$

For $\boldsymbol{k}$ inside the thin shell around the Fermi surface, the gap equation then takes the form

$$
\begin{equation*}
\Delta_{\boldsymbol{k}}^{s}=\frac{V}{N} \sum_{\boldsymbol{k}^{\prime}}^{\prime} \Delta_{\boldsymbol{k}^{\prime}}^{s} \chi_{\boldsymbol{k}^{\prime}} \tag{3.71}
\end{equation*}
$$

where now $E_{\boldsymbol{k}^{\prime}}=\sqrt{\epsilon_{\boldsymbol{k}^{\prime}}^{2}+\left(\Delta_{\boldsymbol{k}^{\prime}}^{s}\right)^{2}}$ and the prime on sum over $\boldsymbol{k}^{\prime}$ indicates that the sum is restricted to a thin shell around the Fermi surface. As the right-hand-side does not depend on $\boldsymbol{k}$, the gap function will also simply be a constant $\Delta^{s}$ inside the thin shell, corresponding to $s$-wave pairing. Going over to integration over energy, approximating the density of states by the density of states at the Fermi level $D_{0}$, and defining $D_{0}^{\prime}=D_{0} / N$, the gap equation takes the form

$$
\begin{equation*}
\frac{1}{D_{0}^{\prime} V}=2 \int_{0}^{\omega_{c}} \mathrm{~d} \epsilon \chi(\epsilon) \tag{3.72}
\end{equation*}
$$

where the remaining dependence on $\Delta^{s}$ is now contained in $\chi(\epsilon)$.
Using the critical temperature formula from the previous section, we now obtain right away that

$$
\begin{equation*}
k_{B} T_{c}=1.13 \omega_{c} e^{-1 /\left(D_{0}^{\prime} V\right)} \tag{3.73}
\end{equation*}
$$



Figure 3.4: The factor $\chi(\epsilon)$ appearing in the gap equation evaluated at the Fermi level as a function of the gap magnitude $\Delta^{s}$ and the temperature $T$. The quantity $\kappa$ is an arbitrary energy scale. Increasing the temperature, we see that the important Fermi surface contributions to the right-hand-side of the gap equation are reduced. In order to obtain a solution to the gap equation, a smaller gap is then necessary.

Moreover, for $\Delta_{\boldsymbol{k}}^{s}=\Delta^{s}$ inside the thin shell, the condensation energy now becomes $E_{\mathrm{C}}=D_{0}\left(\Delta_{0}^{s}\right)^{2} / 2$. Here, we have taken $\Delta^{s}(T=0) \equiv \Delta_{0}^{s}$. Finally, we attempt to calculate the gap function at zero temperature. As then $E_{\boldsymbol{k}^{\prime}}>0$ for all $\boldsymbol{k}^{\prime}$, we can then take $\tanh \left(\beta E_{\boldsymbol{k}^{\prime}} / 2\right)=1$ when $\beta \rightarrow \infty$, producing

$$
\begin{equation*}
\frac{1}{D_{0}^{\prime} V}=\int_{0}^{\omega_{c}} \mathrm{~d} \epsilon \frac{1}{\sqrt{\epsilon^{2}+\left(\Delta_{0}^{s}\right)^{2}}} \tag{3.74}
\end{equation*}
$$

Introducing $x=\epsilon / \Delta_{0}^{s}$, performing the integral over $x$, and assuming $\Delta^{s} \ll$ $\omega_{c}$, we are left with

$$
\begin{equation*}
\Delta_{0}^{s}=2 \omega_{c} e^{-1 /\left(D_{0}^{\prime} V\right)} \tag{3.75}
\end{equation*}
$$

Evaluating the ratio between the gap at zero temperature and the critical temperature, without rounding off before reaching the final answer, we then obtain a number

$$
\begin{equation*}
\frac{\Delta_{0}^{s}}{k_{B} T_{c}}=1.76 \tag{3.76}
\end{equation*}
$$

which is independent on properties of the system such as $\omega_{c}$ and $V$. Between zero temperature and the critical temperature, the magnitude of the gap function displays a decaying behavior with respect to temperature which can be obtained by solving the gap equation in Eq. 3.72) at arbitrary temperature. As shown in Fig. 3.4 the important Fermi surface contributions to the right-hand-side of this equation decrease with increasing temperature. If the temperature is not too high, one can, however, still obtain a solution to the gap equation by decreasing the gap magnitude.

We finally comment that, with a interaction potential that is even in momentum, there is of course no solution to the gap equations for triplet pairing. If the parallel momentum dependence of the interaction potential is kept, it could in principle be possible to also have triplet solutions depending on the details of the electron-phonon coupling and the phonon dispersion. In order for a triplet state to form, it would, however, have to be more energetically favorable than the typical spin-singlet $s$-wave state.

### 3.1.4 Effect of Coulomb interaction

We have discussed attractive interaction between electrons giving rise to formation of Cooper pairs. As electrons repel each other through the Coulomb interaction, a natural question is how Coulomb fits into this picture. Starting from a spatially dependent Coulomb interaction $\sim 1 / r$, and Fourier transforming, we obtain a momentum-dependent Coulomb interaction on the form $\sim 1 / q^{2}$. In good metals, the Coulomb interaction is, however, strongly screened. The momentum-dependence is then typically considerably weaker [54]. We will therefore treat the Coulomb interaction as a momentum-independent potential.

For the total interaction potential, we now take $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{p}+V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{C}$, where $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{p}$ is equal to a constant $-V / N$ in a thin shell of width $2 \omega_{c}$ around the Fermi surface, as introduced in the previous section. The Coulomb potential $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{C}$ is taken to simply be on the form

$$
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{C}= \begin{cases}U / N, & 0 \leq\left|\epsilon_{\boldsymbol{k}}\right|,\left|\epsilon_{\boldsymbol{k}^{\prime}}\right| \leq W  \tag{3.77}\\ 0, & \text { otherwise }\end{cases}
$$

where $2 W$ is the bandwidth of the relevant electron energy band and we have, for simplicity, assumed that the band is half-filled. This model is often referred to as the Anderson-Morel model 67].

The gap equation

$$
\begin{equation*}
\Delta_{\boldsymbol{k}}^{s}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \Delta_{\boldsymbol{k}^{\prime}}^{s} \chi_{\boldsymbol{k}^{\prime}} \tag{3.78}
\end{equation*}
$$

can further be split up into one equation for $\boldsymbol{k}$ inside the thin shell and one equation for $\boldsymbol{k}$ outside the thin shell. For each of these separate cases, the right-hand-side of the equation will not depend on $\boldsymbol{k}$. We then introduce $\Delta_{1}$ as the constant gap inside the thin shell and $\Delta_{2}$ as the constant gap outside the thin shell. Going over to an integration over $\epsilon$, we note that, as we have contributions from the whole electron band instead of just a thin shell around the Fermi surface, the density of states can in general vary considerably in the relevant energy region. For simplicity, we still approximate the density of states by the density of states at the Fermi level. The coupled set of self-consistent equations for $\Delta_{1}$ and $\Delta_{2}$ can then be expressed as

$$
\begin{align*}
& \Delta_{1}=-2 D_{0}^{\prime} \int_{0}^{\omega_{c}} \mathrm{~d} \epsilon(U-V) \Delta_{1} \chi\left(\epsilon, \Delta_{1}\right)-2 D_{0}^{\prime} \int_{\omega_{c}}^{W} \mathrm{~d} \epsilon U \Delta_{2} \chi\left(\epsilon, \Delta_{2}\right)  \tag{3.79a}\\
& \Delta_{2}=-2 D_{0}^{\prime} \int_{0}^{\omega_{c}} \mathrm{~d} \epsilon U \Delta_{1} \chi\left(\epsilon, \Delta_{1}\right)-2 D_{0}^{\prime} \int_{\omega_{c}}^{W} \mathrm{~d} \epsilon U \Delta_{2} \chi\left(\epsilon, \Delta_{2}\right) \tag{3.79b}
\end{align*}
$$

Performing the integral over energies outside of the thin shell, one can show that the coupled set of equations has a solution where $\Delta_{1}$ is, as before, determined by

$$
\frac{1}{\lambda}=2 \int_{0}^{\omega_{c}} \mathrm{~d} \epsilon \chi\left(\epsilon, \Delta_{1}\right)
$$

with now $\lambda=D_{0}^{\prime} V \rightarrow \lambda^{\prime}=\lambda-\mu^{*}$ and [64]

$$
\begin{equation*}
\mu^{*}=\frac{D_{0}^{\prime} U}{1+D_{0}^{\prime} U \ln \left(W / \omega_{c}\right)} \tag{3.80}
\end{equation*}
$$

Assuming that $\lambda^{\prime} \geq 0$, one can then obtain an expression for e.g. the critical temperature

$$
\begin{equation*}
k_{B} T_{c}=1.13 \omega_{c} e^{-1 /\left(\lambda-\mu^{*}\right)} \tag{3.81}
\end{equation*}
$$

It is then apparent that the effect of Coulomb interaction on the superconductivity depends on how large $\mu^{*}$ is compared to $\lambda$. If $\mu^{*}$ is small compared


Figure 3.5: The Coulomb pseudo-potential $\mu^{*}$ as a function of $D_{0}^{\prime} U$ and $W / \omega_{c}$.
to $\lambda$, the effect of Coulomb interaction will, in fact, be quite limited.
If the Coulomb interaction had also been restricted to a thin shell of width $2 \omega_{c}$ around the Fermi level, the correction to the dimensionless coupling constant $\lambda$ arising from Coulomb interaction would simply have been $\lambda \rightarrow \lambda-D_{0}^{\prime} U$. As the Coulomb interaction has been taken to be active across the whole electron band, we have instead ended up with the correction $\lambda \rightarrow \lambda-\mu^{*}$. Inspecting the expression for $\mu^{*}$, we see that if we take $D_{0}^{\prime} U \ll 1$, we will also have $\mu^{*} \ll 1$ regardless of how large $W / \omega_{c}$ is. If we instead consider $D_{0}^{\prime} U=1$, we obtain $\mu^{*}=1 /\left(1+\ln \left(W / \omega_{c}\right)\right)$. For e.g. $W / \omega_{c}=100$, we then have $\mu^{*} \approx 0.18$, which is significantly better than $\lambda \rightarrow \lambda-1$. Moreover, if we consider $D_{0}^{\prime} U \gg 1$, we obtain that $\mu^{*}=1 / \ln \left(W / \omega_{c}\right)$ regardless of how large $D_{0}^{\prime} U$ is. For e.g. $W / \omega_{c}=100$, we then have $\mu^{*} \approx 0.22$, which may still allow for superconductivity to survive. In Fig. 3.5, we further show how $\mu^{*}$ depends more generally on $D_{0}^{\prime} U$ and $W / \omega_{c}$. The picture is then that the effect of Coulomb interaction on the pairing may take the form of an easily incorporated correction to $\lambda$, which in many cases is much less dramatic than one might have expected. Although the effect on the critical temperature of including $\lambda \rightarrow \lambda-\mu^{*}$ may not be negligible, this motivates why considering superconductivity without taking Coulomb interaction into account is not necessarily an unreasonable approach to the problem.

The origin of the relatively weak effect of Coulomb interaction becomes clearer if one further derives the expression for $\Delta_{2}$. From Eq. 3.79b, one can obtain

$$
\begin{equation*}
\Delta_{2}=-\frac{\mu^{*}}{\lambda-\mu^{*}} \Delta_{1} \tag{3.82}
\end{equation*}
$$

We then see that the sign of $\Delta_{2}$ is the opposite of $\Delta_{1}$. If we consider the gap equation for $\boldsymbol{k}$ inside the thin shell around the Fermi surface, the Coulomb potential clearly works against the attractive phonon-mediated interaction as long as $\boldsymbol{k}^{\prime}$ also is inside the thin shell. However, as soon as $\boldsymbol{k}^{\prime}$ is taken outside the thin shell, the gap equation changes its sign in order to take advantage of the repulsive Coulomb interaction, dramatically reducing Coulomb's destructive effect on superconductivity.

For simplicity, and relevance for phonon-mediated superconductivity, we considered a constant attractive interaction giving rise to spin-singlet $s$-wave pairing. If one instead considers a gap function that changes sign when moving around the Fermi surface, the effect of Coulomb interaction can be further reduced. Keeping the Coulomb interaction as a momentumindependent constant, its contributions to the gap equation inside the the thin shell can cancel out, leaving the superconductivity untouched.

### 3.2 Spin-split superconductors

In the beginning of the chapter, we introduced that magnetic fields are not able to penetrate superconductors. As we will see in this section, this is not the full story about superconductors in magnetic fields. It is true that the typical response of a superconductor to a magnetic field is to set up screening currents that counteract the applied field. The magnetic field then decays exponentially inside the superconductor over a length scale referred to as the penetration depth [68]. Considering a bulk superconductor, there is then no magnetic flux penetrating the interior of the superconductor. This picture is, however, only valid up to a certain field strength. If the magnetic field becomes too strong, one out of two things can happen. The first scenario is that the system transitions directly to its normal state as staying in the superconducting state and fighting the magnetic field no longer becomes energetically favorable. These types of superconductors are called type-I superconductors. The alternative is that the system enters an intermediate phase featuring non-superconducting regions circulated by supercurrents, called vortices, where magnetic flux can penetrate the system. Superconductors of this type are called type-II superconductors.

What we will focus on in this section are so-called spin-split superconductors. They can e.g. arise from subjecting thin-film superconductors to magnetic fields. If the magnetic field is applied in-plane, induced orbital motion of electrons can be limited by making the film sufficiently thin. The dominant effect of the magnetic field on the superconductor will then be a spin-splitting effect arising from the interaction of the external field with the spins of the electrons giving rise to the superconducting state [69]. A similar spin-splitting effect can also be achieved by proximity-coupling a thin-film superconductor to a ferromagnetic material. We will, in the following, assume that this spin-splitting is uniform across the thin-film and not be too concerned with its origin.

We include spin-splitting in our model for a superconductor through a spin-splitting field $h$, so that the electron energies are expressed as $\epsilon_{\boldsymbol{k} \sigma}=$ $\epsilon_{\boldsymbol{k}}-\sigma h$, where $\sigma=\uparrow, \downarrow=+,-$. We can then return to Eq. (3.12), where we now restrict our analysis to the case of spin-singlet pairing. We then take $\Delta_{\boldsymbol{k}, \uparrow \downarrow}=-\Delta_{\boldsymbol{k}, \downarrow \uparrow}=\Delta_{\boldsymbol{k}}$ so that the matrix $M_{k}$ can be expressed as

$$
M_{\boldsymbol{k}}=\left(\begin{array}{cccc}
\epsilon_{\boldsymbol{k} \uparrow} & 0 & 0 & -\Delta_{\boldsymbol{k}}  \tag{3.83}\\
0 & \epsilon_{\boldsymbol{k} \downarrow} & \Delta_{\boldsymbol{k}} & 0 \\
0 & \Delta_{\boldsymbol{k}}^{*} & -\epsilon_{\boldsymbol{k} \uparrow} & 0 \\
-\Delta_{\boldsymbol{k}}^{*} & 0 & 0 & -\epsilon_{\boldsymbol{k} \downarrow}
\end{array}\right)
$$

This matrix can be diagonalized by the transformation we introduced earlier, where the matrix $\hat{\Delta}_{\boldsymbol{k}}$ appearing in $U_{\boldsymbol{k}}$ is now restricted to the case of spin-singlet pairing. We then end up with

$$
W_{\boldsymbol{k}}=U_{\boldsymbol{k}}^{\dagger} M_{\boldsymbol{k}} U_{\boldsymbol{k}}=\left(\begin{array}{cccc}
E_{\boldsymbol{k}}-h & 0 & 0 & 0  \tag{3.84}\\
0 & E_{\boldsymbol{k}}+h & 0 & 0 \\
0 & 0 & -E_{\boldsymbol{k}}+h & 0 \\
0 & 0 & 0 & -E_{\boldsymbol{k}}-h
\end{array}\right)
$$

producing

$$
\begin{equation*}
H=H_{0}^{\prime}+\sum_{\boldsymbol{k} \sigma} E_{\boldsymbol{k} \sigma} \gamma_{\boldsymbol{k} \sigma}^{\dagger} \gamma_{\boldsymbol{k} \boldsymbol{\sigma}} . \tag{3.85}
\end{equation*}
$$

Here, we have defined $E_{\boldsymbol{k} \sigma}=E_{\boldsymbol{k}}-\sigma h$ where still $E_{\boldsymbol{k}} \geq 0$. Further, as before,

$$
H_{0}^{\prime}=\frac{1}{2} \sum_{\boldsymbol{k}} \sum_{\sigma_{1} \sigma_{2}} b_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{\dagger} \Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}+\sum_{\boldsymbol{k}}\left(\epsilon_{\boldsymbol{k}}-E_{\boldsymbol{k}}\right)
$$

with the first term now taking the form

$$
\frac{1}{2} \sum_{\boldsymbol{k}} \sum_{\sigma_{1} \sigma_{2}} \frac{\Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}^{*} \Delta_{\boldsymbol{k}, \sigma_{1} \sigma_{2}}}{4 E_{\boldsymbol{k}}}\left[\tanh \left(\frac{\beta E_{\boldsymbol{k} \sigma_{1}}}{2}\right)+\tanh \left(\frac{\beta E_{\boldsymbol{k} \sigma_{2}}}{2}\right)\right]
$$

where the only difference from last time is that the quasiparticle energies now are spin dependent, and the gap function should be restricted to spinsinglet pairing. We then obtain the following expression for the free energy

$$
\begin{equation*}
F=\frac{1}{2} \sum_{\boldsymbol{k} \sigma} \frac{\left|\Delta_{\boldsymbol{k}}\right|^{2}}{2 E_{\boldsymbol{k}}} \tanh \left(\frac{\beta E_{\boldsymbol{k} \sigma}}{2}\right)+\sum_{\boldsymbol{k}}\left(\epsilon_{\boldsymbol{k}}-E_{\boldsymbol{k}}\right)-\frac{1}{\beta} \sum_{\boldsymbol{k} \sigma} \ln \left(1+e^{-\beta E_{\boldsymbol{k} \sigma}}\right) . \tag{3.86}
\end{equation*}
$$

Similarly, introducing spin-dependent quasiparticle energies and restricting the gap function to spin-singlet pairing, we obtain for the gap equation

$$
\begin{equation*}
\Delta_{\boldsymbol{k}}=-\sum_{\boldsymbol{k}^{\prime} \sigma} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})} \frac{\Delta_{\boldsymbol{k}^{\prime}}}{4 E_{\boldsymbol{k}^{\prime}}} \tanh \left(\frac{\beta E_{\boldsymbol{k}^{\prime} \sigma}}{2}\right) . \tag{3.87}
\end{equation*}
$$

Now that we have the relevant expression for the free energy, as well as the gap equation, we make the following observation. If we take the interaction potential to be a constant $-V / N$ inside a thin shell around the Fermi surface, leading to the gap function being a constant $\Delta$ inside the thin shell, the gap equation at zero temperature will be unaffected by a spin-splitting field $h<\Delta_{0}$ as none of the quasiparticle energies will become negative. The solution to the gap equation for $h<\Delta_{0}$ will therefore still be $\Delta_{0}$. Similarly, with an unaffected gap, the zero-temperature free energy for $h<\Delta_{0}$ will also be unaffected by the spin-splitting field. One could therefore imagine that the critical spin-splitting field at zero temperature would have to be larger than or equal to $\Delta_{0}$. However, we also have to take into account that the free energy of the normal state of the system can be affected by $h$ through the logarithmic term. Since the energy spectrum, in this case, is not gapped, the energies $E_{\boldsymbol{k} \uparrow}$ can now, in fact, become negative. The zero-temperature free energy of the normal state will therefore be lowered by an amount


Figure 3.6: Normal state: (a) Density of states, assumed constant, for spin- $\uparrow$ and spin- $\downarrow$ energy bands where states below the Fermi level are filled. (b) The introduction of a spin-splitting field $h$ splits the energy bands, pushing spin- $\downarrow$ electrons above the Fermi level. (c) In order to lower its energy, the system converts spin- $\downarrow$ electrons situated above the Fermi level to spin$\uparrow$ electrons with lower energy, leading to the spin-polarized state in (d). Importantly, the sum over the energies of all colored states is the same in (a) and (b), making the energy of the system in (d) is lower than the energy in (a).

$$
\begin{equation*}
F_{0}^{N}(h=0)-F_{0}^{N}(h>0)=\sum_{\boldsymbol{k}}^{\left|\epsilon_{\boldsymbol{k}}\right|<h}\left(h-\left|\epsilon_{\boldsymbol{k}}\right|\right)=D_{0} h^{2}, \tag{3.88}
\end{equation*}
$$

where we have gone over to an integration over energy and approximated the density of states by the density of states at the Fermi level.

As shown earlier, starting out from $h=0$, the superconducting state is favored by an amount $E_{C}=D_{0} \Delta_{0}^{2} / 2$. Increasing $h$, but not above $\Delta_{0}$, the energy of the superconducting state is unaffected, while the normal state energy is reduced by an amount $D_{0} h^{2}$. We then see that the normal state will be favored by the system at a critical spin-splitting field

$$
\begin{equation*}
h_{c}=\frac{\Delta_{0}}{\sqrt{2}} \approx 0.7 \Delta_{0} . \tag{3.89}
\end{equation*}
$$

This result is called the Chandrasekhar-Clogston limit 70, 71] and limits the maximum spin-splitting field that the superconductor can coexist with


Figure 3.7: Spin-singlet superconductor: (a) Density of states, taken constant with a gap, for energy bands labelled by spin- $\uparrow$ and spin- $\downarrow$. States below the Fermi level are filled. We have also included the position along the energy axis of two electrons at the Fermi surface forming a Cooper pair. (b) The introduction of a spin-splitting field $h$ splits the energy bands. In this case, no states are shifted above the Fermi level and the energy of the system is not altered.
to a fraction of the superconducting gap at zero temperature.
The energy gain of the normal state in the presence of a spin-splitting field can be understood from Fig. 3.6. From this figure, we see that the normal state of the system, in the presence of a spin-splitting field, can lower its energy by becoming spin-polarized. We note that connecting this picture with our calculations requires e.g. transforming the hole-like quasiparticles with $\epsilon_{\boldsymbol{k}}<0$ into electron-like quasiparticles with opposite spin and sending the gap to zero. In the figure, we have further considered the simplest possible case of a constant density of states for both spin-bands, which will then naturally also be equal to the density of states at the Fermi level $D_{0}$. The area of the purple rectangle in Fig. 3.6 (c) is then $D_{0} h$. Since the yellow rectangle is shifted by an amount $h$ relative to the purple rectangle, we then immediately see that the energy gain of the spin-polarized state is $D_{0} h^{2}$. Importantly, this energy gain relies on having states around the Fermi level.

If we instead consider the effect of a spin-splitting field on the superconducting state, there are no states around the Fermi level due to the gap in the excitations spectrum. This is the reason why the energy of the superconducting state is not affected by a spin-splitting field smaller than the


Figure 3.8: Polarized spin-triplet superconductor: (a) Density of states, assumed constant with a gap, for electron-like energy bands labelled by spin- $\uparrow$ and spin- $\downarrow$. States below the Fermi level are filled. We have also included the position along the energy axis of two sets of electrons at the Fermi surface forming Cooper pairs. (b) The introduction of a spin-splitting field shifts the bottom and top of the energy bands without affecting the gap around the Fermi surface. Some spin- $\downarrow$ quasiparticles are therefore converted into spin- $\uparrow$ quasiparticles. Although the particular electrons going into the Cooper pairs in (a) will be shifted by the field, it is now still possible for electrons at the Fermi surface to form Cooper pairs, as illustrated here. (c) The result is that the system becomes spin-polarized and lowers its energy.
gap. This situations is sketched in Fig. 3.7, where the picture e.g. can be connected to the calculations in the same way as above, but now with a nonzero gap. We have here neglected energy dependence of the density of states, and, for clarity, taken the gap in the spectrum to be enormous. We also show how the electrons going into the Cooper pairs are being separated from each other in energy.

One way of having superconductivity beyond the ChandrasekharClogston limit can be to consider spin-triplet pairing instead of spin-singlet pairing. If we consider what we will refer to as polarized spin-triplet pairing with $\Delta_{\boldsymbol{k}, \uparrow \uparrow}=\Delta_{\boldsymbol{k}, \downarrow \downarrow}$ and $\Delta_{\boldsymbol{k}, \uparrow \downarrow}=\Delta_{\boldsymbol{k}, \downarrow \uparrow}=0$, the quasiparticle energies instead take the form [72]

$$
\begin{equation*}
E_{\boldsymbol{k} \sigma}=\sqrt{\epsilon_{\boldsymbol{k} \sigma}^{2}+\left|\Delta_{\sigma \sigma}\right|^{2}} \tag{3.90}
\end{equation*}
$$

We then see that there will be a gap $\left|\Delta_{\boldsymbol{k}, \sigma \sigma}\right|$ above $E_{\boldsymbol{k} \sigma}=0$ that does not move in energy with $h$. This is in contrast to the case of the spinsinglet pairing that we considered above where the energy of the lowest state above the Fermi level took the form $|\Delta|-h$. Describing the system through electron-like quasiparticles labeled by whether they are shifted up or down in energy under $h>0$, we can then again draw a cartoon picture of the situation, as displayed in Fig. 3.8. We have here introduced a simplified gap rather than the partly gap that arises from a gap-function that change sign around the Fermi surface. From the figure, we see that this simple case captures that a spin-splitting field is able to spin-polarize the system, lowering its energy. Polarized spin-triplet pairing is therefore not restricted by the Chandrasekhar-Clogston limit.

Another way of going above the Chandrasekhar-Clogston limit is socalled FFLO pairing [73, 74]. In this case, electrons with opposite spin and momentum $\boldsymbol{k}+\boldsymbol{q}$ and $-\boldsymbol{k}$ form finite-momentum Cooper pairs with $\boldsymbol{q} \neq 0$ so that the energies of the electrons going into the Cooper pairs can be the same in the presence of spin-splitting. Spin-singlet superconductivity beyond the Chandrasekhar-Clogston limit may also be possible e.g. in the presence of spin-orbit coupling [75] or an applied voltage [76]. Further, in Chap. 6, we will discuss how the presence of a flat energy band in the band structure can influence the critical magnetic field of a superconductor.

### 3.3 Eliashberg theory

After having provided a thorough introduction to BCS theory and the BCS description of spin-split superconductors, we are now ready to move on to the somewhat more involved Eliashberg theory of superconductivity. We will be following the derivation in Ref. [77], considering a quite general case of electron-boson coupling as well as the specialization to phononmediated superconductivity. The general framework will be useful when we, in the next chapter, consider the Eliashberg treatment of magnon-mediated superconductivity presented in Paper [4].

The system is assumed to be described by a Hamiltonian

$$
\begin{equation*}
H=\sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}+\sum_{\boldsymbol{q} \eta} \omega_{\boldsymbol{q} \eta} a_{\boldsymbol{q} \eta}^{\dagger} a_{\boldsymbol{q} \eta}+\sum_{\boldsymbol{k} \boldsymbol{q}} \sum_{\sigma \sigma^{\prime} \gamma} f_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}^{\sigma \sigma^{\prime}, \gamma} B_{\boldsymbol{q} \gamma} c_{\boldsymbol{k}+\boldsymbol{q} \sigma^{\prime}}^{\dagger} c_{\boldsymbol{k} \sigma} \tag{3.91}
\end{equation*}
$$

where $B_{\boldsymbol{q} \gamma}$ is a linear combination of boson operators. This equation represents a similar, but more general form, of the Hamiltonian we introduced for
the case of electron-phonon coupling. Similarly to earlier, we will treat the the two first terms as the unperturbed Hamiltonian $H_{0}$ and the electronboson coupling as a perturbation $H_{1}$. The difference from our earlier approach is that we will now treat this perturbation in a many-body Green's function framework. We will be using the Matsubara Green's function formalism and a so-called $S$-matrix expansion to deal with the perturbation term $H_{1}$.

### 3.3.1 Matsubara formalism and $S$-matrix expansion

In the Matsubara, or imaginary-time, formalism, we can define a singleparticle Green's function [78, 79]

$$
\begin{equation*}
\mathcal{G}_{\sigma \sigma^{\prime}}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}, \tau\right)=-\left\langle T_{\tau}\left[c_{\boldsymbol{k} \sigma}(\tau) c_{\boldsymbol{k}^{\prime} \sigma^{\prime}}^{\dagger}(0)\right]\right\rangle \tag{3.92}
\end{equation*}
$$

where $\langle\ldots\rangle$ denotes a thermodynamic average. Although we normally use the operators $c_{\boldsymbol{k} \sigma}$ to represent electrons, we, in the following, also comment on the bosonic case. The operators are in the Heisenberg picture and their time dependence is determined by

$$
\begin{align*}
c_{\boldsymbol{k} \sigma}(\tau) & =e^{H \tau} c_{\boldsymbol{k} \sigma} e^{-H \tau},  \tag{3.93a}\\
c_{\boldsymbol{k} \sigma}^{\dagger}(\tau) & =e^{H \tau} c_{\boldsymbol{k} \sigma}^{\dagger} e^{-H \tau}, \tag{3.93b}
\end{align*}
$$

where $\tau$ is a real quantity. Further, the time-ordering operator $T_{\tau}$ puts the operators in order with earliest times furthest to the right

$$
T_{\tau}\left[c_{\boldsymbol{k} \sigma}(\tau) c_{\boldsymbol{k}^{\prime} \sigma^{\prime}}^{\dagger}(0)\right]= \begin{cases}c_{\boldsymbol{k} \sigma}(\tau) c_{\boldsymbol{k}^{\prime} \sigma^{\prime}}^{\dagger}(0), & \tau>0  \tag{3.94}\\ \xi c_{\boldsymbol{k}^{\prime} \sigma^{\prime}}^{\dagger}(0) c_{\boldsymbol{k} \sigma}(\tau), & \tau<0\end{cases}
$$

where $\xi=-1$ for fermions and $\xi=+1$ for bosons. Bosonic/fermionic Matsubara Green's functions are further periodic/anti-periodic in imaginary time with period $\beta$, and their Fourier transformation can be expressed as

$$
\begin{align*}
\mathcal{G}_{\sigma \sigma^{\prime}}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}, i \omega_{n}\right) & =\int_{0}^{\beta} \mathrm{d} \tau e^{i \omega_{n} \tau} \mathcal{G}_{\sigma \sigma^{\prime}}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}, \tau\right)  \tag{3.95}\\
\mathcal{G}_{\sigma \sigma^{\prime}}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}, \tau\right) & =\frac{1}{\beta} \sum_{\omega_{n}} e^{-i \omega_{n} \tau} \mathcal{G}_{\sigma \sigma^{\prime}}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}, i \omega_{n}\right) \tag{3.96}
\end{align*}
$$

where $\omega_{n}$ are Matsubara frequencies. For fermions and bosons, they take the form

$$
\omega_{n}= \begin{cases}(2 n+1) \pi / \beta, & \text { for fermions }  \tag{3.97}\\ 2 n \pi / \beta, & \text { for bosons }\end{cases}
$$

where $n$ can take on the value of any integer, both positive and negative. We will, in the following, denote bosonic Matsubara frequencies by $\nu_{m}$.

For simplicity, we first consider the case of non-interacting fermions, corresponding to the first term of the Hamiltonian in Eq. (3.91). We express the diagonal Green's function as $\mathcal{G}_{\sigma \sigma}(\boldsymbol{k}, \boldsymbol{k}, \tau)=\mathcal{G}_{\sigma}(\boldsymbol{k}, \tau)$. One can then show that the diagonal, frequency dependent, non-interacting Green's function takes the form

$$
\begin{equation*}
\mathcal{G}_{\sigma}^{(0)}\left(\boldsymbol{k}, i \omega_{n}\right)=\frac{1}{i \omega_{n}-\epsilon_{\boldsymbol{k}}} \tag{3.98}
\end{equation*}
$$

Defining a Green's function specifically for the boson appearing in the second term of Eq. (3.91)

$$
\begin{equation*}
\mathcal{B}_{\eta \eta^{\prime}}\left(\boldsymbol{q}, \boldsymbol{q}^{\prime}, \tau\right)=-\left\langle T_{\tau}\left[a_{\boldsymbol{q} \eta}(\tau) a_{\boldsymbol{q}^{\prime} \eta^{\prime}}^{\dagger}(0)\right]\right\rangle \tag{3.99}
\end{equation*}
$$

the diagonal, frequency dependent, non-interacting Green's function can similarly be expressed as

$$
\begin{equation*}
\mathcal{B}_{\eta}^{(0)}\left(\boldsymbol{q}, i \nu_{m}\right)=\frac{1}{i \nu_{m}-\omega_{\boldsymbol{q} \eta}} . \tag{3.100}
\end{equation*}
$$

In order to deal with the interacting case, we perform an $S$-matrix expansion. We then rewrite the Green's function

$$
\begin{equation*}
\mathcal{G}_{\sigma}(\boldsymbol{k}, \tau)=-\left\langle T_{\tau}\left[c_{\boldsymbol{k} \sigma}(\tau) c_{\boldsymbol{k} \sigma}^{\dagger}(0)\right]\right\rangle \tag{3.101}
\end{equation*}
$$

where the operators are in the Heisenberg picture, as

$$
\begin{equation*}
\mathcal{G}_{\sigma}(\boldsymbol{k}, \tau)=-\frac{\left\langle T_{\tau}\left[S(\beta) \hat{c}_{\boldsymbol{k} \sigma}(\tau) \hat{c}_{\boldsymbol{k} \sigma}^{\dagger}(0)\right]\right\rangle_{0}}{\langle S(\beta)\rangle_{0}}, \tag{3.102}
\end{equation*}
$$

where the operators are now in the interaction picture, denoted by hats, meaning that they are time-evolved by the unperturbed Hamiltonian $H_{0}$. The average is now also evaluated using the unperturbed Hamiltonian. The $S$ matrix itself takes the form

$$
\begin{equation*}
S(\tau)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \int_{0}^{\tau} \mathrm{d} \tau_{1} \ldots \int_{0}^{\tau} \mathrm{d} \tau_{n} T_{\tau}\left[\hat{H}_{1}\left(\tau_{1}\right) \ldots \hat{H}_{1}\left(\tau_{n}\right)\right] . \tag{3.103}
\end{equation*}
$$

Using Wicks theorem to transform average values of many operators into combinations of average values of pairs of operators, one can express the contributions to the interacting Green's function as a series of diagrams. Using the denominator of Eq. (3.102) to cancel contributions from the nominator taking the form of so-called disconnected diagrams, we are further left with only contributions from connected diagrams. Finally, taking into account that many of the diagrams represent identical contributions, the expression for the interacting Green's function is simplified to
$\mathcal{G}_{\sigma}(\boldsymbol{k}, \tau)=-\sum_{n=0}^{\infty}(-1)^{n} \int_{0}^{\beta} \mathrm{d} \tau_{1} \ldots \int_{0}^{\beta} \mathrm{d} \tau_{n}\left\langle T_{\tau}\left[\hat{c}_{\boldsymbol{k} \sigma}(\tau) \hat{H}_{1}\left(\tau_{1}\right) \ldots \hat{H}_{1}\left(\tau_{n}\right) \hat{c}_{\boldsymbol{k} \sigma}^{\dagger}(0)\right]\right\rangle_{0}^{\prime}$,
where only contributions from "different", connected diagrams are included [79].

### 3.3.2 $S$-matrix expansion in Eliashberg theory

Setting ourselves up for investigating the possibility of superconductivity arising from the Hamiltonian in Eq. 3.91, we define 77

$$
\psi_{\boldsymbol{k}}^{\dagger}=\left(\begin{array}{cccc}
c_{\boldsymbol{k} \uparrow}^{\dagger} & c_{\boldsymbol{k} \downarrow}^{\dagger} & c_{-\boldsymbol{k} \uparrow} & c_{-\boldsymbol{k} \downarrow} \tag{3.105}
\end{array}\right),
$$

on the same form as when we did BCS theory. We can then introduce a Green's function matrix

$$
\begin{equation*}
\hat{G}(\boldsymbol{k}, \tau)=-\left\langle T_{\tau}\left[\psi_{\boldsymbol{k}}(\tau) \otimes \psi_{\boldsymbol{k}}^{\dagger}(0)\right]\right\rangle \tag{3.106}
\end{equation*}
$$

which takes the Fourier transformed form

$$
\hat{G}\left(\boldsymbol{k}, i \omega_{n}\right)=\left(\begin{array}{ll}
G\left(\boldsymbol{k}, i \omega_{n}\right) & F\left(\boldsymbol{k}, i \omega_{n}\right)  \tag{3.107}\\
\bar{F}\left(\boldsymbol{k}, i \omega_{n}\right) & \bar{G}\left(\boldsymbol{k}, i \omega_{n}\right)
\end{array}\right),
$$

where

$$
G\left(\boldsymbol{k}, i \omega_{n}\right)=\left(\begin{array}{ll}
\mathcal{G}_{\uparrow \uparrow}\left(\boldsymbol{k}, i \omega_{n}\right) & \mathcal{G}_{\uparrow \downarrow}\left(\boldsymbol{k}, i \omega_{n}\right)  \tag{3.108}\\
\mathcal{G}_{\downarrow \uparrow}\left(\boldsymbol{k}, i \omega_{n}\right) & \mathcal{G}_{\downarrow \downarrow}\left(\boldsymbol{k}, i \omega_{n}\right)
\end{array}\right)
$$

and $\bar{G}\left(\boldsymbol{k}, i \omega_{n}\right)$ similarly is a matrix of Fourier transformed Green's functions

$$
\begin{equation*}
\overline{\mathcal{G}}_{\sigma \sigma^{\prime}}(\boldsymbol{k}, \tau)=-\left\langle T_{\tau}\left[c_{-\boldsymbol{k} \sigma}^{\dagger}(\tau) c_{-\boldsymbol{k} \sigma^{\prime}}(0)\right]\right\rangle . \tag{3.109}
\end{equation*}
$$

The additional anomalous Green's function matrices $F\left(\boldsymbol{k}, i \omega_{n}\right)$ and $\bar{F}\left(\boldsymbol{k}, i \omega_{n}\right)$ are further matrices of the Fourier transformed anomalous Green's functions

$$
\begin{equation*}
\mathcal{F}_{\sigma \sigma^{\prime}}(\boldsymbol{k}, \tau)=-\left\langle T_{\tau}\left[c_{\boldsymbol{k} \sigma}(\tau) c_{-\boldsymbol{k} \sigma^{\prime}}(0)\right]\right\rangle \tag{3.110}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\mathcal{F}}_{\sigma \sigma^{\prime}}(\boldsymbol{k}, \tau)=-\left\langle T_{\tau}\left[c_{-\boldsymbol{k} \sigma}^{\dagger}(\tau) c_{\boldsymbol{k} \sigma^{\prime}}^{\dagger}(0)\right]\right\rangle \tag{3.111}
\end{equation*}
$$

The anomalous Green's functions are included in order to capture the possibility of superconductivity associated with pairing of electrons. From the definition of $F(\boldsymbol{k}, \tau)$ in combination with electrons being fermions, it follows that

$$
\begin{equation*}
F\left(\boldsymbol{k}, i \omega_{n}\right)=-F\left(-\boldsymbol{k},-i \omega_{n}\right)^{T} \tag{3.112}
\end{equation*}
$$

representing that the pairing correlations are odd under the combined operation of exchange of spin, position/momentum, and time/frequency. Compared to the spin and momentum dependent pairing correlations $b_{\boldsymbol{k}, s^{\prime} s}=$ $\left\langle c_{-\boldsymbol{k} s} c_{\boldsymbol{k} s^{\prime}}\right\rangle$ we defined earlier, we now have an additional frequency-dependence. This opens up the possibility for odd-frequency pairing [80], allowing for e.g. pairing with spin-triplet $s$-wave symmetry.

In the same spirit as above, we can also collect the relevant combinations
of boson operators $B_{\boldsymbol{q}}^{\dagger}=\left(\left\{B_{\boldsymbol{q} \gamma}^{\dagger}\right\}\right)$ and define a matrix of bosonic Green's functions

$$
\begin{equation*}
\hat{D}(\boldsymbol{q}, \tau)=-\left\langle T_{\tau}\left[B_{\boldsymbol{q}}(\tau) \otimes B_{\boldsymbol{q}}^{\dagger}(0)\right]\right\rangle \tag{3.113}
\end{equation*}
$$

As discussed in Ref. [77], one can further introduce a symmetrized form of the interaction Hamiltonian

$$
\begin{equation*}
H_{1}=\frac{1}{2} \sum_{\boldsymbol{k} \boldsymbol{q}} \sum_{\delta \epsilon \gamma} f_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}^{\delta \epsilon, \gamma} B_{\boldsymbol{q} \gamma} \psi_{\boldsymbol{k}+\boldsymbol{q} \delta}^{\dagger} \psi_{\boldsymbol{k} \epsilon} . \tag{3.114}
\end{equation*}
$$

with new coefficients $g$ depending on the indices $\delta, \epsilon$ instead of spin-indices.
Using the symmetrized expression for $H_{1}$ in the expansions for the interacting Green's functions, the expansions can be expressed on the form

$$
\begin{align*}
& \hat{G}(k)=\hat{G}_{0}(k)+\hat{G}_{0}(k) \Sigma(k) \hat{G}(k),  \tag{3.115a}\\
& \hat{D}(q)=\hat{D}_{0}(q)+\hat{D}_{0}(q) \Pi(q) \hat{D}(q), \tag{3.115b}
\end{align*}
$$

with the associated Dyson equations

$$
\begin{align*}
& \hat{G}^{-1}(k)=\hat{G}_{0}^{-1}(k)-\Sigma(k),  \tag{3.116a}\\
& \hat{D}^{-1}(q)=\hat{D}_{0}^{-1}(q)-\Pi(q) . \tag{3.116b}
\end{align*}
$$

Here, $\hat{G}_{0}$ and $\hat{D}_{0}$ are matrices of non-interacting Green's functions and we have introduced the compact notation $k=\left(\boldsymbol{k}, i \omega_{n}\right), q=\left(\boldsymbol{q}, i \nu_{m}\right)$. Further, the expressions for the self-energies take the form

$$
\begin{align*}
& \Sigma_{\delta \epsilon}(k)=-\frac{1}{\beta} \sum_{q} \sum_{\gamma \gamma^{\prime}} \sum_{\delta^{\prime} \epsilon^{\prime}} \hat{D}_{\gamma \gamma^{\prime}}(q) f_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{q}}^{\delta \delta^{\prime}, \gamma} \hat{G}_{\delta^{\prime} \epsilon^{\prime}}(k-q) \Lambda_{k-q, k}^{\epsilon^{\prime} \epsilon, \gamma^{\prime}},  \tag{3.117a}\\
& \Pi_{\gamma \gamma^{\prime}}(q)=\frac{1}{4 \beta} \sum_{k} \sum_{\delta \delta^{\prime}} \sum_{\epsilon \epsilon^{\prime}} f_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}^{\delta \delta^{\prime}, \gamma} \hat{G}_{\delta^{\prime} \epsilon^{\prime}}(k+q) \Lambda_{k+q, k}^{\epsilon^{\prime} \epsilon, \gamma^{\prime}} \hat{G}_{\epsilon \delta}(k) . \tag{3.117b}
\end{align*}
$$

A diagrammatic representation of the expansions can be found in Paper [4, slightly specialized to the magnon case studied there, while the more general version is presented in Ref. [77]. The expansion for e.g. the elements of
$\hat{G}$ now takes the form of series of self-energy diagrams contained in $\Sigma$ connected by fermionic Green's functions. Each connection is associated with a factor $f$ and involves two fermionic Green's functions and one bosonic Green's function, corresponding to the structure of the electron-boson interaction in the Hamiltonian. In the absence of so-called vertex corrections, $\Lambda \rightarrow f$, and the structure of the self-energy diagrams in terms of interacting Green's functions becomes simple. In the presence of vertex corrections, the self-energy diagrams keep their simple form, but vertices where electron and boson Green's functions meet may be renormalized, capturing contributions from more complicated diagrams. We discuss vertex corrections in more detail later in this chapter.

We then have the foundation that we need in order to investigate superconductivity arising in systems that can be described by a Hamiltonian on the form of Eq. (3.91). In this chapter, we will focus on phonon-mediated superconductivity.

### 3.3.3 Phonon-mediated superconductivity

We earlier introduced a Hamiltonian for a coupled system of electrons and phonons in Eq. (3.49). Writing the coupling term in this Hamiltonian on the symmetrized form of Eq. (3.114), using the normal symmetry relations for the electron-phonon coupling strength $g_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}$, we obtain [77]

$$
f_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}^{\delta \epsilon, \gamma}=f_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}^{\delta \epsilon}=g_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.118}\\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)_{\delta \epsilon}=g_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}\left(\tau_{3} \otimes \sigma_{0}\right)_{\delta \epsilon}
$$

where $\tau_{3}$ and $\sigma_{0}$ are Pauli matrices acting on the particle/hole and spin degree of freedom, respectively. Moreover, $B_{\boldsymbol{q} \gamma}=B_{\boldsymbol{q}}=a_{\boldsymbol{q}}+a_{-\boldsymbol{q}}^{\dagger}$, leading to

$$
\begin{equation*}
\hat{D}_{\gamma \gamma^{\prime}}(q)=\mathcal{D}(q) \tag{3.119}
\end{equation*}
$$

which in the non-interacting case takes the form

$$
\begin{equation*}
\mathcal{D}^{(0)}(q)=-\frac{2 \omega_{\boldsymbol{q}}}{\nu_{m}^{2}+\omega_{\boldsymbol{q}}^{2}} \tag{3.120}
\end{equation*}
$$

We further neglect the effect of vertex corrections, which we return to in Sec. 3.3.5. We then have, on matrix form,

$$
\begin{align*}
& \Sigma(k)=-\frac{1}{\beta} \sum_{q}\left|g_{\boldsymbol{k}, \boldsymbol{k}-\boldsymbol{q}}\right|^{2} \mathcal{D}(q)\left(\tau_{3} \sigma_{0}\right) \hat{G}(k-q)\left(\tau_{3} \sigma_{0}\right)  \tag{3.121a}\\
& \Pi(q)=\frac{1}{4 \beta} \sum_{k}\left|g_{\boldsymbol{k}, \boldsymbol{k}+\boldsymbol{q}}\right|^{2} \operatorname{Tr}\left[\left(\tau_{3} \sigma_{0}\right) \hat{G}(k+q)\left(\tau_{3} \sigma_{0}\right) \hat{G}(k)\right] \tag{3.121b}
\end{align*}
$$

Although these are less complicated than the more general equations for the self-energies, we still see that we cannot simply calculate the self-energies $\Sigma(k)$ and $\Pi(q)$ as the right-hand sides of the equations involve interacting Green's functions.

From our experience with BCS theory, we expect the pairing to have spin-singlet symmetry, motivating an Ansatz for the electron self-energy matrix

$$
\begin{equation*}
\Sigma(k)=[1-Z(k)] i \omega_{n} \tau_{0} \sigma_{0}+\chi(k) \tau_{3} \sigma_{0}+\phi_{s}(k) \tau_{2} \sigma_{2} \tag{3.122}
\end{equation*}
$$

The quantity $Z$ here represents a quasiparticle renormalization, while $\chi$ is a shift of the quasiparticle energies, and $\phi_{s}$ is a pairing amplitude for spinsinglet pairing as $\sigma_{2}$ makes the pairing odd in spin. Using this Ansatz for the electron self-energy matrix, the Dyson equation for the interacting electron Green's function becomes

$$
\begin{equation*}
\hat{G}^{-1}(k)=i \omega_{n} Z(k) \tau_{0} \sigma_{0}-\tilde{\xi}_{k} \tau_{3} \sigma_{0}-\phi_{s}(k) \tau_{2} \sigma_{2} \tag{3.123}
\end{equation*}
$$

where we have used that $\hat{G}_{0}^{-1}=i \omega_{n} \tau_{0} \sigma_{0}-\epsilon_{\boldsymbol{k}} \tau_{3} \sigma_{0}$ and defined $\tilde{\xi}_{k}=\epsilon_{\boldsymbol{k}}+\chi(k)$. By inverting this matrix, we can then obtain an expression for the interacting electron Green's function matrix in terms of the different contributions to the electron self-energy matrix. We can then plug this expression for $\hat{G}$ into the expression for the electron self-energy matrix in Eq. 3.121a). The result is then a set of self-consistent equations for the quantities $Z, \chi$, and $\phi_{s}$ [77]

$$
\begin{align*}
{[1-Z(k)] i \omega_{n} } & =-\frac{1}{\beta} \sum_{k^{\prime}}\left|g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right|^{2} \mathcal{D}\left(k-k^{\prime}\right) \frac{i \omega_{n^{\prime}} Z\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)}  \tag{3.124}\\
\chi(k) & =-\frac{1}{\beta} \sum_{k^{\prime}}\left|g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right|^{2} \mathcal{D}\left(k-k^{\prime}\right) \frac{\tilde{\xi}_{k^{\prime}}}{\Theta\left(k^{\prime}\right)}  \tag{3.125}\\
\phi_{s}(k) & =+\frac{1}{\beta} \sum_{k^{\prime}}\left|g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right|^{2} \mathcal{D}\left(k-k^{\prime}\right) \frac{\phi_{s}\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)} \tag{3.126}
\end{align*}
$$

which are referred to as the Eliashberg equations. We have here introduced

$$
\begin{equation*}
\Theta(k)=\left[i \omega_{n} Z(k)\right]^{2}-\tilde{\xi}_{k}^{2}-\left|\phi_{s}(k)\right|^{2} . \tag{3.127}
\end{equation*}
$$

In order to start solving these equations, we see that we also need an explicit expression for the interacting phonon propagator $\mathcal{D}(q)$. As this is now a scalar quantity, we simply have from the phonon Dyson equation that

$$
\begin{equation*}
\mathcal{D}(q)=\frac{\mathcal{D}^{(0)}(q)}{1-\Pi(q) \mathcal{D}^{(0)}(q)} . \tag{3.128}
\end{equation*}
$$

In principle, we should now solve the coupled self-consistent equations for $Z, \chi, \phi_{s}$ and $\Pi$. A common simplification is, however, to neglect the effect of the quasiparticle renormalization $\chi$ and the phonon renormalization $\Pi(q)$. In that case, we are left with a coupled set of two self-consistent equations. The first one determines renormalization of the electrons that are being paired, which is an effect of the electron-phonon coupling that we did not capture earlier. The second equation determines the pairing amplitude $\phi_{s}$, and has a structure somewhat similar to the gap equation we encountered within BCS theory. The similarities include the fact that the pairing amplitude for momentum $\boldsymbol{k}$ is determined by a sum over the pairing amplitudes at other momenta, multiplied by a factor $\left|g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right|^{2} \mathcal{D}^{(0)}\left(k-k^{\prime}\right)$ reminiscent of a interaction potential, and where, simply stated, contributions from momenta far away from the Fermi surface are suppressed by some additional function here taking the form $1 / \Theta(k) \sim 1 / \epsilon_{\boldsymbol{k}}^{2}$. There are, however, also some considerable differences between the BCS gap equation and the pairing amplitude equation we have now encountered. The main difference is that we are now summing the right-hand-side also over frequency as both e.g. the pairing amplitude and the phonon propagator has a
frequency dependence. Importantly, this additional frequency dependence does not represent a small correction to the equation, but instead plays an essential part. This can be seen right away by inspecting the expression for the non-interacting phonon propagator

$$
\mathcal{D}^{(0)}(q)=-\frac{2 \omega_{\boldsymbol{q}}}{\nu_{m}^{2}+\omega_{\boldsymbol{q}}^{2}},
$$

where we see that rather than coming in as an additional correction, the frequency $\nu_{m}$ appears to have replaced the fermion energies that were present in the effective interaction potential

$$
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=-\left|g_{\boldsymbol{k}^{\prime}, \boldsymbol{k}}\right|^{2} \frac{2 \omega_{\boldsymbol{k}^{\prime}-\boldsymbol{k}}}{-\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}+\omega_{\boldsymbol{k}^{\prime}-\boldsymbol{k}}^{2}}
$$

In order to simplify the equations for $Z$ and $\phi_{s}$, we start by working on the momentum dependence. Our strategy will, like earlier, be to go over to an integral over momentum and to divide the integral up into integration along and normal to surfaces of constant energy $\epsilon$. As commented above, we see that the right-hand-side of the equations will be suppressed by the factor $1 / \Theta\left(k^{\prime}\right)$ when $\boldsymbol{k}^{\prime}$ is moved far away from the Fermi surface. The phonon-propagator, on the other hand, is not suppressed by the fermionic energy scale when $\boldsymbol{k}^{\prime}$ is moved away from the Fermi surface. We therefore fully neglect the dependence of the phonon propagator on perpendicular momentum $\boldsymbol{k}_{\perp}^{\prime}$, in contrast to the BCS case where the behavior of the interaction potential as a function of perpendicular momentum away from the Fermi surface was assumed to take the form of a constant with a cutoff. We also neglect the perpendicular momentum dependence of the electronphonon coupling strength $g$, the pairing amplitude $\phi$, and the quasiparticle renormalization $Z$. Going over to an integral over $\epsilon$, we assume the Fermi surface to be isotropic and approximate the density of states by its value at the Fermi surface. Finally, we also average both sides of the equations over $\boldsymbol{k}$ on the Fermi surface and introduce an $s$-wave Ansatz for the pairing amplitude and the quasiparticle renormalization. The two remaining Eliashberg equations then take the form

$$
\begin{align*}
{\left[1-Z\left(i \omega_{n}\right)\right] i \omega_{n} } & =+\frac{1}{\beta} \sum_{i \omega_{n^{\prime}}} \lambda\left(i \omega_{n}-i \omega_{n^{\prime}}\right) i \omega_{n^{\prime}} Z\left(i \omega_{n^{\prime}}\right) \int \frac{\mathrm{d} \epsilon}{\Theta\left(\epsilon, i \omega_{n^{\prime}}\right)}  \tag{3.129}\\
\phi_{s}\left(i \omega_{n}\right) & =-\frac{1}{\beta} \sum_{i \omega_{n^{\prime}}} \lambda\left(i \omega_{n}-i \omega_{n^{\prime}}\right) \phi_{s}\left(i \omega_{n^{\prime}}\right) \int \frac{\mathrm{d} \epsilon}{\Theta\left(\epsilon, i \omega_{n^{\prime}}\right)}, \tag{3.130}
\end{align*}
$$

where we now have

$$
\begin{equation*}
\Theta\left(\epsilon, i \omega_{n^{\prime}}\right)=\left[i \omega_{n^{\prime}} Z\left(i \omega_{n^{\prime}}\right)\right]^{2}-\epsilon^{2}-\left|\phi_{s}\left(i \omega_{n^{\prime}}\right)\right|^{2}, \tag{3.131}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left.\lambda\left(i \omega_{n}-i \omega_{n^{\prime}}\right)=-\left.D_{0}\langle | g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right|^{2} \mathcal{D}^{(0)}\left(k-k^{\prime}\right)\right\rangle_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \mathrm{FS}} \tag{3.132}
\end{equation*}
$$

Here, $D_{0}$ is the density of states at the Fermi surface. We then take the integration limits for $\epsilon$ to $\pm \infty$ and perform the integral, producing

$$
\begin{align*}
& Z\left(\omega_{n}\right)=1+\frac{\pi}{\beta \omega_{n}} \sum_{\omega_{n^{\prime}}} \frac{\lambda\left(\omega_{n}-\omega_{n^{\prime}}\right)}{\sqrt{\left[\omega_{n^{\prime}} Z\left(\omega_{n^{\prime}}\right)\right]^{2}+\left|\phi_{s}\left(\omega_{n^{\prime}}\right)\right|^{2}}} \omega_{n^{\prime}} Z\left(\omega_{n^{\prime}}\right),  \tag{3.133}\\
& \phi_{s}\left(\omega_{n}\right)=\frac{\pi}{\beta} \sum_{\omega_{n^{\prime}}} \frac{\lambda\left(\omega_{n}-\omega_{n^{\prime}}\right)}{\sqrt{\left[\omega_{n^{\prime}} Z\left(\omega_{n^{\prime}}\right)\right]^{2}+\left|\phi_{s}\left(\omega_{n^{\prime}}\right)\right|^{2}}} \phi_{s}\left(\omega_{n^{\prime}}\right) . \tag{3.134}
\end{align*}
$$

We then have two frequency-dependent, coupled, self-consistent equations which should be solved. As $\lambda\left(\nu_{m}\right)$ has been defined to carry a positive sign, it appears that a nontrivial solution for $\phi_{s}$ could be possible.

In order to calculate the critical temperature, one can approach this temperature from below, in which case $\phi_{s}$ can be neglected in the square roots in the denominator of the right-hand-side of the equations. In that case, the equation for $Z$ no longer depends on $\phi_{s}$, and we can simply calculate $Z$ directly. The problem is then reduced to a single eigenvalue problem. Considering a finite set of Matsubara frequencies, one can then, for a given temperature, find the largest eigenvalue with associated eigenvector through either matrix diagonalization or through iteration. The largest temperature where there is a solution to the equation for $\phi_{s}$ with eigenvalue 1 is then the critical temperature.

We will not go more into the details of numerical solutions of these equations. In order to help interpret what is going on, we will instead make
some comments about approximate formulas for the critical temperature. Similarly to what we did for BCS theory, one could, now as a function of frequency, approximate the phonon propagator by a constant with a cutoff at $\left|\nu_{m}\right|=\omega_{c}$. One can then arrive at an expression 81]

$$
\begin{equation*}
T_{c}^{\mathrm{R}}=1.13 \omega_{c} \exp \left(-\frac{[1+\lambda(0)]}{\lambda(0)}\right) \tag{3.135}
\end{equation*}
$$

A more refined approximate expression takes the form [82]

$$
\begin{equation*}
T_{c}^{\mathrm{AD}}=\frac{\omega_{\mathrm{log}}}{1.2} \exp \left(-\frac{1.04[1+\lambda(0)]}{\lambda(0)}\right), \tag{3.136}
\end{equation*}
$$

where $\lambda(0)$ should not be too large for the formula to be accurate. The quantity $\omega_{\log }$ is here an effective cutoff obtained from

$$
\begin{equation*}
\left.\omega_{\mathrm{log}}=\omega_{a} \exp \left(\left.\frac{2 D_{0}}{\lambda(0)}\left\langle\ln \left(\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}} / \omega_{a}\right)\right| g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right|^{2} / \omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}\right\rangle_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \mathrm{FS}}\right), \tag{3.137}
\end{equation*}
$$

where $\omega_{a}$ is an arbitrary energy scale. As the expression for $\lambda(0)$ takes the form

$$
\begin{equation*}
\left.\lambda(0)=\left.2 D_{0}\langle | g_{\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right|^{2} / \omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}\right\rangle_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \mathrm{FS}}, \tag{3.138}
\end{equation*}
$$

we may interpret $\ln \left(\omega_{\text {log }}\right)$ as an average over $\ln \left(\omega_{\boldsymbol{q}}\right)$ weighted by how much the different phonon energies contribute to the zero-frequency electronphonon interaction. Assuming an Einstein spectrum of phonon with only a single phonon frequency $\omega_{E}$ naturally produces $\omega_{\log }=\omega_{E}$, leading to a prefactor in the $T_{c}$ formula of the order $\omega_{E}$. The above formulas can also be extended to include Coulomb interaction, which is a topic we are saving for the next section.

Going back to our Schrieffer-Wolff/BCS treatment and assuming $s$-wave pairing as well as a phonon-mediated interaction without neglecting the momentum dependence of the interaction around the Fermi surface, one can put the dimensionless coupling constant $\lambda$ on exactly the same form as the expression for $\lambda(0)$ in Eq. 3.138). This arises from the fact that the magnon propagator and the fraction in the effective interaction potential we obtained
for phonons are equivalent for the special case of zero frequency/electrons on the Fermi surface. As the additional term $\lambda(0)$ in the numerator of the exponential in the above $T_{c}$ formulas can be taken to introduce a rescaling of the factor in front of the exponential, we see that the BCS expression

$$
T_{c}^{\mathrm{BCS}}=1.13 \omega_{c} \exp (-1 / \lambda),
$$

captures the exponential dependence of $T_{c}$ on $\lambda(0)$.
We also see that the prefactor in the $T_{c}$ formula in Eq. (3.136), for the case of the Einstein phonons, turns out to not differ that dramatically between BCS theory and Eliashberg theory. Moreover, we see more generally from Eq. (3.135) that if, simply stated, the behavior of $\lambda\left(\nu_{m}\right)$ with increasing $\left|\nu_{m}\right|$ is somewhat reasonably approximated by a constant with a cutoff determined by the cutoff on the phonon spectrum, Eliashberg theory and the Schrieffer-Wolff/BCS approach we have outlined seem to not disagree strongly on the behavior of the critical temperature. In the BCS framework, this then loosely corresponds to our assumption about contributions to the gap equation from the interaction potential when we move electrons away from the Fermi surface being reasonably approximated by taking the perpendicular momentum dependence of the derived interaction potential on the form of a constant with a cutoff $\omega_{c}$. If the derived interaction potential somehow differs substantially from this behavior, the outlined BCS approach might not capture the relevant energy scale for the critical temperature. However, as the effective potential still reproduces $\lambda(0)$, the approach is seemingly still capturing an important part of what is going on in the system. Within BCS theory, sticking to our simple Ansatz for the dependence of the interaction potential on perpendicular momentum, even if it does not appear that reasonable, might therefore not necessarily be an inferior approach compared to attempting to use the detailed perpendicular momentum dependence of the effective interaction potential to account for the detailed frequency dependence of $\lambda\left(\nu_{m}\right)$. One could, in addition, also attempt to argue for a different cutoff on the interaction potential than the cutoff on the phonon spectrum. The best option would, of course, be to simply identify that it might be necessary to go to Eliashberg theory.

Above, we have tried to explain why the BCS theory we have outlined sometimes captures more of what is going on in the system, at least for sufficiently small $\lambda$, than one might expect based on the roughness of the theory. In order to balance the story, we should also highlight some of the
shortcomings of the theory. In general, it is not necessarily so easy to know, while working within the BCS framework, what parts of the physics of the system the theory is actually accurately capturing without relying on input from more refined approaches. One should therefore clearly be very careful with putting too much faith in the theory's predictive abilities. We are further not able to easily include the effect of e.g. electron and phonon renormalization. In addition to introducing inaccuracies this also contributes to making it more difficult to keep track of whether the theory can be justified or not. For a more accurate, controlled, and thorough description of the properties of superconductors for comparison with experiments, Eliashberg theory is obviously a better option.

### 3.3.4 Coulomb interaction

As the Eliashberg theory outlined in the previous section neglected Coulomb interaction, there is naturally a question about how the effect of Coulomb interaction enters in Eliashberg theory. In the BCS framework, we saw that the effect of Coulomb interaction turned out to be less destructive than one might have naively expected. The picture for why this happens will become clearer in this section.

The effect of Coulomb interaction on the system is, in general, hard to take into account 81. One therefore typically assumes that renormalization due to Coulomb is already included in the starting model and consider the effect of the presence of a repulsive and frequency-independent interaction in the pairing amplitude equations. For simplicity, we further neglect the momentum dependence of the Coulomb interaction. The equation for the pairing amplitude in Eq. (3.130) is then modified to

$$
\begin{equation*}
\phi_{s}\left(i \omega_{n}\right)=-\frac{1}{\beta} \sum_{i \omega_{n^{\prime}}}\left[\lambda\left(i \omega_{n}-i \omega_{n^{\prime}}\right)-\lambda_{C}\right] \phi_{s}\left(i \omega_{n^{\prime}}\right) \int \frac{\mathrm{d} \epsilon}{\Theta\left(\epsilon, i \omega_{n^{\prime}}\right)} \tag{3.139}
\end{equation*}
$$

where $\lambda_{C}=D_{0}^{\prime} U$, or more generally a Fermi surface average if the momentum dependence of the Coulomb interaction around the Fermi surface is kept. As $\lambda$ and $\lambda_{C}$ are both positive quantities, we see that Coulomb repulsion will tend to weaken the pairing. Linearizing the equation and performing the energy integral without taking the integration limits to infinity, we obtain for the case of particle-hole symmetry

$$
\begin{align*}
\phi_{s}\left(i \omega_{n}\right) & =\frac{1}{\beta} \sum_{\omega_{n^{\prime}}}\left[\lambda\left(i \omega_{n}-i \omega_{n^{\prime}}\right)-\lambda_{C}\right] \phi_{s}\left(i \omega_{n^{\prime}}\right) \\
& \times \frac{1}{\omega_{n^{\prime}} Z\left(i \omega_{n^{\prime}}\right)}\left[\tan ^{-1}\left(\frac{\epsilon}{\omega_{n^{\prime}} Z\left(i \omega_{n^{\prime}}\right)}\right)\right]_{-W}^{W} . \tag{3.140}
\end{align*}
$$

Normally, we have that $\lambda$ dies off above some frequency $\omega_{p} \ll W$ representing the phonon energy scale. In that case we can take $\pm W \rightarrow \pm \infty$. In the present case, the quantity $\lambda_{C}$ does not exhibit such a decay with respect to frequency. We then need to keep the integration limits. We next split the pairing amplitude up into two parts $\phi_{s}\left(i \omega_{n}\right)=\phi_{1}\left(i \omega_{n}\right)+\phi_{2}$ 83]. The first part is assumed to only be nonzero for $\left|\omega_{n}\right|<\omega_{p}$, while the other part is assumed to not depend on frequency. Above the cutoff frequency, we further expect that $Z \approx 1$. We then split the pairing amplitude equation up into two parts

$$
\begin{equation*}
\phi_{1}\left(i \omega_{n}\right)=\frac{\pi}{\beta} \sum_{\left|\omega_{n^{\prime}}\right|<\omega_{p}} \lambda\left(i \omega_{n}-i \omega_{n^{\prime}}\right) \frac{\phi\left(i \omega_{n^{\prime}}\right)}{\left|\omega_{n^{\prime}}\right|\left|Z\left(i \omega_{n^{\prime}}\right)\right|} \tag{3.141}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{2}=-\frac{\lambda_{C}}{\beta}\left[\pi \sum_{\left|\omega_{n^{\prime}}\right|<\omega_{p}} \frac{\phi\left(i \omega_{n^{\prime}}\right)}{\left|\omega_{n^{\prime}}\right|\left|Z\left(i \omega_{n^{\prime}}\right)\right|}+\sum_{\left|\omega_{n^{\prime}}\right|>\omega_{p}} \frac{\phi_{2}}{\omega_{n^{\prime}}}\left[\tan ^{-1}\left(\frac{\epsilon}{\omega_{n^{\prime}}}\right)\right]_{-W}^{W}\right] . \tag{3.142}
\end{equation*}
$$

Solving this equation for $\phi_{2}$, we obtain

$$
\begin{equation*}
\phi_{2}=-\frac{\pi}{\beta} \sum_{\left|\omega_{n^{\prime}}\right|<\omega_{p}} \mu^{*} \frac{\phi\left(i \omega_{n^{\prime}}\right)}{\left|\omega_{n^{\prime}}\right|\left|Z\left(i \omega_{n^{\prime}}\right)\right|}, \tag{3.143}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu^{*}=\frac{\lambda_{C}}{1+\frac{\lambda_{C}}{\beta} \sum_{\left|\omega_{n^{\prime}}\right|>\omega_{p}} \frac{1}{\omega_{n^{\prime}}}\left[\tan ^{-1}\left(\frac{\epsilon}{\omega_{n^{\prime}}}\right)\right]_{-W}^{W}} \tag{3.144}
\end{equation*}
$$

Combining back together the two parts of the pairing amplitude equation, we are then left with

$$
\begin{equation*}
\phi\left(i \omega_{n}\right)=\frac{\pi}{\beta} \sum_{\left|\omega_{n^{\prime}}\right|<\omega_{p}}\left[\lambda\left(i \omega_{n}-i \omega_{n^{\prime}}\right)-\mu^{*}\right] \frac{\phi\left(i \omega_{n^{\prime}}\right)}{\left|\omega_{n^{\prime}}\right|\left|Z\left(i \omega_{n^{\prime}}\right)\right|} \tag{3.145}
\end{equation*}
$$

Doing some further work on the expression for $\mu^{*}$ [83], one can then obtain that

$$
\begin{equation*}
\mu^{*}=\frac{\lambda_{C}}{1+\lambda_{C} \ln \left(\frac{W}{\omega_{p}}\right)}, \tag{3.146}
\end{equation*}
$$

which is simply the expression we obtained within BCS theory for $\omega_{p}=$ $\omega_{c}$. We then see that the effect of Coulomb interaction, once again, is suppressed. This time, the suppression arises from the fact that the electronphonon interaction is only active at low frequencies, determined by the energy scale of the phonons, in contrast to the Coulomb interaction. As small frequencies correspond to large times, a useful picture is then that the electron-phonon interaction acts over much longer time-scales than the Coulomb interaction. Electrons are therefore able to interact with each other attractively through coupling to phonons without having to be close to each other, thereby avoiding the Coulomb repulsion.

### 3.3.5 Vertex corrections

Vertex corrections are usually neglected on the basis of Migdal's theorem [56], stating that higher-order diagrams are smaller by a factor determined by the phonon energy scale divided by the electron energy scale. In order to see an indication of this, we consider a quick estimate of the type presented in Ref. [78]. Neglecting, for simplicity, the momentum dependence of the unrenormalized vertex $g_{\boldsymbol{k}-\boldsymbol{q}, \boldsymbol{k}}$, the renormalized vertex can be expressed as $g[1+\Gamma(k-q, k)]$. The lowest-order diagram renormalizing the vertex gives a contribution

$$
\begin{equation*}
\Gamma_{1}(k-q, k)=\frac{1}{\beta} \sum_{q^{\prime}}|g|^{2} \mathcal{G}\left(k-q^{\prime}\right) \mathcal{G}\left(k-q^{\prime}-q\right) \mathcal{D}\left(q^{\prime}\right) \tag{3.147}
\end{equation*}
$$

and is presented in Fig. 3.9, where we approximate the electron and phonon Green's functions by their non-interacting forms. For the non-interacting phonon Green's function we take $\left|\mathcal{D}^{(0)}(q)\right| \sim 1 / \omega_{p}$ for $\left|\nu_{m}\right|<\omega_{p}$. Above


Figure 3.9: Lowest-order diagram correcting the interaction vertices. Dotted lines represent phonon propagators, while solid lines represent electron propagators.
$\omega_{p}$, the phonon Green's function is assumed to vanish. We will then have contributions from around $\sim \beta \omega_{p}$ terms in the frequency sum. For the $N$ terms in the momentum sum, the electrons will typically be away from the Fermi level. We therefore approximate the electron Green's functions by $1 / E_{F}$, where the Fermi energy is taken as a measure of the electron energy scale. We then obtain the estimate

$$
\begin{equation*}
\left|\Gamma_{1}(k-q, k)\right| \sim \frac{N|g|^{2}}{E_{F}^{2}} \tag{3.148}
\end{equation*}
$$

This estimate would indicate that vertex corrections can be neglected if the energy scale of the electron-phonon coupling is considerably smaller than the electron energy scale. One can further put this estimate on the more famous form [78]

$$
\begin{equation*}
\left|\Gamma_{1}(k-q, k)\right| \sim \lambda(0) \frac{\omega_{p}}{E_{F}} \tag{3.149}
\end{equation*}
$$

indicating that vertex corrections can typically be neglected due to the separation of energy scales between phonons and electrons.

In the above estimate, it was assumed that the typical contributions involve the electrons with momentum $\boldsymbol{k}-\boldsymbol{q}^{\prime}$ and $\boldsymbol{k}-\boldsymbol{q}-\boldsymbol{q}^{\prime}$ being away from
the Fermi surface. One can also attempt to perform an estimate focusing on the specific contributions where $\boldsymbol{q}^{\prime}$ is restricted to keep either $\boldsymbol{k}-\boldsymbol{q}^{\prime}$ or both $\boldsymbol{k}-\boldsymbol{q}^{\prime}$ and $\boldsymbol{k}-\boldsymbol{q}^{\prime}-\boldsymbol{q}$ close to the Fermi surface [81]. In that case, one typically finds that the increase provided by the fermion Green's functions is compensated by the reduction of terms in the momentum sum that contribute to the expression. An exception is the special case of small $\boldsymbol{q}$, in which case simply restricting $\boldsymbol{k}-\boldsymbol{q}^{\prime}$ to be close to the Fermi surface can ensure that also $\boldsymbol{k}-\boldsymbol{q}^{\prime}-\boldsymbol{q}$ is kept close to the Fermi surface. Migdal's theorem can therefore break down for the case of long-wavelength phonons. Luckily, the importance of such phonons is reduced due to the electron-phonon coupling vanishing for zero-momentum phonons. Migdal's theorem may also break down for the case of nested Fermi surfaces [78]. In this case there can be a substantial number of momenta $\boldsymbol{q}$ where again restricting the momentum sum to keep one additional electron close to the Fermi surface instead leads to two additional electrons ending up close to the Fermi surface. Moreover, Migdal originally considered the case of a three-dimensional system, and vertex corrections can, in general, be of larger importance in lowerdimensional systems [84, 85].

### 3.4 Superconductivity from spin fluctuations

Although we have kept parts of the discussion quite general, we have in this chapter mainly focused on phonon-mediated superconductivity. The simple picture we presented was that negatively charged electrons can interact attractively with each other with help from the positively charged ionic lattice. The ionic lattice then acts as a polarizable medium that allows electrons to interact with each other indirectly. As electrons not only have charge, but also spin, one could imagine that a collection of spins also could act as a polarizable medium, giving rise to indirect interaction between electrons.

The collection of spins could, for instance, be ordered localized spins. In that case, one could imagine that an itinerant electrons can flip a localized spins, creating a disturbance in the magnetic order that can couple to another itinerant electron. An illustration of this for the case of ferromagnetic ordering of the localized spins is shown in Fig. 3.10(a). The potential for resulting magnon-mediated superconductivity has e.g. been discussed in Refs. [86 88]. Indirect interaction between electrons mediated by magnons could be thought to be of relevance for the observed superconductivity in
(a)
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Figure 3.10: An itinerant electron interacting with a collection of (a) localized and ferromagnetically ordered spins, and (b) localized and nearly ferromagnetically ordered spins which can easily be polarized by the itinerant electron.
heavy fermion systems, named for their ability to host electrons with large effective mass. In these materials, itinerant electrons can mediate indirect interaction between localized spins, potentially giving rise to antiferromagnetic order [89, 90]. One could then further imagine that fluctuations in the magnetic order could give rise to attractive interaction between itinerant electrons. The picture is, however, not quite as simple as described above as the itinerant electrons themselves are important for establishing magnetic order in the first place. Heavy fermion superconductivity is also typically found to takes place at the brink of magnetic ordering, rather than well inside a magnetic phase [89]. Moreover, the strongly correlated nature of the systems further complicates the problem. Although most likely too simple of a picture to properly describe the origin of superconductivity in typical heavy fermion systems, the magnon-mediated interaction described above could still be a potential mechanism, or at least a useful starting point for describing mechanisms, for superconductivity in systems featuring itinerant electrons and localized magnetic order.

Nearly ordered collections of spins, consisting of localized or delocalized spins, could also provide an indirect interaction between electrons. In this case, one can imagine an itinerant electron polarizing the surrounding spinsystem, creating a locally ordered region that can attract another itinerant electron [64]. An illustration of this is presented in Fig. 3.10(b) for the case
of nearly ferromagnetically ordered localized spins. The interaction is in this case mediated by paramagnons, representing short-ranged spin-waves. Paramagnon exchange was first identified as the pairing mechanism for $p$ wave superfluidity in ${ }^{3} \mathrm{He}$ [91, 92] , and has later been proposed as a potential mechanism for superconductivity in both heavy fermion systems [93 95], as well as in high- $T_{c}$ cuprates [96, 97. Similarly to many heavy fermion superconductors, the superconducting phase of cuprates take place in proximity to an antiferromagnetic phase [98. The antiferromagnetic phase of cuprates can be considered to arise from Coulomb repulsion giving rise to antiferromagnetic Mott insulating behavior, as captured in the Hubbard model close to half-filling. Going away from half-filling in the Hubbard model, paramagnon exchange has, as highlighted in Paper [4, been proposed to give rise to $p$-wave pairing for small Fermi surfaces and $d$-wave pairing closer to halffilling [94]. The electrons going into the Cooper pairs are then thought to interact with each other through coupling to their own own collective spin excitations.

The topic of the next chapter will be magnon-mediated superconductivity in heterostructures of magnetic materials and conductors. As discussed earlier, such heterostructures represent customizable systems where itinerant electrons can interact indirectly by coupling to a collection of ordered localized spins. In addition to, compared to single-material systems, more adjustability and potentially clearer separation of the itinerant electrons from the origin of the magnetic order, such heterostructures can also allow for e.g. realization of coupling between itinerant electrons and dominantly only one of the two sublattices of an antiferromagnetic insulator.

## Magnon-mediated superconductivity

As mentioned in the introduction, one potential pathway to a better understanding of the relationship between spin fluctuations and superconductivity is to study superconductivity in heterostructures of magnets and conductors. This will be the topic of this chapter. We will consider ordered ferromagnetic and antiferromagnetic insulators coupled to normal metals and topological insulator edge states. The coupling between the materials will be considered through an interfacial exchange interaction between the localized spins of the magnet and the spins of the itinerant electrons in the conductor. All details of the interfacial interaction is then baked into an interfacial interaction strength, which in general should be expected to vary substantially depending on the combination of materials as well as the details of the interface. As we will see in this chapter, the interfacial exchange interaction is responsible for both giving rise to electron-magnon coupling, as well as potential spin-splitting of the itinerant electrons in the conductor. In our simple model, the strength of these two effects are then strictly tied together. The electron-magnon coupling will, in the following, be the main star, while the spin-splitting of the electrons, which is typically harmful for superconductivity and can e.g. be cancelled out in trilayer structures, will receive less attention.

The effective electron-magnon coupling experienced by electrons and magnons, as well as the effective spin-splitting experienced by electrons, should further be expected to depend on the thickness of the respective materials. The physical systems we attempt to model in this chapter will indeed in reality typically consists of thin-films of some thickness. In order to ensure magnetic ordering, having a magnet of a certain thickness might be favorable, while the desirable effects of the magnet on the conductor would be expected to be strongest for a thin normal metal layer. Each thin-film
will, however, in the following be modelled as strictly two-dimensional and the effect of finite thickness will be discussed qualitatively. Rather than trying to accurately determine critical temperatures for comparison with experiments, the focus will be on attempting to understand the key physics of the systems and outlining potential mechanisms for superconductivity.

We start the chapter by introducing the physics taking place at interfaces between ferromagnetic insulators and normal metals. For simplicity we, here and in the following, consider square lattices. Similarly to what we did for the case of electron-phonon coupling, we perform a Schrieffer-Wolff transformation in order to obtain an effective interaction between electron mediated by ferromagnetic magnons and comment on the possibility of a superconducting instability. We then move on to the case of interfaces between antiferromagnetic insulators and normal metals, including both the possibility of compensated and uncompensated antiferromagnetic interfaces. We also here derive an effective interaction between electrons, this time mediated by antiferromagnetic magnons. With this background, we are then ready to discuss Paper [1-4], considering the possibility of inducing superconductivity in different types of conductors through proximity coupling to magnetic insulators.

### 4.1 Ferromagnet-metal interface

An interface between a ferromagnetic insulator and a normal metal is displayed in Fig. 4.1. We stress that the interface itself will be taken to be two-dimensional and that we in our modelling neglect any finite thickness of the two materials, considering square lattice models. We further introduce an interfacial exchange interaction

$$
\begin{equation*}
H_{\mathrm{int}}=-2 \bar{J} \sum_{\boldsymbol{i}} c_{\boldsymbol{i}}^{\dagger} \boldsymbol{\sigma} c_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{i}} \tag{4.1}
\end{equation*}
$$

where $c_{i}^{\dagger}=\left(c_{i \uparrow}^{\dagger}, c_{i \downarrow}^{\dagger}\right)$. The ferromagnetic subsystem will be described by a spin Hamiltonian treated through linear spin wave theory, as outlined in Chap. 2, For the normal metal, we take a simple tight-binding model

$$
\begin{equation*}
H_{\mathrm{NM}}=-t \sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle \sigma} c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{j} \sigma}-\mu \sum_{\boldsymbol{i} \sigma} c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{i} \sigma}, \tag{4.2}
\end{equation*}
$$



Figure 4.1: Interface between a ferromagnetic insulator (FMI) and a normal metal (NM). Itinerant electrons in the metal interact with the localized spins in the ferromagnet through an interfacial exchange interaction.
which after a Fourier transformation takes the form

$$
\begin{equation*}
H_{\mathrm{NM}}=\sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}, \tag{4.3}
\end{equation*}
$$

with $\epsilon_{\boldsymbol{k}}=-t z_{1} \gamma_{\boldsymbol{k}}-\mu$. The sum over momentum here covers a two-dimensional Brillouin zone. The details of the electron dispersion relation will not be focused on in this section, and the choice of tight-binding model is therefore not of significance. Introducing the Holstein-Primakoff transformation in Eq. 4.1), and Fourier transforming both electron and magnon operators, we end up with

$$
\begin{equation*}
H_{\mathrm{int}}=\tilde{V} \sum_{\boldsymbol{k} \boldsymbol{q}}\left(a_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+a_{-\boldsymbol{q}}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}\right)-2 \bar{J} S \sum_{\boldsymbol{k} \sigma} \sigma c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} \tag{4.4}
\end{equation*}
$$

where $\tilde{V}=-2 \bar{J} \sqrt{2 S} / \sqrt{N}$. We have neglected terms of higher order in the magnon operators. The first term in the above equation represents electronmagnon scattering where an incoming electron is scattered off a magnon in a spin-flip process. The second term introduces a spin-splitting of the electrons in the metal. This term will, in the following, be neglected. This can be justified either if the effect of spin-splitting is small, or if one e.g. considers a trilayer structure where a normal metal is sandwiched between
two oppositely magnetized ferromagnets [99].
In order to obtain an effective interaction between electrons mediated by magnons, we perform a Schrieffer-Wolff transformation. The transformation takes the same form as the one introduced for phonons, described in Chap. 3. except that we now take

$$
\begin{equation*}
\eta \tilde{S}=\tilde{V} \sum_{\boldsymbol{k} \boldsymbol{q}}\left(x_{\boldsymbol{k}, \boldsymbol{q}} a_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+y_{\boldsymbol{k}, \boldsymbol{q}} a_{-\boldsymbol{q}}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}\right), \tag{4.5}
\end{equation*}
$$

with

$$
\begin{equation*}
x_{\boldsymbol{k}, \boldsymbol{q}}=\frac{1}{\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}+\omega_{\boldsymbol{q}}}, \quad y_{\boldsymbol{k}, \boldsymbol{q}}=\frac{1}{\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}-\omega_{\boldsymbol{q}}} . \tag{4.6}
\end{equation*}
$$

The effective interaction Hamiltonian then becomes

$$
\begin{equation*}
H_{\mathrm{eff}}=-\frac{\tilde{V}^{2}}{2} \sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{k}^{\prime}}\left(\frac{1}{\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}^{\prime}-\boldsymbol{q}}-\omega_{\boldsymbol{q}}}-\frac{1}{\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}+\omega_{\boldsymbol{q}}}\right) c_{\boldsymbol{k}+\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k} \uparrow} c_{\boldsymbol{k}^{\prime} \downarrow} \tag{4.7}
\end{equation*}
$$

Investigating pairing between electrons with opposite momenta, we further have [99]

$$
\begin{equation*}
H_{\text {pair }}=\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k} \uparrow}^{\dagger} c_{-\boldsymbol{k} \downarrow}^{\dagger} c_{-\boldsymbol{k}^{\prime} \downarrow} c_{\boldsymbol{k}^{\prime} \uparrow} \tag{4.8}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=-\tilde{V}^{2} \frac{\omega_{\boldsymbol{k}^{\prime}+\boldsymbol{k}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}^{\prime}+\boldsymbol{k}}^{2}} \tag{4.9}
\end{equation*}
$$

Here, we have not defined $H_{\text {pair }}$ with a factor $1 / 2$ in front of the momentum sums, unlike what we did for the phonon-case, due to a more restricted spin structure.

If we compare our new magnon-mediated potential with the phononmediated potential from Chap. 3

$$
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\text {phonon }}=\left|g_{\boldsymbol{k}^{\prime}, \boldsymbol{k}}\right|^{2} \frac{2 \omega_{\boldsymbol{k}^{\prime}-\boldsymbol{k}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}^{\prime}-\boldsymbol{k}}^{2}},
$$

(a)

(b)

Magnon


Figure 4.2: Depiction of effective interaction between electrons mediated by (a) a phonon and (b) a magnon. Notably, the interaction vertices in (b) introduce a flip of the electron spin.
we see that there are a few differences. One difference, which we will return more to later, is that the coupling constant appearing as a prefactor in the magnon-mediated potential is momentum independent for the considered electron-magnon coupling, while the prefactor of the phonon-mediated potential has a momentum dependence. Another difference is that the boson energy $\omega$ comes with the momentum combination $\boldsymbol{k}^{\prime}+\boldsymbol{k}$ for the magnonmediated case, rather than $\boldsymbol{k}^{\prime}-\boldsymbol{k}$. The most striking difference is that the two potentials have an overall opposite sign. We highlight that such a comparison of interaction potentials, of course, only makes sense if one is careful to place the electron operators following the interaction potential on the same form. An interaction potential, without a specified ordering of the electron operators, is not a basis for discussing the possibility of a superconducting instability. The two latter differences commented on above can, in fact, be traced back to the spin-flip structure of the magnon scattering producing the need for an additional (or one less) commutation of electron operators in order to obtain the ordering in Eq. 4.8. This commutation leads to a minus sign, as well as an associated redefinition of one of the momenta that we sum over. In Fig. 4.2 (a) and (b), we show illustrative diagrams representing phonon-mediated and magnon-mediated interaction between electrons, highlighting the differences in spin structure.

Based on the above discussion, as well as our experience with phononmediated superconductivity from the previous chapter, we can already now
suspect that trying to realize spin-singlet superconductivity with the above magnon-mediated potential is going to be an uphill battle as the prefactor carries the opposite sign of last time. However, before making any further claims about potential superconducting instabilities, we will write our new interaction potential on a more general form and derive the relevant gap equations.

As before, we have that $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=V_{\boldsymbol{k}^{\prime} \boldsymbol{k}}$ and $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=V_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}}$. We further express the interaction potential into its even and odd parts with respect to momentum. Dividing our pairing Hamiltonian up into several parts, shuffling around operators, and redefining momenta, we then end up with

$$
\begin{equation*}
H_{\text {pair }}=\frac{1}{2} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \sum_{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} c_{\boldsymbol{k} \sigma_{1}}^{\dagger} c_{-\boldsymbol{k} \sigma_{2}}^{\dagger} c_{-\boldsymbol{k}^{\prime} \sigma_{3}} c_{\boldsymbol{k}^{\prime} \sigma_{4}} \tag{4.10}
\end{equation*}
$$

Here, like last time,

$$
\begin{align*}
& V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \downarrow \uparrow}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\downarrow \uparrow \uparrow}=\frac{1}{2}\left[V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}+V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}\right],  \tag{4.11a}\\
& V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \uparrow \downarrow}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\downarrow \uparrow \uparrow \uparrow}=\frac{1}{2}\left[V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}-V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}\right], \tag{4.11b}
\end{align*}
$$

while the rest of the spin combinations are now associated with a vanishing potential.

The general form of the gap equation takes the form of Eq. (3.24). Polarized spin-triplet pairing is not an option this time, but spin-singlet and unpolarized spin-triplet pairing could in principle both be possible. The gap equations for spin-singlet and unpolarized spin-triplet pairing now, once again, take the form

$$
\begin{equation*}
\Delta_{\boldsymbol{k}}^{s}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})} \Delta_{\boldsymbol{k}^{\prime}}^{s} \chi_{\boldsymbol{k}^{\prime}} \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{\boldsymbol{k}}^{t, u}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} \Delta_{\boldsymbol{k}^{\prime}}^{t, u} \chi_{\boldsymbol{k}^{\prime}} \tag{4.13}
\end{equation*}
$$

If we take both $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ to be on the Fermi surface, we see that the potential in the equation for spin-singlet pairing takes the form

$$
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}=\tilde{V}^{2}\left(\frac{1}{\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}}+\frac{1}{\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}\right) .
$$

The two sides of the gap equation then have opposite signs unless the gap function changes sign as a function of momentum. By introducing sign changes in the gap function around the Fermi surface, it can in certain cases be possible to obtain superconductivity from a purely "repulsive" potential like the one we have here. A key element is then that the interaction potential should make sure that the largest contributions from the right-hand-side of the gap equation are not associated with the case of $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ pointing in the same direction, where gap functions on opposite sides of the equations naturally have to carry the same sign. We will see an example of this later. In the present case, one would, quite oppositely, expect $\boldsymbol{k}^{\prime}=\boldsymbol{k}$ to represent a peak in the interaction potential for a magnon dispersion relation that has a minimum at zero momentum. Spin-singlet pairing does therefore not seem promising.

Considering instead the possibility of unpolarized spin-triplet pairing, we again analyze the case of $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ on the Fermi surface. The relevant interaction potential then takes the form

$$
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}=\tilde{V}^{2}\left(\frac{1}{\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}}-\frac{1}{\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}\right)
$$

We then see that this potential can have a negative sign, as well as be peaked, when $\boldsymbol{k}^{\prime}=\boldsymbol{k}$. The possibility of spin-triplet pairing therefore seems promising. The potential will also be peaked for $\boldsymbol{k}^{\prime}=-\boldsymbol{k}$, in which case it carries a positive sign. This is, of course, just a consequence of the potential being odd in momentum. It is also not a problem for the gap equation since the gap functions also has to change sign in this case. In line with this discussion, Ref. [99] concluded that spin-triplet $p$-wave superconductivity, dominated by contributions from long-wavelength magnons, could be possible in a FMI/NM/FMI trilayer.

### 4.2 Antiferromagnet-metal interface

We next consider the case of an antiferromagnetic insulator coupled to a normal metal. The case of a compensated antiferromagnetic interface is displayed in Fig. 4.3 (a), while the case of an uncompensated antiferromagnetic interface is shown in Fig. 4.3 (b). Similarly to what we did in the previous section, we capture the coupling between the two materials through an interfacial exchange coupling

$$
\begin{equation*}
H_{\mathrm{int}}=-2 \bar{J} \sum_{\Upsilon} \sum_{\boldsymbol{i} \in \Upsilon} \Omega_{\Upsilon} c_{\boldsymbol{i}}^{\dagger} \boldsymbol{\sigma} c_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{i}} \tag{4.14}
\end{equation*}
$$

The normal metal is assumed to be lattice matched with the full lattice of the antiferromagnet as displayed in Fig. 4.3 (a). We have, however, allowed for the possibility that the coupling of the normal metal electrons to the two sublattices of the antiferromagnet can differ, parameterized through the sublattice dependent parameter $\Omega_{\Upsilon}=\Omega_{A}, \Omega_{B}$. Taking $\Omega_{A}=\Omega_{B}$ corresponds to a compensated antiferromagnetic interface where the normal metal electrons are coupled equally to both sublattices of the AFMI. Further, by reducing e.g. $\Omega_{B}$, we can investigate the effect of asymmetry in the coupling to the antiferromagnetic sublattices. The special case of $\Omega_{B}=0$ corresponds to a system like in Fig. 4.3 (a), but where the itinerant electrons are only coupled to one of the two sublattices of the antiferromagnet, imitating the uncompensated interface in Fig. 4.3 (b) where the electrons dominantly couple to one of the two sublattices. We are thus able to tune our way from a model for a compensated to an uncompensated interface.

The normal metal is modelled in the same way as in the previous section and the antiferromagnet is treated in a linear spin-wave framework, starting from a spin Hamiltonian, as outlined in Chap. 2. Working on the interaction term, we start by performing a Holstein-Primakoff transformation, as well as Fourier transforming both the electron and magnon operators. As the normal metal is lattice matched with the full lattice of the antiferromagnet, the magnons will live in a reduced Brillouin zone compared to the electrons. The reduced Brillouin zone of the magnons was displayed earlier in Fig. 2.5

The magnons living in a reduced Brillouin zone means that there will exist two types of scattering processes. One type will be referred to as regular processes and involves the momentum difference between the incoming and outgoing electrons being carried by an incoming or outgoing magnon living in the reduced Brillouin zone. There will also be additional Umklapp


Figure 4.3: (a) Compensated and (b) uncompensated interface between an antiferromagnetic insulator (AFMI) and a normal metal (NM). Our model considers a case like in (a), but allows for the coupling between the itinerant electrons and the antiferromagnet to be sublattice dependent. While $\Omega_{A}=$ $\Omega_{B}$ corresponds to a fully compensated interface, $\Omega_{B}=0$ corresponds to the itinerant electrons only coupling to one of the two sublattices of the antiferromagnet, similar to an uncompensated interface displayed in (b).
processes where the difference is that the momentum of the outgoing electron is shifted by a reciprocal lattice vector $\boldsymbol{Q}=\pi(\hat{x}+\hat{y}) / a$ in addition to the momentum difference carried by a magnon living in the reduced Brillouin zone. Through regular and Umklapp processes, it is possible for magnons to scatter the electrons around in their full Brillouin zone.

One way of keeping track of the different types of processes is to rewrite the Fourier transformation of the electron operators as

$$
\begin{equation*}
c_{\boldsymbol{i} \sigma}=\frac{1}{\sqrt{N}} \sum_{\boldsymbol{k} \in \diamond}\left(c_{\boldsymbol{k} \sigma} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}_{\boldsymbol{i}}}+c_{\boldsymbol{k}+\boldsymbol{Q}, \sigma} e^{-i(\boldsymbol{k}+\boldsymbol{Q}) \cdot \boldsymbol{r}_{\boldsymbol{i}}}\right) \tag{4.15}
\end{equation*}
$$

so that the momentum $\boldsymbol{k}$ is considered to be restricted to the reduced Brillouin zone $\diamond$. When performing sums over only the $A$ sublattice such as

$$
\frac{1}{N_{A}} \sum_{\boldsymbol{i} \in A} e^{i\left(\boldsymbol{k}^{\prime}-\boldsymbol{k}-\boldsymbol{q}-\boldsymbol{Q}\right) \cdot \boldsymbol{r}_{\boldsymbol{i}}}=\delta_{\boldsymbol{k}^{\prime}, \boldsymbol{k}+\boldsymbol{q}},
$$

the additional momentum $\boldsymbol{Q}$ does not make any difference. However, as the the lattice sites associated with the $B$ sublattice are shifted e.g. $a \hat{x}$
compared to the $A$ sublattice, the presence of $\boldsymbol{Q}$ leads to a sign change

$$
\frac{1}{N_{B}} \sum_{\boldsymbol{i} \in B} e^{i\left(\boldsymbol{k}^{\prime}-\boldsymbol{k}-\boldsymbol{q}-\boldsymbol{Q}\right) \cdot \boldsymbol{r}_{\boldsymbol{i}}}=\frac{1}{N_{A}} \sum_{\boldsymbol{i} \in A} e^{i\left(\boldsymbol{k}^{\prime}-\boldsymbol{k}-\boldsymbol{q}-\boldsymbol{Q}\right) \cdot\left(\boldsymbol{r}_{\boldsymbol{i}}+a \hat{x}\right)}=-\delta_{\boldsymbol{k}^{\prime}, \boldsymbol{k}+\boldsymbol{q}},
$$

arising from $i \boldsymbol{Q} \cdot a \hat{x}=i \pi$. Performing the full calculations, we end up with $H_{\mathrm{int}}=H_{\mathrm{int}}^{V}+H_{\mathrm{int}}^{h}$ with [1, 4]

$$
\begin{align*}
& H_{\mathrm{int}}^{V}=V \sum_{\substack{\boldsymbol{k} \in \square}}^{\boldsymbol{q} \in \diamond}\left[M_{\boldsymbol{q}}^{R} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}+M_{\boldsymbol{q}}^{U} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{Q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}\right. \\
& \left.\quad+\left(M_{-\boldsymbol{q}}^{R}\right)^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}+\left(M_{-\boldsymbol{q}}^{U}\right)^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{Q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}\right] \tag{4.16}
\end{align*}
$$

where we have defined the magnon operators

$$
\begin{equation*}
M_{\boldsymbol{q}}^{\kappa}=\Omega_{A} a_{\boldsymbol{q}}+\kappa \Omega_{B} b_{-\boldsymbol{q}}^{\dagger} \tag{4.17}
\end{equation*}
$$

as well as $V=-2 \bar{J} \sqrt{S / N}$. Here, regular and Umklapp processes are distinguished by $\kappa=R, U=+1,-1$. We see that $M_{\boldsymbol{q}}^{\kappa}$ for Umklapp scattering processes associated with the $B$-sublattice of the antiferromagnet carry an opposite sign compared to the regular scattering processes, as discussed above. We have now also combined together terms so that the electron momentum $\boldsymbol{k}$ is no longer restricted to the reduced Brillouin zone. Moreover, the additional terms arising from the interaction Hamiltonian take the form $H_{\mathrm{int}}^{h}=H_{\mathrm{int}}^{h, A}+H_{\mathrm{int}}^{h, B}$ where [1, 4]

$$
\begin{align*}
& H_{\mathrm{int}}^{h, A}=-\bar{J} \Omega_{A} S \sum_{\boldsymbol{k} \in \square, \sigma} \sigma\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}+c_{\boldsymbol{k}+\boldsymbol{Q}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right),  \tag{4.18a}\\
& H_{\mathrm{int}}^{h, B}=+\bar{J} \Omega_{B} S \sum_{\boldsymbol{k} \in \square, \sigma} \sigma\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}-c_{\boldsymbol{k}+\boldsymbol{Q}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right) \tag{4.18b}
\end{align*}
$$

We see that for $\Omega_{A} \neq \Omega_{B}$, the electrons will experience a net spin-splitting.
We will next perform some simplifying assumptions. As we did for the ferromagnet, we will assume that the spin-splitting of the electrons is either small or cancelled out in e.g. a trilayer structure. We will further, for the time being, restrict ourselves to small isotropic Fermi surfaces. In that case, Umklapp scattering processes will take electrons close to the Fermi surface away from the Fermi surface, as illustrated in Fig. 4.4. For a sufficiently


Figure 4.4: An electron situated at the Fermi surface (white circle) can be scattered to the red regions of the Brillouin zone through regular processes and to the blue regions through Umklapp processes. For a small Fermi surface, Umklapp processes always take electrons at the Fermi surface away from the Fermi surface.
small Fermi surface, we therefore neglect the effect of Umklapp scattering processes. We also note that the Umklapp processes in $H_{\text {int }}^{h}$ may be cancelled out in a trilayer structure. Moreover, an experimentally realized uncompensated interface might typically involve lattice matching between the normal metal and the sublattice of the antiferromagnet which is exposed at the interface. In that case, the Umklapp processes are not present in the first place.

From the interaction Hamiltonian, we are now left with the regular electron-magnon scattering terms. Expressing the delocalized spin-flip magnons in terms of the antiferromagnetic magnons, we now obtain

$$
\begin{equation*}
H_{\mathrm{int}}^{V}=V \sum_{\substack{\boldsymbol{k} \in \square \\ \boldsymbol{q} \in \diamond}}\left[M_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}+\left(M_{-\boldsymbol{q}}\right)^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}\right], \tag{4.19}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{\boldsymbol{q}}=\left(\Omega_{A} u_{\boldsymbol{q}}+\Omega_{B} v_{\boldsymbol{q}}\right) \alpha_{\boldsymbol{q}}+\left(\Omega_{A} v_{\boldsymbol{q}}+\Omega_{B} u_{\boldsymbol{q}}\right) \beta_{-\boldsymbol{q}}^{\dagger} \tag{4.20}
\end{equation*}
$$

As $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$ carry opposite signs, we see here that the regular electronmagnon scattering strength can be enhanced by introducing an asymmetry
$\Omega_{A} \neq \Omega_{B}$. This effect is strongest for long-wavelength magnons associated with coherence factors that grow large in magnitude leading to $\left|u_{\boldsymbol{q}}\right| \approx\left|v_{\boldsymbol{q}}\right|$.

In order to obtain an effective interaction mediated by magnons, we next perform a Schrieffer-Wolff transformation with

$$
\begin{equation*}
\eta \tilde{S}=V \sum_{\substack{\boldsymbol{k} \in \square \\ \boldsymbol{q} \in \diamond}}\left[X_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}+Y_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}\right], \tag{4.21}
\end{equation*}
$$

where

$$
\begin{align*}
& X_{\boldsymbol{q}}=x_{\boldsymbol{k}, \boldsymbol{q}}\left(\Omega_{A} u_{\boldsymbol{q}}+\Omega_{B} v_{\boldsymbol{q}}\right) \alpha_{\boldsymbol{q}}+y_{\boldsymbol{k}, \boldsymbol{q}}\left(\Omega_{A} v_{\boldsymbol{q}}+\Omega_{B} u_{\boldsymbol{q}}\right) \beta_{-\boldsymbol{q}}^{\dagger}  \tag{4.22a}\\
& Y_{\boldsymbol{q}}=y_{\boldsymbol{k}, \boldsymbol{q}}\left(\Omega_{A} u_{\boldsymbol{q}}+\Omega_{B} v_{\boldsymbol{q}}\right) \alpha_{-\boldsymbol{q}}^{\dagger}+x_{\boldsymbol{k}, \boldsymbol{q}}\left(\Omega_{A} v_{\boldsymbol{q}}+\Omega_{B} u_{\boldsymbol{q}}\right) \beta_{\boldsymbol{q}} \tag{4.22b}
\end{align*}
$$

Here, $x_{\boldsymbol{k}, \boldsymbol{q}}$ and $y_{\boldsymbol{k}, \boldsymbol{q}}$ are defined in the same way as in the ferromagnetic case. For scattering between pairs of electrons with opposite momenta, we then obtain [1]

$$
\begin{equation*}
H_{\text {pair }}=\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k} \uparrow}^{\dagger} c_{-\boldsymbol{k} \downarrow}^{\dagger} c_{-\boldsymbol{k}^{\prime} \downarrow} c_{\boldsymbol{k}^{\prime} \uparrow}, \tag{4.23}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=-V^{2} \frac{2 \omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}} A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega_{A}, \Omega_{B}\right) \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
A\left(\boldsymbol{q}, \Omega_{A}, \Omega_{B}\right)=\frac{1}{2}\left(\Omega_{A}^{2}+\Omega_{B}^{2}\right)\left(u_{\boldsymbol{q}}^{2}+v_{\boldsymbol{q}}^{2}\right)+2 \Omega_{A} \Omega_{B} u_{\boldsymbol{q}} v_{\boldsymbol{q}} \tag{4.25}
\end{equation*}
$$

The difference between $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ is here, naturally, restricted to the reduced Brillouin zone of the antiferromagnetic sublattices as we have only considered regular scattering processes. We now see that we have obtained an interaction potential which is similar to what we obtained for interaction mediated by ferromagnetic magnons in the previous section. The only important difference is the presence of an additional factor $A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega_{A}, \Omega_{B}\right)$. The effect of this factor on the possibility of superconductivity in the system is the topic of Paper [1].
4.3. Enhancement of superconductivity mediated by antiferromagnetic squeezed magnons

### 4.3 Enhancement of superconductivity mediated by antiferromagnetic squeezed magnons

As introduced in the previous section, Paper [1] considers the possibility of superconductivity in a heterostructure of a normal metal and and antiferromagnetic insulator. Specifically, the focus is on how the superconductivity, for a small and isotropic Fermi surface, depends on whether the electrons in the normal metal are coupled symmetrically or asymmetrically to the two sublattices of the antiferromagnet. The study was motivated by previous work on superconductivity in heterostructures of normal metals and ferromagnetic insulators [99], and related [100], as well as superconductivity in heterostructures of ferromagnetic or antiferromagnetic insulators and topological insulators featuring conducting edge states [101, 102]. The study actually grew out of initial investigations of the system of an antiferromagnetic insulator coupled to a topological insulator, combined with the ideas about the difference between coupling to compensated and uncompensated antiferromagnetic interfaces which culminated in Ref. [35]. As it became clear that the effect of asymmetry in the coupling to the two sublattices of the antiferromagnet was quite general, we decided to focus on this effect in a simpler system before we returned to the topological insulator in Paper [2].

The main finding of the article is that coupling a normal metal asymmetrically to the two sublattices of an antiferromagnetic insulator may lead to spin-triplet $p$-wave superconductivity. The critical temperature is found to increase with the degree of asymmetry, favoring an uncompensated antiferromagnetic interface.

The considered system has already been introduced in the previous section, where we ended up with the effective magnon-mediated interaction potential in Eq. (4.24). As we have already analyzed the interaction mediated by ferromagnetic magnons, the question is now how the additional factor $A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega_{A}, \Omega_{B}\right)$ changes the picture. Importantly, this factor contains all dependence on $\Omega_{A}$ and $\Omega_{B}$. Aligning with the notation in the article, we set $\Omega_{B}=1$ and $\Omega_{A}=\Omega$. For the case of $\Omega=1$, corresponding to a compensated antiferromagnetic interface, we then have

$$
\begin{equation*}
A(\boldsymbol{q}, \Omega=1)=\left(u_{\boldsymbol{q}}+v_{\boldsymbol{q}}\right)^{2} . \tag{4.26}
\end{equation*}
$$

For large $\boldsymbol{q}$, this is expression is simply equal to 1 . For small $\boldsymbol{q}$, on the other hand, rewriting the expression on the form $\left(u_{\boldsymbol{q}}+\left|v_{\boldsymbol{q}}\right|\right)^{-2}$, we see that it is typically much smaller than 1 . For large $\boldsymbol{q}$ we then have an interaction potential similar to what we had for the ferromagnet, while for the important small $\boldsymbol{q}$ contributions, the interaction strength is suppressed. Although the coherence factors themselves grow large, contributions from the two separate antiferromagnetic sublattices interfere destructively, limiting the interaction strength.

Considering instead the case of $\Omega=0$, corresponding to an uncompensated antiferromagnetic interface, we obtain

$$
\begin{equation*}
A(\boldsymbol{q}, \Omega=0)=\frac{1}{2}\left(u_{\boldsymbol{q}}^{2}+v_{\boldsymbol{q}}^{2}\right) \tag{4.27}
\end{equation*}
$$

For large $\boldsymbol{q}$, this expression is simply equal to $1 / 2$. However, for small $\boldsymbol{q}$, the so-called boosting factor $A$ becomes large as the coherence factors are now squared separately. From the discussion of the interaction potential mediated by ferromagnetic magnons, one can now see right away that the potential for interaction mediated by antiferromagnetic magnons, for $\Omega=$ 0 , also should be able to produce spin-triplet $p$-wave pairing, where the long-wavelength contributions now obtain an additional boosting from the magnon coherence factors.

In order to calculate the critical temperature as a function of $\Omega$, we can return to the expression

$$
k_{B} T_{c}=1.13 \omega_{c} e^{-\frac{1}{\lambda}}
$$

from Chap. 3, where we had

$$
\lambda \Delta_{\boldsymbol{k}_{\|}, \sigma_{1} \sigma_{2}}=-\sum_{\sigma_{3} \sigma_{4}}\left\langle D_{0}\left(\boldsymbol{k}_{\|}^{\prime}\right) V_{\boldsymbol{k}_{\|} \boldsymbol{k}_{\|}^{\prime}}^{\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4}} \Delta_{\boldsymbol{k}_{\|}^{\prime}, \sigma_{4} \sigma_{3}}\right\rangle_{\boldsymbol{k}_{\|}^{\prime}, \mathrm{FS}}
$$

Restricting to unpolarized spin-triplet pairing, we then have to numerically solve the eigenvalue problem

$$
\begin{equation*}
\lambda \Delta_{\boldsymbol{k}_{\|}}^{t, u}=-\left\langle D_{0}\left(\boldsymbol{k}_{\|}^{\prime}\right) V_{\boldsymbol{k}_{\|} \boldsymbol{k}_{\|}^{\prime}, O(\boldsymbol{k})} \Delta_{\boldsymbol{k}_{\|}^{\prime}}^{t, u}\right\rangle_{\boldsymbol{k}_{\|}^{\prime}, \mathrm{FS}} \tag{4.28}
\end{equation*}
$$

4.3. Enhancement of superconductivity mediated by antiferromagnetic squeezed magnons



Figure 4.5: (a) Critical temperature $T_{c}$ and (b) dimensionless coupling constant $\lambda$ as a function of the asymmetry in the coupling between the normal metal and the two sublattices of the antiferromagnet. Maximum asymmetry is here represented by $\Omega=0$. The different curves correspond to different values of the interfacial coupling strength $\bar{J}$.
in order to determine the largest eigenvalue $\lambda$ and its associated eigenvector. The results for the critical temperature $T_{c}$ and the dimensionless coupling constant $\lambda$ presented in the article, are here included in Fig. 4.5. The gap function that maximized the critical temperature was found to have a $p$ wave symmetry, as expected. From Fig. 4.5, we further see that both $\lambda$ and $T_{c}$ increase with increased asymmetry in the coupling between the normal metal and the two sublattices of the antiferromagnet.

The above results are only valid if the effect of the spin-splitting of the electrons can be neglected. As highlighted in the article, the effect of spin-splitting is expected to be small if the critical temperature in the absence of spin-splitting is large compared to the spin-splitting. For a given experimental realization of the system, the problem is then relatively simple. If $k_{B} T_{c}$ in the absence of spin-splitting is large enough compared to the spin-splitting field, the mechanism is likely to work in a simple bilayer structure. In the opposite case, one has to cancel out the spin-splitting, which e.g. can be done in a trilayer structure. While making the normal metal thick also is a way of reducing the effective spin-splitting experienced by the electrons, one should also expect the effective electron-magnon interaction strength experienced by the electrons to be reduced in this case. As the critical temperature decays quickly with reduced interaction strength,
it is therefore likely that a quite thin normal metal still is favorable. In the article, it was argued that the predicted critical temperatures might be large enough for, if realized in a real system, superconductivity to survive the spin-splitting field arising from the uncompensated antiferromagnetic interface. The highly parameter-dependent critical temperatures resulting from our simple calculation should, however, be viewed as very loose estimates. Based on our results from the Eliashberg treatment of the system in paper [4], we concluded that cancelling out the spin-splitting is likely to be necessary in order for superconductivity to survive.

We also note that, our model of antiferromagnetically ordered, localized spins interacting with itinerant electrons through an exchange interaction does, in fact, take the form of a Hamiltonian that one might write down to describe a single material hosting antiferromagnetically ordered spins interacting with itinerant electrons. For the natural case of $\Omega_{A}=\Omega_{B}$, Ref. [88] encountered the destructive interference discussed above, leading to the dominant processes contributing to superconductivity for sufficiently small Fermi surfaces being higher-order processes where the momentum transfer in the effective electron-electron interaction is carried by a pair of magnons rather than a single magnon. Such scattering processes arise from the $z$ component of the localized spins, e.g. on the form $S-a_{\boldsymbol{i}}^{\dagger} a_{\boldsymbol{i}}$.

From our above comparisons between the interaction potential mediated by ferromagnetic and antiferromagnetic magnons, it seems quite obvious that the antiferromagnetic potential for $\Omega=0$ should be better for superconductivity as there is an additional prefactor boosting the interaction. In order to do a more thorough inspection of how the two cases match up, we can consider the situation where the momenta $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ are both on the Fermi surface, and write

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{FM}}=\tilde{V}^{2} \frac{1}{\omega_{\boldsymbol{k}^{\prime}+\boldsymbol{k}}^{\mathrm{FM}}}, \quad V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{AFM}}=V^{2} \frac{1}{\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{\mathrm{AFM}}}\left(u_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}+v_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}\right) \tag{4.29}
\end{equation*}
$$

If we then inspect the combination of coherence factors, considering $J_{2}=0$, we have

$$
\begin{equation*}
u_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}+v_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}=\frac{2 S J_{1} z_{1}+2 S K}{\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{\mathrm{AFM}}} \tag{4.30}
\end{equation*}
$$

Further, taking the momentum $\boldsymbol{k}+\boldsymbol{k}^{\prime}$ to zero, we have
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$$
\begin{equation*}
\omega_{0}^{\mathrm{FM}}=2 K S, \quad \omega_{0}^{\mathrm{AFM}}=2 S \sqrt{K\left(K+2 z_{1} J_{1}\right)} \tag{4.31}
\end{equation*}
$$

which, for the case of $J / K \gg 1$, allows us to write

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{FM}} \sim \tilde{V}^{2} \frac{1}{K}, \quad V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\mathrm{AFM}} \sim V^{2} \frac{1}{K} . \tag{4.32}
\end{equation*}
$$

We then see that the ferromagnet actually can compensate for the missing boosting factor in the potential by having a smaller gap in the magnon spectrum, making the maxima of the two potentials take on similar values for similar easy-axis anisotropy strength $K$. We will return to this comparison in the discussion of Paper [4], where we will see that the boosting factor of the antiferromagnet, in fact, does provide the antiferromagnet with a potential advantage.

An important reason why the above comparison between the two interaction potentials does not represent the full story is related to our simplified treatment of the magnon-mediated superconductivity. When calculating the superconducting critical temperature, we simply followed the normal approach of assuming that the behavior of the interaction potential and gap function when moving away from the Fermi surface can be treated as constants with a cutoff equal to the cutoff on the boson spectrum. We will return to an evaluation of this approximation later in this chapter, but before we get that far, we will first provide a discussion of Paper [2].

### 4.4 Magnon-mediated superconductivity on the surface of a topological insulator

In Paper [2], we studied superconductivity on the surface of a topological insulator proximity-coupled to a magnetic insulator. We considered both the case of a ferromagnetic insulator, as well as both compensated and uncompensated antiferromagnetic interfaces. The project was motivated by earlier studies of superconductivity in heterostructures of topological insulators and magnetic insulators [101, 102]. Working in a Green's function framework, Ref. [101] found that superconductivity where the Cooper pairs carry a large finite momentum $2 k_{F}$, so-called Amperean pairing, could be possible on the surface of a topological insulator coupled to a ferromagnetic insulator. Building on this result, Ref. [102] considered both the
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Figure 4.6: Heterostructure of topological insulator coupled to (a) a ferromagnetic insulator (FMI) and (b) an antiferromagnetic insulator (AFMI).
case of coupling to a ferromagnetic and antiferromagnetic insulator. Working within the path integral formalism, they concluded that the resulting effective interaction between helical fermions mediated by both ferromagnetic and antiferromagnetic spin fluctuations had potential for giving rise to superconductivity. The goal of our article was to further investigate the differences between coupling the topological insulator to a ferromagnetic or different types of antiferromagnetic interfaces when the magnets are treated in a quantum mechanical fashion.

The main finding of the article is that the effective interaction potential arising from an uncompensated antiferromagnetic interface is quite similar to the potential mediated by ferromagnetic magnons, except that the presence of additional antiferromagnetic coherence factors works to aid in the formation of a superconducting stability. For both the ferromagnetic and the uncompensated antiferromagnetic interface, it was found that the momentum structure of the interaction potential is suitable for Amperean pairing with $p$-wave symmetry. Similarly to before, a compensated antiferromagnetic interface leads to destructive interference of the contributions from the two sublattices. Moreover, the study also introduced that adding frustration to the antiferromagnet, generating stronger spin fluctuations, may enhance magnon-mediated superconductivity.

The considered systems are presented in Fig. 4.6. The magnetic insulators are treated in the same way as earlier in this chapter with a specific assumption about out-of-plane ordering in this case. The conducting sur-


Figure 4.7: (a) Band structure for the surface states of a topological insulator subjected to a an out-of-plane exchange field. We have set $k_{y} a=0$. (b) The spins of the surface state fermions lie in-plane with direction perpendicular to the momentum. The direction of the cross product between the spin direction and the momentum direction defines the handedness of the fermions, here referred to as helicity $\alpha$.
face states of the topological insulator are described through a square lattice model giving rise to a Dirac cone around the center of the Brillouin zone. Interfacial coupling is introduced through an exchange coupling between localized spins in the magnetic insulator and the spins of the electrons going into the lattice model for the surface states of the topological insulator. Similarly to Paper [1], the interfacial exchange coupling to the antiferromagnet is allowed to be sublattice dependent, capturing both the case of a compensated and uncompensated antiferromagnetic interface. The interfacial coupling gives rise to interaction between magnons and helical fermions living on the surface of the topological insulator, as well as a potential spinsplitting of the electrons on the surface of the topological insulator. Taking this spin-splitting into account, the band structure for the helical surface states of the topological insulator takes the form in Fig. 4.7 (a) where a gap has been opened between the bands of opposite helicity [103]. We have here assumed that the Fermi level crosses the upper Dirac cone with positive helicity. The spin-momentum locking of the surfaces states is illustrated in Fig. 4.7 (b).

Working with a small Fermi surface, we neglect Umklapp scattering processes so that the interaction term in the ferromagnetic case takes the form

$$
\begin{equation*}
H_{\mathrm{int}}^{\mathrm{FMI}, V}=\tilde{V} \sum_{\boldsymbol{k} \boldsymbol{q}} \sum_{\alpha \alpha^{\prime}}\left[Q_{\downarrow \alpha}^{\dagger}(\boldsymbol{k}+\boldsymbol{q}) Q_{\uparrow \alpha^{\prime}}(\boldsymbol{k}) a_{\boldsymbol{q}} \psi_{\boldsymbol{k}+\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha^{\prime}}+\text { h.c. }\right] \tag{4.33}
\end{equation*}
$$

The difference from the case of a ferromagnetic insulator coupled to a normal metal is here that the electron operators have been expressed in terms of the operators $\psi_{\boldsymbol{k} \alpha}$ corresponding to spin-momentum locked fermions with helicity $\alpha$, introducing some additional prefactors $Q$. For the antiferromagnetic insulator, the situation is similar. We focus on the expressions for the ferromagnetic case as these are more compact. We next perform a Schrieffer-Wolff transformation in order to obtain an effective magnonmediated fermion-fermion interaction. We focus on the interaction between fermions with helicity $\alpha=+$, which are the ones living at the Fermi surface. Motivated by the smallness of the Fermi surface, we further approximate the $Q$-coefficients by their long-wavelength limit expressions. For pairing between fermions with vanishing center-of-mass momentum (BCS-type pairing) and Amperean pairing between fermions with large center-of-mass momentum compared to their relative momentum, we obtain the pairing Hamiltonians

$$
\begin{equation*}
H_{\mathrm{pair}, \mathrm{FMI}}^{(\mathrm{BCS})}=\frac{1}{2} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, \mathrm{FMI}}^{(\mathrm{BCS})} \psi_{\boldsymbol{k},+}^{\dagger} \psi_{-\boldsymbol{k},+}^{\dagger} \psi_{-\boldsymbol{k}^{\prime},+} \psi_{\boldsymbol{k}^{\prime},+}, \tag{4.34}
\end{equation*}
$$

with

$$
\begin{align*}
& V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, \mathrm{FMI}}^{(\mathrm{BCS})}=-\frac{V^{2}}{2} \frac{v_{F}\left(k_{x}-i k_{y}\right)}{\sqrt{(2 \bar{J} S)^{2}+v_{F}^{2} k^{2}}} \\
& \times \frac{v_{F}\left(k_{x}^{\prime}+i k_{y}^{\prime}\right)}{\sqrt{(2 \bar{J} S)^{2}+v_{F}^{2} k^{\prime 2}}} \frac{2 \omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}{\left(E_{\boldsymbol{k}^{\prime},+}-E_{\boldsymbol{k},+}\right)^{2}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}^{2}} \tag{4.35}
\end{align*}
$$

and

$$
\begin{equation*}
H_{\text {pair,FMI }}^{(\mathrm{Amp})}=\frac{1}{2} \sum_{\boldsymbol{K} \boldsymbol{p} \boldsymbol{p}^{\prime}} V_{\boldsymbol{p} \boldsymbol{p}^{\prime}, \mathrm{FMI}}^{(\mathrm{Amp})}(\boldsymbol{K}) \psi_{\boldsymbol{K}+\boldsymbol{p},+}^{\dagger} \psi_{\boldsymbol{K}-\boldsymbol{p},+}^{\dagger} \psi_{\boldsymbol{K}-\boldsymbol{p}^{\prime},+} \psi_{\boldsymbol{K}+\boldsymbol{p}^{\prime},+}, \tag{4.36}
\end{equation*}
$$

with
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Figure 4.8: For Amperean pairing, the most relevant region for contributions to the gap equation is found to take the form of an hourglass around $\boldsymbol{K}$.

$$
\begin{align*}
& V_{\boldsymbol{p} \boldsymbol{p}^{\prime}, \mathrm{FMI}}^{(\mathrm{Amp})}(\boldsymbol{K})=\frac{V^{2}}{2} \frac{v_{F}^{2} K^{2}}{(2 \bar{J} s)^{2}+v_{F}^{2} K^{2}} \\
& \times\left(\frac{1}{E_{\boldsymbol{K}-\boldsymbol{p}^{\prime},+}-E_{\boldsymbol{K}-\boldsymbol{p},+}-\omega_{\boldsymbol{p}-\boldsymbol{p}^{\prime}}}-\frac{1}{E_{\boldsymbol{K}+\boldsymbol{p}^{\prime},+}-E_{\boldsymbol{K}+\boldsymbol{p},+}+\omega_{\boldsymbol{p}-\boldsymbol{p}^{\prime}}}\right) . \tag{4.37}
\end{align*}
$$

Here, $v_{F}$ is the Fermi velocity and $2 \boldsymbol{K}$ is center-of-mass momentum of the Amperean Cooper pairs. As we only have fermions with helicity + around the Fermi surface, we see immediately that any pairing will have to be even in helicity, and correspondingly odd in momentum. For Amperean pairs, odd in momentum here means odd in relative momentum for a given center of mass momentum. This can easily be seen from the above pairing Hamiltonian by commuting operators and inverting $\boldsymbol{p}$ or $\boldsymbol{p}^{\prime}$, showing that it is only the part of the interaction potential that is odd in relative momentum that does not vanish.

Performing a mean-field theory as outlined in the article, one can then obtain gap equations for both BCS-type and Amperean pairing in order to analyze whether the interaction potentials may support nontrivial solutions to these gap equations. For BCS-type pairing it was found that the interaction potential had an overall wrong for supporting superconductivity. An indication of this can be seen by taking $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ on the Fermi surface and inspecting the real part of the part of the potential which is odd in
momentum. Investigation of the gap equation reveals that this part of the potential, whose sign is determined by

$$
\sim \boldsymbol{k} \cdot \boldsymbol{k}^{\prime}\left(\frac{1}{\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}+\frac{1}{\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}}\right)
$$

should have been negative for $\boldsymbol{k}=\boldsymbol{k}^{\prime}$ in order to help produce a nontrivial solution to the gap equation.

We therefore instead consider the possibility of Amperean pairing. Similarly to BCS-type pairing, the gap equation for Amperean pairing contains a factor which ensures that the most important contributions to the gap equation arise from processes where the fermions are kept close to the Fermi surface. For the case of $\boldsymbol{K}=k_{F} \hat{x}$, Fig. 4.8 shows the most relevant region, which takes the shape of an hourglass around $\boldsymbol{K}$. Sufficiently close to the center of this hourglass, the differences between fermion energies appearing in the interaction potential are small compared to the magnon energies as the magnons have a gap in their excitation spectrum. In this region, the relevant part of the potential that should be negative when $\boldsymbol{p}=\boldsymbol{p}^{\prime}$ has a simplified dependence

$$
\begin{equation*}
\sim \frac{1}{\omega_{\boldsymbol{p}+\boldsymbol{p}^{\prime}}}-\frac{1}{\omega_{\boldsymbol{p}-\boldsymbol{p}^{\prime}}} . \tag{4.38}
\end{equation*}
$$

When the fermion energies can be neglected, we see that the potential looks quite promising. In the article, we therefore concluded that, in accordance with earlier findings, the interaction has a suitable momentum structure for $p$-wave superconductivity to arise. Dividing the area where the fermion energies could be neglected up into a grid of momentum points and attempting to solve the linearized gap equation as a matrix eigenvalue problem, it was found that this area was too small to produce a solution to the gap equation for reasonable parameters. Moving momenta outside of this small region, the sign-changes arising from the fermion energies appearing in the potential make the behavior of the potential quite chaotic and unfavorable for a nontrivial solution to the gap equation. This behavior was interpreted as a result of our effective interaction potential attempting to account for the frequency dependence of the interaction through momentum dependent fermion energies. We did not have much faith in our approach reasonably accounting for the frequency dependence of the interaction, and we were


Figure 4.9: Critical temperature as a function of (a) asymmetry in the coupling of the topological insulator to the two sublattices of the antiferromagnet, $\Omega$, and (b) next-nearest neighbor interaction $J_{2}$ in the antiferromagnet. Maximum asymmetry is here represented by $\Omega=0$, and for $J_{2} / J_{1}>0$ the next-nearest neighbor interaction acts as a frustration.
therefore not able to draw any independent conclusions about whether superconductivity could be realized in this system.

For the antiferromagnet, there are additional scattering processes and additional coherence factors appearing in the effective interaction potential. Apart from this, the situation is very similar to the ferromagnetic case. The interaction is still repulsive for BCS-type pairing. For Amperean pairing, the part of the potential that should be negative for $\boldsymbol{p}=\boldsymbol{p}^{\prime}$ now has a simplified dependence

$$
\begin{equation*}
\sim \frac{1}{\omega_{\boldsymbol{p}+\boldsymbol{p}^{\prime}}} A\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}, \Omega\right)-\frac{1}{\omega_{\boldsymbol{p}-\boldsymbol{p}^{\prime}}} A\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}, \Omega\right) \tag{4.39}
\end{equation*}
$$

This momentum structure still looks promising for a solution to the gap equation, now with some potential additional boosting of the potential for the case of $\Omega=0$. Due to this boosting factor we were, in this case, actually able to obtain a solution to the gap equation from the region where the effect of the fermion energies on the interaction potential could be neglected. This should, however, merely be taken as an indication that the momentum structure of the interaction is suitable for realizing superconductivity. The gap function was found to have a $p$-wave character, and the critical temperature was found to increase with decreasing $\Omega$ and increasing next-nearest
neighbor frustration $J_{2}$ in the antiferromagnet, as shown in Fig. 4.9.
Based on our results, we concluded that an uncompensated antiferromagnetic interface might be a better candidate than a ferromagnetic interface for realizing superconductivity on the surface of a topological insulator. Looking back at our discussion of the difference between interaction mediated by ferromagnetic and antiferromagnetic magnons in the previous section, it should now be clear that the maximum of the antiferromagnetic potential is not necessarily increased by the presence of the boosting factor $A$, although it can be viewed in that way for a fixed gap in the magnon spectrum. Another point of view is, however, that the difference introduced by this boosting factor is that the same maximum of the potential obtained for the ferromagnet can be obtained with a larger gap in the magnon spectrum. In Paper [2], for a given maximum of the interaction potential, a larger gap in the magnon spectrum allowed for the fermions to be moved further away from the Fermi surface without the fermion energies dominating over the magnon energies in the interaction potential. The increased region of favorable contributions to the gap equation allowed for a solution to the gap equation in the antiferromagnetic case. Also when the frequency dependence of the interaction is accurately captured, having the same interaction strength with larger magnon energies should be expected to be an advantage as this will allow the interaction strength to be suppressed more slowly with increasing frequency. In order to corroborate these findings, one should properly consider both the momentum and frequency dependence of the interaction between helical fermions mediated by antiferromagnetic magnons, as well as associated fermion and magnon renormalization effects, which is yet to be done.

While the effect of fermion renormalization, in the ferromagnetic case, was found to be important for the superconductivity discussed in Ref. [101], fermion renormalization for the case of an uncompensated antiferromagnetic interface has been discussed in detail in Ref. [104]. Some of the ground work has therefore been laid for a future Eliashberg study of superconductivity arising from a topological insulator coupled to an uncompensated antiferromagnetic interface. For the ferromagnetic case, the effect of tilting the magnetization in-plane has also been considered in Ref. [105]. This study, considering a frequency dependent interaction, but neglecting fermion renormalization, also found that the pairing could be odd in frequency. Restricting to the static case of zero frequency, the gap equation obtained in Ref. [105] displayed very similar behavior to the gap equation in Paper [2], ex-
cept that contributions from a larger momentum region actually allowed for formation of an Amperean $p$-wave solution.

In retrospect, performing a BCS-type study to investigate Amperean pairing on the surface of a topological insulator mediated by magnons appears somewhat naive. We did, of course, not capture the effect of fermion renormalization and we were further not able to reasonably capture the frequency dependence of the interaction. Similarly to what we saw in the previous chapter, we were, however, when all fermions were kept sufficiently close to the Fermi surface, able to capture the momentum dependence of the interaction. We could therefore obtain some useful information about the difference between coupling the topological insulator to ferromagnetic and antiferromagnetic interfaces. In particular, we identified that introducing asymmetry in the coupling to the two sublattices of an antiferromagnet can be favorable also for the case of superconductivity on the surface of a topological insulator. Our study also identified that introducing nextnearest neighbor interaction in the antiferromagnet might be favorable. We explored this further in Paper [3].

### 4.5 Schwinger boson study of superconductivity mediated by antiferromagnetic spin fluctuations

In Paper [3], we returned to the coupling between a normal metal and an antiferromagnet. The goal was to better understand the effect of next-nearest neighbor frustration in the antiferromagnet on the superconductivity mediated by antiferromagnetic spin fluctuations. As the superconductivity arises from magnetic fluctuations, one would expect that amplification of these fluctuations would be favorable for the superconductivity. For relatively weak frustration, this was what we found in Paper [2]. In this project we wanted to extend these results to the case of larger frustration, investigating how far this effect could be exploited. We therefore performed a Schwinger boson study, allowing us to consider the full range from vanishing nextnearest neighbor interaction to the case where the next-nearest neighbor interaction dominates, giving rise to a stripe phase as introduced in Chap. 2. As the stripe phases, starting from $J_{1}=0$, arises from two decoupled Néel antiferromagnets, we had a suspicion that coupling asymmetrically to the spin- $\uparrow$ and spin- $\downarrow$ sites of both of these two Néel antiferromagnets could
give rise to a similar effect as obtained when coupling asymmetrically to the spin- $\uparrow$ and spin- $\downarrow$ sites of a normal Néel antiferromagnet. Moreover, although we, in this study, wanted to focus on the case of ordered magnetic phases, we also had hope that the study could provide some pointers for potential future investigation of superconductivity induced by coupling to disordered magnets.

The main finding of the article was that approaching the transition between the Néel and stripe phase from either side generally was favorable for the superconductivity as long as the magnetic order in the magnet was not suppressed too quickly. For the stripe phase, just like the Néel phase, asymmetry in the coupling to the two antiferromagnetic sublattices was found to be necessary in order to avoid destructive interference of contributions to the effective interaction potential.

The considered system, as well as the model for the normal metal, is the same as in Paper [1]. The main difference is that we include a next-nearest neighbor interaction in the antiferromagnet and rewrite the localized spins in terms of Schwinger bosons instead of performing a Holstein-Primakoff transformation. The interfacial coupling is on the same form as before, allowing for an asymmetric coupling to spin- $\uparrow$ and spin- $\downarrow$ sites of the antiferromagnet. For the antiferromagnet, we consider the spin quantum number $S=1$, in which case, depending on the strength of the next-nearest neighbor interaction, our antiferromagnet will be in an ordered Néel or stripe phase. The treatment of the Néel phase is outlined in Chap. 2.

The coupling to e.g. the $A$-sublattice of the antiferromagnet now takes the form

$$
\begin{align*}
H_{\mathrm{int}}^{(A)} & =-2 \bar{J} \Omega_{A} \sum_{\boldsymbol{i} \in A}\left(a_{\boldsymbol{i} \uparrow}^{\dagger} a_{\boldsymbol{i} \downarrow} c_{\boldsymbol{i} \downarrow}^{\dagger} c_{\boldsymbol{i} \uparrow}+a_{\boldsymbol{i} \downarrow}^{\dagger} a_{\boldsymbol{i} \uparrow} c_{\boldsymbol{i} \uparrow}^{\dagger} c_{\boldsymbol{i} \downarrow}\right) \\
& -\bar{J} \Omega_{A} \sum_{\substack{\boldsymbol{i} \in A \\
\sigma}} \sigma c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{i} \sigma}\left(a_{\boldsymbol{i} \uparrow}^{\dagger} a_{\boldsymbol{i} \uparrow}-a_{\boldsymbol{i} \downarrow}^{\dagger} a_{\boldsymbol{i} \downarrow}\right) . \tag{4.40}
\end{align*}
$$

The last term may give rise to a spin-splitting of the electron states, which similarly to earlier will be neglected. Introducing Fourier transformations, again neglecting Umklapp processes, and introducing a Bogoliubov transformation for the Schwinger boson operators, we end up with regular electron scattering terms involving two Schwinger boson operators.

In order to obtain an effective interaction between electrons mediated by antiferromagnetic spin fluctuations, we next perform a Schrieffer-Wolff
transformation, as detailed in the article. As the original fermion-boson coupling now contains two bosonic operators, we will in this case end up with an "effective interaction" that still involves two bosonic operators. This additional combination of boson operators is replaced by its ground state expectation value in order to obtain an effective interaction only involving electrons. Setting $\Omega_{B}=1$ and $\Omega_{A}=\Omega$ as before and investigating interaction between electrons with opposite momentum, the resulting pairing Hamiltonian takes the form

$$
\begin{equation*}
H_{\mathrm{pair}}=\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k} \uparrow}^{\dagger} c_{-\boldsymbol{k} \downarrow}^{\dagger} c_{-\boldsymbol{k}^{\prime} \downarrow} c_{\boldsymbol{k}^{\prime} \uparrow} \tag{4.41}
\end{equation*}
$$

with

$$
\begin{gather*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=-V^{2} \frac{\tilde{Q}_{0}}{S} \frac{2 \omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime} \downarrow}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime} \downarrow}^{2}} A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega\right) \\
-\frac{V^{2}}{N S} \sum_{\boldsymbol{h}}^{\prime} B\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}+\boldsymbol{h}, \boldsymbol{h}, \Omega\right) \frac{2\left(\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}+\boldsymbol{h} \uparrow}+\omega_{\boldsymbol{h} \downarrow}\right)}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\left(\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}+\boldsymbol{h} \uparrow}+\omega_{\boldsymbol{h} \downarrow}\right)^{2}} . \tag{4.42}
\end{gather*}
$$

The prime on the sum over $\boldsymbol{h}$ denotes that the term with $\boldsymbol{h}=-\boldsymbol{k}-\boldsymbol{k}^{\prime}$ has been taken out of the sum. This interaction potential describes both the case of a Néel phase and a stripe phase, with e.g. boson dispersion and coherence factors depending on the phase. We have also defined

$$
\begin{equation*}
A(\boldsymbol{q}, \Omega)=\frac{1}{2}\left(\Omega^{2}+1\right)\left(u_{\boldsymbol{q} \downarrow}^{2}+v_{\boldsymbol{q} \downarrow}^{2}\right)-2 \Omega u_{\boldsymbol{q} \downarrow} v_{\boldsymbol{q} \downarrow} \tag{4.43}
\end{equation*}
$$

as well as

$$
\begin{equation*}
B(\boldsymbol{q}, \boldsymbol{h}, \Omega)=\frac{1}{2}\left(\Omega^{2}+1\right)\left(u_{\boldsymbol{q} \uparrow}^{2} v_{\boldsymbol{h} \downarrow}^{2}+v_{\boldsymbol{q} \uparrow}^{2} u_{\boldsymbol{h} \downarrow}^{2}\right)-2 \Omega u_{\boldsymbol{q} \uparrow} v_{\boldsymbol{h} \downarrow} v_{\boldsymbol{q} \uparrow} u_{\boldsymbol{h} \downarrow} . \tag{4.44}
\end{equation*}
$$

For the here undefined factor $\tilde{Q}_{0}$, we simply note that it is closely related to the sublattice magnetization of the antiferromagnet. A reduced sublattice magnetization can therefore now lead to a weaker interaction strength. Apart from this, the first part of the interaction potential $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}$ corresponds quite closely to the interaction potential obtained in Paper [1]. We highlight


Figure 4.10: Dimensionless coupling constant $\lambda$, for interaction mediated by antiferromagnetic spin fluctuations, as a function of next-nearest neighbor interaction $J_{2}$. We have considered the case where the electrons in the metal are only coupled to one of the two antiferromagnetic sublattices. Approaching the phase transition between the Néel phase and the stripe phase from either side gives rise to an increase in $\lambda$, leading to a higher superconducting critical temperature.
that the coherence factors, as mentioned in the Schwinger boson discussion in Chap. 2, have been taken to carry the same sign. For $\Omega=1$, contributions arising from the two sublattices then interfere destructively in both the case of a Néel phase and a stripe phase. Compared to the case of Paper [1], we now also have an additional type of contributions to the interaction potential which we come back to shortly.

Performing the usual mean-field theory, we can further derive gap equations for spin-singlet and spin-triplet pairing. In the same way as in Paper [1], we can then solve linearized gap equations in order to determine the dimensionless coupling constant $\lambda$, as well as the resulting critical temperature and pairing symmetry. For $\Omega=0$, the first part of the interaction potential naturally prefers $p$-wave pairing as before. Inspection of the second part of the interaction potential can further reveal that these contributions also contribute favorably to a $p$-wave solution. Compared to the first part of the potential, these additional contributions, simply summarized, come with an extra factor $1 / N$, an extra sum over momentum, and some additional coherence factors. Despite the presence of additional coherence factors, as only a small part of the extra momentum sum contributes significantly to the gap
equation, it was found that the second part of the interaction potential had little effect on the results.

The results obtained in the article for the dimensionless coupling constant as a function of next-nearest interaction are presented in Fig. 4.10 We have here set $\Omega=0$. From this figure, we see that, for both the Néel and stripe phase, moving in the direction of the phase transition leads to a larger $\lambda$, associated with a larger critical temperature. This behavior arises from a flattening of the bosonic dispersion relation, associated with generally larger coherence factors. As shown in Chap. 2 approaching the phase transition also leads to a reduction of the sublattice magnetization, which enters the interaction potential through a reduction of the prefactor $\tilde{Q}_{0}$. The dominant effect is still that enhancing the magnetic fluctuations leads to an increase in the dimensionless coupling constant. For the Néel phase, we can, however, see that the increase in $\lambda$ as a function of $J_{2}$ flattens out a bit close to the transition point as the sublattice magnetization decays quite quickly. For the stripe phase, featuring a weaker decay in the sublattice magnetization close to the transition point, we instead see that $\lambda$ has a stronger increase close to the transition point.

While the first part of the interaction potential vanishes in the case of loss of magnetic order, the second part of the interaction potential does not. As the Schwinger boson formalism can also be used to describe disordered phases, the second part of the interaction potential might therefore be able to shed some light on electron-electron interaction induced by coupling to a disordered antiferromagnet. In the present study, we found that keeping the magnetic order was essential for the superconductivity, as the contributions from the second part of the potential were small compared to the contributions from the first part.

Through the work with Paper [1-3], we had started building an understanding of how magnetic fluctuations in an antiferromagnet may induce superconductivity in a neighboring conductor, focusing on the role played by sublattice interference and frustration. The conclusions obtained so far where, however, associated with some uncertainty as we could not be confident in how well the superconducting instability was described by our BCS-like approach. A natural next step was therefore to go to Eliashberg theory for answers.

### 4.6 Eliashberg study of superconductivity induced by interfacial coupling to antiferromagnets

In Paper [4], we studied our normal metal-antiferromagnet system using Eliashberg theory. We, this time, considered a trilayer structure and investigated the effect of asymmetry in the coupling to the antiferromagnetic sublattices for both small and larger Fermi surfaces. The extension to larger Fermi surfaces was partly motivated by an earlier BCS study showing that Umklapp scattering processes, for compensated antiferromagnetic interfaces, could give rise to spin-singlet $d$-wave pairing when the normal metal conduction band is close to half-filled [106]. The Fermi surface can then be approximately square, matching the reduced Brillouin zone of the magnons and allowing long-wavelength Umklapp processes to efficiently scatter electrons between different points on the Fermi surface.

The motivation for investigating the system within Eliashberg theory consisted of several parts. One of them was the following. During the work with the preceding articles, we had started to realize that the case of magnon-mediated superconductivity with dominant contributions from long-wavelength magnons is quite different from the case of phonon-mediated superconductivity, even for the case of acoustic phonons. In the latter case, the potential large contributions from phonons with small energy are suppressed by the electron-phonon coupling vanishing for zero-momentum phonons. Keeping in mind that the magnon case involves large contributions from long-wavelength magnons, one could clearly start questioning the approximation of treating the perpendicular momentum dependence of the interaction potential as a constant with a cutoff equal to the cutoff on the magnon spectrum. As large contributions from long-wavelength magnons rely on small magnon energies in the denominator of the interaction potential, these contributions will start being suppressed as soon as the outgoing electrons are moved a distance away from the Fermi surface larger than the gap in the magnon spectrum. In particular, we expected that the cutoff on the magnon spectrum may then no longer be determining the relevant energy scale for the critical temperature. Taking a quick look at the formula for the effective cutoff $\omega_{\text {log }}$ presented in the previous chapter, we now see clearly that strong electron-boson interaction for long-wavelength bosons should be expected to lead to a smaller effective cutoff in the approximate expression for the critical temperature.

Due to the differences between coupling electrons to magnons and phonons,
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we also wanted to consider electron renormalization, magnon renormalization, and vertex corrections in order to attempt to evaluate the importance of these effects. Moreover, based on the prediction that odd-frequency pairing could be possible in the ferromagnetic insulator-topological insulator system [105], we also wanted to look into the possibility of odd-frequency pairing.

The main finding of the study was that we still obtained a spin-triplet $p$ wave phase for the case of uncompensated antiferromagnetic interfaces and a small Fermi surface, as well as a $d$-wave phase for the case of compensated antiferromagnetic interfaces and larger Fermi surfaces close to half-filling. Moreover, especially for the $p$-wave phase, we found, as expected, that the effective cutoff setting the energy scale for the critical temperature was considerably smaller than the cutoff on the magnon spectrum.

The considered system is modelled in the same way as in Paper [1], except that we this time consider a normal metal layer sandwiched between two oppositely ordered antiferromagnets, cancelling out all net and staggered exchange fields. This simplifies the treatment and avoids potential negative effects of such fields on the possibility of superconductivity. Introducing Fourier and Holstein-Primakoff transformations, the interaction term in the Hamiltonian again takes the form of Eq. 4.16.

$$
\begin{aligned}
& H_{\mathrm{int}}=V \sum_{\substack{\boldsymbol{k} \in \square}}^{\boldsymbol{q} \bullet \diamond}\left[M_{\boldsymbol{q}}^{R} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}+M_{\boldsymbol{q}}^{U} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{Q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}\right. \\
& \left.\quad+\left(M_{-\boldsymbol{q}}^{R}\right)^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}+\left(M_{-\boldsymbol{q}}^{U}\right)^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{Q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}\right]
\end{aligned}
$$

but now with

$$
\begin{align*}
& M_{\boldsymbol{q}}^{\kappa}=\left(\Omega_{A} u_{\boldsymbol{q}}+\kappa \Omega_{B} v_{\boldsymbol{q}}\right)\left(\alpha_{\boldsymbol{q} H}+\alpha_{-\boldsymbol{q} L}^{\dagger}\right)  \tag{4.45}\\
&+\left(\Omega_{A} v_{\boldsymbol{q}}+\kappa \Omega_{B} u_{\boldsymbol{q}}\right)\left(\beta_{-\boldsymbol{q} H}^{\dagger},+\beta_{\boldsymbol{q} L}\right)
\end{align*}
$$

where $H$ and $L$ refer to the two antiferromagnets with opposite ordering. As we are, this time, also interested in larger Fermi surfaces, we do not throw out the Umklapp processes.

Due to the presence of Umklapp processes, we extend the electron basis that we used when we introduced Eliashberg theory in the previous chapter to

$$
\psi_{\boldsymbol{k}}^{\dagger}=\left(\begin{array}{llllllll}
c_{\boldsymbol{k} \uparrow}^{\dagger} & c_{\boldsymbol{k} \downarrow}^{\dagger} & c_{-\boldsymbol{k} \uparrow} & c_{-\boldsymbol{k} \downarrow} & c_{\boldsymbol{k}+\boldsymbol{Q} \uparrow}^{\dagger} & c_{\boldsymbol{k}+\boldsymbol{Q} \downarrow}^{\dagger} & c_{-\boldsymbol{k}-\boldsymbol{Q} \uparrow} & c_{-\boldsymbol{k}-\boldsymbol{Q} \downarrow} \tag{4.46}
\end{array}\right),
$$

while now

$$
\begin{equation*}
B_{\boldsymbol{q}}^{\dagger}=\left(\left(M_{\boldsymbol{q}}^{R}\right)^{\dagger} \quad M_{-\boldsymbol{q}}^{R} \quad\left(M_{\boldsymbol{q}}^{U}\right)^{\dagger} \quad M_{-\boldsymbol{q}}^{U}\right) \tag{4.47}
\end{equation*}
$$

We can then express the interaction Hamiltonian on the symmetrized form

$$
\begin{equation*}
H_{\mathrm{int}}=\frac{V}{4} \sum_{\substack{\boldsymbol{k} \in \square \\ \boldsymbol{q} \in \diamond}} \sum_{\alpha \beta \gamma} g_{\gamma}^{\alpha \beta} B_{\boldsymbol{q}}^{\gamma} \psi_{\boldsymbol{k}+\boldsymbol{q} \alpha}^{\dagger} \psi_{\boldsymbol{k} \beta}, \tag{4.48}
\end{equation*}
$$

where the expressions for the matrices $g_{\gamma}$ are provided in the article. Introducing matrices of Green's functions $\hat{G}(\boldsymbol{k}, \tau)=-\left\langle T_{\tau}\left[\psi_{\boldsymbol{k}}(\tau) \otimes \psi_{\boldsymbol{k}}^{\dagger}(0)\right]\right\rangle$ and $\hat{D}(\boldsymbol{q}, \tau)=-\left\langle T_{\tau}\left[B_{\boldsymbol{q}}(\tau) \otimes B_{\boldsymbol{q}}^{\dagger}(0)\right]\right\rangle$, we can, as before, derive Dyson equations, now with self-energies

$$
\begin{align*}
& \Sigma(k)=-\frac{V^{2}}{2 \beta} \sum_{k^{\prime}} \sum_{\gamma \gamma^{\prime}} \theta_{\boldsymbol{k}-\boldsymbol{k}^{\prime}} \hat{D}_{\gamma \gamma^{\prime}}\left(k-k^{\prime}\right) g_{\gamma} \hat{G}\left(k^{\prime}\right) g_{\gamma^{\prime}},  \tag{4.49a}\\
& \Pi_{\gamma \gamma^{\prime}}(q)=\frac{V^{2}}{4 \beta} \sum_{k} \operatorname{Tr}\left[g_{\gamma} \hat{G}(k+q) g_{\gamma^{\prime}} \hat{G}(k)\right] . \tag{4.49b}
\end{align*}
$$

Here, we have neglected the effect of vertex corrections, which we return to later. Further, the factor $\theta_{\boldsymbol{q}}$ is equal to 1 if $\boldsymbol{q}$ is located inside the reduced Brillouin zone of the sublattices, and zero otherwise. This restriction on the sum arises from the magnons living in the reduced Brillouin zone. As magnons living in the reduced Brillouin zone can scatter electrons through regular or Umklapp processes, the presence of $\theta_{\boldsymbol{q}}$ does not put any restrictions on the scattering of electrons around in the full Brillouin zone. Further, the magnon Green's function matrix takes the form

$$
\hat{D}(q)=\left(\begin{array}{cccc}
0 & \mathcal{D}^{R R}(q) & 0 & \mathcal{D}^{R U}(q)  \tag{4.50}\\
\mathcal{D}^{R R}(-q) & 0 & \mathcal{D}^{U R}(-q) & 0 \\
0 & \mathcal{D}^{U R}(q) & 0 & \mathcal{D}^{U U}(q) \\
\mathcal{D}^{R U}(-q) & 0 & \mathcal{D}^{U U}(-q) & 0
\end{array}\right),
$$

where in the non-interacting case
4.6. Eliashberg study of superconductivity induced by interfacial coupling to antiferromagnets

$$
\begin{equation*}
\mathcal{D}_{0}^{\kappa \kappa^{\prime}}\left(\boldsymbol{q}, i \nu_{m}\right)=-2 A_{e}^{\kappa \kappa^{\prime}}(\boldsymbol{q}) \frac{2 \omega_{\boldsymbol{q}}}{\nu_{m}^{2}+\omega_{\boldsymbol{q}}^{2}} \tag{4.51}
\end{equation*}
$$

Here, the boosting factors are given by

$$
\begin{align*}
& A_{e}^{R R}(\boldsymbol{q})=\frac{1}{2}\left[\left(\Omega_{A} u_{\boldsymbol{q}}+\Omega_{B} v_{\boldsymbol{q}}\right)^{2}+\left(\Omega_{A} v_{\boldsymbol{q}}+\Omega_{B} u_{\boldsymbol{q}}\right)^{2}\right]  \tag{4.52a}\\
& A_{e}^{U U}(\boldsymbol{q})=\frac{1}{2}\left[\left(\Omega_{A} u_{\boldsymbol{q}}-\Omega_{B} v_{\boldsymbol{q}}\right)^{2}+\left(\Omega_{A} v_{\boldsymbol{q}}-\Omega_{B} u_{\boldsymbol{q}}\right)^{2}\right]  \tag{4.52b}\\
& A_{e}^{R U}(\boldsymbol{q})=A_{e}^{U R}(\boldsymbol{q})=\frac{1}{2}\left(\Omega_{A}^{2}-\Omega_{B}^{2}\right)\left(u_{\boldsymbol{q}}^{2}+v_{\boldsymbol{q}}^{2}\right) \tag{4.52c}
\end{align*}
$$

Starting with the case of only regular scattering processes, we see that $\mathcal{D}_{0}^{R R}\left(\boldsymbol{q}, i \nu_{m}\right)$ is similar to the corresponding part of the effective interaction potential that we derived earlier

$$
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=V^{2} \frac{2 \omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}}{-\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}+\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}} A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega_{A}, \Omega_{B}\right)
$$

except for, again, the fermion energies being substituted by a frequency dependence. The boosting factors are identical. Inspecting the case of only Umklapp scattering processes, we see that the boosting factor $A_{e}^{U U}(\boldsymbol{q})$ is actually maximized for $\Omega_{A}=\Omega_{B}$. This arises from the earlier discussed sign-change for Umklapp scattering associated with the $B$-sublattice, which was exploited in Ref. [106].

Due to the structure of $\psi_{\boldsymbol{k}}^{\dagger}$, the matrix $\hat{G}$ does not only contain correlations between electrons with the same or opposite momentum, starting with momentum $\boldsymbol{k}$ or $\boldsymbol{k}+\boldsymbol{Q}$. It also contains correlations between electrons with e.g. momenta $\boldsymbol{k}$ and $\boldsymbol{k}+\boldsymbol{Q}$, potentially giving rise to a commensurate spin-density wave. As discussed in more detail in the article, away from half-filling, both $\boldsymbol{k}$ and $\boldsymbol{k}+\boldsymbol{Q}$ will not be close to the Fermi surface simultaneously and such correlations may be neglected.

Including the possibility of either spin-singlet or spin-triplet pairing, we can then take an Ansatz for $\Sigma(k)$ similar to what we did in the previous chapter and derive Eliashberg equations

$$
\begin{align*}
{[1-Z(k)] i \omega_{n} } & =-V^{2} \frac{1}{\beta} \sum_{k^{\prime}} \mathcal{D}\left(k-k^{\prime}\right) \frac{i \omega_{n^{\prime}} Z\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)},  \tag{4.53a}\\
\chi(k) & =-V^{2} \frac{1}{\beta} \sum_{k^{\prime}} \mathcal{D}\left(k-k^{\prime}\right) \frac{\xi_{k^{\prime}}+\chi\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)},  \tag{4.53b}\\
\phi_{s}(k) & =-V^{2} \frac{1}{\beta} \sum_{k^{\prime}} \mathcal{D}\left(k-k^{\prime}\right) \frac{\phi_{s}\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)},  \tag{4.53c}\\
\phi_{t}(k) & =+V^{2} \frac{1}{\beta} \sum_{k^{\prime}} \mathcal{D}\left(k-k^{\prime}\right) \frac{\phi_{t}\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)}, \tag{4.53d}
\end{align*}
$$

valid for one of $\phi_{s}$ and $\phi_{t}$ nonzero, corresponding to spin-singlet or spintriplet pairing. We then have

$$
\begin{equation*}
\Theta(k)=\left[i \omega_{n} Z(k)\right]^{2}-\tilde{\xi}_{k}^{2}-\left|\phi_{s, t}(k)\right|^{2}, \tag{4.54}
\end{equation*}
$$

where we have also introduced the magnon propagator

$$
\begin{equation*}
\mathcal{D}(q)=\theta_{\boldsymbol{q}} \mathcal{D}^{R R}\left(\boldsymbol{q}, i \nu_{m}\right)+\theta_{\boldsymbol{q}+\boldsymbol{Q}} \mathcal{D}^{U U}\left(\boldsymbol{q}+\boldsymbol{Q}, i \nu_{m}\right) \tag{4.55}
\end{equation*}
$$

The momenta $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ in the Eliashberg equations are allowed to take on values in the full Brillouin zone and depending on whether their difference is located in the reduced Brillouin zone or not, the relevant magnon propagator will be a regular or Umklapp propagator.

Investigating the equations for the pairing amplitudes, we start with the case of a small Fermi surface where regular scattering processes dominate. We first note that the equation for spin-singlet pairing now comes with an opposite sign compared to the phonon-case we considered in the previous chapter. This sign-change arises from the spin-flip structure of the electronmagnon interaction in combination with the oddness of spin-singlet pairing under spin-exchange. Just like we found when working in the BCS framework, spin-singlet pairing does therefore not look so promising for the case of a small Fermi surface. Considering instead the possibility of spin-triplet pairing, $\Theta\left(k^{\prime}\right)$ comes in with a negative sign and $\mathcal{D}$ has a negative prefactor. At least for the case of uncompensated antiferromagnetic interfaces, we would further, similarly to in the BCS case, expect $\mathcal{D}^{R R}\left(k-k^{\prime}\right)$ to be larger in magnitude when $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ are parallel than antiparallel. The part
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Figure 4.11: Sketch of the phase diagram as a function the sublattice asymmetry of the interfacial coupling, $\Omega$, and chemical potential $\mu$ in units of the hopping amplitude $t$. The regions are colored according to which phase maximizes the critical temperature.
of the propagator which is odd in momentum should then be favorable for spin-triplet $p$-wave pairing.

If we instead go to the case of a Fermi surface close to half-filling, Umklapp processes start becoming important. This does not rule out the possibility of spin-triplet pairing. It does, however, also introduce the possibility of a spin-singlet $d$-wave solution where electrons can be Umklapp scattered by long-wavelength magnons from one corner of the almost square Fermi surface to another, introducing a sign-change in the $d$-wave pairing amplitude. A spin-singlet solution could therefore be possible [106], despite the "interaction potential" seemingly having the wrong sign. Regular scattering processes between points on the Fermi surface where the pairing amplitude has the same sign will, however, still not favor a spin-singlet solution. The importance of sublattice coupling asymmetry then enters the picture through the fact that the regular processes are suppressed for a compensated interface, while the Umklapp processes are not.

In order to simplify the equations, we neglect the effect of $\chi$, renormalization of the magnons, and the momentum dependence of $Z$. Linearizing the equations close to $T_{c}$, we further neglect the perpendicular momentum dependence of the magnon propagator, the pairing amplitudes, and the density of states, allowing us to derive Fermi surface averaged equations. One way of solving these Fermi surface averaged equations is then to assume a
specific Ansatz for the parallel momentum dependence of the pairing amplitude, allowing for explicit evaluation of the Fermi surface averages. The remaining frequency dependent equations can then be dealt with in the same way as described in the previous chapter, allowing for determination of the critical temperature for a given assumption about the spin and momentum symmetries of the pairing amplitude. In order to help interpret the results obtained by solving the Eliashberg equations, the approximate $T_{c}$ formula introduced in the previous chapter can also be useful, although developed with phonon-mediated superconductivity in mind.

Solving the Fermi surface averaged equations for different pairing symmetries and determining which phase features the largest critical temperature, we obtain the phase diagram in Fig. 4.11. We have here defined $\Omega_{A}=1$ and $\Omega_{B}=\Omega$, in contrast to our earlier choice. This is not of importance. As expected, we obtain a spin-triplet $p$-wave phase for small Fermi surfaces and small $\Omega$ and a spin-singlet $d$-wave phase close to half-filling and $\Omega=1$. We also find an additional spin-triplet $f$-wave phase which is similar to the $p$-wave phase, but better takes advantage of the Umklapp processes. As mentioned earlier, realistic uncompensated interfaces might, however, typically not give rise to Umklapp processes. Taking out the Umklapp processes from our model by hand for the case of $\Omega=0$, there is no longer any reason for the $f$-wave phase to be favored over the $p$-wave phase.

Another expected finding was that the importance of long-wavelength magnons substantially reduced the effective cutoff setting the energy scale for the critical temperature, especially for the $p$-wave phase. For the $p$-wave case, the results presented in the article would indicate that the gap in the magnon spectrum might be a more relevant energy scale than the maximum of the spectrum. The cutoff was found to be somewhat larger for the $d$-wave phase, allowing for the possibility of higher critical temperatures.

We also tested the BCS theory prediction that next-nearest neighbor frustration can be favorable for superconductivity, finding that this held true also within our Eliashberg approach. Similarly to what we found in BCS theory, the dimensionless coupling constant $\lambda(0)$ was found to increase with frustration. Further, the effect on the effective cutoff was found to be relatively weak, leading to an increased critical temperature for both the $p$-wave and $d$-wave phase.

We further considered the effect of magnon renormalization, concluding that the dominant effect on the possibility of superconductivity was a renormalization of the gap in the magnon spectrum. This renormalization
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Figure 4.12: Lowest-order diagram correcting the interaction vertices. Dotted lines represent magnon propagators, while solid lines represent electron propagators.
may lead to loss of magnetic ordering if the easy-axis anisotropy in the antiferromagnet is too small. By increasing the easy-axis anisotropy, this effect can however be cancelled out, leaving the possibilities for superconductivity relatively unchanged by magnon renormalization. If the renormalization of the gap is relatively large, this may, on the other hand, pose an experimental challenge of finding a material combination with the fine-tuned property of both avoiding ending up with a too large gap in the magnon spectrum and avoiding ending up with loss of magnetic order.

Finally, we also considered the effect of vertex corrections, motivated by the fact that Migdal's theorem may break down for coupling to longwavelength phonons or in systems with nested Fermi surfaces. We first considered the case of a circular Fermi surface where regular scattering processes dominate. The lowest-order diagrams correcting the interaction vertices were, due to the spin-structure of the electron-magnon scattering, found to take the form displayed in Fig. 4.12. Vertex corrections should then be expected to be less important than what would have been the case if the simpler diagram of the type considered for the phonons did not vanish in this case. Not taking into account that $\boldsymbol{q}$ could be small, we obtained a simple estimate for the lowest-order corrections to the interaction vertex

$$
\begin{equation*}
\left|\Gamma_{1}(k, q)\right| \sim\left(\frac{V^{2} N A_{e}^{R R}(0)}{E_{F}^{2}}\right)^{2} \sim\left(\frac{1}{100}\right)^{2} \tag{4.56}
\end{equation*}
$$

indicating that vertex corrections are typically negligible due to the energy scale of the electron-magnon coupling being small compared to the electron energy scale.

Considering the possibility that $\boldsymbol{q}$ may be small, we instead obtained a rough estimate

$$
\begin{equation*}
\left|\Gamma_{1}(k, q)\right| \sim\left(\frac{N_{F} V^{2} A_{e}^{R R}(0)}{E_{F}}\right)^{2}\left(\frac{E_{F}}{\sqrt{v_{F}^{2} q^{2}+q_{m}^{2}}}\right) \tag{4.57}
\end{equation*}
$$

for bosonic Matsubara frequency $\left|q_{m}\right|>0$. This expression was found to be of relevant magnitude for $\boldsymbol{q}=0$, but, due to the largeness of the Fermi velocity, also found to decay fast with increasing $\boldsymbol{q}$ in the momentum region most relevant for contributions to the pairing amplitude equation. Moreover, while vertex corrections should further be expected to be important exactly at half-filling, we estimated their effect to be considerably reduced when moving away from half-filling.

Throughout the article, a general trend is that our treatment is not valid too close to half-filling. In particular, it is possible that the superconducting instability could be dominated by a spin density wave instability in this region. This represents a potential drawback for the $d$-wave phase, which otherwise, compared to the $p$-wave phase, has the advantage of the possibility of larger critical temperatures while being less reliant on realizing a small, but nonzero, renormalized gap in the magnon spectrum. Based on our previous discussion of the comparison of the $p$-wave phase arising from ferromagnetic and uncompensated antiferromagnetic interfaces, we can now also note the following. The ferromagnetic case would be expected to produce lower critical temperatures as it needs to compensate for the missing boosting factor by relying on contributions from smaller magnon energies, leading to a smaller energy scale for the critical temperature. This advantage of the antiferromagnet over the ferromagnet is similar to what we earlier discussed for the topological insulator system in Paper [2].

As part of the motivation for wanting to extend the study of the $p$-wave phase to Eliashberg theory was that important contributions to the interaction potential appeared to be quickly suppressed when moving away from

$$
\begin{aligned}
& \text { 4.6. Eliashberg study of superconductivity induced by interfacial coupling } \\
& \text { to antiferromagnets } \\
& \hline
\end{aligned}
$$

the Fermi surface, one might ask the following question. Is it also important to take into account the behavior of the electron-magnon interaction when moving away from the Fermi surface in Eliashberg theory? In the BCS treatment of the $p$-wave phase for small Fermi surfaces, the dominant suppression of the interaction potential when moving away from the Fermi surface was that the electron energies in the denominator grew large. When moving away from the Fermi surface in Eliashberg theory, the situations is quite different. Considering the pairing amplitude at the Fermi surface, there will still be a suppression of the contributions from the right-handside of the equation when moving electrons away from the Fermi surface as important magnons carrying near-vanishing momentum cannot bring electrons from the Fermi surface to some point away from the Fermi surface. The suppression of the interaction is in this case determined by the magnon energy scale, rather than the electron energy scale. Taking into account the variations in the interaction strength when moving electrons away from the Fermi surface could, however, still lead to a reduction in the obtained critical temperatures. As contributions away from the Fermi surface to the pairing amplitude equation are already suppressed by the electron energy scale, this reduction does not necessarily have to be that large. For the $d$-wave phase, on the other hand, considering the dependence of the interaction on perpendicular momentum may have a different effect. Slightly away from half-filling, Umklapp scattering off zero-momentum magnons does not connect points on the Fermi surface. Evaluating the interaction also for the case of electrons away from the Fermi surface will then open up the possibility of zero-momentum magnon scattering, which can lead to increased contributions to the pairing amplitude equation. Taking such effects into account represents a substantial complication of the problem, but it should be feasible.

We also note that our magnon propagators ended up even in frequency, meaning that we did not see any opportunities for odd-frequency pairing. This was, at least, the case when all exchange fields were cancelled out. As briefly mentioned in the article, considering e.g. a single antiferromagnetic layer with $\Omega \neq 1$, producing a net exchange field experienced by the normal metal electrons, would produce an odd-frequency term in the magnon propagators. For the case of $\Omega=0$, we would, however, expect the resulting exchange field to create serious problems for the superconductivity. The topological insulator system [105], where the superconductivity is less strongly affected by spin-splitting, might therefore be a better candidate for
further investigation of magnon-mediated odd-frequency pairing.
Finally, we highlight that an overarching goal of the series of papers discussed in this chapter has been to attempt to identify, as well as compare, types of heterostructures of magnets and conductors that can give rise to magnon-mediated superconductivity. While the first three articles focus largely on the advantage of uncompensated antiferromagnetic interfaces, the last of the articles brought us somewhat closer to the physics of single-material systems through the $d$-wave superconductivity possible for sublattice symmetric electron-magnon coupling. While additional theoretical investigation can be performed, possibly taking more advantage of the extensive existing literature discussing superconductivity arising from spin fluctuations, collaboration with experiments is likely to be a key for further development.

## Indirect exchange interaction

Direct exchange interaction was briefly introduced in Chap. 2. taking the form of a spin-spin interaction that in many cases can be stronger than the associated dipole-dipole interaction. We there put forward that the energy of a two-electron system may depend on the symmetry of the total wave function of the system under exchange of the spatial coordinates of the electrons, leading to an effective interaction between the spins of the electrons. However, if the electrons in this example are localized far away from each other, without any overlap of their individual wave functions, the spin configuration of the system will no longer have any real effect on the total spatial wave function. In simple words, forcing the electrons to stay away from each other by putting them in a spin-triplet state does not have any effect if the electrons are never near each other to begin with. While unpaired electrons, giving rise to net magnetic moments, situated at neighboring atoms may have enough wave function overlap to interact directly, exchange interaction over longer distances requires some additional help.

In many magnetic materials, not all atoms are associated with a net magnetic moment. In that case, the interaction between magnetic moments can e.g. be transferred through the help of intermediate non-magnetic atoms [26]. An unpaired electron associated with a given atom can then influence the spatial distribution of spin- $\uparrow$ and spin- $\downarrow$ electrons bound to a neighboring non-magnetic atom, which again can influence the spin of an unpaired electron associated with a different magnetic atom. Interaction over even larger distances can also be possible by having itinerant electrons mediate the interaction. This is referred to as Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [107-109], and will be discussed further in this chapter.

We start the chapter by providing a brief introduction to RKKY interaction, before we move on to indirect interaction mediated by superconductors. We introduce both RKKY interaction between magnetic impurities mediated by the quasiparticles in a superconductor, as well as indirect interaction


Figure 5.1: (a) Itinerant electrons scattered by a localized spin form an oscillatory pattern of regions with higher density of spin- $\uparrow$ and spin- $\downarrow$ electrons. The preferred direction of a second localized spin will then be an oscillating function of the separation distance $r$ between the localized spins. (b) Sketch of the RKKY interaction $J$ between two localized spins, mediated by itinerant electrons, as a function of $r$.
between ferromagnets connected by a superconductor. In the latter case, the indirect interaction, determining the preferred magnetic configuration of the system, consists of both normal RKKY contributions as well as the effect of the ferromagnets on the energy of the superconductor. We end the chapter by discussing Paper [5], where the considered effect is indirect interaction between two ferromagnets mediated by a $d$-wave superconductor.

### 5.1 RKKY interaction

As mentioned above, RKKY interaction is an indirect exchange interaction mediated by itinerant electrons. If we consider a localized spin surrounded by a cloud of electrons, the itinerant electrons will be scattered by the localized spin, giving rise to an oscillatory pattern of regions with higher density of spin- $\uparrow$ and spin- $\downarrow$ [26], as shown in Fig. 5.1 (a). A second localized spin located nearby will then feel this generated spin density wave. This gives rise to an effective interaction $J \boldsymbol{S}_{1} \cdot \boldsymbol{S}_{\mathbf{2}}$ between the localized spins, where $J$ exhibits a damped oscillatory behavior with increasing separation distance between the localized spins. A sketch of the interaction strength as a func-
tion of the separation distance $r$ is shown in Fig. 5.1(b).
RKKY interaction can be of relevance for metallic materials featuring localized magnetic moments as well as itinerant electrons. We can, however, also have RKKY interaction between magnetic materials separated by a nonmagnetic material featuring itinerant electrons [26. In that case, one can similarly have a situation where the preferred relative magnetization direction of the magnetic materials can vary with the separation distance between them. RKKY interaction therefore plays an important role in realizing giant magnetoresistance (GMR) [110, [111, which we introduced in Chap. 1. In order for us to be able to change the resistance of a GMR structure by applying a magnetic field, it is essential that the magnetization of the magnetic layers are not aligned in the absence of the field. Through the RKKY interaction between the layers, one can then ensure that the magnetizations are anti-aligned by adjusting the separation distance between the magnetic layers.

### 5.2 Indirect interaction mediated by superconductors

Rather than the interaction between localized spins surrounded by the itinerant electrons in a metal, one could also consider the interaction between localized spins surrounded by the quasiparticles in a conventional superconductor. Then, comparing the RKKY interaction below the superconducting critical temperature with the interaction above the critical temperature, the following simplified picture emerges. For short separation distances, the RKKY interaction is similar, while for larger separation distances the interaction below $T_{c}$ is suppressed and has a tendency of favoring anti-alignment of the spins [112, 113]. The length scale governing the additional suppression is the superconducting coherence length, which can be thought of as the typical separation between the electrons forming the Cooper pairs. This additional damping for separation distances larger than the coherence length can be understood as arising from the fact that the presence of a gap in the excitation spectrum leads to less particles around the Fermi level that can mediate the interaction. For interaction between localized spins mediated by the quasiparticles of a $d$-wave superconductor, the picture is similar [114].

Similarly to what we introduced in the previous section, one could also consider interaction between magnetic materials mediated by supercon-
ductors. This interaction could, in itself, present an interesting opportunity to control magnetic configurations through superconductors [115, 116]. Moreover, as heterostructures of superconductors and magnets are essential building blocks within superconducting spintronics, a thorough understanding of how the materials in such heterostructures influence each other is desirable. Before discussing interaction between magnetic materials mediated by superconductors, we first introduce some of the effects that can take place at interfaces between superconductors and magnetic materials.

As introduced in Chap. 3, proximity to a ferromagnetic insulator can induce spin-splitting in a superconductor. Further, an interface between a ferromagnetic metal and a superconductor allows for both itinerant electrons from the ferromagnet to tunnel into the superconductor and for superconducting correlations to leak into the magnet. This can lead to a magnetization being induced at the surface of the superconductor, either directed in the same or opposite direction as the magnetization in the magnet [117, 118]. The leakage of superconducting correlations into the magnet is typically also associated with a reduction in the superconducting gap close to the interface. Further, while itinerant electrons from a metallic ferromagnet with energy within the energy gap of the superconductor normally are not allowed inside the superconductor, when approaching the interface, such electrons can instead experience Andreev reflection [119]. The incoming electron is then reflected back as a hole, leading to generation of a Cooper pair in the superconductor. The reverse process leads to destruction of a Cooper pair in the superconductor.

A typical situation might be that a conventional superconductor sandwiched between two ferromagnetic insulators simply prefers anti-alignment of the ferromagnets [115, 120]. In general, one could, however, have a situation where contributions from RKKY interaction mediated by the itinerant quasiparticles gives rise to sign changes in the effective interaction strength as a function of the separation of the ferromagnets. Considering metallic ferromagnets, instead of ferromagnetic insulators, can also introduce additional effects [121]. The overall picture still seems to be that such systems generally has a preference for anti-alignment of the ferromagnets. For the case of a $d$-wave superconductor sandwiched between ferromagnetic insulators, it has similarly been observed a preference for anti-alignment of the magnetizations for sufficiently large separation distances [116].

In the upcoming section, we will also be discussing the indirect interaction between ferromagnets mediated by a $d$-wave superconductor. Instead

$$
\begin{aligned}
& \text { 5.3. Effect of midgap states on the magnetic exchange interaction } \\
& \text { mediated by a d-wave superconductor }
\end{aligned}
$$

of ferromagnetic insulators sandwiching the superconductor, we will consider metallic ferromagnets attached to the same edge of the superconductor. Importantly, we will consider an edge of the superconductor featuring zero-energy surface states, referred to as midgap states. To understand the origin of such surface states, one can consider either a $d$-wave superconductor/normal metal/insulator trilayer, or e.g. simply a $d$-wave superconductor next to vacuum where the superconducting gap is suppressed close to the edge producing, simply stated, a "normal region" with both an insulator and a superconductor interface. One may then consider electrons that experience alternating normal and Andreev reflections at the insulator and superconductor interfaces. If the $d$-wave superconducting order parameter is oriented such that particles involved in subsequent Andreev reflections experience opposite signs of the superconducting gap function, formation of zero-energy bound states may take place $[122-124]$. The formation of such midgap states has been used as a signature for identifying the cuprates as $d$-wave superconductors [123, 125].

### 5.3 Effect of midgap states on the magnetic exchange interaction mediated by a d-wave superconductor

With some background on the physics taking place in systems where ferromagnets are connected by a superconductor, we now move on to discussing Paper [5]. In this article, we considered the indirect interaction between two metallic ferromagnets mediated by a $d$-wave superconductor. Specifically, we considered the case where the ferromagnets are connected to an edge of the superconductor featuring midgap states. The motivation behind the study was the following. The ability of superconductors to mediate indirect interaction is, as discussed above, influenced by their gapped band structure. How is the indirect interaction altered if one introduces midgap states in the spectrum?

The main finding of the article is that the presence of midgap states can qualitatively change the indirect interaction between the ferromagnets. The interaction is in this case found to vary little with the separation distance between the ferromagnets and to favor alignment of the magnetization of the ferromagnets, rather than anti-alignment.

The considered system is presented in Fig. 5.2 The structure was de-


Figure 5.2: System setup consisting of two metallic ferromagnets connected to an edge of a $d$-wave superconductor featuring midgap states.
signed in order to allow for placement of magnets on different types of edges. The article also considered the case where the interaction in this structure is mediated by a normal metal, as well as an s-wave superconductor. In this discussion, we will focus on the case of ferromagnets connected to the diagonal edge of a $d$-wave superconductor.

The $d$-wave superconductor is taken to be described by a model

$$
\begin{equation*}
H_{\mathrm{SC}}=-\sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle, \alpha} t_{\boldsymbol{i} \boldsymbol{j}} c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{j} \sigma}-\sum_{\boldsymbol{i}, \sigma} \mu_{\boldsymbol{i}} n_{\boldsymbol{i} \sigma}+\sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle, \sigma \neq \sigma^{\prime}} V_{i \boldsymbol{j}} n_{\boldsymbol{i} \sigma} n_{\boldsymbol{j} \sigma^{\prime}} \tag{5.1}
\end{equation*}
$$

where $n_{\boldsymbol{i} \sigma}=c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{i} \sigma}$ is a number operator and $V_{\boldsymbol{i} \boldsymbol{j}}$ is taken to be a negative constant $V$ for $\boldsymbol{i}$ and $\boldsymbol{j}$ inside the superconductor. The lattice is taken to be a square lattice. This is a simple model which can give rise to a superconducting state with the desired symmetry properties. Further, the metallic ferromagnets are described through an effective model describing itinerant electrons subjected to a spin-splitting

$$
\begin{equation*}
H_{\mathrm{FM}}=-\sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle, \sigma} t_{\boldsymbol{i} \boldsymbol{j}} c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{j} \sigma}-\sum_{\boldsymbol{i}, \sigma} \mu_{\boldsymbol{i}} n_{\boldsymbol{i} \sigma}-\sum_{\boldsymbol{i}, \sigma \sigma^{\prime}} h_{i}\left(\sigma_{z}\right)_{\sigma \sigma^{\prime}} c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{i} \sigma^{\prime}} \tag{5.2}
\end{equation*}
$$

The spin-spitting field is assumed to take on a uniform value inside each ferromagnet. By taking the same/opposite sign of the spin-splitting fields in

$$
\begin{aligned}
& \text { 5.3. Effect of midgap states on the magnetic exchange interaction } \\
& \text { mediated by a d-wave superconductor }
\end{aligned}
$$

the two ferromagnets, we can then model a configuration with aligned/antialigned magnetization in the ferromagnets. Further, the coupling between the materials is introduced through a nonzero hopping amplitude across the interfaces, while the vacuum region outside of the superconductor and ferromagnets is simply decoupled from the rest of the system by a vanishing hopping amplitude.

The superconductor is treated in the real-space Bogoliubov-de Gennes framework [126, which involves introducing real-space pairing amplitudes on the form $F_{i j}^{\sigma \sigma^{\prime}}=\left\langle c_{\boldsymbol{i} \sigma} c_{\boldsymbol{j} \sigma^{\prime}}\right\rangle$. The methodology is outlined in Ref. [124]. The full Hamiltonian of the system can then be expressed in terms of a constant part, as well as a sum over terms quadratic in electron operators. Collecting this together, we can write $H=H_{0}+B^{\dagger} M B$, where $M$ is a large matrix connecting pairs of electron operators. This matrix can be diagonalized numerically for a given set of system parameters and an initial set of values for the pairing amplitudes, leading to the original electron operators being expressed in terms of new quasiparticle operators. Using the relationship between the original electron operators and the new quasiparticle operators, one can then calculate new values of the pairing amplitudes and again diagonalize the Hamiltonian. This procedure is repeated until the values for the pairing amplitudes converge.

Performing the above steps for both the configuration with aligned and anti-aligned ferromagnet magnetization, one can then define an effective interaction between the ferromagnets

$$
\begin{equation*}
J=F^{\uparrow \uparrow}-F^{\uparrow \downarrow} \tag{5.3}
\end{equation*}
$$

where $F^{\uparrow \uparrow}$ is the free energy of the system for the case of aligned ferromagnets, and $F^{\uparrow \downarrow}$ represents the case of anti-aligned ferromagnets. If $J$ is positive, the system then prefers anti-alignment of the ferromagnets, while a negative $J$ corresponds to a preference for alignment of the ferromagnets.

Calculating $J$ for ferromagnets placed with varying separation distance on the diagonal edge of the superconductor in Fig. 5.2 , the obtained result is that the system always prefers alignment of the magnetization of the ferromagnets. This result was interpreted in the following way. Although the presence of the ferromagnets would normally suppress the superconducting gap close to the edge, the dominant effect turns out to be suppression of the midgap states, actually allowing for an increase in the superconducting gap along the edge. The aligned magnet configuration produces a more
uniform suppression of the midgap states along the diagonal edge, while the anti-aligned configuration allows for the midgap states to better survive in a region between the two ferromagnets where their respective effects on the system cancel out. The aligned magnet configuration therefore produces the overall largest superconducting gap, leading to this configuration being favored by the system.

As the midgap states provide the superconductor with substantial density of states around the Fermi level, one might imagine that the above discussed preference of alignment of the ferromagnets also could have contributions from a paramagnetic effect. Although we observed an induced magnetization along the diagonal edge, it was hard to find support in the data for this magnetization being directly associated with an energy gain for the system. It was, however, evident that the suppression of the midgap states, which appeared to be the dominant effect of the presence of the ferromagnets, produced an increased superconducting gap.

In general, the study could have benefited from being able to investigate larger system sizes. This could, in general, have made it somewhat easier to interpret the results and, for instance, allowed us to study the decay of the interaction between the magnets as a function of their separation distance. It is also possible that there would be less complications associated with a more symmetric structure than the one considered in this work. A triangular structure could be one option, but the simplest choice might be a structure without different types of edges. When we e.g, for comparison, studied the case where the ferromagnets were connected to a horizontal edge of a $d$-wave superconductor, avoiding disturbance from interaction with the midgap states located at the diagonal edge was an issue. Moreover, when studying the case of interaction mediated by a normal metal and an $s$-wave superconductor, the corners of the structure were often a source of difficulty. Luckily, the main result of the paper, the preference of alignment of the ferromagnets when attached to a diagonal edge of a $d$-wave superconductor, turned out to be a robust result that e.g. was not sensitive to how close to the corners of the structure the ferromagnets were placed.

## 6

## Critical magnetic field of flatband superconductors

In Chap. 3, we showed that the spin-splitting field that a spin-singlet $s$-wave superconductor can survive is limited to a fraction of the superconducting gap at zero field and temperature. This result can further be generalized to spin-singlet superconductors with other gap symmetries 64]. Superconductivity beyond this limit is therefore often taken as an indication of spintriplet pairing. In our calculation for the singlet case, we saw that both the condensation energy of the superconducting state and the so-called paramagnetic energy gain of the normal state in the presence of a spin-splitting field had one thing in common: They both increased with the density of states at the Fermi level, which was taken to represent the density of states in the thin shell around the Fermi level that constituted the relevant energy region. In this chapter, we investigate how the critical spin-splitting field of a spin-singlet superconductor may be affected if the density of states varies significantly within the relevant energy region.

Large variations in the density of states can be achieved if the dispersiveness of the relevant energy bands feature large variations. Energy bands that feature flat portions can be an example of this. It is, however, also possible to have energy bands that are completely, or almost completely, flat in the entire, or large parts of, the Brillouin zone. We will here loosely refer to such bands as flatbands. A band structure consisting of e.g. one completely flat band and one more dispersive band can be an example of a system featuring very large variations in the density of states over a small energy range.

We start the chapter by providing a brief introduction to flatband systems, highlighting their recent realization in twisted van der Waals multilayers. We then proceed to discuss superconductivity in flatband systems,
which has been gathering much attention after the observation of superconductivity in twisted bilayer graphene. We end the chapter by discussing Paper [6], where we consider the critical spin-splitting field of a simple model for a superconductor with both one dispersive band and one flatband near the Fermi level.

### 6.1 Flatband systems

Completely flat energy bands can result from specific tight-binding models [127-134], which may be realized in different types of artificial systems [135-140]. Such energy bands rely on either protection by lattice symmetry or very specific values of the parameters of the system. They have often been studied in the context of Stoner magnetism due to the large density of states that they provide [127.

Recently, it has also been found that energy bands with very weak momentum dependence can be realized in twisted bilayer graphene [141, 142, consisting of two layers of graphene grown on top of each other with a relative twist-angle. This system represents an example of so-called van der Waals heterostructures [143, 144], consisting of two-dimensional materials which are bound to each other by weak van der Waals forces. In contrast to the typical case, the weak coupling between the layers in these heterostructures allows for the different layers to keep their structure while not being lattice matched with each other. One can then create a large number of combinations of different materials, or combine layers of the same material with a relative twist-angle between them.

Combining two layers that are not lattice matched breaks the normal periodicity of the two-layer structure. A new periodicity over larger length scales can, however, arise, associated with a periodic potential experienced by electrons [145]. This is an example of a Moiré pattern, which is formed when two mismatched patterns interfere with each other. A long-distance superlattice in real space gives rise to a mini Brillouin zone in momentum space with an associated band structure. Both the band structure and the size of the Brillouin zone can be altered by varying the mismatch between the layers. In particular, by varying a relative twist-angle between the layers, one can continuously modify the properties of the system.

For specific twist-angles of bilayer graphene, referred to as magic angles, the band structure has, as mentioned above, been found to feature flatbands. Electrons associated with the flatbands in this case give rise
to a local density of states which is peaked at high-symmetry points with considerable distance and weak tunnelling between each other. One can then realize strongly correlated Hubbard physics. Indications of this was reported through the Mott insulating-like phase observed in magic angle twisted bilayer graphene around half-filling [142]. Interest in twisted bilayer graphene is partly generated by the possibility of studying such strongly correlated physics in a highly tunable system [146]. Moreover, the realization of flatbands and strongly correlated physics could, in general, also be possible in other twisted van der Waals heterostructures [147].

### 6.2 Flatband superconductivity

As we saw in Chap. 3, the critical temperature of superconductors is normally expected to increase with the density of states at the Fermi level, meaning that there are more available electrons around the Fermi surface that can interact attractively with each other. In the extreme limit of a flatband with a diverging density of states, it has been predicted that the critical temperature may depend linearly on the attractive interaction [148] 150, in contrast to the normal exponential behavior that we found in Chap. 3. In general, a flatband could be used to boost the superconductivity in a dispersive band [148, 151], or to be the sole source of superconductivity [152 154].

Flatband superconductivity has especially received much attention after the discovery of a superconducting phase in twisted bilayer graphene [155]. The superconductivity in this case arises in the vicinity of the above mentioned correlated insulating phase, reminiscent of the cuprates. The superconducting state, whose origin and symmetries are still under debate, has been proposed to arise from both strong electron-electron interactions [156-158] or electron-phonon interaction [159-161]. See e.g. Ref. [162] for a long list of additional references.

Superconductivity could in general also be possible in other twisted van der Waals heterostructures [147]. An example is twisted trilayer graphene [163], consisting of three layers of graphene where the middle layer is twisted relative to the other two. The superconductivity has in this case been found to survive considerably larger in-plane magnetic fields than what is expected for a spin-singlet superconductor [164], representing a violation of the Chandrasekhar-Clogston limit. This has been interpreted as an indication of spin-triplet pairing. Such a Chandrasekhar-Clogston limit violation
has not been observed for twisted bilayer graphene [165]. A potential explanation of this finding could be that the pairing is similar in both systems, but that additional symmetries of the trilayer structure allows for the electrons going into the Cooper pairs to not be split apart by an in-plane magnetic field [162].

### 6.3 Going beyond the Chandrasekhar-Clogston limit in a flatband superconductor

After having provided a brief introduction to flatbands and flatband superconductivity, we are now ready to discuss Paper [6]. We there investigated the effect of a spin-splitting field on a spin-singlet superconductor where a flatband boosts the superconductivity in a dispersive band. The system can e.g. be a thin-film superconductor, with the relevant properties, exposed to an in-plane magnetic field or proximitized to a magnetic material. The focus is on the critical spin-splitting field that the superconductivity can coexist with, motivated by the discussion in the beginning of the chapter about the relationship between the Chandrasekhar-Clogston limit and the density of states around the Fermi level.

Here, we refer to the Chandrasekhar-Clogston limit as the specific restriction $h \leq \Delta_{0} / \sqrt{2}$. As this limit arises from the paramagnetic energy gain of the normal state compensating the condensation energy of the superconductor, it is often also referred to as the Pauli paramagnetic limit. As long as the transition to the normal state takes place as a result of the paramagnetic energy gain of the normal state becoming too large, one can in principle always define some similar paramagnetic limit. By making the definition general enough, one eventually ends up with the statement that it is not possible to have superconductivity if the normal state minimizes the free energy of the system. A limit of this type will then obviously be impossible to surpass. In the following, we discuss the possibility of going beyond the Chandrasekhar-Clogston limit, as defined above, by shifting the normal power balance between the condensation energy and the paramagnetic energy gain of the normal state so that a larger spin-splitting field per gap is necessary before the paramagnetic energy gain of the normal state becomes larger than the condensation energy.

The main finding of the article is that the presence of a flatband located close to the Fermi level can, in fact, shift the power balance between the condensation energy and the paramagnetic energy gain of the normal state. The
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superconductivity can then potentially survive beyond the ChandrasekharClogston limit.

The system is modelled by a Hamiltonian 148

$$
\begin{equation*}
H=\sum_{i, \boldsymbol{k}, \sigma} \epsilon_{i, \boldsymbol{k}, \sigma} c_{i, \boldsymbol{k}, \sigma}^{\dagger} c_{i, \boldsymbol{k}, \sigma}-\frac{1}{N} \sum_{i, j, \boldsymbol{k}, \boldsymbol{k}^{\prime}} V_{i j}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right) c_{i, \boldsymbol{k}, \uparrow}^{\dagger} c_{i,-\boldsymbol{k}, \downarrow}^{\dagger} c_{j,-\boldsymbol{k}^{\prime}, \downarrow} c_{j, \boldsymbol{k}^{\prime}, \uparrow} \tag{6.1}
\end{equation*}
$$

where the index $i$ separates the dispersive band with $i=1$ from the flatband with $i=2$. The dispersion relations take the form $\epsilon_{1, \boldsymbol{k}, \sigma}=-2 t\left[\cos \left(k_{x} a\right)+\right.$ $\left.\cos \left(k_{y} a\right)\right]-\mu-\sigma h$ and $\epsilon_{2, \boldsymbol{k}, \sigma}=-\mu_{0}-\sigma h$. The flatband is here placed $\mu_{0}$ below the Fermi level, while the dispersive band crosses the Fermi level, generating a Fermi surface depending on the choice of $\mu$. The interaction potential is further taken on the form

$$
V_{i j}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)= \begin{cases}V_{i j}>0, & \left|\epsilon_{i, \boldsymbol{k}}\right|,\left|\epsilon_{j, \boldsymbol{k}^{\prime}}\right| \leq \omega_{c}  \tag{6.2}\\ 0, & \text { otherwise }\end{cases}
$$

allowing for both intraband and interband scattering in a thin shell around the Fermi surface [166]. The model we consider is a minimal model capturing the possibility of superconductivity in a dispersive band boosted by a flatband. The band structure is not derived from some underlying lattice model, and we do not consider any hybridization between the two bands. The details of the dispersive band are not very important. The essential part is that the density of states slightly away from the Fermi level should be sufficiently large compared to the density of states at the Fermi level. Our assumed band structure is probably closest to representing a real system when the Fermi level is located towards the bottom of the dispersive band, in which case the flatband is located below the dispersive band instead of crossing through it.

Neglecting any changes to the normal state of the system due to the interaction, one can perform a derivation similar to what we outlined for a spin-split superconductor in Chap. 3. We, this time, end up with a coupled set of gap equations for the gap functions associated with the two bands

$$
\begin{equation*}
\Delta_{i}(\boldsymbol{k})=\frac{1}{N} \sum_{j, \boldsymbol{k}^{\prime}, \sigma} V_{i j}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right) \frac{\Delta_{j}\left(\boldsymbol{k}^{\prime}\right)}{4 E_{j, \boldsymbol{k}^{\prime}}} \tanh \left(\frac{\beta}{2} E_{j, \boldsymbol{k}^{\prime}, \sigma}\right) \tag{6.3}
\end{equation*}
$$

Due to the nature of the interaction potential, the gap functions will, once again, be constant in a thin shell around the Fermi surface. We can also
write out the free energy, which is simply a generalization of the expression we obtained in Chap. 3 to the two-band case

$$
\begin{align*}
& F=\sum_{i, \boldsymbol{k}, \sigma} \frac{\Delta_{i}^{2}(\boldsymbol{k})}{4 E_{i, \boldsymbol{k}}} \tanh \left(\frac{\beta}{2} E_{i, \boldsymbol{k}, \sigma}\right) \\
& +\sum_{i, \boldsymbol{k}}\left(\epsilon_{i, \boldsymbol{k}}-E_{i, \boldsymbol{k}}\right)-\frac{1}{\beta} \sum_{i, \boldsymbol{k}, \sigma} \ln \left(1+e^{-\beta E_{i, \boldsymbol{k}, \sigma}}\right) \tag{6.4}
\end{align*}
$$

The coupled gap equations can be solved numerically for a given set of parameters, and the free energy can be calculated in order to establish whether a superconducting solution to the gap equations actually minimizes the free energy.

Here, we focus on the case of zero temperature and $V_{i j}=V$. A more general discussion can be found in the article. The coupled set of gap equations then reduce to a single gap equation for $\Delta_{i}=\Delta$, featuring a right-hand-side that obtains contributions from both the dispersive band and the flatband. When the dominant contributions to the gap equation and free energy arise from the flatband due to its large density of states, it is found that the curve for $\Delta$ as a function of $h$ can take the form displayed in Fig. 6.1. This behavior can be understood through the following argument.

For $h<\left|\mu_{0}\right|$, the spin-splitting field is not able to change the sign of the quasiparticle energies associated with the flatband, even for $\Delta=0$. The flatband does then not contribute to the zero-temperature paramagnetic energy gain of the normal state, despite contributing to the condensation energy. This shifts the normal power balance between the condensation energy and the paramagnetic energy gain of the normal state, allowing for superconductivity beyond the Chandrasekhar-Clogston limit. Moreover, as long as $h<\sqrt{\mu_{0}^{2}+\Delta^{2}}$, the quasiparticle energies in the gap equation associated with the flatband stay positive. The flatband contributions to the gap equation at zero temperature are then unaffected by the spin-splitting field. The contributions from the dispersive band to the gap equation will be reduced for $h>\Delta_{0}$, as shown in Fig. 6.1. However, relying more and more on the flatband, it is still possible to obtain nontrivial solutions to the gap equation if the flatband is placed sufficiently close to the Fermi level for a given strength of the interaction potential. We can then be in a situation where the superconductivity is not limited by the Chandrasekhar-Clogston limit, but instead survives until $h>\left|\mu_{0}\right|$, when the flatband starts contributing to the paramagnetic energy gain of the normal state and the normal


Figure 6.1: Sketch of the gap function $\Delta$ as a function of spin-splitting field $h$ for the state of the system that is energetically favored. For $h<\Delta_{0}$, the gap equation is unaffected by the spin-splitting field. For $\Delta_{0}<h<\left|\mu_{0}\right|$, the gap equation loses some contributions originating with the dispersive band. Finally, for $h>\left|\mu_{0}\right|$, the gap function vanishes when the normal state becomes the preferred state of the system.
state eventually becomes favored by the system. If this situation is realized for sufficiently large $\left|\mu_{0}\right|$, it can then be possible to have superconductivity considerably beyond the Chandrasekhar-Clogston limit.

As emphasized earlier, the model and treatment applied in Paper [6] is highly simplified. Although the proposed mechanism for going beyond the Chandrasekhar-Clogston limit is quite general in nature, predicting its realization in a particular real system would require a more detailed study. Potential candidates for real systems could be twisted van der Waals multilayers, or highly tunable artificial systems where appropriate lattice models may be realized. One specific option could be twisted trilayer graphene, which can host a promising combination of flat and dispersive bands in close proximity to each other [163]. Whether and how far it is possible to go beyond the Chandrasekhar-Clogston limit by tuning $\left|\mu_{0}\right|$ (through the chemical potential) should be expected to depend on e.g. the dispersiveness of the dispersive band, the flatness of the flatband, and the details of the interactions. More realistic studies should therefore be careful to accurately capture these properties. Further guidelines for future studies can be found in the article.

We also highlight that the focus of this study was on whether it is pos-
sible to go beyond the Chandrasekhar-Clogston limit by introducing large variations in the density of states around the Fermi level. The focus was not, in itself, on how to increase the magnitude of the spin-splitting field that spin-singlet superconductivity can coexist with. The ChandrasekharClogston limit does not place any absolute restrictions on the latter quantity, as the magnitude of the critical spin-splitting field can be increased by increasing $\Delta_{0}$. In that context, one might wonder if the magnitude of the critical spin-splitting field would be larger if one placed the flatband at the Fermi level, leading to a larger superconducting gap, instead of placing it away from the Fermi level in order to increase $h_{c} / \Delta_{0}$. In order to shed some light on this question, one can start out from the flatband placed some energy $\left|\mu_{0}^{\prime}\right|$ away from the Fermi level, giving rise to a gap equation dominated by contributions from the flatband and featuring a solution with substantial $h_{c} / \Delta_{0} \approx\left|\mu_{0}^{\prime}\right| / \Delta_{0}$. If one then instead takes $\mu_{0}=0$, placing the flatband at the Fermi level, one will obtain a solution to the gap equation at zero field with $\Delta_{0} \approx\left|\mu_{0}^{\prime}\right|$, making the quasiparticle energies associated with the flatband take on a similar magnitude as before. If we analyze the part of the free energy associated with the flatband, we then see that the critical magnetic field for $\mu_{0}=0$ will be $\Delta_{0} / 2$. This result is lower than the Chandrasekhar-Clogston limit as the considered band is completely flat and all associated quasiparticles with the right spin therefore change their sign as soon as $h>0$. We then obtain that $h_{c} \approx\left|\mu_{0}^{\prime}\right| / 2$. Numerical results confirm this to be good estimate. Placing the flatband closer to the Fermi level will then not produce a larger critical spin-splitting field, although the critical temperature naturally will increase.

## 7

## Transport

We have so far been concerned with systems in equilibrium. In this chapter, we will consider transport, focusing on interplay between electron currents and magnon currents. As discussed in the introduction chapter, magnon spin currents in magnetic insulators can e.g. be induced through the spin Seebeck effect or through injection from a heavy metal exhibiting the spin Hall effect. The resulting magnon currents are then flowing through an insulator without interacting with itinerant electrons. In contrast, interaction with itinerant electrons is naturally present in magnetic metals featuring both conduction electrons and localized spins. As we have seen so far in this thesis, coupling between localized spins and itinerant electrons can, however, also be realized in heterostructures.

We start with introducing the Boltzmann equation in Sec. 7.1, allowing us to describe a nonequilibrium state of electrons or magnons within a semiclassical framework. We also provide a simple calculation of conductivity, serving as an example of how the formalism works. We then move on to discussing Paper [7] in Sec. 7.2, where we consider the interplay between electron and magnon currents in a bilayer structure consisting of an antiferromagnetic insulator and a metal.

### 7.1 Boltzmann equation

Within the semiclassical Boltzmann formalism, the nonequilibrium distribution of electrons with spin $\sigma$ at time $t$ is described by a distribution function $f_{\sigma}(\boldsymbol{r}, \boldsymbol{k}, t)$ [167]. If the electrons simply move through the system without experiencing any collisions, their distribution function has to satisfy the continuity equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\nabla \cdot(\boldsymbol{u} f)=0 \tag{7.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{u}=\left(\dot{x}, \dot{y}, \dot{z}, \dot{k}_{x}, \dot{k}_{y}, \dot{k}_{z}\right) \tag{7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla=\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}, \frac{\partial}{\partial k_{x}}, \frac{\partial}{\partial k_{y}}, \frac{\partial}{\partial k_{z}}\right) . \tag{7.3}
\end{equation*}
$$

Considering the electron motion to follow the semiclassical equations of motion

$$
\begin{align*}
& \dot{\boldsymbol{r}}=\boldsymbol{v}_{\boldsymbol{k}}=\frac{1}{\hbar} \frac{\partial \xi_{\boldsymbol{k}}}{\partial \boldsymbol{k}}  \tag{7.4}\\
& \dot{\boldsymbol{k}}=-\frac{e}{\hbar}\left[\boldsymbol{E}(\boldsymbol{r}, t)+\boldsymbol{v}_{\boldsymbol{k}} \times \boldsymbol{B}(\boldsymbol{r}, t)\right] \tag{7.5}
\end{align*}
$$

and taking e.g. $\xi_{\boldsymbol{k}}=\hbar^{2} k^{2} /(2 m)$, corresponding to $\boldsymbol{v}_{\boldsymbol{k}}=\hbar \boldsymbol{k} / m$, we see immediately that $\nabla \cdot \boldsymbol{u}=0$ as the electron energy $\xi_{\boldsymbol{k}}$ is considered to be independent of spatial coordinates, and e.g. the $z$-component of $\dot{\boldsymbol{k}}$ is independent of $k_{z}$. As long as $\nabla \cdot \boldsymbol{u}=0$, stating that phase space flow is incompressible, the continuity equation can be rewritten as

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\dot{\boldsymbol{r}} \cdot \frac{\partial f}{\partial \boldsymbol{r}}+\dot{\boldsymbol{k}} \cdot \frac{\partial f}{\partial \boldsymbol{k}}=0 \tag{7.6}
\end{equation*}
$$

As soon as we introduce collisions in the system, the above equation no longer holds as the state of an electron can be changed abruptly through a collision. In the presence of collisions we instead have to work with

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\dot{\boldsymbol{r}} \cdot \frac{\partial f}{\partial \boldsymbol{r}}+\dot{\boldsymbol{k}} \cdot \frac{\partial f}{\partial \boldsymbol{k}}=\left[\frac{\partial f}{\partial t}\right]_{\mathrm{coll}} \tag{7.7}
\end{equation*}
$$

where the right-hand-side of the equation takes into account sudden scattering into and out of the region surrounding a phase-space point $(\boldsymbol{r}, \boldsymbol{k})$. In general, the collision term considerably complicates the Boltzmann equation as it couples together $f(\boldsymbol{r}, \boldsymbol{k})$ for different point $\boldsymbol{r}$ and $\boldsymbol{k}$ as all possible scattering processes affecting the electron distribution around a specific point in
phase-space needs to be taken into account. The collision term is, however, often treated in the relaxation time approximation, where it e.g. can be written on the simple form [167]

$$
\begin{equation*}
\left[\frac{\partial f}{\partial t}\right]_{\mathrm{coll}}=-\frac{f_{\sigma}(\boldsymbol{r}, \boldsymbol{k}, t)-f_{\sigma}^{0}(\boldsymbol{r}, \boldsymbol{k})}{\tau_{\boldsymbol{k}, \sigma}} \tag{7.8}
\end{equation*}
$$

where the details of the scattering processes are baked into the relaxation time $\tau_{\boldsymbol{k}, \sigma}$. For a normal metal, relevant scattering processes contributing to the relaxation time can be e.g. of the types electron-electron, electronphonon, and electron-impurity. Further,

$$
\begin{equation*}
f_{\sigma}^{0}(\boldsymbol{r}, \boldsymbol{k})=\frac{1}{e^{\beta(\boldsymbol{r})\left[\xi_{\boldsymbol{k}, \sigma}-\mu(\boldsymbol{r})\right]}+1} \tag{7.9}
\end{equation*}
$$

is the equilibrium distribution function. Taking the distribution of electrons to be independent of position and removing the effect of any external forces, the Boltzmann equation then simply turns into

$$
\begin{equation*}
\frac{\partial f_{\sigma}(\boldsymbol{k}, t)}{\partial t}=-\frac{f_{\sigma}(\boldsymbol{k}, t)-f_{\sigma}^{0}(\boldsymbol{k})}{\tau_{\boldsymbol{k}, \sigma}} \tag{7.10}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
f_{\sigma}(\boldsymbol{k}, t)=f_{\sigma}^{0}(\boldsymbol{k})+\delta f_{\sigma}(\boldsymbol{k}) e^{-t / \tau_{\boldsymbol{k}, \sigma}} . \tag{7.11}
\end{equation*}
$$

Assuming $\delta f_{\sigma}(\boldsymbol{k})$ nonzero, the distribution function at $t=0, f_{\sigma}(\boldsymbol{k}, 0)=$ $f_{\sigma}^{0}(\boldsymbol{k})+\delta f_{\sigma}(\boldsymbol{k})$, is perturbed away from the equilibrium distribution. If we then go to $t \gg \tau_{k, \sigma}$, scattering processes bring the electrons back to the equilibrium distribution.

A very simple way of incorporating collision in the description of electron transport is to work in the relaxation time approximation and treat the relaxation time as a phenomenological parameter. A more detailed approach to the problem is to consider the relevant scattering processes and calculating transition rates using Fermi's golden rule. We will see an example of this in Sec. 7.2. Starting from such a microscopic description of the scattering processes, one can then also attempt to write the collision terms on the approximate form in Eq. 7.8, leading to an expression for the relaxation time in terms of the parameters of the system.

### 7.1.1 Linearized Boltzmann equation for electrons

In the presence of external forces, one approach is to consider their effects to be sufficiently weak for the distribution functions to be expressed on the form

$$
\begin{equation*}
f_{\sigma}(\boldsymbol{r}, \boldsymbol{k}, t)=f_{\sigma}^{0}(\boldsymbol{r}, \boldsymbol{k})+\delta f_{\sigma}(\boldsymbol{r}, \boldsymbol{k}, t), \tag{7.12}
\end{equation*}
$$

where $\delta f_{\sigma}(\boldsymbol{r}, \boldsymbol{k}, t)$ is a small deviation from the equilibrium distribution [167]. As there are now external forces acting, the system will not simply relax to the equilibrium state. Searching for a stationary solution where $\partial f / \partial t=0$, we start out from the Boltzmann equation in 7.7) and insert the semiclassical equations of motion

$$
\begin{equation*}
\boldsymbol{v}_{\boldsymbol{k}} \cdot \frac{\partial f}{\partial \boldsymbol{r}}-\frac{e}{\hbar}\left(\boldsymbol{E}+\boldsymbol{v}_{\boldsymbol{k}} \times \boldsymbol{B}\right) \cdot \frac{\partial f}{\partial \boldsymbol{k}}=\left[\frac{\partial f}{\partial t}\right]_{\mathrm{coll}} . \tag{7.13}
\end{equation*}
$$

Further, inserting the expression for the distribution function in (7.12) and differentiating the equilibrium distribution with respect to $\boldsymbol{r}$, the Boltzmann equation can be written out as

$$
\begin{align*}
& \boldsymbol{v}_{\boldsymbol{k}} \cdot \frac{\partial \delta f}{\partial \boldsymbol{r}}+\boldsymbol{v}_{\boldsymbol{k}} \cdot\left[e\left(\boldsymbol{E}+\frac{\nabla \mu}{e}\right)+\frac{\xi_{\boldsymbol{k}}-\mu}{T} \nabla T\right]\left(-\frac{\partial f^{0}}{\partial \xi_{\boldsymbol{k}}}\right) \\
& -\frac{e}{\hbar}\left(\boldsymbol{E}+\boldsymbol{v}_{\boldsymbol{k}} \times \boldsymbol{B}\right) \cdot \frac{\partial \delta f}{\partial \boldsymbol{k}}=\left[\frac{\partial f}{\partial t}\right]_{\mathrm{coll}} . \tag{7.14}
\end{align*}
$$

If we here try to set $\delta f=0$, this cannot be a solution to the equation due to the driving terms proportional to $\boldsymbol{E}, \nabla \mu$, and $\nabla T$ acting to create deviations away from the equilibrium distribution. Using the assumption that $\delta f$ is small, meaning that the driving terms then also need to be small, we only keep linear terms in $\delta f, \boldsymbol{E}, \nabla \mu$, and $\nabla T$. This leads us to the linearized Boltzmann equation

$$
\begin{align*}
& \boldsymbol{v}_{\boldsymbol{k}} \cdot \frac{\partial \delta f}{\partial \boldsymbol{r}}+\boldsymbol{v}_{\boldsymbol{k}} \cdot\left[e\left(\boldsymbol{E}+\frac{\nabla \mu}{e}\right)+\frac{\xi_{\boldsymbol{k}}-\mu}{T} \nabla T\right]\left(-\frac{\partial f^{0}}{\partial \xi_{\boldsymbol{k}}}\right)  \tag{7.15}\\
& -\frac{e}{\hbar}\left(\boldsymbol{v}_{\boldsymbol{k}} \times \boldsymbol{B}\right) \cdot \frac{\partial \delta f}{\partial \boldsymbol{k}}=\left[\frac{\partial f}{\partial t}\right]_{\mathrm{coll}} .
\end{align*}
$$

### 7.1.2 DC conductivity

In this section, we consider a simple calculation of conductivity. Starting from the linearized Boltzmann equation, we take the electron distribution to be independent of position and assume vanishing $\boldsymbol{B}, \nabla \mu$, and $\nabla T$. Treating the collision term in the relaxation time approximation, we write

$$
\begin{equation*}
e\left(\boldsymbol{v}_{\boldsymbol{k}} \cdot \boldsymbol{E}\right)\left(-\frac{\partial f^{0}(\boldsymbol{k})}{\partial \xi_{\boldsymbol{k}}}\right)=-\frac{f(\boldsymbol{k})-f^{0}(\boldsymbol{k})}{\tau_{\boldsymbol{k}}} \tag{7.16}
\end{equation*}
$$

We then see right away that the solution to the Boltzmann equation is

$$
\begin{equation*}
f(\boldsymbol{k})=f^{0}(\boldsymbol{k})-e \tau_{\boldsymbol{k}}\left(\boldsymbol{v}_{\boldsymbol{k}} \cdot \boldsymbol{E}\right)\left(-\frac{\partial f^{0}(\boldsymbol{k})}{\partial \xi_{\boldsymbol{k}}}\right) \tag{7.17}
\end{equation*}
$$

which is a Fermi distribution where the energies are shifted due to the presence of the electric field by an amount depending on the electron relaxation time. We then define the charge current density

$$
\begin{equation*}
\boldsymbol{j}=-\frac{e}{N a^{d}} \sum_{\boldsymbol{k}, \boldsymbol{\sigma}} \boldsymbol{v}_{\boldsymbol{k}} f(\boldsymbol{k})=\frac{2 e^{2}}{N a^{d}} \sum_{\boldsymbol{k}} \boldsymbol{v}_{\boldsymbol{k}} \tau_{\boldsymbol{k}}\left(\boldsymbol{v}_{\boldsymbol{k}} \cdot \boldsymbol{E}\right)\left(-\frac{\partial f^{0}(\boldsymbol{k})}{\partial \xi_{\boldsymbol{k}}}\right), \tag{7.18}
\end{equation*}
$$

where $f^{0}(\boldsymbol{k})=f^{0}\left(\xi_{\boldsymbol{k}}\right)=f^{0}\left(\xi_{-\boldsymbol{k}}\right)$ and $d$ is the dimensionality of the system. This equation an be expressed as $\boldsymbol{j}=\hat{\sigma} \boldsymbol{E}$, where $\hat{\sigma}$ is the conductivity tensor. For simplicity, we consider the isotropic case of $\xi_{k}=\hbar^{2} k^{2} /(2 m)$ and $\tau_{\boldsymbol{k}}=\tau_{k}$. The conductivity tensor now takes a diagonal form with $\sigma=\sigma_{x x}=\cdots=\sigma_{z z}=$ $\operatorname{Tr}(\hat{\sigma}) / d$. We can then write

$$
\begin{equation*}
\sigma=\frac{2 e^{2}}{d N a^{d}} \sum_{\boldsymbol{k}} v_{k}^{2} \tau_{k}\left(-\frac{\partial f^{0}\left(\xi_{k}\right)}{\partial \xi_{k}}\right) . \tag{7.19}
\end{equation*}
$$

We then go to zero temperature, where the magnitude of the derivative of the Fermi distribution becomes a $\delta$-function, producing

$$
\begin{equation*}
\sigma_{e}=\frac{2 e^{2} v_{k_{F}}^{2} \tau_{k_{F}} D_{0}}{d N a^{d}} \tag{7.20}
\end{equation*}
$$

We then have that the conductivity depends on the electron relaxation time, group velocity, and density of states, all evaluated at the Fermi level. If we have many electrons around the Fermi level, a large Fermi velocity, as well as little scattering, we see that we end up with a large conductivity. Alternatively, one can also rewrite the expression for the conductivity on the form of the Drude formula 167 .

### 7.1.3 Boltzmann equation for magnons

Similarly to the electron distribution function, we can also write down a Boltzmann equation for magnon distribution function $b_{\gamma}(\boldsymbol{r}, \boldsymbol{q}, t)$

$$
\begin{equation*}
\frac{\partial b}{\partial t}+\dot{\boldsymbol{r}} \cdot \frac{\partial b}{\partial \boldsymbol{r}}=\left[\frac{\partial b}{\partial t}\right]_{\mathrm{coll}} . \tag{7.21}
\end{equation*}
$$

In this case we have not included a term proportional to $\dot{\boldsymbol{q}}$ as electric and magnetic fields do not couple to the motion of chargeless magnons. The time-derivative $\dot{\boldsymbol{r}}$ is simply the magnon group velocity $\boldsymbol{v}_{\boldsymbol{q}}^{m}=\frac{1}{\hbar} \frac{\partial \omega_{q}}{\partial \boldsymbol{q}}$. The collision term can be treated in the relaxation time approximation, producing e.g.

$$
\begin{equation*}
\left[\frac{\partial b}{\partial t}\right]_{\mathrm{coll}}=-\frac{b_{\gamma}(\boldsymbol{r}, \boldsymbol{q}, t)-b_{\gamma}^{0}(\boldsymbol{r}, \boldsymbol{q}, t)}{\tau_{M, \gamma}(\boldsymbol{q})} . \tag{7.22}
\end{equation*}
$$

In a magnetic insulator, the relaxation time should capture the dominant contributions from scattering of e.g. the types magnon-magnon, magnonphonon, and magnon-impurity [168, 169 .

### 7.2 Magnon drag in a metal-insulating antiferromagnet bilayer

As we have introduced Boltzmann equations for both electrons and magnons, we are ready to face the problem of a coupled system of electrons and
magnons, which is the topic of Paper [7]. As we did earlier when investigating superconductivity, we consider a bilayer structure consisting of an antiferromagnetic insulator and a normal metal. A charge current is driven in the normal metal with direction parallel to the interface between the two layers. The antiferromagnetic interface can, again, be either compensated or uncompensated, tuned by the parameter $\Omega=\Omega_{B}$ as defined in Paper [4]. The question we wanted to answer was if it is possible to induce a magnon spin current in the antiferromagnet in this system setup.

The study was motivated by earlier studies of drag effects in magnetic metals, such as the study in Ref. 170 where the magnon spin current induced by an electron current was calculated for the case of a ferromagnetic metal. One might then expect that similar effects are possible in heterostructures involving magnetic insulators. A recent study of a spin-triplet superconductor coupled to a ferromagnetic insulator showed this to be the case [171], finding that an in-plane supercurrent could induce a magnon spin current in the ferromagnet. It could be of interest to realize a magnon spin current in an antiferromagnetic insulator in a similar way. One then, however, has to avoid that the two oppositely polarized $\alpha$ and $\beta$ magnon modes are dragged along identically, leading to a finite magnon current, but a vanishing magnon spin current. In Paper [7], we attempted to solve this problem by tuning the asymmetry in the coupling between the normal metal and the two sublattices of the antiferromagnet.

Our main finding was that a magnon spin current can be induced in the antiferromagnet if the antiferromagnetic interface is uncompensated. Spin-splitting the magnon modes or increasing the spin fluctuations in the system by e.g. increasing the temperature can further enhance the magnonspin current.

We start out from our usual description of electrons, magnons, and the coupling between them, introduced in Chap. 4. In order to simplify the calculations, we in this case go to the long-wavelength limit to obtain isotropic expressions for dispersion relations and magnon coherence factors. In line with this approximation, the Fermi surface for the electrons should be small and isotropic. Umklapp scattering processes can then be neglected. The dispersion relations take the form $\epsilon_{k \sigma}=t(k a)^{2}-\mu-\sigma h_{e}$, and $\omega_{q \alpha}=\omega_{q}+h_{m}$, $\omega_{q \beta}=\omega_{q}-h_{m}$ with $\omega_{q}=\sqrt{\Delta_{g}^{2}+\kappa^{2}(q a)^{2}}$. Here, we have included the possibility of spin-splitting of both electrons and magnons. We then introduce the normal interaction Hamiltonian,

$$
\begin{equation*}
H_{\mathrm{int}}=\frac{\bar{V}}{\sqrt{N}} \sum_{\boldsymbol{k} \boldsymbol{q}}\left(M_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}+M_{-\boldsymbol{q}}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}\right), \tag{7.23}
\end{equation*}
$$

where we have now defined $\bar{V}=V \sqrt{N}$.
The Boltzmann equations are taken on the form

$$
\begin{align*}
-e E v_{k_{x}}^{e} \frac{\partial f^{0}\left(\epsilon_{k, \sigma}\right)}{\partial \epsilon_{k, \sigma}} & =-\frac{f_{\sigma}(\boldsymbol{k})-\overline{f_{\sigma}}(k)}{\tau_{\sigma}}-\frac{f_{\sigma}(\boldsymbol{k})-\overline{f_{-\sigma}}(k)}{\tau_{\uparrow \downarrow}} \\
& +\left[\frac{\partial f_{\sigma}(\boldsymbol{k})}{\partial t}\right]_{\mathrm{int}}, \tag{7.24}
\end{align*}
$$

and

$$
\begin{equation*}
\left[\frac{\partial b_{\gamma}(\boldsymbol{q})}{\partial t}\right]_{\mathrm{int}}=\frac{b_{\gamma}(\boldsymbol{q})-b_{\gamma}^{0}(q)}{\tau_{M, \gamma}(q)} \tag{7.25}
\end{equation*}
$$

where we have assumed no spatial dependence, considering a stationary solution where a uniform electron current, arising from a uniform electric field, potentially gives rise to uniform magnon current. The effect of the electronmagnon scattering is included in the interaction terms in the Boltzmann equations and will be treated using Fermi's golden rule. The rest of the relevant scattering processes are treated in the relaxation time approximation and included in the different relaxation times. For the magnons, the remaining scattering processes are assumed to be taken into account by a single momentum dependent relaxation time. For the electrons, the dominant scattering processes are assumed to take place around the Fermi level, and the momentum dependence of the relaxation times is assumed to be of less importance. Further, for the electrons, we have also included a separate relaxation time for spin-flip scattering. As electron-magnon contributions to spin-flip scattering is captured in the interaction term, the remaining spin-flip scattering, arising from e.g. interaction with magnetic impurities, is expected to not be very strong. Further, the overline on the electron distributions denotes an angular average. If there are no even-in-momentum corrections to the electron distribution function, the overline simply produces the equilibrium distribution as we express

$$
\begin{align*}
& f_{\sigma}(\boldsymbol{k})=f^{0}\left(\epsilon_{k, \sigma}\right)-\frac{\partial f^{0}\left(\epsilon_{k, \sigma}\right)}{\partial \epsilon_{k, \sigma}}\left[\delta \mu_{\sigma}^{e}+g_{\sigma}^{e}(\boldsymbol{k})\right]  \tag{7.26}\\
& b_{\gamma}(\boldsymbol{q})=b^{0}\left(\omega_{q, \gamma}\right)-\frac{\partial b^{0}\left(\omega_{q, \gamma}\right)}{\partial \omega_{q, \gamma}}\left[\delta \mu_{\gamma}^{m}+g_{\gamma}^{m}(\boldsymbol{q})\right] . \tag{7.27}
\end{align*}
$$

The part of the functions $g$ which is odd in momentum may give rise to electron and magnon currents. Moreover, the interaction terms in the Boltzmann equations take the form

$$
\begin{align*}
& {\left[\frac{\partial f_{\uparrow}(\boldsymbol{k})}{\partial t}\right]_{\mathrm{int}}=\frac{2 \pi \bar{V}^{2}}{\hbar N} \sum_{\boldsymbol{q}}\left[Q_{\alpha}(\boldsymbol{k}, \boldsymbol{q})-Q_{\beta}^{\mathrm{R}}(\boldsymbol{k}, \boldsymbol{q})\right]}  \tag{7.28}\\
& {\left[\frac{\partial f_{\downarrow}(\boldsymbol{k})}{\partial t}\right]_{\mathrm{int}}=\frac{2 \pi \bar{V}^{2}}{\hbar N} \sum_{\boldsymbol{q}}\left[Q_{\beta}(\boldsymbol{k}, \boldsymbol{q})-Q_{\alpha}^{\mathrm{R}}(\boldsymbol{k}, \boldsymbol{q})\right]} \tag{7.29}
\end{align*}
$$

and

$$
\begin{equation*}
\left[\frac{\partial b_{\gamma}(\boldsymbol{q})}{\partial t}\right]_{\mathrm{int}}=\frac{2 \pi \bar{V}^{2}}{\hbar N} \sum_{\boldsymbol{k}} Q_{\gamma}(\boldsymbol{k}, \boldsymbol{q}) \tag{7.30}
\end{equation*}
$$

with

$$
\begin{align*}
Q_{\alpha}(\boldsymbol{k}, \boldsymbol{q})= & \left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \delta\left[\epsilon_{\boldsymbol{k}, \uparrow}+\omega_{\boldsymbol{q}, \alpha}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}\right] \\
& \times\left(\left[b_{\alpha}(\boldsymbol{q})+1\right]\left[1-f_{\uparrow}(\boldsymbol{k})\right] f_{\downarrow}(\boldsymbol{k}+\boldsymbol{q})\right.  \tag{7.31}\\
& \left.-b_{\alpha}(\boldsymbol{q})\left[1-f_{\downarrow}(\boldsymbol{k}+\boldsymbol{q})\right] f_{\uparrow}(\boldsymbol{k})\right), \\
Q_{\beta}(\boldsymbol{k}, \boldsymbol{q})= & \left(\Omega_{A} v_{q}+\Omega_{B} u_{q}\right)^{2} \delta\left[\epsilon_{\boldsymbol{k}, \downarrow}+\omega_{\boldsymbol{q}, \beta}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}\right] \\
& \times\left(\left[b_{\beta}(\boldsymbol{q})+1\right]\left[1-f_{\downarrow}(\boldsymbol{k})\right] f_{\uparrow}(\boldsymbol{k}+\boldsymbol{q})\right.  \tag{7.32}\\
& \left.-b_{\beta}(\boldsymbol{q})\left[1-f_{\uparrow}(\boldsymbol{k}+\boldsymbol{q})\right] f_{\downarrow}(\boldsymbol{k})\right) .
\end{align*}
$$

Here, we have introduced $Q_{\gamma}^{\mathrm{R}}(\boldsymbol{k}, \boldsymbol{q})$, related to $Q_{\gamma}(\boldsymbol{k}, \boldsymbol{q})$ by first sending $\boldsymbol{q} \rightarrow-\boldsymbol{q}$ and then sending $\boldsymbol{k} \rightarrow \boldsymbol{k}+\boldsymbol{q}$. We are here summing over all processes
that scatter particles in and out, weighted by the interaction strength, the relevant distribution factors, and with conservation of energy enforced.

We then introduce current densities for electron spin-current, electron current, magnon spin current, and magnon current

$$
\begin{align*}
j_{s} & =\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \boldsymbol{k} v_{k_{x}}^{e}\left[f_{\uparrow}(\boldsymbol{k})-f_{\downarrow}(\boldsymbol{k})\right],  \tag{7.33}\\
j_{e} & =\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \boldsymbol{k} v_{k_{x}}^{e}\left[f_{\uparrow}(\boldsymbol{k})+f_{\downarrow}(\boldsymbol{k})\right],  \tag{7.34}\\
j_{s m} & =\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \boldsymbol{q} v_{q_{x}}^{m}\left[b_{\beta}(\boldsymbol{q})-b_{\alpha}(\boldsymbol{q})\right]  \tag{7.35}\\
j_{m} & =\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \boldsymbol{q} v_{q_{x}}^{m}\left[b_{\beta}(\boldsymbol{q})+b_{\alpha}(\boldsymbol{q})\right] . \tag{7.36}
\end{align*}
$$

By starting from the Boltzmann equations and multiplying them by an electron or magnon velocity, as well as integrating over momentum, we can then obtain an approximate set of coupled equations relating the different currents [170]. We can further solve the set of equations to derive expressions for $j_{s}, j_{s m}, j_{m}$ in terms of $j_{e}$

$$
\left(\begin{array}{l}
j_{s}  \tag{7.37}\\
j_{m} \\
j_{s m}
\end{array}\right)=\left(\begin{array}{c}
P_{s} \\
P_{m} \\
P_{s m}
\end{array}\right) j_{e} .
$$

The main result of the article, considering the case without spin-splitting of the magnons and where spin-splitting of the electrons has been neglected, is presented in Fig. 7.1 (a). For $\Omega=1$, there is no magnon spin current. Although the imbalanced population of left-moving and right-moving electrons in the normal metal leads to an imbalance of left-moving and right-moving magnons, the contributions from $\alpha$ and $\beta$ magnons to $P_{s m}$ cancel. For $\Omega<1$, we find that there is an asymmetry in the coupling between the electrons and the two magnon modes. A magnon spin current is therefore possible, in particular for the case of $\Omega=0$ corresponding to an uncompensated interface. The sign of the induced magnon spin current is in this case negative due to a stronger coupling to $\alpha$ magnons carrying a negative spin.

As discussed in detail in the article, the dependence of the drag coefficient $P_{s m}$ on the relative importance of long-wavelength magnons further leads to the possibility that $\Omega>0$ can maximize the induced magnon spin



Figure 7.1: The ratio of magnon spin current to electron current as a function of (a) the sublattice coupling asymmetry parameter $\Omega$ and (b) the interfacial coupling strength $\bar{J}$. Further, $\tau_{M_{0}}^{-1}$ is here the inverse magnon relaxation time for the case of zero momentum and $T$ is temperature.
current by reducing the relative importance of magnons with very small, but nonzero, momenta. The potential benefit of suppressing contribution from magnons with very small momenta arises from the asymmetry in the coupling between the electrons and the two magnon modes relying on a difference in magnitude between $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$. As introduced in Chap. 2, $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$ are most similar in magnitude for $\boldsymbol{q} \rightarrow 0$. Intermediate-strength sublattice asymmetry in the interfacial interaction may be possible experimentally if the two antiferromagnetic sublattices consist of different atoms.

We also find that the magnon spin current increases with temperature, as shown in Fig. 7.1 (b). Further, spin-splitting the magnon modes, increasing the asymmetry in the contributions from $\alpha$ and $\beta$ magnons to the magnon spin current, may also enhance the magnon spin-current. While the induced magnon spin-current increases with temperature, there is, naturally, a limit to how far this effect can be exploited. In general, enhancing $P_{s m}$ by amplifying the spin-fluctuations in the antiferromagnet only works up until the point where magnetic order is lost.

As highlighted in the article, the estimates for the magnitude of the induced magnon spin current are highly parameter dependent and should further also be expected to depend on the thicknesses of the materials. Keeping the normal metal thin might in this case be of less importance than in the case of magnon-mediated superconductivity discussed in Chap.

4 as a voltage applied to a thicker normal metal may generate a similar surface current affecting the antiferromagnet. Finite thickness of the antiferromagnet can help ensure magnetic order at convenient temperatures, but could also make it harder for the normal metal to induce magnon currents and should be expected to reduce the density of the magnon currents. Our simple modelling of the system, allowing for a treatment relying heavily on analytical calculations, can be well-suited for understanding under what general circumstances a magnon spin-current can be generated and how it may be enhanced. Our treatment is, however, not well-suited for reliably predicting the possible magnitude of the induced magnon spin current in specific system setups realizable in experiments. Further theoretical studies closer related to specific experimental setups would therefore clearly be of interest. A specific case to look into could also be biaxial antiferromagnets featuring non-degenerate magnons modes able to carry spin currents.

## 8

## Conclusion and outlook

In this thesis, we first provided an introduction to magnetism and superconductivity, leading up to a discussion of Paper [1-4]. In these articles, we considered whether superconductivity can be induced in a conductor due to proximity to magnetic materials. We mainly focused on the case of indirect interaction between itinerant electrons in a normal metal mediated by magnons in antiferromagnetic insulators. The superconducting instability was found to depend intimately on the interplay between filling fraction in the metal and asymmetry in the coupling between the metal and the two sublattices of the antiferromagnets. In particular, for small Fermi surfaces, we found that a sublattice asymmetric interfacial coupling may be necessary to realize superconductivity, leading to spin-triplet $p$-wave pairing. Closer to half-filling, both spin-singlet $d$-wave pairing and spin-triplet pairing could be possible depending on the degree of sublattice asymmetry in the coupling between the materials. Our Eliashberg treatment of the system also revealed that the importance of long-wavelength magnons for the pairing can lead to the cutoff on the magnon spectrum not setting the relevant energy scale for the calculated critical temperature.

We next discussed indirect interaction between spins mediated by itinerant electrons, as well as the case of indirect interaction between ferromagnets mediated by superconductors. This brought us to Paper [5], where we found that the presence of zero-energy states on the surface of a $d$-wave superconductor could give rise to a preference for alignment of the magnetization of two metallic ferromagnets connected by the superconductor.

We then moved on to investigating the maximum spin-splitting field that a flatband superconductor can coexist with. For the model system with one dispersive band in addition to a flatband considered in Paper [6], we concluded that spin-singlet superconductivity might be able to survive spin-splitting fields larger than the superconducting gap at zero field and temperature.

Finally, we briefly discussed description of electron and magnon transport in the Boltzmann formalism. This lead us to a discussion of Paper [7], where it was found that an electron charge current in a normal metal layer, with direction parallel to an uncompensated antiferromagnetic interface, may give rise to a magnon spin current in the antiferromagnet.

All of the above summarized studies included in this thesis have one thing in common. They involve investigations of the physics that can arise in simple model systems, leading to prediction of, more or less interesting or useful, effects that could take place. These model systems are meant, to some approximation, to represent classes of realistic systems. Many of these realistic systems may be found to be in an unfavorable parameter regime or to be missing important components for our predicted effects to take place. Many of the systems may also introduce new physics not captured by our treatment. The goal is, however, that our simple modelling should capture something general that can show up in certain realistic systems, or inspire future studies predicting interesting effects realizable in experiments.

The next step for these studies is naturally either to go to experiments, or to perform further theoretical investigations in order to guide future experiments. The ideal scenario would likely be an iterative approach where both theory and experiments guide each other. For the magnon-mediated superconductivity in heterostructures, it is clear that further theoretical improvements can be done. This could include taking into account the full momentum-dependence of the electron-magnon interaction within Eliashberg theory, including lowest-order vertex corrections, and e.g. trying to take into account finite thickness of the materials. Before digging too deep into this, it would be great with some feedback from experiments. Although simply growing a seemingly appropriate heterostructure and cooling it down may not be sufficient to realize magnon-mediated superconductivity, a better understanding of the system resulting from targeted experimental investigation could be helpful for guiding further work. It is also possible that there could be more, already existing, experimental studies of relevant systems that it might be useful to take input from.

For the proposal in Paper [6], further theoretical work seems like a natural path ahead. Calculations for realistic systems featuring both a flat and dispersive band around the Fermi level could be performed. Twistedtrilayer graphene here seems like a good candidate.

For the magnon drag effect in Paper [7], it could be possible to try to connect the system closer to realistic systems, potentially relying more on
numerics and less on analytical calculations. Directly attempting to realize the effect in experiments, followed by optimization of the effect through theory-experiment collaboration could also be an option.
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#### Abstract

We theoretically investigate magnon-mediated superconductivity in a heterostructure consisting of a normal metal and a two-sublattice antiferromagnetic insulator. The attractive electron-electron pairing interaction is caused by an interfacial exchange coupling with magnons residing in the antiferromagnet, resulting in $p$-wave, spin-triplet superconductivity in the normal metal. Our main finding is that one may significantly enhance the superconducting critical temperature by coupling the normal metal to only one of the two antiferromagnetic sublattices employing, for example, an uncompensated interface. Employing realistic material parameters, the critical temperature increases from vanishingly small values to significantly larger values than 1 K as the interfacial coupling becomes strongly sublattice asymmetric. We provide a general physical picture of this enhancement mechanism based on the notion of squeezed bosonic eigenmodes.
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Introduction. Hybrids consisting of a magnetic insulator coupled to a conducting layer allow for interconversion between magnonic and electronic spin currents [1-11]. The spin Hall effect $[12,13]$ in the conductor has further been exploited to electrically control and detect magnonic spin currents [14], thereby enabling their integration with conventional electronics. The ensuing newly gained control over spin currents has instigated a wide range of magnon transport-based concepts and devices [5,8,9,15-18]. Conversely, magnons in the magnet can mediate the electron-electron attraction in the conducting layer. The resulting magnon-mediated superconductivity has been investigated theoretically in normal metals $[19,20]$ as well as topological insulators [21,22], and experimentally [23]. Magnon-mediated indirect exciton condensation has also been predicted recently [24].

Interest in antiferromagnets (AFMs) has recently been invigorated [25-27] due to their distinct advantages over ferromagnets (FMs), such as minimization of stray fields, sensitivity to external magnetic noise, and low-energy magnons. The demonstration of electrically accessible memory cells based on AFMs [28,29] and spin transport across micrometers [18] corroborates their high application potential. Furthermore, their two-sublattice nature allows for unique phenomena [30,31], such as topological spintronics [32] and strong quantum fluctuations, not accommodated by FMs. AFMs with uncompensated interfaces, proven instrumental in exchange biasing [33-39] FMs for contemporary memory technology, have been predicted to amplify spin transfer to an adjacent conductor [40]. Recently, a theoretical proposal for proximityinducing spin splitting in a superconductor using an uncompensated AFM, along with an experimental feasibility study based on existing literature, has also been put forward [41].

Within the standard theory of boson-mediated superconductivity [42,43], the superconducting critical temperature $T_{c}$ is determined by an energy scale set by some high-frequency

[^0]cutoff $\omega_{c}$ on the boson spectrum, coupling of electrons with these bosons, and the single-particle electronic density of states on the Fermi surface. The latter two combine into an effective dimensionless coupling constant $\lambda$. In the simplest case, $T_{c} \sim \omega_{c} \exp (-1 / \lambda)$. An enhancement of electronphonon coupling, and thus $\lambda$, possibly due to a feedback loop involving strong correlation effects, typically results in a larger $T_{c}$ [44]. An increase of $\lambda$ caused by nonequilibrium squeezing [45] of phonons has been suggested $[46,47]$ as a mechanism underlying experimentally observed, lightinduced transient enhancement of $T_{c}$ in some superconductors [48-50].

In this Rapid Communication, we theoretically demonstrate a drastically increased, attractive, magnon-mediated electron-electron (e-e) interaction, exploiting the twosublattice nature of, and equilibrium squeezing-mediated strong quantum fluctuations (Fig. 1) in, an AFM [51,52]. We study a bilayer structure in which a normal metal (NM) exchange couples equally or differently to the two sublattices of an AFM insulator (AFMI), as depicted in Fig. 2, and find a significant enhancement of the attractive e-e interaction in the latter case. This is attributed to an amplification of the electron-magnon coupling that appears through magnon coherence factors acting constructively, instead of destructively as they do in the case of equal coupling to both sublattices. The resulting increase in $\lambda$ produces a significant enhancement in $T_{c}$ with sublattice symmetry breaking of the interfacial exchange coupling between the NM and AFMI (Fig. 3). We also comment on the experimental feasibility and optimal materials for realization of the predicted $p$-wave, spin-triplet superconducting state in these engineered bilayers.

A physical picture of this electron-magnon coupling enhancement, detailed elsewhere [51], is provided by the intrinsically squeezed nature of the antiferromagnetic magnons [51-53] (Fig. 1). Referring to a spin-flip residing on sublattice $A(B)$ as a spin-up (spin-down) magnon, the antiferromagnetic eigenmodes are formed by two-mode squeezing [45] between these spin-up and spin-down magnons [52,53]. Thus, a


FIG. 1. Representation of a spin-up antiferromagnetic squeezed magnon [51]. The squeezed excitation is a coherent superposition of states with $N+1$ spin-up and $N$ spin-down magnons. Each of the constituent states possesses a unit net spin, but varies in its spin content on each sublattice, thereby resulting in strong quantum fluctuations.
spin-up AFM squeezed magnon consists of a coherent superposition of states with $N+1$ spin-up and $N$ spin-down magnons, as depicted in Fig. 1, where $N$ runs from zero to infinity [54,55]. The average spin on each sublattice associated with one squeezed magnon is thus much larger than its unit net spin. Any excitations, such as itinerant electrons, that exchange couple to only one of the sublattices thus experience a much stronger interaction proportional to the average spin residing on the particular sublattice. The exposure of itinerant electrons to a fully uncompensated antiferromagnetic interface accomplishes this effect.

We note that the mechanism proposed herein appears to be mathematically analogous $[51,56,57]$ to the one based on nonequilibrium squeezing of phonons [46,47] proposed to explain the light-induced transient enhancement in $T_{c}$ observed experimentally [48-50]. Our mechanism, however, exploits the intrinsic, equilibrium squeezed nature of the antiferromagnetic magnons [51] in contrast with the driven, transient squeezing achieved with phonons [46]. Moreover, our mechanism attributes the increase in $\lambda$ to an enhanced electronmagnon coupling $[51,56]$ while Knap and co-workers find a renormalized, reduced electron hopping which alters the density of states, to underpin a similar enhancement [46].

Model. We consider a bilayer consisting of a NM interfaced with an AFMI. The magnetic ground state is assumed to be an ordered staggered state where the staggered magnetization is taken to be along the $z$ direction. The essential physics does not depend on whether the $z$ direction is taken to be in or out of the interfacial plane. We take $\hbar=a=1$, where $a$ is the


FIG. 2. Schematic depiction of the antiferromagnetic insulator (AFMI)/normal metal (NM) bilayer including its sublatticeasymmetric interfacial exchange coupling. (a) and (c), respectively, illustrate compensated and uncompensated interfaces that are realized in experiments, for example, via AFMI layer growth in a specific crystal orientation. (b) shows the model employed in our analysis, which conveniently allows capturing the full range of interfacial asymmetry via the parameter $\Omega$.


FIG. 3. (a) Dimensionless coupling constant $\lambda$ and (b) superconducting critical temperature $T_{c}$ vs coupling asymmetry parameter $\Omega \equiv \bar{J}_{A} / \bar{J}_{B}$, with $\bar{J} \equiv \bar{J}_{B} . \Omega=1$ and 0 , respectively, correspond to compensated and uncompensated antiferromagnetic interfaces (Fig. 2). An increase in both $\lambda$ and $T_{c}$ in the latter case constitutes our main result.
lattice constant. The system is modeled by a Hamiltonian $H=$ $H_{\text {AFMI }}+H_{\mathrm{NM}}+H_{\text {int }}$, with

$$
\begin{gather*}
H_{\mathrm{AFMI}}=J \sum_{\langle i, j\rangle} \boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}}-K \sum_{i} S_{i z}^{2},  \tag{1}\\
H_{\mathrm{NM}}=-t \sum_{\langle i, j\rangle \sigma} c_{i \sigma}^{\dagger} c_{j \sigma}-\mu \sum_{i \sigma} c_{i \sigma}^{\dagger} c_{i \sigma},  \tag{2}\\
H_{\mathrm{int}}=-2 \bar{J}_{A} \sum_{i \in A} c_{i}^{\dagger} \boldsymbol{\tau} c_{i} \cdot \boldsymbol{S}_{i}-2 \bar{J}_{B} \sum_{i \in B} c_{i}^{\dagger} \boldsymbol{\tau} c_{i} \cdot \boldsymbol{S}_{\boldsymbol{i}}, \tag{3}
\end{gather*}
$$

consisting of a term describing the AFMI, a tight-binding Hamiltonian describing the NM, and a term accounting for exchange coupling between the two materials [5,7,19,31,53,58]. Here, $J(>0)$ and $K(>0)$ respectively parametrize the antiferromagnetic exchange and easy-axis anisotropy, and the sum over $\langle\boldsymbol{i}, \boldsymbol{j}\rangle$ includes all nearest neighbors for each $\boldsymbol{i}$. Further, $t$ is the tight-binding hopping parameter, the chemical potential is denoted by $\mu$, and $c_{i}^{\dagger} \equiv\left(c_{i \uparrow}^{\dagger}, c_{i \downarrow}^{\dagger}\right)$, where $c_{i \sigma}^{\dagger}$ is a creation operator, creating an electron with spin $\sigma$ on lattice site $\boldsymbol{i}$. The Pauli matrices $\boldsymbol{\tau}$ act on the electron spin degree of freedom. Without loss of generality, the lattices on both sides of the interface are assumed to be square. The local exchange coupling between the NM electrons and AFMI spins across the interface is parametrized by sublattice-dependent strengths $\bar{J}_{A}$ and $\bar{J}_{B}[40,41]$.

Employing a Holstein-Primakoff transformation for the spin operators and switching to Fourier space, we obtain the magnetic Hamiltonian in terms of the sublattice magnons [59,60], which are not the eigenmodes. Executing a Bogoliubov transformation brings the AFMI Hamiltonian to its diagonal form [59,60], $H_{\text {AFMI }}=\sum_{k} \omega_{k}\left(\alpha_{k}^{\dagger} \alpha_{k}+\beta_{k}^{\dagger} \beta_{k}\right)$, where $\omega_{k}=2 s \sqrt{(z J+K)^{2}-z^{2} J^{2} \gamma_{k}^{2}}, \gamma_{k}=2 \sum_{b} \cos \left(k_{b}\right) / z$, and the sum over $\boldsymbol{k}$ covers the reduced Brillouin zone of the sublattices. Here, $z$ is the number of nearest neighbors, $s$ is the spin quantum number associated with the lattice site spins, and the sum over $b$ covers the directions parallel to the interface. The magnon operators $\alpha_{k}$ and $\beta_{k}$ are coherent superpositions of the individual sublattice magnons $\alpha_{k}=u_{k} a_{k}-v_{k} b_{-k}^{\dagger}, \beta_{k}=$ $u_{k} b_{k}-v_{k} a_{-k}^{\dagger}$, where $u_{k}=\cosh \left(\theta_{k}\right), v_{k}=\sinh \left(\theta_{k}\right)$, and $\theta_{k}=$ $\frac{1}{2} \tanh ^{-1}\left(-\frac{J Z \gamma_{k}}{J J+K}\right)$. Performing a Fourier transformation, the NM Hamiltonian becomes $H_{\mathrm{NM}}=\sum_{k \sigma} \epsilon_{k} c_{k \sigma}^{\dagger} c_{k \sigma}$, where $\epsilon_{k}=$ $-t z \gamma_{k}-\mu$. The sum over $k$ here covers the full Brillouin zone.

As detailed in the Supplemental Material [59] (see also Refs. [61-66] therein), the interaction Hamiltonian [Eq. (3)] couples the NM electrons with the $A$ and $B$ sublattices of the AFMI,

$$
\begin{aligned}
& H_{\mathrm{int}}^{(A)}=\Omega V \sum_{\boldsymbol{k} \boldsymbol{q}}\left[\left(u_{q} \alpha_{\boldsymbol{q}}+v_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+\text { H.c. }\right], \\
& H_{\mathrm{int}}^{(B)}=V \sum_{\boldsymbol{k q}}\left[\left(u_{q} \beta_{q}+v_{\boldsymbol{q}} \alpha_{-\boldsymbol{q}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}+\text { H.c. }\right],
\end{aligned}
$$

where $V \equiv-\frac{2 \bar{J} \sqrt{s}}{\sqrt{N}}, N$ is the number of lattice sites in the interfacial plane, and $\bar{J}=\bar{J}_{B}$.
Effective pairing interaction. The full Hamiltonian now takes the form $H=H_{\text {AFMI }}+H_{\mathrm{NM}}+H_{\mathrm{int}}^{(A)}+H_{\mathrm{int}}^{(B)}$. In order to obtain an effective interacting theory for electrons in NM, we integrate out the magnons, using a canonical transformation [60]. We then obtain an effective electronic Hamiltonian $H^{\prime}=$ $H_{\mathrm{NM}}+H_{\text {pair }}$ [59]. The term $H_{\text {pair }}$ contains the pairing interaction between electrons mediated by the antiferromagnetic magnons. Considering opposite momenta pairing [43], we obtain [59]

$$
\begin{equation*}
H_{\mathrm{pair}}=\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k} \uparrow}^{\dagger} c_{-\boldsymbol{k} \downarrow}^{\dagger} c_{-\boldsymbol{k}^{\prime} \downarrow} c_{\boldsymbol{k}^{\prime} \uparrow} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=-V^{2} \frac{2 \omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}} A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega\right) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
A(\boldsymbol{q}, \Omega)=\frac{1}{2}\left(\Omega^{2}+1\right)\left(u_{q}^{2}+v_{q}^{2}\right)+2 \Omega u_{q} v_{q} . \tag{6}
\end{equation*}
$$

The interaction potential in Eq. (5) consists of two factors, in addition to a prefactor. The first is the standard expression that enters pairing mediated by bosons with a dispersion relation $\omega_{k}$, familiar from phonon-mediated superconductivity [43]. The second factor $A(\boldsymbol{q}, \Omega)$ [Eq. (6)] contains the effect of the constructive or destructive interference of squeezed magnons. For long-wavelength magnons, the coherence factors $u_{q}$ and $v_{q}$ grow large, but take on opposite signs. For the case of equal coupling to both sublattices, $\Omega=1$, we have $A(\boldsymbol{q}, \Omega)=$
$\left(u_{q}+v_{q}\right)^{2}$, and a near cancellation of the coherence factors. On the other hand, for the case of a fully uncompensated AFMI interface, $\Omega=0$, the coherence factors combine to $A(\boldsymbol{q}, \Omega)=\left(u_{q}^{2}+v_{q}^{2}\right) / 2$, where $u_{q}$ and $v_{q}$ are squared separately. This represents a dramatic amplification of the pairing interaction in the latter case.

Mean-field theory and $T_{c}$. We now formulate the weak-coupling mean-field theory for the magnon-mediated superconductivity in the NM employing the standard methodology for unconventional superconductors [67]. Comparing our effective interaction potential [Eqs. (4) and (5)] with that for conventional $s$-wave superconductors [43], we note the additional multiplicative minus sign. This implies that the conventional spin-singlet pairing channel is repulsive and does not support condensation. We therefore consider $S_{z}=0$ spin-triplet pairing which is the typical condensation channel for magnon-mediated superconductivity [19,6870]. The corresponding gap function is defined as $\Delta_{k}=$ $-\sum_{k^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}\left\langle c_{-\boldsymbol{k}^{\prime} \uparrow} c_{\boldsymbol{k}^{\prime} \downarrow}+c_{-\boldsymbol{k}^{\prime} \downarrow} c_{\boldsymbol{k}^{\prime} \uparrow}\right\rangle / 2$, where $\quad V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}=$ $\frac{1}{2}\left(V_{k k^{\prime}}-V_{-k, k^{\prime}}\right)$ is the odd part of the pairing potential [Eq. (5)]. The ensuing gap equation takes the form [67]

$$
\begin{equation*}
\Delta_{k}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} \frac{\Delta_{\boldsymbol{k}^{\prime}}}{2 E_{\boldsymbol{k}^{\prime}}} \tanh \left(\frac{E_{\boldsymbol{k}^{\prime}}}{2 k_{B} T}\right) \tag{7}
\end{equation*}
$$

where $E_{k}=\sqrt{\epsilon_{k}^{2}+\left|\Delta_{k}\right|^{2}}$. Close to the critical temperature, we linearize the gap equation and compute an average over the Fermi surface $\lambda \Delta_{k}=-D_{0}\left\langle V_{k k^{\prime}, O(k)} \Delta_{k^{\prime}}\right\rangle_{\boldsymbol{k}^{\prime}, \mathrm{FS}}$, in order to determine the critical temperature [59,67],

$$
\begin{equation*}
k_{B} T_{c}=1.14 \omega_{c} e^{-1 / \lambda} \tag{8}
\end{equation*}
$$

Here, $D_{0}$ is the density of states on the Fermi surface and $\omega_{c}$ is the high-frequency cutoff on the magnon spectrum. As detailed in the Supplemental Material [59], the numerical solution of the eigenvalue problem for the dimensionless coupling constant $\lambda$ yields a $p$-wave gap function. Employing experimentally obtained material parameters [59], the critical temperature $T_{c}$ and dimensionless coupling constant $\lambda$ are evaluated and presented as a function of the asymmetry parameter $\Omega \equiv \bar{J}_{A} / \bar{J}_{B}$ in Fig. 3. We now pause to comment on the results thus obtained.

Both $\lambda$ and $T_{c}$ are found to increase with the sublattice asymmetry of the interfacial exchange coupling, i.e., as $\Omega$ decreases (Fig. 3). Furthermore, a $T_{c}$ of few tens of degrees Kelvin is obtained for a perfectly uncompensated interface, corresponding to $\Omega=0$, employing realistic parameters [59]. However, $T_{c}$ evaluations are notoriously unreliable on account of their sensitivity to the $\lambda$ (exponential dependence on $1 / \lambda$ ) evaluation method and related details. Within our model, altering the parameters by a few tens of percent leads to significantly smaller, or even larger, critical temperatures. The key lesson of our analysis is that uncompensated interfaces drastically enhance $T_{c}$ to values potentially significantly larger than 1 K considering realistic materials.

Theoretical model assessment. Uncompensated AFM interfaces induce spin splitting in the adjacent conductor [41] that has not been included here. In conventional BCS superconductors this effect has been investigated in detail and is known to result in rich physics [71,72] including gapless
superconductivity [73], a Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state [74,75], and finally, destruction of the superconducting phase when spin splitting becomes significantly larger than $T_{c}$ [76]. In the present case, the magnon-squeezing effect amplifies the electron-magnon coupling, and thus $T_{c}$, while leaving the spin splitting unchanged. Thus, the latter is expected to bear no significant effects on the predicted superconducting state [70] with $T_{c}$ considerably larger than the typically induced spin splitting $\sim 1 \mathrm{~K}$ [41,77]. Spin splitting may also be suppressed by applying an external compensating magnetic field [78]. The system considered in this Rapid Communication is far less susceptible to nontrivial feedback effects of the itinerant electrons on the antiferromagnet than the case studied in Ref. [79], particularly since the magnetic surface we consider is the surface of a bulk magnet and an Ising easy-axis anisotropy is included in the description. A strong spin-orbit interaction, also disregarded here, may reduce $T_{c}$ [72]. Finally, all non- $s$-wave superconducting phases are suppressed by disorder. Therefore, we expect the inclusion of interfacial disorder to reduce $T_{c}$ for our $p$-wave state [70]. A rigorous analysis of the effects mentioned above constitutes a promising avenue for future studies.

Experimental feasibility. The fabrication of proposed bilayers with uncompensated and low disorder interfaces, albeit challenging, is within the reach of contemporary state-of-theart techniques $[23,36]$. The choice of materials is likely to be dictated by the growth, rather than theoretical, considerations. Nevertheless, we now outline the optimal materials requirements from a theory standpoint. Broadly speaking, a
reasonably large Néel temperature for the AFM is beneficial. A metal with a high density of states at the Fermi level and a low spin-orbit interaction is desirable. The possibility of a strong exchange coupling across the interface seems to be supported by spin mixing conductance experiments for a wide range of bilayers $[2,4,80]$. Without an extensive comparison between many materials, hematite [18] or chromia [29,38] as AFM and copper or aluminum as the metal seem to be reasonable choices.

Summary. We have shown that magnons in an antiferromagnetic insulator mediate attractive electron-electron interactions in an adjacent normal metal. Exploiting the intrinsic squeezing of antiferromagnetic magnons, the electronelectron pairing potential is amplified by exchange coupling the normal metal asymmetrically to the two sublattices of the antiferromagnet. This, in turn, is found to result in a dramatic increase in the superconducting critical temperature, which is estimated to be significantly larger than 1 K employing experimentally obtained material parameters, when the normal metal is exposed to an uncompensated antiferromagnetic interface. Our results demonstrate the possibility of engineering heterostructures exhibiting superconductivity at potentially large temperatures.
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Eirik Erlandsen, Akashdeep Kamra, Arne Brataas, and Asle Sudbø<br>Center for Quantum Spintronics, Department of Physics Norwegian University of Science and Technology, NO-7491 Trondheim, Norway<br>(Dated: September 12, 2019)

In this supplement, we provide more details for the derivations of the results presented in the main paper. In the following we will take $\hbar=a=1$.

## MODEL

We consider a bilayer heterostructure consisting of a normal metal (NM) and an antiferromagnetic insulator (AFMI), as shown in Fig. 1. The staggered magnetization of the AFMI is assumed to be aligned with the $z$-direction, which could be either in-plane or out-of-plane.


FIG. 1. The system consists of an antiferromagnetic insulator (AFMI) placed on top of a normal metal (NM).

The system is modeled by the Hamiltonian $H=H_{\mathrm{AFMI}}+H_{\mathrm{NM}}+H_{\mathrm{int}}$ [1, 2], where

$$
\begin{align*}
H_{\mathrm{AFMI}} & =J \sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle} \boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}}-K \sum_{\boldsymbol{i}} S_{\boldsymbol{i} z}^{2}  \tag{1}\\
H_{\mathrm{NM}} & =-t \sum_{\langle\boldsymbol{i}, \boldsymbol{j}\rangle \sigma} c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{j} \sigma}-\mu \sum_{\boldsymbol{i} \sigma} c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{i} \sigma}  \tag{2}\\
H_{\mathrm{int}} & =-2 \bar{J}_{A} \sum_{\boldsymbol{i} \in A} c_{\boldsymbol{i}}^{\dagger} \boldsymbol{\tau} c_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{i}}-2 \bar{J}_{B} \sum_{\boldsymbol{i} \in B} c_{\boldsymbol{i}}^{\dagger} \boldsymbol{\tau} c_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{i}} \tag{3}
\end{align*}
$$

Here, we have $c_{i}^{\dagger}=\left(c_{i \uparrow}^{\dagger}, c_{i \downarrow}^{\dagger}\right)$, where $c_{i \sigma}^{\dagger}$ is a creation operator, creating an electron with spin $\sigma$ on lattice site $\boldsymbol{i}$ in the NM. The chemical potential is denoted by $\mu$. The exchange coefficients $J$ is assumed to be positive and therefore favors anti-alignment of neighboring lattice site spins $\boldsymbol{S}_{\boldsymbol{i}}$. The easy-axis anisotropy coefficient $K$ is also positive. The Pauli matrices $\boldsymbol{\tau}$ act on the fermionic spin degree of freedom, the lattices are taken to be square and we have periodic boundary conditions in the directions parallel to the interfacial plane. The sum over $\langle\boldsymbol{i}, \boldsymbol{j}\rangle$ includes all nearest neighbors for each $\boldsymbol{i}$, and the lattice site sums in the interaction Hamiltonian cover the interfacial plane between the two materials. The strength of the coupling between the electrons and the lattice site spins of sublattice $A, B$ is determined by the parameters $\bar{J}_{A}, \bar{J}_{B}$. In the following, we will take $\bar{J}_{B}=\bar{J}$ and $\bar{J}_{A}=\Omega \bar{J}$, where $\Omega$ determines which AFMI sublattice couples strongest to the electrons on the surface of the NM. In this way of parametrizing the exchange-interaction across the AFMI-NM interface, we may without loss of generality set $0 \leq \Omega \leq 1$.

We introduce Holstein-Primakoff transformations for both sublattices in the AFMI

$$
\begin{align*}
& S_{i+}^{A}=\sqrt{2 s-a_{i}^{\dagger} a_{\boldsymbol{i}}} a_{\boldsymbol{i}} \approx \sqrt{2 s} a_{\boldsymbol{i}},  \tag{4}\\
& S_{i-}^{A}=a_{\boldsymbol{i}}^{\dagger} \sqrt{2 s-a_{\boldsymbol{i}}^{\dagger} a_{\boldsymbol{i}}} \approx \sqrt{2 s} a_{\boldsymbol{i}}^{\dagger},  \tag{5}\\
& S_{i z}^{A}=s-a_{\boldsymbol{i}}^{\dagger} a_{\boldsymbol{i}},  \tag{6}\\
& S_{j+}^{B}=b_{\boldsymbol{j}}^{\dagger} \sqrt{2 s-b_{\boldsymbol{j}}^{\dagger} b_{\boldsymbol{j}}} \approx \sqrt{2 s} b_{\boldsymbol{j}}^{\dagger},  \tag{7}\\
& S_{j-}^{B}=\sqrt{2 s-b_{j}^{\dagger} b_{\boldsymbol{j}}} b_{\boldsymbol{j}} \approx \sqrt{2 s} b_{\boldsymbol{j}},  \tag{8}\\
& S_{\boldsymbol{j} z}^{B}=-s+b_{j}^{\dagger} b_{\boldsymbol{j}}, \tag{9}
\end{align*}
$$

and Fourier transformations for the magnon and electron operators

$$
\begin{gather*}
a_{i}=\frac{1}{\sqrt{N_{A}}} \sum_{\boldsymbol{k} \in \diamond} a_{\boldsymbol{k}} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}_{\boldsymbol{i}}}, \quad b_{\boldsymbol{i}}=\frac{1}{\sqrt{N_{B}}} \sum_{\boldsymbol{k} \in \diamond} b_{\boldsymbol{k}} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}_{\boldsymbol{i}}}  \tag{10}\\
c_{\boldsymbol{i} \sigma}=\frac{1}{\sqrt{N}} \sum_{\boldsymbol{k} \in \diamond}\left(c_{\boldsymbol{k} \sigma} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}_{\boldsymbol{i}}}+c_{\boldsymbol{k}+\boldsymbol{G}, \sigma} e^{-i(\boldsymbol{k}+\boldsymbol{G}) \cdot \boldsymbol{r}_{\boldsymbol{i}}}\right) \tag{11}
\end{gather*}
$$

where $\diamond$ indicates that the sum over momenta covers the reduced Brillouin zone of the sublattices and $\boldsymbol{G} \equiv \frac{\pi(\hat{x}+\hat{y})}{a}$ is a reciprocal lattice vector for the sublattices. After performing a Bogoliubov transformation, the AFMI Hamiltonian becomes

$$
\begin{equation*}
H_{\mathrm{AFMI}}=\sum_{\boldsymbol{k} \in \diamond} \omega_{\boldsymbol{k}}\left(\alpha_{\boldsymbol{k}}^{\dagger} \alpha_{\boldsymbol{k}}+\beta_{\boldsymbol{k}}^{\dagger} \beta_{\boldsymbol{k}}\right), \tag{12}
\end{equation*}
$$

with

$$
\begin{gather*}
\omega_{\boldsymbol{k}}=2 s \sqrt{(z J+K)^{2}-z^{2} J^{2} \gamma_{\boldsymbol{k}}^{2}},  \tag{13}\\
\gamma_{\boldsymbol{k}}=\frac{2}{z} \sum_{b} \cos \left(k_{b}\right),  \tag{14}\\
\alpha_{\boldsymbol{k}}=u_{\boldsymbol{k}} a_{\boldsymbol{k}}-v_{\boldsymbol{k}} b_{-\boldsymbol{k}}^{\dagger}, \quad \beta_{\boldsymbol{k}}=u_{\boldsymbol{k}} b_{\boldsymbol{k}}-v_{\boldsymbol{k}} a_{-\boldsymbol{k}}^{\dagger},  \tag{15}\\
u_{\boldsymbol{k}}=\cosh \left(\theta_{\boldsymbol{k}}\right), \quad v_{\boldsymbol{k}}=\sinh \left(\theta_{\boldsymbol{k}}\right),  \tag{16}\\
\theta_{\boldsymbol{k}}=\frac{1}{2} \tanh ^{-1}\left(-\frac{J z \gamma_{\boldsymbol{k}}}{z J+K}\right) . \tag{17}
\end{gather*}
$$

The number of nearest neighbors is here denoted by $z$, and the sum over $b$ in Eq. (14) goes over the directions parallel to the interface. For small $k$, compared to the size of the Brillouin zone, the parameters $u_{\boldsymbol{k}}$ and $v_{\boldsymbol{k}}$ grow large with similar magnitude, but opposite signs.

The NM Hamiltonian reduces to

$$
\begin{equation*}
H_{\mathrm{NM}}=\sum_{\boldsymbol{k} \in \square} \epsilon_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}, \tag{18}
\end{equation*}
$$

with

$$
\begin{equation*}
\epsilon_{\boldsymbol{k}}=-t z \gamma_{\boldsymbol{k}}-\mu \tag{19}
\end{equation*}
$$

From the interaction Hamiltonian we obtain, for coupling to sublattice $A$ and $B$ respectively [2, 3],

$$
\begin{align*}
& H_{\mathrm{int}}^{(A)}=\Omega V \sum_{\substack{\boldsymbol{k} \in \square \\
\boldsymbol{q} \in \diamond}}\left(a_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+a_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{G}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+\text { h.c. }\right)-\Omega \bar{J} s \sum_{\boldsymbol{k} \in \square}^{\sigma} \hat{\sigma}\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}+c_{\boldsymbol{k}+\boldsymbol{G}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right),  \tag{20}\\
& H_{\mathrm{int}}^{(B)}=V \sum_{\substack{\boldsymbol{k} \in \square \\
\boldsymbol{q} \in \diamond}}\left(b_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}-b_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{G}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}+\text { h.c. }\right)+\bar{J} s \sum_{\boldsymbol{k} \in \square} \hat{\sigma}\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}-c_{\boldsymbol{k}+\boldsymbol{G}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right), \tag{21}
\end{align*}
$$

where $\hat{\sigma}= \pm 1$ depending on the spin being up or down. We have also defined

$$
\begin{equation*}
V \equiv-\frac{2 \bar{J} \sqrt{s}}{\sqrt{N}} \tag{22}
\end{equation*}
$$

where $N$ is the number of lattice sites in the interfacial plane and used $\square$ to mark the sums that cover the Brillouin zone of the full lattice. Quadratic or higher order terms in the magnon operators have been neglected. The relative minus signs between the two terms in each of the parentheses in the expression for $H_{\mathrm{int}}^{(B)}$ arise due to sublattice $B$ being shifted in space one lattice constant away from sublattice $A$.

For our tight binding NM model, the different sides of the Fermi surface are connected by a reciprocal lattice vector $\boldsymbol{G}$, in the case of half-filling. The above Umklapp processes involving $\boldsymbol{G}$ are then important for the physics at the Fermi surface [2]. In the following, we focus on the case away from half-filling and neglect such processes. Moreover, based on experimental results, the effect of the potential Zeeman splitting is expected to be small and a rigorous treatment of the corrections to the superconducting state stemming from this effect is outside the scope of this letter. See the discussion in the main paper. We therefore neglect these terms as well and obtain

$$
\begin{equation*}
H_{\mathrm{int}}=V \sum_{\substack{\boldsymbol{k} \in \square \\ \boldsymbol{q} \in \diamond}}\left(\Omega a_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+b_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}+\text { h.c. }\right) \tag{23}
\end{equation*}
$$

Rewriting the magnon operators in terms of the quasiparticles that diagonalized the AFMI Hamiltonian, we then have

$$
\begin{equation*}
H_{\mathrm{int}}=V \sum_{\boldsymbol{k} \boldsymbol{q}}\left[\Omega\left(u_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}+v_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+\left(u_{\boldsymbol{q}} \beta_{\boldsymbol{q}}+v_{\boldsymbol{q}} \alpha_{-\boldsymbol{q}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}+\text { h.c. }\right] \tag{24}
\end{equation*}
$$

Collecting the results, the total Hamiltonian takes the form $H=H_{\mathrm{AFMI}}+H_{\mathrm{NM}}+H_{\mathrm{int}}^{(A)}+H_{\mathrm{int}}^{(B)}$,

$$
\begin{align*}
H_{\mathrm{AFMI}} & =\sum_{\boldsymbol{k}} \omega_{\boldsymbol{k}}\left(\alpha_{\boldsymbol{k}}^{\dagger} \alpha_{\boldsymbol{k}}+\beta_{\boldsymbol{k}}^{\dagger} \beta_{\boldsymbol{k}}\right)  \tag{25}\\
H_{\mathrm{NM}} & =\sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}  \tag{26}\\
H_{\mathrm{int}}^{(A)} & =\Omega V \sum_{\boldsymbol{k} \boldsymbol{q}}\left[\left(u_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}+v_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+\text { h.c. }\right]  \tag{27}\\
H_{\mathrm{int}}^{(B)} & =V \sum_{\boldsymbol{k} \boldsymbol{q}}\left[\left(u_{\boldsymbol{q}} \beta_{\boldsymbol{q}}+v_{\boldsymbol{q}} \alpha_{-\boldsymbol{q}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}+\text { h.c. }\right] \tag{28}
\end{align*}
$$

## EFFECTIVE INTERACTION

We now perform a canonical transformation in order to eliminate the magnon operators from the problem and obtain an effective interacting theory for the electrons, with the electron-electron interaction mediated by virtual magnons. We define

$$
\begin{align*}
& H_{0} \equiv \sum_{\boldsymbol{k}} \omega_{\boldsymbol{k}}\left(\alpha_{\boldsymbol{k}}^{\dagger} \alpha_{\boldsymbol{k}}+\beta_{\boldsymbol{k}}^{\dagger} \beta_{\boldsymbol{k}}\right)+\sum_{\boldsymbol{k} \sigma} \epsilon_{\boldsymbol{k} \sigma} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \boldsymbol{\sigma}}  \tag{29}\\
& \eta H_{1}=\eta H_{1}^{(A)}+\eta H_{1}^{(B)} \equiv H_{\mathrm{int}}^{(A)}+H_{\mathrm{int}}^{(B)}, \tag{30}
\end{align*}
$$

and write

$$
\begin{align*}
H^{\prime \prime} & =e^{-\eta S} H e^{\eta S}=H+\eta[H, S]+\frac{\eta^{2}}{2!}[[H, S], S]+\mathcal{O}\left(\eta^{3}\right) \\
& =H_{0}+\eta\left(H_{1}+\left[H_{0}, S\right]\right)+\eta^{2}\left(\left[H_{1}, S\right]+\frac{1}{2}\left[\left[H_{0}, S\right], S\right]\right)+\mathcal{O}\left(\eta^{3}\right) . \tag{31}
\end{align*}
$$

We then choose $\eta S=\eta S^{(A)}+\eta S^{(B)}$ such that we have

$$
\begin{equation*}
\eta H_{1}^{(L)}+\left[H_{0}, \eta S^{(L)}\right]=0, \tag{32}
\end{equation*}
$$

producing

$$
\begin{equation*}
H^{\prime}=H_{0}+\frac{1}{2} \sum_{L L^{\prime}}\left[\eta H_{1}^{(L)}, \eta S^{\left(L^{\prime}\right)}\right]+\mathcal{O}\left(\eta^{3}\right), \tag{33}
\end{equation*}
$$

where $L \in\{A, B\}$. Choosing

$$
\begin{align*}
& \eta S^{(A)}=\Omega V \sum_{\boldsymbol{k} \boldsymbol{q}}\left[\left(x_{\boldsymbol{k}, \boldsymbol{q}} u_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}+y_{\boldsymbol{k}, \boldsymbol{q}} v_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+\left(z_{\boldsymbol{k}, \boldsymbol{q}} u_{\boldsymbol{q}} \alpha_{-\boldsymbol{q}}^{\dagger}+w_{\boldsymbol{k}, \boldsymbol{q}} v_{\boldsymbol{q}} \beta_{\boldsymbol{q}}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}\right],  \tag{34}\\
& \eta S^{(B)}=V \sum_{\boldsymbol{k} \boldsymbol{q}}\left[\left(w_{\boldsymbol{k}, \boldsymbol{q}} u_{\boldsymbol{q}} \beta_{\boldsymbol{q}}+z_{\boldsymbol{k}, \boldsymbol{q}} v_{\boldsymbol{q}} \alpha_{-\boldsymbol{q}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}+\left(y_{\boldsymbol{k}, \boldsymbol{q}} u_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}+x_{\boldsymbol{k}, \boldsymbol{q}} v_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}\right], \tag{35}
\end{align*}
$$

where

$$
\begin{equation*}
x_{\boldsymbol{k}, \boldsymbol{q}}=w_{\boldsymbol{k}, \boldsymbol{q}}=\frac{1}{\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}+\omega_{\boldsymbol{q}}}, \quad y_{\boldsymbol{k}, \boldsymbol{q}}=z_{\boldsymbol{k}, \boldsymbol{q}}=\frac{1}{\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}-\omega_{\boldsymbol{q}}}, \tag{36}
\end{equation*}
$$

and working out the commutators, one obtains

$$
\begin{align*}
& H_{\mathrm{pair}}^{(A, A)}= \frac{1}{2} \Omega^{2} V^{2} \sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k}+\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow} c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k}^{\prime} \downarrow}\left[u_{\boldsymbol{q}}^{2}\left(\frac{1}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}^{\prime}-\boldsymbol{q}}\right)-\omega_{\boldsymbol{q}}}-\frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}\right)+\omega_{\boldsymbol{q}}}\right)\right. \\
&\left.+v_{\boldsymbol{q}}^{2}\left(\frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}\right)-\omega_{\boldsymbol{q}}}-\frac{1}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}^{\prime}-\boldsymbol{q}}\right)+\omega_{\boldsymbol{q}}}\right)\right],  \tag{37}\\
& H_{\mathrm{pair}}^{(B, B)}=\frac{1}{2} V^{2} \sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k}+\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow} c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k}^{\prime} \downarrow}\left[v_{\boldsymbol{q}}^{2}\left(\frac{1}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}^{\prime}-\boldsymbol{q}}\right)-\omega_{\boldsymbol{q}}}-\frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}\right)+\omega_{\boldsymbol{q}}}\right)\right.  \tag{38}\\
&\left.+u_{\boldsymbol{q}}^{2}\left(\frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}\right)-\omega_{\boldsymbol{q}}}-\frac{1}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}^{\prime}-\boldsymbol{q}}\right)+\omega_{\boldsymbol{q}}}\right)\right], \\
& H_{\mathrm{pair}}^{(A, B)}+H_{\mathrm{pair}}^{(B, A)}=  \tag{39}\\
&+\frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}\right)-\omega_{\boldsymbol{q}}}-\frac{\sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k}+\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow} c_{\boldsymbol{k}^{\prime}-\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k}^{\prime} \downarrow} u_{\boldsymbol{q}} v_{\boldsymbol{q}}\left(\frac{1}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}^{\prime}-\boldsymbol{q}}\right)+\omega_{\boldsymbol{q}}}-\frac{1}{\left.\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}}\right)+\epsilon_{\boldsymbol{\boldsymbol { k } ^ { \prime } - \boldsymbol { q }}}\right)-\omega_{\boldsymbol{q}}}\right) .}{}
\end{align*}
$$

Here, we have defined $H_{\text {pair }}^{\left(L, L^{\prime}\right)}$ as the contribution from $\frac{1}{2}\left[\eta H_{1}^{(L)}, \eta S^{\left(L^{\prime}\right)}\right]$ that takes the form of an electron-electron interaction. Collecting together the different contributions and focusing on BCS-type pairing between electrons on opposite sides of the Fermi surface, the result can be written on the following form

$$
\begin{equation*}
H_{\mathrm{pair}}=\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k} \uparrow}^{\dagger} c_{-\boldsymbol{k} \downarrow}^{\dagger} c_{-\boldsymbol{k}^{\prime} \downarrow} c_{\boldsymbol{k}^{\prime} \uparrow}, \tag{40}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=-V^{2} \frac{2 \omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}} A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega\right), \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega\right)=\frac{1}{2}\left(\Omega^{2}+1\right)\left(u_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}+v_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}\right)+2 \Omega u_{\boldsymbol{k}+\boldsymbol{k}^{\prime}} v_{\boldsymbol{k}+\boldsymbol{k}^{\prime}} \tag{42}
\end{equation*}
$$

The fraction in Eq. (41) is of the standard form for electron-electron interactions mediated by a boson. The $A$-factor quantifies the effect of the interference between squeezed magnon states [4, 5] on sublattices $A$ and $B$. Assuming $q$ significantly smaller than the size of the Brillouin zone, the term involving $u_{\boldsymbol{q}}^{2}+v_{\boldsymbol{q}}^{2}$ grows large and positive, while the next term involving $u_{\boldsymbol{q}} v_{\boldsymbol{q}}$ grows large and negative, due to the opposite signs of the parameters $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$. The destructive interference between squeezed magnon states is in general maximal when $\Omega=1$. Then, the factor within the square brackets simplify to $\left(u_{\boldsymbol{q}}+v_{\boldsymbol{q}}\right)^{2}$, which for general filling fractions is small due to a near cancellation of $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$. Setting instead $\Omega=0$ eliminates the destructive interference between squeezed magnon states on sublattices $A$ and $B$ entirely.

## GAP EQUATION

The potential can be divided into even and odd parts in $\boldsymbol{k}$

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}+V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}, \tag{43}
\end{equation*}
$$

where

$$
\begin{align*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} & =\frac{1}{2}\left(V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}-V_{-\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right),  \tag{44}\\
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})} & =\frac{1}{2}\left(V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}+V_{-\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right) . \tag{45}
\end{align*}
$$

Following the procedure of Ref. [6], we write the pairing Hamiltonian as

$$
\begin{equation*}
H_{\mathrm{pair}}^{(\mathrm{BCS})}=\frac{1}{2} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \sum_{s_{1} s_{2} s_{3} s_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{s_{1} s_{2} s_{3} s_{4}} c_{\boldsymbol{k} s_{1}}^{\dagger} c_{-\boldsymbol{k} s_{2}}^{\dagger} c_{-\boldsymbol{k}^{\prime} s_{3}} c_{\boldsymbol{k}^{\prime} s_{4}}, \tag{46}
\end{equation*}
$$

where

$$
\begin{align*}
& V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \downarrow \uparrow}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\downarrow \uparrow \uparrow}=\frac{1}{2}\left[V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}+V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}\right]  \tag{47}\\
& V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\downarrow \uparrow \uparrow}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{\uparrow \downarrow \downarrow}=\frac{1}{2}\left[V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}-V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}\right], \tag{48}
\end{align*}
$$

following from the fermionic anti-commutation relations of the electron operators. The potential vanishes for all other spin-combinations. We define a gap function

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, s_{1} s_{2}}=-\sum_{\boldsymbol{k}^{\prime}, s_{3} s_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{s_{1} s_{2} s_{3} s_{4}} b_{\boldsymbol{k}^{\prime}, s_{3} s_{4}}, \tag{49}
\end{equation*}
$$

where $b_{\boldsymbol{k}, s s^{\prime}}=\left\langle c_{-\boldsymbol{k s}} c_{\boldsymbol{k} \boldsymbol{s}^{\prime}}\right\rangle$. Following the usual mean-field approach, the gap equation then becomes

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, s_{1} s_{2}}=-\sum_{\boldsymbol{k}^{\prime}, s_{3} s_{4}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{s_{1} s_{3} s_{3} s_{4}} \Delta_{\boldsymbol{k}^{\prime}, s_{4} s_{3}} \chi_{\boldsymbol{k}^{\prime}} \tag{50}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{\boldsymbol{k}^{\prime}}=\frac{1}{2 E_{\boldsymbol{k}^{\prime}}} \tanh \left(\frac{E_{\boldsymbol{k}^{\prime}}}{2 k_{B} T}\right), \tag{51}
\end{equation*}
$$

and $E_{k}=\sqrt{\epsilon_{k}^{2}+\left|\Delta_{k}\right|^{2}}$. Restricting to the spin singlet channel, we obtain

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, \uparrow \downarrow, O(s)}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})} \Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow, O(s)} \chi_{\boldsymbol{k}^{\prime}} . \tag{52}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}=-V^{2}\left[\frac{\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}} A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega\right)+\frac{\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}^{2}} A\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}, \Omega\right)\right], \tag{53}
\end{equation*}
$$

where $O(s)$ indicates that the gap function is odd in spin, and therefore even in momentum. Comparing with standard phonon-mediated s-wave BCS pairing, this potential has an additional minus sign in front. We therefore instead consider the spin triplet channel, where we find

$$
\begin{equation*}
\Delta_{\boldsymbol{k}, \uparrow \downarrow, E(s)}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} \Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow, E(s)} \chi_{\boldsymbol{k}^{\prime}} \tag{54}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}=-V^{2}\left[\frac{\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}^{2}} A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega\right)-\frac{\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}^{2}} A\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}, \Omega\right)\right] \tag{55}
\end{equation*}
$$

Considering scattering exactly at the Fermi surface $\left(\epsilon_{\boldsymbol{k}^{\prime}}=\epsilon_{\boldsymbol{k}}=\epsilon_{F}\right)$, the potential simplifies to

$$
\begin{equation*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}=V^{2}\left[\frac{1}{\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}}} A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega\right)-\frac{1}{\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}} A\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}, \Omega\right)\right] \tag{56}
\end{equation*}
$$

When $\boldsymbol{k}-\boldsymbol{k}^{\prime}$ is small, i.e. when $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ are almost parallel and $\Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow, E(s)}$ has the same sign as $\Delta_{\boldsymbol{k}, \uparrow \downarrow, E(s)}$, the second term in the potential dominates and the potential is attractive. When $\boldsymbol{k}+\boldsymbol{k}^{\prime}$ is small, i.e. when $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ are almost anti-parallel and $\Delta_{\boldsymbol{k}^{\prime}, \uparrow \downarrow, E(s)}$ has the opposite sign as $\Delta_{\boldsymbol{k}, \uparrow \downarrow, E(s)}$, the first term in the potential dominates and the potential is repulsive. In both cases the signs in Eq. (54) work out in order to provide a non-trivial solution of the gap equation. The $A$-factor clearly strengthens the interaction, which increases the critical temperature of the superconducting instability.

In order to determine the critical temperature, we linearize the gap equation

$$
\begin{equation*}
d_{\boldsymbol{k}}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} d_{\boldsymbol{k}^{\prime}} \frac{1}{2\left|\epsilon_{\boldsymbol{k}^{\prime}}\right|} \tanh \left(\frac{\left|\epsilon_{\boldsymbol{k}^{\prime}}\right|}{2 k_{B} T_{c}}\right) \tag{57}
\end{equation*}
$$

where we have defined $d_{\boldsymbol{k}}=\Delta_{\boldsymbol{k}, \uparrow \downarrow, E(s)}=\Delta_{\boldsymbol{k}, \downarrow \uparrow, E(s)}$. Following Ref. [6], we write

$$
\begin{equation*}
d_{\boldsymbol{k}}=-D_{0}\left\langle V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} d_{\boldsymbol{k}^{\prime}}\right\rangle_{\boldsymbol{k}^{\prime}, \mathrm{FS}} \int_{-\omega_{c}}^{\omega_{c}} \mathrm{~d} \epsilon \frac{1}{2|\epsilon|} \tanh \left(\frac{|\epsilon|}{2 \mathrm{k}_{\mathrm{B}} \mathrm{~T}_{\mathrm{c}}}\right) \tag{58}
\end{equation*}
$$

where $D_{0}$ is the single-particle density of states at the Fermi level, $\omega_{c}$ is a cutoff energy for the boson spectrum and $\left\rangle_{\boldsymbol{k}^{\prime}, \mathrm{FS}}\right.$ is an angular average over the Fermi surface. Assuming $\omega_{c} /\left(k_{B} T_{c}\right) \gg 1$, we can take

$$
\begin{equation*}
\frac{1}{\lambda}=\int_{-\omega_{c}}^{\omega_{c}} \mathrm{~d} \epsilon \frac{1}{2|\epsilon|} \tanh \left(\frac{|\epsilon|}{2 \mathrm{k}_{\mathrm{B}} \mathrm{~T}_{\mathrm{c}}}\right) \approx \ln \left(\frac{1.14 \omega_{\mathrm{c}}}{\mathrm{k}_{\mathrm{B}} \mathrm{~T}_{\mathrm{c}}}\right) \tag{59}
\end{equation*}
$$

implying

$$
\begin{equation*}
k_{B} T_{c}=1.14 \omega_{c} e^{-1 / \lambda} \tag{60}
\end{equation*}
$$

where the dimensionless coupling constant $\lambda$ is the largest eigenvalue of the eigenvalue equation

$$
\begin{equation*}
\lambda d_{\boldsymbol{k}}=-D_{0}\left\langle V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} d_{\boldsymbol{k}^{\prime}}\right\rangle_{\boldsymbol{k}^{\prime}, \mathrm{FS}} \tag{61}
\end{equation*}
$$

By picking discrete points on the Fermi surface for $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$, this equation can be expressed as a matrix eigenvalue problem

$$
\begin{equation*}
\lambda \boldsymbol{d}=M \boldsymbol{d} \tag{62}
\end{equation*}
$$

which can be solved numerically for a given set of model parameters in order to determine $\lambda$ as well as the corresponding eigenvector, which contains information about the structure of the gap function.

## MATERIAL PARAMETERS

In the long-wavelength limit the density of states $D(\epsilon)=\sum_{\boldsymbol{k}} \delta\left(\epsilon-\epsilon_{\boldsymbol{k}}\right)$ of the tight binding model is

$$
\begin{equation*}
D(\epsilon)=\frac{N}{4 \pi t} . \tag{63}
\end{equation*}
$$

Taking $t=0.8 \mathrm{eV}$, produces

$$
\begin{equation*}
\frac{D_{0}}{N}=1.4 \frac{1}{\text { atom Ry }}, \tag{64}
\end{equation*}
$$

which is a typical magnitude for the long-wavelength density of states of metals such as $\mathrm{Cu}, \mathrm{Al}$ and $\mathrm{Au}[7-9]$. For the Fermi momentum, we take a small value of $k_{F} a=0.07 \pi$, which provides us with an approximately circular Fermi surface and makes the results less dependent on the lattice geometry. For the AFMI, we take $J=5 \mathrm{meV}, J / K=2000$ and $s=1[10,11]$. The cutoff $\omega_{c}$ is set to the value at the Brillouine zone boundary $\omega_{c}=2 s z J$. Finally, the strength of the interfacial coupling is typically reported to be on the order of magnitude of 10 meV [2, 12].
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#### Abstract

We study superconductivity on the surface of a topological insulator, mediated by magnetic fluctuations in an adjacent ferromagnetic or antiferromagnetic insulator. Superconductivity can arise from effective interactions between helical fermions induced by interfacial fermion-magnon interactions. For both ferromagnetic and antiferromagnetic insulators, these fermion-fermion interactions have the correct structure to facilitate pairing between particles located on the same side of the Fermi surface, also known as Amperean pairing. In antiferromagnets, the strength of the induced interactions can be enhanced by coupling the topological insulator asymmetrically to the two sublattices of the antiferromagnet. This effect is further amplified by next-nearest-neighbor frustration in the antiferromagnetic insulator. The enhancement makes the induced interactions significantly stronger in the antiferromagnetic case compared to the ferromagnetic case. These results indicate that an uncompensated antiferromagnetic interface might be a better candidate than a ferromagnetic interface for proximity-induced magnon-mediated superconductivity on the surface of a topological insulator.


DOI: 10.1103/PhysRevB.101.094503

## I. INTRODUCTION

Heterostructures of ferro- and antiferromagnetic insulators, on the one hand, and superconductors, metals, and topological insulators, on the other hand, have received much interest both theoretically and experimentally over the last few decades [1-10]. They continue to be fruitful model systems for development of novel ideas in condensed-matter physics. Recently, the idea that magnons in a magnetic material can induce superconductivity across an interface when proximized with either a normal metal (NM) or a topological insulator (TI) was considered in some detail [11-16]. In NMs, the magnons mediate attractive interactions between electrons. On the surface of TIs the Cooper pairs are formed by helical fermions where the spin and momentum are locked together [17,18]. As a consequence, while the pairing in NMs is of the normal BCS type where Cooper pairs are formed by electrons on opposite sides of the Fermi surface, Kargarian et al. [11] predicted pairing between fermions with momenta in the same direction, named Amperean pairing [19], in a TI coupled to a ferromagnetic insulator (FMI). Amperean pairing, with finite-momentum Cooper pairs, should be experimentally distinguishable from normal BCS-type pairing through its nonuniform ground state [11]. In a subsequent related study, the cases of a TI coupled to a FMI and a TI coupled to an antiferromagnetic insulator (AFMI) were considered in Ref. [14]. Possible attractive interactions for both Amperean and BCS-type pairing were found.

Similar to Kargarian et al., we study a TI coupled to a FMI. Instead of a continuum action model, we utilize a lattice model Hamiltonian to describe the system. Furthermore, Kargarian et al. applied a self-consistent strong-coupling approach, establishing that the fermionic states on the surface of the TI

[^1]can be strongly renormalized by the presence of the magnetic fluctuations through the fermion self-energy. Our objective is, however, not to perform an optimal analysis of the superconducting instability. Instead, we seek to reveal the qualitative difference between the effective fermionic interactions induced by ferromagnetic and antiferromagnetic fluctuations, arising from the magnon coherence factors not present in the ferromagnet. To illustrate this important aspect, we therefore find it sufficient to apply a simpler weak-coupling approach, neglecting the renormalization of the fermionic normal state.

Treating the magnetic subsystem in a quantum-mechanical fashion, we investigate the effect of coupling the TI symmetrically or asymmetrically to the two sublattices of the AFMI. An asymmetric coupling can be achieved through a fully uncompensated antiferromagnetic interface where only one of the two sublattices is exposed [20,21]. Such an asymmetric coupling has been predicted to significantly enhance the critical temperature for magnon-mediated superconductivity in a NM/AFMI heterostructure [16]. This enhancement can be understood from the picture of antiferromagnetic magnons as squeezed states, revealing that an antiferromagnetic magnon is associated with a large spin located at each sublattice [22]. Coupling to only one of the two sublattices of an AFMI thereby involves coupling to a large spin, leading to a strong enhancement of the coupling interaction [16,23].

For both FMIs and AFMIs, we find that the effective fermion-fermion interactions mediated by magnetic fluctuations cannot facilitate BCS-type chiral $p$-wave pairing. For Amperean pairing, on the other hand, we find that the effective potential has the correct form to produce a nontrivial solution to the gap equation in both the FMI and AFMI cases. For the FMI, the phase space is, within our weak-coupling approach, too small to produce a superconducting instability for realistic parameters, in contrast to the strong-coupling result of Kargarian et al. For the AFMI, when coupling asymmetrically to the two sublattices, we obtain a nontrivial solution to the


FIG. 1. The system consists of a ferromagnetic insulator (FMI) on top of a topological insulator (TI).
gap equation. However, this solution arises from a strong interaction potential and small phase space. Combined with the strong renormalization of the fermionic states predicted by Kargarian et al., this suggests that a strong-coupling approach, not performed here, is needed in order to provide stronger evidence for the existence of a superconducting instability and realistic estimates for the critical temperature.

The main result of this paper, which is expected to be robust, is that the strength of the fermion-fermion interaction mediated by antiferromagnetic magnons, analogously to the NM/AFMI case of Ref. [16], is enhanced by coupling asymmetrically to the two sublattices of the AFMI. The interaction strength is therefore significantly larger than for an FMI. Moreover, including an antiferromagnetic next-nearestneighbor interaction term, frustrating the AFMI, is found to strengthen the enhancement effect. The result of this next-nearest-neighbor frustration is not limited to the case of a TI.

This paper is organized as follows. In Sec. II we consider the case of a TI coupled to a FMI, and in Sec. III we consider the case of a TI coupled to an AFMI. The results are summarized in Sec. IV. Additional details concerning the derivation of the self-consistent equation for the Amperean gap function are presented in the Appendix.

## II. FERROMAGNETIC CASE

We consider a three-dimensional TI with a single Dirac cone such as $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ or $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ [24,25] proximity coupled to a FMI such as YIG, EuO, or EuS [6,26,27], as displayed in Fig. 1. The interface is placed in the $x y$ plane. For the FMI we assume an ordered magnetic state with magnetization along the $z$ axis. In the following, we take $\hbar=a=1$, where $a$ is the lattice constant.

## A. Model

The system is modeled by the Hamiltonian $[28,29] H=$ $H_{\mathrm{FMI}}+H_{\mathrm{TI}}+H_{\mathrm{int}}$,

$$
\begin{align*}
H_{\mathrm{FMI}}= & -J \sum_{\langle i, j\rangle} S_{i} \cdot \boldsymbol{S}_{j}-K \sum_{i} S_{i z}^{2}  \tag{1a}\\
H_{\mathrm{TI}}= & \frac{v_{F}}{2} \sum_{i, \boldsymbol{b}}\left[c_{i}^{\dagger}\left(i \tau_{y} \delta_{\boldsymbol{b}, \hat{x}}-i \tau_{x} \delta_{\boldsymbol{b}, \hat{y}}\right) c_{i+\boldsymbol{b}}+\text { H.c. }\right] \\
& +\sum_{i} c_{i}^{\dagger}\left[2 W \tau_{z}-\mu\right] c_{\boldsymbol{i}} \\
& -\frac{W}{2} \sum_{i, b}\left[c_{i}^{\dagger} \tau_{z} c_{i+\boldsymbol{b}}+\text { H.c. }\right]  \tag{1b}\\
H_{\mathrm{int}}= & -2 \bar{J} \sum_{i} c_{i}^{\dagger} \tau c_{i} \cdot \boldsymbol{S}_{i} \tag{1c}
\end{align*}
$$

Here, the ferromagnetic exchange interaction between lattice site spins $S_{i}$ is parametrized by the exchange constant $J>$ 0 , and the strength of the easy-axis anisotropy is determined by $K>0$. Moreover, $c_{i}^{\dagger}=\left(c_{i \uparrow}^{\dagger}, c_{i \downarrow}^{\dagger}\right)$, where $c_{i \sigma}^{\dagger}$ is a creation operator for an electron with spin $\sigma$ on lattice site $\boldsymbol{i}$ on the surface of the TI. The Pauli matrices $\tau$ act on the spin degree of freedom of the electrons, and $\mu$ is the chemical potential. The first term in the TI Hamiltonian in Eq. (1b) describes the spin-momentum locking experienced by electrons on the surface of the TI, the strength of which is determined by the Fermi velocity $v_{F}$. The following Wilson terms $W$ ensure that there is not more than one Dirac cone in the first Brillouin zone, avoiding the fermion-doubling problem which arises in the discretization of the continuum model $H(\boldsymbol{k})=v_{\mathrm{F}}(\boldsymbol{\tau} \times \boldsymbol{k})$. $\hat{z}$ [28-30]. The Wilson terms are phenomenologically added to the Hamiltonian in order to produce a lattice model that describes the correct physics. Their effect vanishes in the long-wavelength limit where the effective two-dimensional lattice model is expected to faithfully describe the surface states of the TI [28]. The electrons on the surface of the TI are exchange coupled to the lattice site spins on the surface of the FMI [13], with a strength determined by $\bar{J}$. The lattices are quadratic, and we assume periodic boundary conditions in the $x$ and $y$ directions in order to capture the physics at the interface between the two materials. The sum over $\langle\boldsymbol{i}, \boldsymbol{j}\rangle$ includes all nearest neighbors in both positive and negative directions, while $\boldsymbol{b} \in\{\hat{x}, \hat{y}\}$ includes only nearest neighbors in the positive directions.

## B. Diagonalization of subsystems

We introduce a Holstein-Primakoff transformation [31] for the spin operators $S_{i+}=\sqrt{2 s} a_{i}, S_{i-}=\sqrt{2 s} a_{i}^{\dagger}, S_{i z}=s-$ $a_{i}^{\dagger} a_{i}$. Including quadratic terms in the magnon operators and performing a Fourier transformation $a_{i}=\frac{1}{\sqrt{N}} \sum_{k} a_{k} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}_{\boldsymbol{i}}}$, the FMI Hamiltonian takes the form [32]

$$
\begin{equation*}
H_{\mathrm{FMI}}=\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k} \tag{2}
\end{equation*}
$$

where $\omega_{k}=2 s J z_{1}\left(1-\gamma_{k}\right)+2 K s$ and $\gamma_{k}=\frac{2}{z_{1}} \sum_{b} \cos \left(k_{b}\right)$. The number of nearest neighbors has here been denoted by $z_{1}$, the sum over $b$ covers the spatial dimensions of the FMI lattice, and the number of lattice sites in the interfacial plane is denoted by $N$.

From the interaction Hamiltonian (1c), we obtain

$$
\begin{align*}
H_{\mathrm{int}}= & -2 \bar{J} \sqrt{2 s} \sum_{i}\left(a_{i} c_{i \downarrow}^{\dagger} c_{i \uparrow}+\text { H.c. }\right) \\
& -2 \bar{J} \sum_{i \sigma} \sigma c_{i \sigma}^{\dagger} c_{i \sigma}\left(s-a_{i}^{\dagger} a_{i}\right) \tag{3}
\end{align*}
$$

where the first line originates with the $x, y$ components of the coupling scalar product and the second line originates with the $z$ component. The quantity $\sigma$ in front of the electron operators in the second line is +1 for spin up and -1 for spin down. Fourier transforming the magnon and electron operators $c_{i \sigma}=$ $\frac{1}{\sqrt{N}} \sum_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}_{\boldsymbol{i}}}$ then produces [13]

$$
\begin{equation*}
H_{\mathrm{int}}=V \sum_{\boldsymbol{k} \boldsymbol{q}}\left(a_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+\text { H.c. }\right)-2 \bar{J}_{S} \sum_{\boldsymbol{k} \sigma} \sigma c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} \tag{4}
\end{equation*}
$$

with $V=\frac{-2 \bar{J} \sqrt{2 s}}{\sqrt{N}}$. The first terms represent electron-magnon interactions involving a single magnon, and the second term originates with the exchange field that the electrons on the surface of the TI are exposed to due to the proximity to the FMI. Electron-magnon interactions involving more than one magnon have been neglected. Fourier transforming the electron operators in the TI Hamiltonian, as well as moving the exchange field contribution from the interaction Hamiltonian to the TI Hamiltonian, produces

$$
\begin{align*}
H_{\mathrm{TI}}= & W \sum_{k \sigma} \sigma c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\left[2-\sum_{b} \cos \left(k_{b}\right)\right] \\
& -v_{F} \sum_{\boldsymbol{k}}\left\{c_{\boldsymbol{k} \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}\left[\sin \left(k_{y}\right)+i \sin \left(k_{x}\right)\right]+\text { H.c. }\right\} \\
& -2 \bar{J} s \sum_{\boldsymbol{k} \sigma} \sigma c_{\boldsymbol{k} \sigma}^{\dagger} c_{k \sigma}-\mu \sum_{\boldsymbol{k} \sigma} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} . \tag{5}
\end{align*}
$$

As we are interested in pairing between long-lived excitations on the surface of the TI, mediated by magnetic fluctuations on the surface of the FMI, we diagonalize $H_{\mathrm{TI}}$, where the presence of the exchange field now has been taken into account. The TI Hamiltonian then takes the form

$$
\begin{equation*}
H_{\mathrm{TI}}=\sum_{k \alpha} E_{k \alpha} \psi_{k \alpha}^{\dagger} \psi_{k \alpha} \tag{6}
\end{equation*}
$$

where $\alpha= \pm$ is the helicity index of the quasiparticles $\psi_{k \alpha}$. Defining $A=-\mu, \quad B_{k}=W\left[2-\sum_{b} \cos \left(k_{b}\right)\right]-2 \bar{J} s, \quad C_{k}=$ $-v_{F} \sin \left(k_{y}\right), D_{k}=-v_{F} \sin \left(k_{x}\right), N_{k}=2 F_{k}\left(F_{k}+B_{k}\right)$, and $F_{k}=$ $\sqrt{B_{k}^{2}+C_{k}^{2}+D_{k}^{2}}$, the excitation energies can be expressed as $E_{k \alpha}=-\mu+\alpha F_{k}$, and the original electron operators can be related to the new quasiparticle operators

$$
\begin{align*}
& c_{\boldsymbol{k} \uparrow}=Q_{\uparrow+}(\boldsymbol{k}) \psi_{\boldsymbol{k +}}+Q_{\uparrow-}(\boldsymbol{k}) \psi_{\boldsymbol{k}-},  \tag{7a}\\
& c_{\boldsymbol{k} \downarrow}=Q_{\downarrow+}(\boldsymbol{k}) \psi_{\boldsymbol{k}+}+Q_{\downarrow-}(\boldsymbol{k}) \psi_{\boldsymbol{k}-}, \tag{7b}
\end{align*}
$$

where we have defined

$$
\begin{align*}
& Q_{\uparrow+}=-Q_{\downarrow-}=\left(B_{k}+F_{k}\right) / \sqrt{N_{k}}  \tag{8a}\\
& Q_{\uparrow-}=Q_{\downarrow+}^{*}=\left(C_{k}+i D_{k}\right) / \sqrt{N_{k}} . \tag{8b}
\end{align*}
$$

The band structure of the TI surface states is presented in Fig. 2, displaying the two bands of opposite helicity. The exchange field from the FMI breaks time-reversal symmetry and introduces a gap in the dispersion relation [6,27,33], similar to the mass gap in the dispersion relation for massive Dirac fermions [34].

Expressing the interaction Hamiltonian in terms of the TI eigenexcitations, the full Hamiltonian becomes $H=H_{\text {FMI }}+$ $H_{\mathrm{TI}}+H_{\text {int }}$, with

$$
\begin{align*}
H_{\mathrm{int}}= & V \sum_{\boldsymbol{k q}} \sum_{\alpha \alpha^{\prime}} Q_{\downarrow \alpha}^{\dagger}(k+q) Q_{\uparrow \alpha^{\prime}}(\boldsymbol{k}) \\
& \times a_{\boldsymbol{q}} \psi_{\boldsymbol{k}+\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha^{\prime}}+\text { H.c. } \tag{9}
\end{align*}
$$

In the following, we derive the effective fermion-fermion interaction arising from this magnon-fermion coupling.


FIG. 2. The band structure of the topological insulator surface states in the presence of the exchange field from the adjacent ferromagnetic insulator for $k_{y}=0$, Fermi velocity $v_{F}=5 \times 10^{5} \mathrm{~m} / \mathrm{s}$, lattice constant $a=0.6 \mathrm{~nm}$, Wilson term coefficient $W=0.3 \hbar v_{F}$ [28], interfacial exchange coupling strength $\bar{J}=15 \mathrm{meV}$, spin quantum number of the lattice site spins $s=1$, and chemical potential $\mu=$ 200 meV . In the long-wavelength limit, the dispersion relation is linear, in agreement with the continuum model. The Wilson terms open a gap at the Brillouin zone boundaries, removing the extra Dirac cones originating with the discretization of the continuum model.

## C. Effective interaction

We proceed by integrating out the magnons in order to obtain an effective theory of interacting helical fermions. Examining the nature of the interaction between particles close to the Fermi surface, we can then determine whether a superconducting instability is possible. We take $H=H_{0}+\eta H_{1}$, where $H_{0}=H_{\mathrm{FMI}}+H_{\mathrm{TI}}, \quad \eta H_{1}=H_{\mathrm{int}}$, and $\eta$ is a smallness parameter. We then perform a canonical transformation [32]

$$
\begin{equation*}
H^{\prime}=e^{-\eta S} H e^{\eta S} \tag{10}
\end{equation*}
$$

and a second-order expansion

$$
\begin{equation*}
H^{\prime}=H_{0}+\eta\left(H_{1}+\left[H_{0} S\right]\right)+\eta^{2}\left(\left[H_{1} S\right]+\frac{1}{2}\left[\left[H_{0} S\right] S\right]\right) . \tag{11}
\end{equation*}
$$

Choosing

$$
\begin{align*}
\eta S \equiv & V \sum_{\boldsymbol{k q}} \sum_{\alpha \alpha^{\prime}}\left[x_{k, \boldsymbol{q}}^{\alpha \alpha^{\prime}} Q_{\downarrow \alpha}^{\dagger}(k+q) Q_{\uparrow \alpha^{\prime}}(\boldsymbol{k}) a_{\boldsymbol{q}}\right. \\
& \left.+y_{k, \boldsymbol{q}}^{\alpha \alpha^{\prime}} Q_{\uparrow \alpha}^{\dagger}(\boldsymbol{k}+\boldsymbol{q}) Q_{\downarrow \alpha^{\prime}}(\boldsymbol{k}) a_{-\boldsymbol{q}}^{\dagger}\right] \psi_{\boldsymbol{k}+\boldsymbol{q}, \boldsymbol{\alpha}}^{\dagger} \psi_{\boldsymbol{k} \alpha^{\prime}} \tag{12}
\end{align*}
$$

and

$$
\begin{align*}
x_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} & =\frac{1}{E_{\boldsymbol{k} \alpha^{\prime}}-E_{\boldsymbol{k}+\boldsymbol{q}, \alpha}+\omega_{\boldsymbol{q}}}  \tag{13a}\\
y_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} & =\frac{1}{E_{\boldsymbol{k} \alpha^{\prime}}-E_{\boldsymbol{k}+\boldsymbol{q}, \alpha}-\omega_{\boldsymbol{q}}} \tag{13b}
\end{align*}
$$

we have [35]

$$
\begin{equation*}
\eta H_{1}+\left[H_{0} \eta S\right]=0 \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
H^{\prime}=H_{0}+\frac{1}{2}\left[\eta H_{1} \eta S\right] \tag{15}
\end{equation*}
$$



FIG. 3. Amperean pairing with $\boldsymbol{k}^{\prime} \approx \boldsymbol{k}$. In order for all momenta to stay close to the Fermi surface, the momentum transfer $q$ needs to be small relative to the Fermi momentum $k_{F}$.

Computing the commutator and picking out the terms that involve four fermionic operators, we then obtain

$$
\begin{align*}
H_{\mathrm{pair}}= & V^{2} \sum_{\boldsymbol{k} \boldsymbol{q} \boldsymbol{k}^{\prime}} \sum_{\alpha \alpha^{\prime}} \sum_{\beta \beta^{\prime}} Q_{\uparrow \beta}^{\dagger}\left(\boldsymbol{k}^{\prime}-\boldsymbol{q}\right) Q_{\downarrow \beta^{\prime}}\left(\boldsymbol{k}^{\prime}\right) \\
& \times Q_{\downarrow \alpha}^{\dagger}(k+q) Q_{\uparrow \alpha^{\prime}}(\boldsymbol{k}) \psi_{\boldsymbol{k}+\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k}^{\prime}-\boldsymbol{q}, \beta}^{\dagger} \psi_{\boldsymbol{k}^{\prime} \beta^{\prime}} \psi_{\boldsymbol{k} \alpha^{\prime}} \\
& \times\left(\frac{1}{E_{\boldsymbol{k}^{\prime} \beta^{\prime}}-E_{\boldsymbol{k}^{\prime}-\boldsymbol{q}, \beta}-\omega_{\boldsymbol{q}}}-\frac{1}{E_{\boldsymbol{k} \alpha^{\prime}}-E_{\boldsymbol{k}+\boldsymbol{q}, \alpha}+\omega_{\boldsymbol{q}}}\right) \tag{16}
\end{align*}
$$

In the formation of Cooper pairs, the fermions all have momenta close to the Fermi momentum $k_{F}$. In the case of Amperean pairing [11,19,36,37], Cooper pairs are formed by particles on the same side of the Fermi surface. In order for all particles to stay close to the Fermi surface, the momentum transfer in the processes, $q$, then needs to be small relative to $k_{F}$ [14]. This is seen in Fig. 3. In the case of BCS-type pairing between particles on opposite sides of the Fermi surface [38], $q$ is not necessarily small relative to $k_{F}$. If $\boldsymbol{k}+\boldsymbol{q}$ is close to the Fermi surface, then $\boldsymbol{k}^{\prime}-\boldsymbol{q}$ is also close to the Fermi surface when $\boldsymbol{k}^{\prime}=-\boldsymbol{k}$.

Consider next Eq. (16) in the long-wavelength limit. Assuming $\mu>0$, we project down on the helicity band with index + , as this is the band that crosses the Fermi level. We then obtain for BCS-type pairing and Amperean pairing, respectively,

$$
\begin{aligned}
H_{\mathrm{pair}}^{(\mathrm{BCS})}= & -\frac{V^{2}}{4} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \frac{v_{F}\left(k_{x}-i k_{y}\right)}{\sqrt{(2 \bar{J} S)^{2}+v_{F}^{2} k^{2}}} \frac{v_{F}\left(k_{x}^{\prime}+i k_{y}^{\prime}\right)}{\sqrt{(2 \bar{J} S)^{2}+v_{F}^{2} k^{\prime 2}}} \\
& \times \frac{2 \omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}{\left(E_{\boldsymbol{k}^{\prime},+}-E_{\boldsymbol{k},+}\right)^{2}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}^{2}} \psi_{\boldsymbol{k},+}^{\dagger} \psi_{-\boldsymbol{k},+}^{\dagger} \psi_{-\boldsymbol{k}^{\prime},+} \psi_{\boldsymbol{k}^{\prime},+}
\end{aligned}
$$

$$
\begin{align*}
H_{\text {pair }}^{\text {(Amp) }}= & \frac{V^{2}}{4} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime} \boldsymbol{q}} \frac{v_{F}\left(k_{x}-i k_{y}\right)}{\sqrt{(2 \bar{J} s)^{2}+v_{F}^{2} k^{2}}} \frac{v_{F}\left(k_{x}^{\prime}+i k_{y}^{\prime}\right)}{\sqrt{(2 \bar{J} s)^{2}+v_{F}^{2} k^{\prime 2}}}  \tag{17}\\
& \times\left(\frac{1}{E_{\boldsymbol{k}^{\prime},+}-E_{\boldsymbol{k}^{\prime}-\boldsymbol{q},+}-\omega_{\boldsymbol{q}}}-\frac{1}{E_{\boldsymbol{k},+}-E_{\boldsymbol{k}+\boldsymbol{q},+}+\omega_{\boldsymbol{q}}}\right) \\
& \times \psi_{\boldsymbol{k}+\boldsymbol{q},+}^{\dagger} \psi_{\boldsymbol{k}^{\prime}-\boldsymbol{q},+}^{\dagger} \psi_{\boldsymbol{k}^{\prime}+} \psi_{\boldsymbol{k}+} \tag{18}
\end{align*}
$$

Here, we have taken $q \ll k_{F}$ for the Amperean case. Both of the pairing Hamiltonians include the factors $\left(k_{x}-i k_{y}\right)\left(k_{x}^{\prime}+\right.$ $i k_{y}^{\prime}$ ), originating with the spin-momentum locking of the surface states. The denominator of these factors leads to the interaction strength being largest when the Fermi level is far away from the exchange-field-induced gap in the dispersion relation, $2 \bar{J}_{S} \ll v_{F} k_{F}$, in agreement with Ref. [14]. In the BCS case, the factor involving the bosonic and fermionic dispersion relations takes the same form as in phonon-mediated superconductivity [39].

## D. BCS-type pairing

For BCS-type pairing, we define

$$
\begin{align*}
V_{\boldsymbol{k} k^{\prime}}^{(\mathrm{BCS})}= & -\frac{V^{2}}{2} \frac{v_{F}\left(k_{x}-i k_{y}\right)}{\sqrt{(2 \bar{J} s)^{2}+v_{F}^{2} k^{2}}} \\
& \times \frac{v_{F}\left(k_{x}^{\prime}+i k_{y}^{\prime}\right)}{\sqrt{(2 \bar{J} s)^{2}+v_{F}^{2} k^{\prime 2}}} \frac{2 \omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}{\left(E_{\boldsymbol{k}^{\prime},+}-E_{\boldsymbol{k},+}\right)^{2}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}^{2}} . \tag{19}
\end{align*}
$$

The potential of Eq. (19) can be split into even and odd parts with respect to momentum $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{(\mathrm{BCS})}=V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}^{(\mathrm{BCS})}+V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}^{(\mathrm{BCS})}$ where $\quad V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, E(\boldsymbol{k})}^{(\mathrm{BCS})}=\left(V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{(\mathrm{BCS})}+V_{-\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{(\mathrm{BCS})}\right) / 2 \quad$ and $\quad V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}^{(\mathrm{BCS})}=$ $\left(V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}^{(\mathrm{BCS})}-V_{-\boldsymbol{k}, \boldsymbol{k}^{\prime}}^{(\mathrm{BCS})}\right) / 2$. By anticommuting the first two fermionic operators and transforming $\boldsymbol{k} \rightarrow-\boldsymbol{k}$, it is seen directly from Eq. (17) that the even part of the potential vanishes. Only the odd part can then contribute to pairing. Defining $b_{\boldsymbol{k}}=\left\langle\psi_{-\boldsymbol{k},+} \psi_{\boldsymbol{k},+}\right\rangle$ and the superconducting gap $\Delta_{k}=-\sum_{k^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}^{(\mathrm{BCS})} b_{\boldsymbol{k}^{\prime}}$, we observe that the superconducting gap function is even in pseudospin (helicity) and odd in momentum, analogous to a spin-polarized spin-triplet gap function. The symmetry of the gap function follows directly from the fact that there is only a single band crossing the Fermi level. Performing a standard mean-field procedure [40], we obtain a self-consistent equation for the superconducting gap function

$$
\begin{equation*}
\Delta_{\boldsymbol{k}}=-\sum_{\boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}^{(\mathrm{BCS})} \frac{\Delta_{\boldsymbol{k}^{\prime}}}{2 \tilde{E}_{\boldsymbol{k}^{\prime}}} \tanh \left(\frac{\beta \tilde{E}_{\boldsymbol{k}^{\prime}}}{2}\right) \tag{20}
\end{equation*}
$$

where $\tilde{E}_{k}=\sqrt{E_{k+}^{2}+\left|\Delta_{k}^{2}\right|}$ and $1 / \beta=k_{B} T$, where $k_{B}$ is the Boltzmann constant and $T$ is the temperature. While the structure of the interaction potential clearly points to the possibility of a chiral $p$-wave solution, linearizing the gap equation and performing an average of $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}^{(\mathrm{BCS})} \Delta_{\boldsymbol{k}^{\prime}}$ over the Fermi surface [40] reveal that the sign of the real part of the potential should have been opposite in order to facilitate this opportunity. An indication of this can be seen directly by inspecting the interaction potential for $|\boldsymbol{k}|=\left|\boldsymbol{k}^{\prime}\right|=k_{F}$, producing $\operatorname{Re}\left(V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}^{(\mathrm{BCS})}\right) \sim \boldsymbol{k} \cdot \boldsymbol{k}^{\prime}$, which is repulsive when $\boldsymbol{k}^{\prime} \|$ $\boldsymbol{k}$ and attractive when $\boldsymbol{k}^{\prime} \|-\boldsymbol{k}$. From Eq. (20), it is clear that the signs of the two sides of the equation will be opposite in these cases. We conclude that BCS pairing is not possible. In accordance with [11], the interaction potential in the Amperean case appears to have a sign opposite the BCS case, arising from the $Q$ factors generated by the spin-momentum
locking of the surface states. We therefore move on to the Amperean case.

## E. Amperean pairing

Taking $\boldsymbol{k}=\boldsymbol{K}+\boldsymbol{p}^{\prime}$ and $\boldsymbol{k}^{\prime}=\boldsymbol{K}-\boldsymbol{p}^{\prime}$, where $\boldsymbol{p}^{\prime} \ll \boldsymbol{K}$ and $\boldsymbol{p}=\boldsymbol{p}^{\prime}+\boldsymbol{q}[11,19,37]$, we obtain

$$
\begin{align*}
H_{\mathrm{pair}}^{(\mathrm{Amp})}= & \frac{1}{2} \sum_{\boldsymbol{K} p \boldsymbol{p}^{\prime}} V_{p p^{\prime}}^{(\mathrm{Amp})}(\boldsymbol{K}) \\
& \times \psi_{\boldsymbol{K}+\boldsymbol{p},+}^{\dagger} \psi_{\boldsymbol{K}-\boldsymbol{p},+}^{\dagger} \psi_{\boldsymbol{K}-\boldsymbol{p}^{\prime},+} \psi_{\boldsymbol{K}+\boldsymbol{p}^{\prime},+} \tag{21}
\end{align*}
$$

where

$$
\begin{align*}
V_{p p^{\prime}}^{(\mathrm{Amp})}(\boldsymbol{K})= & \frac{V^{2}}{2} \frac{v_{F}^{2} K^{2}}{(2 \bar{J} s)^{2}+v_{F}^{2} K^{2}} \\
& \times\left(\frac{1}{E_{\boldsymbol{K}-\boldsymbol{p}^{\prime},+}-E_{K-\boldsymbol{p},+}-\omega_{p-\boldsymbol{p}^{\prime}}}\right. \\
& \left.-\frac{1}{E_{\boldsymbol{K}+\boldsymbol{p}^{\prime},+}-E_{K+p,+}+\omega_{p-p^{\prime}}}\right) . \tag{22}
\end{align*}
$$

The momentum $\boldsymbol{K}$ should here be located at, or close to, the Fermi surface, restricting the interactions to act between particles located close to the Fermi surface. This potentially leads to the formation of Cooper pairs with center-of-mass momentum $2 K \approx 2 k_{F}$. By anticommuting operators and transforming $\boldsymbol{p} \rightarrow-\boldsymbol{p}$ and $\boldsymbol{p}^{\prime} \rightarrow-\boldsymbol{p}^{\prime}$, we find that the part of the potential that does not vanish is $\bar{V}_{p p^{\prime}}(\boldsymbol{K}) \equiv V_{p p^{\prime}, o\left(p, p^{\prime}\right)}^{(\mathrm{Amp})}(\boldsymbol{K})=$ $\left[V_{p p^{\prime}, O(p)}^{(\mathrm{Amp})}(\boldsymbol{K})-V_{p,-p^{\prime}, O(p)}^{(\mathrm{Amp})}(\boldsymbol{K})\right] / 2$, which is odd in both $\boldsymbol{p}$ and $\boldsymbol{p}^{\prime}$. Defining $b_{\boldsymbol{p}}(\boldsymbol{K})=\left\langle\psi_{\boldsymbol{K}-\boldsymbol{p},+} \psi_{\boldsymbol{K}+\boldsymbol{p},+}\right\rangle$ and $\Delta_{\boldsymbol{p}}(\boldsymbol{K})=$ $-\sum_{p^{\prime}} \bar{V}_{p p^{\prime}}(\boldsymbol{K}) b_{p^{\prime}}(\boldsymbol{K})$, we now have a superconducting gap function that is even in pseudospin (helicity) and odd in the relative momentum $\boldsymbol{p}$.

Following the mean-field procedure outlined in the Appendix, the self-consistent equation for the gap function takes the form

$$
\begin{equation*}
\Delta_{p}(\boldsymbol{K})=-\sum_{p^{\prime}} \bar{V}_{p p^{\prime}}(\boldsymbol{K}) \Delta_{p^{\prime}}(\boldsymbol{K}) \chi_{p^{\prime}}(\boldsymbol{K}) \tag{23}
\end{equation*}
$$

Here,

$$
\begin{align*}
\chi_{p^{\prime}}(\boldsymbol{K})= & \frac{1}{4 \xi_{p^{\prime}}(\boldsymbol{K})}\left[\tanh \left(\frac{\beta\left[\xi_{p^{\prime}}(\boldsymbol{K})+\epsilon_{p^{\prime}}^{o}(\boldsymbol{K})\right]}{2}\right)\right. \\
& \left.+\tanh \left(\frac{\beta\left[\xi_{p^{\prime}}(\boldsymbol{K})-\epsilon_{p^{\prime}}^{o}(\boldsymbol{K})\right]}{2}\right)\right] \tag{24}
\end{align*}
$$

with the quantities $\quad \epsilon_{p^{\prime}}^{o}(\boldsymbol{K})=\left(E_{\boldsymbol{K}+\boldsymbol{p}^{\prime},+}-E_{K-p^{\prime},+}\right) / 2$, $\epsilon_{p^{\prime}}^{e}(\boldsymbol{K})=\left(E_{\boldsymbol{K}+\boldsymbol{p}^{\prime},+}+E_{\boldsymbol{K}-\boldsymbol{p}^{\prime},+}\right) / 2, \quad$ and $\quad \xi_{\boldsymbol{p}^{\prime}}(\boldsymbol{K})=$ $\sqrt{\left[\epsilon_{p^{\prime}}^{e}(\boldsymbol{K})\right]^{2}+\left|\Delta_{p^{\prime}}(\boldsymbol{K})^{2}\right|}$.

For $\boldsymbol{K}=k_{F} \hat{x}$, which we will focus on in the following, the $\chi$ factor is presented in Fig. 4, showing that only processes in a small region around $\boldsymbol{K}$ give significant contributions to the gap equation. As the Fermi surface is approximately circular and $\boldsymbol{K}=k_{F} \hat{x}$, it is clear that processes where one of the particles ends up on the inside of the Fermi surface are suppressed as temperature is lowered. In order to single out the region of importance for temperatures of the order of a kelvin, we apply


FIG. 4. The factor $\chi_{\boldsymbol{p}}(\boldsymbol{K})$ plotted on a logarithmic scale as a function of $\boldsymbol{p}$ for $\boldsymbol{K}=k_{F} \hat{x}$ for Fermi velocity $v_{F}=5 \times 10^{5} \mathrm{~m} / \mathrm{s}$, lattice constant $a=0.6 \mathrm{~nm}$, Fermi momentum $k_{F} a=\pi / 8$, interfacial exchange coupling strength $\bar{J}=10 \mathrm{meV}$, and spin quantum number of the lattice site spins $s=1$. In (a), the temperature is set to $T=40 \mathrm{~K}$, while in (b) it is set to $T=5 \mathrm{~K}$.
the same ansatz as Kargarian et al., $\left|p_{x}\right|<p_{y}^{2} / k_{F}$, originating in Ref. [19], which is found to be a good approximation.

For processes where the fermionic quasiparticle energy differences can be neglected, the potential takes the simplified form

$$
\begin{equation*}
\bar{V}_{p p^{\prime}}(\boldsymbol{K}) \sim \frac{1}{\omega_{p+p^{\prime}}}-\frac{1}{\omega_{p-p^{\prime}}} . \tag{25}
\end{equation*}
$$

This potential is attractive for $\boldsymbol{p}^{\prime} \| \boldsymbol{p}$ and repulsive for $\boldsymbol{p}^{\prime} \|$ $-\boldsymbol{p}$, which are the signs that are needed in order to obtain a $p$-wave solution for the gap equation. Note that this is $p$ wave in the relative momentum. For reasonable parameters, the potential can, however, be approximated by this form in only a very limited region around $\boldsymbol{K}$. Outside of this region, the potential changes back and forth between being attractive and repulsive, making it harder to analyze and less favorable for superconductivity. Restricting the calculation of the gap function to the region where $\left|p_{x}\right|<p_{y}^{2} / k_{F}$ and the potential behaves similarly to Eq. (25), assuming that the gap function dies off sufficiently quickly outside of this region, a numerical solution of the linearized gap equation was attempted by picking points in $k$ space within the relevant region and solving the matrix eigenvalue problem using the full potential. The phase space was found to be too small, and the potential was not strong enough to produce a solution, at least not for realistic parameters and reasonable temperatures. The conclusion is therefore that a superconducting instability is not possible within this weak-coupling meanfield theory. According to Kargarian et al., a superconducting


FIG. 5. The system consists of an antiferromagnetic insulator (AFMI) on top of a topological insulator (TI).
instability is, on the other hand, possible within a strongcoupling framework. Rather than performing a more advanced analysis of the TI/FMI case, our objective is to compare the results obtained in this section with those of the TI/AFMI case considered in the following section.

## III. ANTIFERROMAGNETIC CASE

In this section, we consider the case of a TI coupled to an AFMI on a bipartite lattice, such as $\mathrm{Cr}_{2} \mathrm{O}_{3}$ or $\mathrm{Fe}_{2} \mathrm{O}_{3}$, as shown in Fig. 5. The interface is once again placed in the $x y$ plane, and the staggered magnetization of the AFMI is assumed to be aligned with the $z$ direction.

## A. Model

The system is modeled by the Hamiltonian $[28,29] H=$ $H_{\text {AFMI }}+H_{\mathrm{TI}}+H_{\text {int }}$,

$$
\begin{align*}
H_{\mathrm{AFMI}}= & J_{1} \sum_{\langle i, j\rangle} \boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}}+J_{2} \sum_{\langle\langle i, j\rangle\rangle} \boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}}-K \sum_{\boldsymbol{i}} S_{i z}^{2}  \tag{26a}\\
H_{\mathrm{TI}}= & \frac{v_{F}}{2} \sum_{i, \boldsymbol{b}}\left[c_{i}^{\dagger}\left(i \tau_{y} \delta_{\boldsymbol{b}, \hat{x}}-i \tau_{x} \delta_{\boldsymbol{b}, \hat{y}}\right) c_{i+\boldsymbol{b}}+\mathrm{H.c.}\right] \\
& +\sum_{i} c_{i}^{\dagger}\left[2 W \tau_{z}-\mu\right] c_{i}-\frac{W}{2} \sum_{i, \boldsymbol{b}}\left[c_{i}^{\dagger} \tau_{z} c_{i+\boldsymbol{b}}+\text { H.c. }\right]  \tag{26b}\\
H_{\mathrm{int}}= & -2 \bar{J}_{A} \sum_{\boldsymbol{i} \in A} c_{i}^{\dagger} \boldsymbol{\tau} c_{i} \cdot \boldsymbol{S}_{\boldsymbol{i}}-2 \bar{J}_{B} \sum_{i \in B} c_{i}^{\dagger} \boldsymbol{\tau} c_{i} \cdot \boldsymbol{S}_{\boldsymbol{i}} \tag{26c}
\end{align*}
$$

Here, $J_{1}>0$ and $J_{2}$ are nearest-neighbor and next-nearestneighbor exchange constants, and $K>0$ parametrizes the easy-axis anisotropy of the AFMI. For $J_{2}<0$, the next-nearest-neighbor interaction stabilizes the staggered state, while for $J_{2}>0$ this term acts as a frustration. As long as $J_{2}>0$ is small compared to $J_{1}$, the magnetic ground state is assumed to be an ordered staggered state, while the magnons are influenced by the frustration [41,42]. The TI Hamiltonian is identical to the one in the previous section, and we still consider square lattices. The two subsystems are once again coupled through an exchange interaction, where we now allow for the interaction strength to differ for the A and B sublattices of the AFMI. Such a sublattice-asymmetric interfacial coupling can, e.g., be achieved using an experimentally realizable uncompensated antiferromagnetic interface [20,21], as depicted in Fig. 6.


FIG. 6. Exchange coupling across the interface between an antiferromagnetic insulator (AFMI) and a topological insulator (TI). In (a) the antiferromagnetic interface is fully compensated, and the TI is coupled symmetrically to the two sublattices of the AFMI with exchange coupling strength $\bar{J}_{A}=\bar{J}_{B}$. In (b) the antiferromagnetic interface is fully uncompensated, resulting in the TI coupling to only one of the two sublattices of the AFMI.

## B. Diagonalization of subsystems

We introduce Holstein-Primakoff transformations for the spin operators on the two sublattices of the AFMI $S_{i+}^{A}=\sqrt{2 s} a_{i}, S_{i-}^{A}=\sqrt{2 s} a_{i}^{\dagger}, S_{i z}^{A}=s-a_{i}^{\dagger} a_{i}, S_{j+}^{B}=\sqrt{2 s} b_{j}^{\dagger}$, $S_{j-}^{B}=\sqrt{2 s} b_{j}$, and $S_{j z}^{B}=-s+b_{j}^{\dagger} b_{j}$ and Fourier transformations of the magnon operators $a_{i}=\frac{1}{\sqrt{N_{A}}} \sum_{\boldsymbol{k} \in \diamond} a_{\boldsymbol{k}} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}_{\boldsymbol{i}}}$ and $b_{i}=\frac{1}{\sqrt{N_{B}}} \sum_{k \in \diamond} b_{\boldsymbol{k}} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}_{i}}$. Here, $\boldsymbol{k} \in \diamond$ indicates that the sum covers the reduced Brillouin zone of the sublattices, and the number of lattice sites in the interfacial plane is given by $N=N_{A}+N_{B}$. The AFMI Hamiltonian is then diagonalized by a Bogoliubov transformation, expressing the antiferromagnetic eigenexcitations in terms of the original sublattice magnons $\alpha_{k}=u_{k} a_{k}-$ $v_{k} b_{-k}^{\dagger}$ and $\beta_{k}=u_{k} b_{k}-v_{k} a_{-k}^{\dagger}$. Here, $u_{k}=\cosh \left(\theta_{k}\right), v_{k}=$ $\sinh \left(\theta_{k}\right), \tanh \left(2 \theta_{k}\right)=-\tilde{\gamma}_{k} / \lambda_{k}, \quad \tilde{\gamma}_{k}=4 J_{1} s \sum_{b} \cos \left(k_{b}\right), \quad \lambda_{k}=$ $2 s\left[J_{1} z_{1}+K+J_{2} z_{2}\left(\gamma_{k, 2}-1\right)\right]$, and $\gamma_{k, 2}=\frac{2}{z_{2}} \sum_{\substack{\sigma b b^{\prime} \\ b<b^{\prime}}} \cos \left(k_{b}+\right.$ $\left.\sigma k_{b^{\prime}}\right)$. The number of next-nearest neighbors is denoted by $z_{2}$, and in two dimensions we have $\sum_{\sigma b b^{\prime}} \cos \left(k_{b}+\sigma k_{b^{\prime}}\right)=$ $\cos \left(k_{x}+k_{y}\right)+\cos \left(k_{x}-k_{y}\right)$. The AFMI Hamiltonian then takes the form

$$
\begin{equation*}
H_{\mathrm{AFMI}}=\sum_{k} \omega_{k}\left(\alpha_{k}^{\dagger} \alpha_{k}+\beta_{k}^{\dagger} \beta_{k}\right) \tag{27}
\end{equation*}
$$

where $\omega_{k}=\lambda_{k} \sqrt{1-\tilde{\gamma}_{k}^{2} / \lambda_{k}^{2}}$.
For the electron operators, we express the Fourier transformation as $c_{\boldsymbol{i} \sigma}=\frac{1}{\sqrt{N}} \sum_{\boldsymbol{k} \in \diamond}\left(c_{\boldsymbol{k} \sigma} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}_{\boldsymbol{i}}}+c_{\boldsymbol{k}+\boldsymbol{G}, \sigma} e^{-i(\boldsymbol{k}+\boldsymbol{G}) \cdot \boldsymbol{r}_{\boldsymbol{i}}}\right)$, where $\boldsymbol{G} \equiv \pi(\hat{x}+\hat{y}) / a$ is a reciprocal lattice vector for the sublattices. From the interaction Hamiltonian of Eq. (26c), we obtain for the two sublattices

$$
\begin{align*}
H_{\mathrm{int}}^{(A)}= & U \Omega \sum_{\substack{\boldsymbol{k} \in \square \\
\boldsymbol{q} \in \diamond}}\left(a_{q} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+a_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{G}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}+\text { H.c. }\right) \\
& -\bar{J} S \Omega \sum_{\boldsymbol{k} \in \square}^{\sigma}<  \tag{28}\\
& \sigma\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}+c_{\boldsymbol{k}+\boldsymbol{G}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right)
\end{align*}
$$

$$
\begin{align*}
H_{\mathrm{int}}^{(B)}= & U \sum_{\substack{\boldsymbol{k} \in \square \\
\boldsymbol{q} \in \diamond}}\left(b_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}-b_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{G}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}+\text { H.c. }\right) \\
& +\bar{J} s \sum_{\substack{\boldsymbol{k} \in \square \\
\sigma}} \sigma\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}-c_{\boldsymbol{k}+\boldsymbol{G}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right) \tag{29}
\end{align*}
$$

respectively, where $\boldsymbol{k} \in \square$ indicates that the sum covers the full Brillouin zone. There are additional contributions from two-magnon processes, which we once again neglect. We have here defined $U=-2 \bar{J} \sqrt{s} / \sqrt{N}, \Omega \equiv \bar{J}_{A} / \bar{J}_{B}$, and $\bar{J} \equiv \bar{J}_{B}$. The parameter $\Omega$, which is taken to be $0 \leqslant \Omega \leqslant 1$, then determines the degree of asymmetry in the coupling to the two sublattices of the AFMI. The processes where the momentum of the outgoing electron is shifted by a reciprocal lattice vector $\boldsymbol{G}$ are umklapp processes. These processes are expected to be important for inducing superconductivity mediated by antiferromagnetic magnons in normal metals at half-filling [15].

For a tight-binding model on a square lattice at half-filling, $\boldsymbol{G}$ connects different points on the Fermi surface. For the case of a TI with a Fermi surface close to the center of the Brillouin zone $[24,25]$, on the other hand, the Fermi momentum is typically small compared to $|\boldsymbol{G}|$, and these umklapp processes are expected to be less important as they scatter fermions far away from the Fermi surface. The umklapp processes are therefore neglected in the following.

We once again move the exchange field terms, which cancel only for $\Omega=1$, over to the TI Hamiltonian and express the sublattice magnon operators in the interaction Hamiltonian in terms of the magnons that diagonalized the AFMI Hamiltonian. We then obtain

$$
\begin{align*}
H_{\mathrm{int}}= & U \sum_{\boldsymbol{k} \boldsymbol{q}}\left[\Omega\left(u_{q} \alpha_{q}+v_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k} \uparrow}\right. \\
& \left.+\left(u_{\boldsymbol{q}} \beta_{\boldsymbol{q}}+v_{q} \alpha_{-q}^{\dagger}\right) c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}+\text { H.c. }\right] \tag{30}
\end{align*}
$$

For the TI Hamiltonian, we now have

$$
\begin{align*}
H_{\mathrm{TI}}= & W \sum_{\boldsymbol{k} \sigma} \sigma c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\left[2-\sum_{b} \cos \left(k_{b}\right)\right]-v_{F} \sum_{\boldsymbol{k}}\left\{c_{\boldsymbol{k} \uparrow}^{\dagger} c_{\boldsymbol{k} \downarrow}\left[\sin \left(k_{y}\right)+i \sin \left(k_{x}\right)\right]+\text { H.c. }\right\} \\
& -\bar{J} s(\Omega-1) \sum_{\boldsymbol{k} \sigma} \sigma c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}-\mu \sum_{\boldsymbol{k} \sigma} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} \tag{31}
\end{align*}
$$

Building on the results from the FMI case, we take $B_{k} \equiv W\left[2-\sum_{b} \cos \left(k_{b}\right)\right]-\bar{J} s(\Omega-1)$ and obtain

$$
\begin{equation*}
H_{\mathrm{TI}}=\sum_{\boldsymbol{k} \alpha} E_{k \alpha} \psi_{\boldsymbol{k} \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha} \tag{32}
\end{equation*}
$$

with the rest of the definitions as in the previous section.
Expressing the electron operators in the interaction Hamiltonian in terms of the eigenexcitations of the TI Hamiltonian, we obtain

$$
\begin{align*}
H_{\mathrm{int}}^{(A)} & =U \Omega \sum_{\boldsymbol{k} \boldsymbol{q}} \sum_{\alpha \alpha^{\prime}}\left[\left(u_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}+v_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}\right) Q_{\downarrow \alpha}^{\dagger}(k+q) Q_{\uparrow \alpha^{\prime}}(\boldsymbol{k}) \psi_{\boldsymbol{k}+\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha^{\prime}}+\text { H.c. }\right]  \tag{33}\\
H_{\mathrm{int}}^{(B)} & =U \sum_{\boldsymbol{k} \boldsymbol{q}} \sum_{\alpha \alpha^{\prime}}\left[\left(u_{\boldsymbol{q}} \beta_{\boldsymbol{q}}+v_{\boldsymbol{q}} \alpha_{-\boldsymbol{q}}^{\dagger}\right) Q_{\uparrow \alpha}^{\dagger}(k+q) Q_{\downarrow \alpha^{\prime}}(\boldsymbol{k}) \psi_{\boldsymbol{k}+\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha^{\prime}}+\text { H.c. }\right] \tag{34}
\end{align*}
$$

We will, in the following section, derive the effective fermion-fermion interaction arising from this magnon-fermion coupling.

## C. Effective interaction

We once again perform a canonical transformation in order to obtain a theory of fermions with interactions mediated by magnons. Taking, this time, $\eta H_{1}=H_{\mathrm{int}}^{(A)}+H_{\mathrm{int}}^{(B)}$, we choose $\eta S=\eta S^{(A)}+\eta S^{(B)}$, with

$$
\begin{align*}
& \eta S^{(A)}=U \Omega \sum_{\boldsymbol{k} \boldsymbol{q}} \sum_{\alpha \alpha^{\prime}}\left[\left(x_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} u_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}+y_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} v_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}\right) Q_{\downarrow \alpha}^{\dagger}(k+q) Q_{\uparrow \alpha^{\prime}}(\boldsymbol{k})+\left(y_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} u_{\boldsymbol{q}} \alpha_{-\boldsymbol{q}}^{\dagger}+x_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} v_{\boldsymbol{q}} \beta_{\boldsymbol{q}}\right) Q_{\uparrow \alpha}^{\dagger}(k+q) Q_{\downarrow \alpha^{\prime}}(\boldsymbol{k})\right] \psi_{\boldsymbol{k}+\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha^{\prime}},  \tag{35}\\
& \eta S^{(B)}=U \sum_{\boldsymbol{k} \boldsymbol{q}} \sum_{\alpha \alpha^{\prime}}\left[\left(x_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} u_{\boldsymbol{q}} \beta_{\boldsymbol{q}}+y_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} v_{\boldsymbol{q}} \alpha_{-\boldsymbol{q}}^{\dagger}\right) Q_{\uparrow \alpha}^{\dagger}(k+q) Q_{\downarrow \alpha^{\prime}}(\boldsymbol{k})+\left(y_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} u_{\boldsymbol{q}} \beta_{-\boldsymbol{q}}^{\dagger}+x_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}} v_{\boldsymbol{q}} \alpha_{\boldsymbol{q}}\right) Q_{\downarrow \alpha}^{\dagger}(k+q) Q_{\uparrow \alpha^{\prime}}(\boldsymbol{k})\right] \psi_{\boldsymbol{k}+\boldsymbol{q}, \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha^{\prime}}, \tag{36}
\end{align*}
$$

where $x_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}}$ and $y_{\boldsymbol{k}, \boldsymbol{q}}^{\alpha \alpha^{\prime}}$ are defined as in the FMI case.

Computing the commutator in Eq. (15), projecting down on the helicity band with index + , and taking the long-wavelength limit, we obtain for BCS-type pairing and Amperean pairing, respectively,

$$
\begin{align*}
& H_{\mathrm{pair}}^{(\mathrm{BCS})}=-\frac{U^{2}}{4} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \frac{v_{F}\left(k_{x}-i k_{y}\right)}{\sqrt{[\bar{J} s(\Omega-1)]^{2}+v_{F}^{2} k^{2}}} \frac{v_{F}\left(k_{x}^{\prime}+i k_{y}^{\prime}\right)}{\sqrt{\left[\bar{J}_{s}(\Omega-1)\right]^{2}+v_{F}^{2} k^{\prime 2}}} \frac{2 \omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}}{\left(E_{\boldsymbol{k}^{\prime},+}-E_{\boldsymbol{k},+}\right)^{2}-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}^{2}} \\
& \times A\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}, \Omega\right) \psi_{\boldsymbol{k},+}^{\dagger} \psi_{-\boldsymbol{k},+}^{\dagger} \psi_{-\boldsymbol{k}^{\prime},+} \psi_{\boldsymbol{k}^{\prime}+},  \tag{37}\\
& A(\boldsymbol{q}, \Omega)=\frac{1}{2}\left(\Omega^{2}+1\right)\left(u_{\boldsymbol{q}}^{2}+v_{\boldsymbol{q}}^{2}\right)+2 \Omega u_{\boldsymbol{q}} v_{\boldsymbol{q}},  \tag{38}\\
& H_{\mathrm{pair}}^{(\mathrm{AMP})}= \frac{U^{2}}{4} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime} \boldsymbol{q}} \frac{v_{F}\left(k_{x}-i k_{y}\right)}{\sqrt{[\bar{J} s(\Omega-1)]^{2}+v_{F}^{2} k^{2}}} \frac{v_{F}\left(k_{x}^{\prime}+i k_{y}^{\prime}\right)}{\sqrt{[\bar{J} s(\Omega-1)]^{2}+v_{F}^{2} k^{\prime 2}}}\left[\frac{1}{2}\left(\Omega^{2} u_{\boldsymbol{q}}^{2}+v_{\boldsymbol{q}}^{2}+2 \Omega u_{\boldsymbol{q}} v_{\boldsymbol{q}}\right)\right. \\
& \times\left(\frac{1}{E_{\boldsymbol{k}^{\prime}+}-E_{\boldsymbol{k}^{\prime}-\boldsymbol{q},+}-\omega_{\boldsymbol{q}}}-\frac{1}{E_{\boldsymbol{k}+}-E_{\boldsymbol{k}+\boldsymbol{q},+}+\omega_{\boldsymbol{q}}}\right) \\
&+\left.\frac{1}{2}\left(\Omega^{2} v_{\boldsymbol{q}}^{2}+u_{\boldsymbol{q}}^{2}+2 \Omega u_{\boldsymbol{q}} v_{\boldsymbol{q}}\right)\left(\frac{1}{E_{\boldsymbol{k}+}-E_{\boldsymbol{k}+\boldsymbol{q},+}-\omega_{\boldsymbol{q}}}-\frac{1}{E_{\boldsymbol{k}^{\prime}+}-E_{\boldsymbol{k}^{\prime}-\boldsymbol{q},+}+\omega_{\boldsymbol{q}}}\right)\right] \psi_{\boldsymbol{k}+\boldsymbol{q},+}^{\dagger} \psi_{\boldsymbol{k}^{\prime}-\boldsymbol{q},+}^{\dagger} \psi_{\boldsymbol{k}^{\prime},+} \psi_{\boldsymbol{k}+}, \tag{39}
\end{align*}
$$

where we once again have taken $q \ll k_{F}$ for the Amperean case.

The factor $A(\boldsymbol{q}, \Omega)$ is the same as the one arising for asymmetric coupling of a normal metal to the two sublattices of a bipartite AFMI, providing a significant enhancement of the strength of the effective interactions and the superconducting critical temperature in that case [16]. For long-wavelength magnons, the magnon coherence factors $u_{q}$ and $v_{q}$ grow large with opposite signs, and $A(\boldsymbol{q}, \Omega=1)=\left(u_{q}+v_{\boldsymbol{q}}\right)^{2}$ (equal coupling to both AFMI sublattices) is therefore a small quantity, while $A(\boldsymbol{q}, \Omega=0)=\left(u_{q}^{2}+v_{q}^{2}\right) / 2$ (coupling to only one AFMI sublattice) is a large quantity [16]. This enhancement of the interaction for $\Omega=0$ and suppression for $\Omega=1$ are a quantum effect not captured by the model in Ref. [14]. In the Amperean case, the magnon coherence factors do not combine directly to the same factor $A(\boldsymbol{q}, \Omega)$, but as $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$ grow large with opposite signs, the behavior is similar. For $\Omega=1$, the negative terms $2 \Omega u_{q} v_{q}$ and positive terms of the form $\Omega^{2} u_{q}^{2}+v_{q}^{2}$ work in opposite directions exactly as in $A(\boldsymbol{q}, \Omega)$, while for $\Omega=0$, the negative terms once again vanish, leading to stronger interaction.

The effect of the magnon coherence factors is influenced by the next-nearest-neighbor interaction term in the AFMI Hamiltonian. In Fig. 7, the magnon coherence factors $u_{q}$ and $v_{\boldsymbol{q}}$ are presented as a function of $\boldsymbol{q}$ for different values of the next-nearest-neighbor interaction strength $J_{2}$. Figure 7 shows that frustrating the system, $J_{2}>0$, increases the magnon coherence factors and thereby also, e.g., $A(\boldsymbol{q}, \Omega=0)=\left(u_{q}^{2}+\right.$ $\left.v_{q}^{2}\right) / 2$. On the other hand, taking $J_{2}<0$, stabilizing the staggered magnetic state, decreases the magnon coherence factors. This effect would be the same in the normal-metal case of Ref. [16], meaning that next-nearest-neighbor frustration could aid in the enhancement of the critical temperature also in this case.

## D. Pairing

For the AFMI case, the gap equation for BCS-type pairing is exactly the same as in the FMI case. The only difference between the interaction potentials is the presence of the $A(\boldsymbol{q}, \Omega)$ factor in the AFMI case. This factor does not change the sign
of the potential, and the conclusion is therefore, as for the FMI, that we do not get a chiral $p$-wave solution to the gap equation.

For Amperean pairing, the AFMI case is also very similar to the FMI case, apart from the presence of the magnon


FIG. 7. The magnon coherence factors $u_{q}$ and $v_{q}$ are here presented as a function of the momentum $\boldsymbol{q}$ for different values of $J_{2} / J_{1}$, where $J_{1}$ and $J_{2}$ are the nearest-neighbor and next-nearestneighbor interaction strengths between the lattice site spins of the antiferromagnetic insulator. We have here set $q_{y}=0$, spin quantum number of the lattice site spins $s=1$, and easy-axis anisotropy $K=J_{1} / 10^{4}$ and taken fairly large values for $\left|J_{2} / J_{1}\right|$ in order to clearly display the effect of the frustration.


FIG. 8. Form of the gap function obtained as a solution to the linearized gap equation, obtained with Fermi velocity $v_{F}=$ $3.6 \times 10^{5} \mathrm{~m} / \mathrm{s}$, lattice constant $a=0.7 \mathrm{~nm}$, Fermi momentum $k_{F} a=$ $\pi / 6, \boldsymbol{K}=k_{F} \hat{x}$, interfacial exchange coupling strength $\bar{J}=18 \mathrm{meV}$, nearest-neighbor exchange constant $J_{1}=7 \mathrm{meV}$, next-nearestneighbor exchange constant $J_{2}=0.05 J_{1}$, easy-axis anisotropy $K=$ $J_{1} / 10^{5}$, spin quantum number of the lattice site spins $s=1$, and asymmetry parameter $\Omega=0$. In the $x$ direction, the points lie within $\left|p_{x}\right|<p_{y}^{2} / k_{F}$, meaning that the $p_{x}$ value associated with each point depends on the value of $p_{y}$.
coherence factors. As for the FMI, we obtain a gap equation

$$
\begin{equation*}
\Delta_{p}(\boldsymbol{K})=-\sum_{p^{\prime}} \bar{U}_{p p^{\prime}}(\boldsymbol{K}) \Delta_{p^{\prime}}(\boldsymbol{K}) \chi_{p^{\prime}}(\boldsymbol{K}) \tag{40}
\end{equation*}
$$

where the potential $\bar{U}_{\boldsymbol{p} \boldsymbol{p}^{\prime}}(\boldsymbol{K})$ is, once again, odd in both relative momenta. The gap function is, as before, defined as $\Delta_{p}(\boldsymbol{K})=$ $-\sum_{p^{\prime}} \bar{U}_{p p^{\prime}}(\boldsymbol{K}) b_{p^{\prime}}(\boldsymbol{K})$, and the $\chi$ factor is defined in Eq. (24). In a region close to $\boldsymbol{K}$, the potential now behaves as

$$
\begin{equation*}
\bar{U}_{\boldsymbol{p} \boldsymbol{p}^{\prime}}(\boldsymbol{K}) \sim \frac{1}{\omega_{\boldsymbol{p}+\boldsymbol{p}^{\prime}}} A\left(\Omega, \boldsymbol{p}+\boldsymbol{p}^{\prime}\right)-\frac{1}{\omega_{\boldsymbol{p}-\boldsymbol{p}^{\prime}}} A\left(\Omega, \boldsymbol{p}-\boldsymbol{p}^{\prime}\right) \tag{41}
\end{equation*}
$$

We then still have the required signs in order to obtain a nontrivial solution to the gap equation and obtain a boosting from the $A$ factor for $\Omega<1$ in exactly the same way as was obtained in the NM/AFMI case of Ref. [16]. For $\Omega=0$, the interaction potential is therefore much stronger than the potential we had in the FMI case.

Focusing on $\boldsymbol{K}=k_{F} \hat{x}$ and restricting the calculation of the gap function to the region where $\left|p_{x}\right|<p_{y}^{2} / k_{F}$ and the potential behaves similarly to Eq. (41), a numerical solution of the linearized gap equation was attempted by picking points in $k$ space within the relevant region and solving the matrix eigenvalue problem using the full potential. The relevant phase space is now typically larger than the corresponding region for the FMI case, as the antiferromagnetic magnons have a linear, instead of quadratic, dispersion relation for small momenta. As the phase space is still small, a strong potential is needed in order to produce a nontrivial solution of the gap equation. Taking $\Omega=0$ and sufficiently small easyaxis anisotropy, fully exploiting the boosting effect [22], the potential is found to be strong enough to provide a solution. As expected, the solution has a $p$-wave character, as displayed in Fig. 8. Since small phase space is compensated by large interaction strength, a strong-coupling approach would provide more solid evidence of the existence of a superconducting instability and realistic estimates for the critical temperature.


FIG. 9. Critical temperature as a function of (a) asymmetry parameter $\Omega$ and (b) next-nearest-neighbor exchange constant $J_{2}$, obtained with Fermi velocity $v_{F}=8 \times 10^{4} \mathrm{~m} / \mathrm{s}$, lattice constant $a=0.7 \mathrm{~nm}$, Fermi momentum $k_{F} a=\pi / 6, \boldsymbol{K}=k_{F} \hat{x}$, interfacial exchange coupling strength $\bar{J}=18 \mathrm{meV}$, nearest-neighbor-exchange constant $J_{1}=7 \mathrm{meV}$, easy-axis anisotropy $K=J_{1} / 10^{5}$, and spin quantum number of the lattice site spins $s=1$.

In order to display the effect of the asymmetry parameter $\Omega$ on the ability of inducing a superconducting instability, we reduce the Fermi velocity to about $20 \%$ of typical values [25] in order to obtain solutions for $\Omega>0$. The dependence of the critical temperature on $\Omega$ is presented in Fig. 9(a), clearly showing that the interaction strength, and thereby the critical temperature, is significantly enhanced by coupling the TI asymmetrically to the two sublattices of the AFMI. Similarly, the effect of the next-nearest-neighbor frustration on the critical temperature is displayed in Fig. 9(b).

## IV. SUMMARY

We have investigated effective fermion-fermion interactions on the surface of a topological insulator, induced by magnetic fluctuations in a proximity-coupled ferromagnetic or antiferromagnetic insulator. Our main finding is that effective interactions induced by an uncompensated antiferromagnetic interface are significantly stronger than the interactions induced by a fully compensated antiferromagnetic interface or a ferromagnetic interface. This indicates that an uncompensated interface might be the optimal choice for proximity-induced magnon-mediated superconductivity on the surface of a topological insulator. Moreover, we find that the interaction amplification obtained by coupling asymmetrically to the two sublattices of the antiferromagnet can be further strengthened by next-nearest-neighbor frustration in the antiferromagnet. In
both the ferromagnetic and antiferromagnetic cases, we find that the interaction potential has the correct form to give rise to Amperean pairing formed between particles on the same side of the Fermi surface, but in our weak-coupling approach we find only a nontrivial solution of the gap equation in the antiferromagnetic case.
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## APPENDIX: DERIVATION OF AMPEREAN GAP EQUATION

We start from the effective Hamiltonian

$$
\begin{align*}
H_{\mathrm{eff}}= & \sum_{\boldsymbol{k} \alpha} E_{\boldsymbol{k} \alpha} \psi_{\boldsymbol{k} \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha} \\
& +\sum_{\boldsymbol{K} p \boldsymbol{p}^{\prime}} \frac{\bar{V}_{\boldsymbol{p} \boldsymbol{p}^{\prime}}(\boldsymbol{K})}{2} \psi_{\boldsymbol{K}+\boldsymbol{p},+}^{\dagger} \psi_{\boldsymbol{K}-\boldsymbol{p},+}^{\dagger} \psi_{\boldsymbol{K}-\boldsymbol{p}^{\prime},+} \psi_{\boldsymbol{K}+\boldsymbol{p}^{\prime},+} \tag{A1}
\end{align*}
$$

where $\bar{V}_{\boldsymbol{p} \boldsymbol{p}^{\prime}}(\boldsymbol{K})$ is real and odd in $\boldsymbol{p}$ and $\boldsymbol{p}^{\prime}$ and $\bar{V}_{\boldsymbol{p} \boldsymbol{p}^{\prime}}(\boldsymbol{K})=$ $\bar{V}_{\boldsymbol{p}^{\prime} \boldsymbol{p}}(\boldsymbol{K})$. Defining $b_{\boldsymbol{p}}(\boldsymbol{K})=\left\langle\psi_{\boldsymbol{K}-\boldsymbol{p},+} \psi_{\boldsymbol{K}+\boldsymbol{p},+}\right\rangle$, we obtain the mean-field Hamiltonian

$$
\begin{align*}
H_{\mathrm{eff}}^{\prime}= & \sum_{\boldsymbol{k} \alpha} E_{\boldsymbol{k} \alpha} \psi_{\boldsymbol{k} \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha}+\sum_{\boldsymbol{K} p \boldsymbol{p}^{\prime}} \frac{\bar{V}_{p p^{\prime}}(\boldsymbol{K})}{2}\left[b_{p}^{\dagger}(\boldsymbol{K}) \psi_{\boldsymbol{K}-\boldsymbol{p}^{\prime},+} \psi_{\boldsymbol{K}+\boldsymbol{p}^{\prime},+}\right. \\
& \left.+b_{\boldsymbol{p}^{\prime}}(\boldsymbol{K}) \psi_{\boldsymbol{K}+\boldsymbol{p},+}^{\dagger} \psi_{\boldsymbol{K}-p,+}^{\dagger}\right] \tag{A2}
\end{align*}
$$

where terms not affecting the gap equation have been neglected. Taking

$$
\begin{equation*}
\Delta_{p}(\boldsymbol{K})=-\sum_{p^{\prime}} \bar{V}_{p p^{\prime}}(\boldsymbol{K}) b_{p^{\prime}}(\boldsymbol{K}) \tag{A3}
\end{equation*}
$$

produces

$$
\begin{align*}
H_{\mathrm{eff}}^{\prime}= & \sum_{\boldsymbol{k} \alpha} E_{\boldsymbol{k} \alpha} \psi_{\boldsymbol{k} \alpha}^{\dagger} \psi_{\boldsymbol{k} \alpha}-\frac{1}{2} \sum_{\boldsymbol{K} p}\left[\Delta_{p}^{\dagger}(\boldsymbol{K}) \psi_{\boldsymbol{K}-\boldsymbol{p},+} \psi_{\boldsymbol{K}+\boldsymbol{p},+}\right. \\
& \left.+\Delta_{p}(\boldsymbol{K}) \psi_{\boldsymbol{K}+\boldsymbol{p},+}^{\dagger} \psi_{\boldsymbol{K}-\boldsymbol{p},+}^{\dagger}\right] . \tag{A4}
\end{align*}
$$

As Cooper pairs with different $\boldsymbol{K}$ have different center-ofmass momenta, it is expected that they will, mainly, behave independently of each other. Focusing on a single $\boldsymbol{K}$, we can then write

$$
\begin{align*}
H_{\mathrm{eff}}^{\prime}(\boldsymbol{K})= & \sum_{\boldsymbol{k}} E_{\boldsymbol{k}-} \psi_{\boldsymbol{k}-}^{\dagger} \psi_{\boldsymbol{k}-}+\frac{1}{2} \sum_{\boldsymbol{p}}\left(\psi_{\boldsymbol{K}+\boldsymbol{p},+}^{\dagger} \quad \psi_{\boldsymbol{K}-\boldsymbol{p},+}\right) \\
& \times\left(\begin{array}{cc}
E_{\boldsymbol{K}+\boldsymbol{p},+} & -\Delta_{p}(\boldsymbol{K}) \\
-\Delta_{\boldsymbol{p}}^{\dagger}(\boldsymbol{K}) & -E_{\boldsymbol{K}-\boldsymbol{p},+}
\end{array}\right)\binom{\psi_{\boldsymbol{K}+\boldsymbol{p},+}}{\psi_{\boldsymbol{K}-\boldsymbol{p},+}^{\dagger}} \tag{A5}
\end{align*}
$$

The second part of this equation, which is the one relevant for determining the gap equation, can be expressed as

$$
\begin{equation*}
H^{\prime \prime}(\boldsymbol{K})=\frac{1}{2} \sum_{p} \phi_{p}^{\dagger}(\boldsymbol{K}) M_{p}(\boldsymbol{K}) \phi_{p}(\boldsymbol{K}) \tag{A6}
\end{equation*}
$$

The matrix $M_{p}(\boldsymbol{K})$ can be transformed into diagonal form by a unitary transformation $P_{\boldsymbol{p}}(\boldsymbol{K}) M_{p}(\boldsymbol{K}) P_{p}^{-1}(\boldsymbol{K})$, where

$$
P_{p}(\boldsymbol{K})=\frac{1}{L_{p}(\boldsymbol{K})}\left(\begin{array}{cc}
\epsilon_{p}^{e}(\boldsymbol{K})+\xi_{p}(\boldsymbol{K}) & -\Delta_{p}(\boldsymbol{K})  \tag{A7}\\
-\Delta_{p}^{\dagger}(\boldsymbol{K}) & -\epsilon_{p}^{e}(\boldsymbol{K})-\xi_{p}(\boldsymbol{K})
\end{array}\right)
$$

$P_{p}^{-1}(\boldsymbol{K})=P_{p}(\boldsymbol{K}), \quad \epsilon_{p}^{o}(\boldsymbol{K})=\left(E_{\boldsymbol{K}+\boldsymbol{p},+}-E_{\boldsymbol{K}-\boldsymbol{p},+}\right) / 2, \quad \epsilon_{\boldsymbol{p}}^{e}(\boldsymbol{K})=$ $\left(E_{\boldsymbol{K}+\boldsymbol{p},+}+E_{\boldsymbol{K}-\boldsymbol{p},+}\right) / 2, \quad \xi_{p}(\boldsymbol{K})=\sqrt{\left[\epsilon_{\boldsymbol{p}}^{e}(\boldsymbol{K})\right]^{2}+\left|\Delta_{p}(\boldsymbol{K})^{2}\right|}$, and $L_{p}^{2}(\boldsymbol{K})=2 \xi_{p}(\boldsymbol{K})\left[\xi_{p}(\boldsymbol{K})+\epsilon_{p}^{e}(\boldsymbol{K})\right]$. We then have

$$
\begin{equation*}
H^{\prime \prime}(\boldsymbol{K})=\sum_{p}\left[\xi_{p}(\boldsymbol{K})+\epsilon_{\boldsymbol{p}}^{o}(\boldsymbol{K})\right] \gamma_{\boldsymbol{K}+\boldsymbol{p}}^{\dagger} \gamma_{\boldsymbol{K}+\boldsymbol{p}} \tag{A8}
\end{equation*}
$$

where the relationship between the original fermionic operators and the $\gamma$ operators is

$$
\begin{equation*}
\psi_{\boldsymbol{K}+\boldsymbol{p},+}=\frac{\epsilon_{p}^{e}(\boldsymbol{K})+\xi_{p}(\boldsymbol{K})}{L_{p}(\boldsymbol{K})} \gamma_{\boldsymbol{K}+\boldsymbol{p}}+\frac{\Delta_{p}(\boldsymbol{K})}{L_{p}(\boldsymbol{K})} \gamma_{\boldsymbol{K}-\boldsymbol{p}}^{\dagger} \tag{A9}
\end{equation*}
$$

Plugging Eq. (A9) into the definition of the gap function in Eq. (A3), we obtain Eq. (23). This derivation is similar to the one performed in the Supplemental Material of Ref. [37].
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#### Abstract

We study superconductivity in a normal metal, arising from effective electron-electron interactions mediated by spin fluctuations in a neighboring antiferromagnetic insulator. Introducing a frustrating next-nearest neighbor interaction in a Néel antiferromagnet with an uncompensated interface, the superconducting critical temperature is found to be enhanced as the frustration is increased. Further, for sufficiently large next-nearest neighbor interaction, the antiferromagnet is driven into a stripe phase, which can also give rise to attractive electronelectron interactions. For the stripe phase, as previously reported for the Néel phase, the superconducting critical temperature is found to be amplified for an uncompensated interface where the normal metal conduction electrons are coupled to only one of the two sublattices of the magnet. The superconducting critical temperature arising from fluctuations in the stripe phase antiferromagnet can be further enhanced by approaching the transition back to the Néel phase.
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## I. INTRODUCTION

Recent studies have investigated whether spin fluctuations in a magnetic material can induce attractive interactions between electrons in an adjacent conductor, leading to a superconducting instability [1-8]. Both ferromagnetic (FMIs) and antiferromagnetic insulators (AFMIs) have been considered as potential sources for the magnetic fluctuations. In order to ensure magnetic ordering, these materials typically ought to be of a three-dimensional nature [9,10]. Since a three-dimensional crystal has more than one crystal plane, the issue arises whether it makes a difference which crystal plane is exposed at the interface. For the simplest type of ferromagnet, all lattice sites can be considered to be identical, and the choice of crystal plane does not affect the coupling to an external system. For the simplest case of an antiferromagnet on a bipartite lattice, there are two different types of lattice sites. Depending on the chosen crystal plane, it is possible that either both sublattices (compensated interface) are exposed at the interface, or only one of the sublattices (uncompensated interface) is exposed at the interface [11-13].

As outlined in Ref. [14], the presence of an antiferromagnetic eigenexcitation with spin unity is associated with a large, and oppositely directed, spin located on each of the two sublattices. An external system that is only coupled to one of the two sublattices is then essentially interacting with a large spin, potentially leading to a strong coupling interaction. In accordance with this picture, uncompensated antiferromagnetic interfaces have been predicted to enhance the spin transfer to a neighboring conductor [15], and produce magnon-mediated indirect exciton condensation [16]. Moreover, importantly for our purposes, coupling a conductor to an uncompensated,

[^2]instead of compensated, antiferromagnetic interface might produce a stronger induced electron-electron interaction and higher superconducting critical temperature [6,7].

In view of the fact that the superconductivity arises from magnetic fluctuations, it is natural to ask whether amplifying the fluctuations can be favorable. One way of achieving such an amplification is to include next-nearest neighbor frustration in the AFMI. This type of frustration is common in antiferromagnets, and has been predicted to increase the critical temperature of superconductivity induced on the surface of a topological insulator [7]. Using the picture from Ref. [14], this increase in critical temperature can be understood from the amplified fluctuations increasing the average spin on each sublattice associated with an antiferromagnetic magnon. The effect of coupling to only one of the two sublattices then becomes stronger.

The previous study of the effect of frustration, however, employed a Holstein-Primakoff treatment of the AFMI, starting from a staggered Néel state [7]. This framework is expected to accurately describe the system when the antiferromagnetic next-nearest neighbor exchange coupling $J_{2}$ is relatively small compared to the nearest neighbor coupling $J_{1}$. The previous study therefore limited itself to this parameter region [7]. Hence, it is of interest to investigate the rest of the phase diagram of the $J_{1}-J_{2}$ Heisenberg model. On a square or cubic lattice, this model contains two distinct magnetically ordered phases, a Néel phase for $J_{2} / J_{1} \ll 1$ and a stripe phase for $J_{2} / J_{1} \gg 1[17,18]$. In the stripe phase, the spins in, e.g., one column could be aligned with each other and antialigned with the spins in the neighboring columns, creating alternating stripes of spins. This state arises from two decoupled, interpenetrating, Néel ordered antiferromagnets ( $J_{2} / J_{1} \rightarrow \infty$ ), which align themselves and create a stripe pattern for finite $J_{1}[19,20]$. Given the origin of the stripe phase, it could be possible that coupling to only the up/down spins of both Néel ordered antiferromagnets could give a similar effect as only
coupling to one of the sublattices of a single Néel ordered antiferromagnet.

The transition between the Néel and stripe phases takes place in the vicinity of $J_{2} / J_{1}=0.5$, with variations depending on the spin quantum number and lattice structure [17,18,21,22]. For the spin- $1 / 2$ system on a square lattice, it is predicted that there is an intermediate region where the magnetic long-range order is destroyed by quantum fluctuations [17,23-25]. A similar intermediate region might also be present for the spin- $1 / 2$ system on a simple cubic lattice, in contrast to the case of a body-centered cubic lattice [18,26]. We will, however, focus on the properties of the ordered phases. While the Néel phase is more commonly encountered, the stripe configuration has attracted attention as the magnetic ground state of the iron oxypnictide LaOFeAs, which is the original undoped parent compound of the high- $T_{c}$ iron pnictides [27]. This layered material has been found to be well described by the square lattice $J_{1}-J_{2}$ Heisenberg model with spin $S>1 / 2$ and $J_{2} / J_{1}>1 / 2$ [28,29].

In this paper, we consider an AFMI, with both nearestneighbor and next-nearest neighbor antiferromagnetic exchange interaction, which is proximity coupled to a normal metal (NM). The AFMI can be in either a Néel or stripe state, and the interface can be either compensated or uncompensated. In order to accurately describe the physics of the AFMI when the system is strongly frustrated, focusing on the case where the two magnetically ordered phases are separated by a direct phase transition, we perform a Schwinger boson study, rather than the usual Holstein-Primakoff treatment which has been employed for these systems in the past. Conventional spin-wave theory would in this case, e.g., incorrectly predict a vanishing magnetization close to $J_{2} / J_{1}=0.5$ instead of a direct phase transition between two magnetically ordered phases [21,30]. Moreover, the two subsystems are coupled through an interfacial exchange coupling, which produces effective electron-electron interactions in the NM. We explore the effect of the induced interactions through a BCS-type mean-field treatment, and numerically solve the gap equation in order to determine how the critical temperature depends on the properties of the AFMI.

For a Néel AFMI with small next-nearest neighbor frustration, the results for the superconductivity are similar to the results obtained through a Holstein-Primakoff treatment of the AFMI [6]. As before, the strength of the effective interactions is enhanced for an uncompensated interface, leading to an amplified critical temperature. Increasing the frustration, the effect of coupling to only one of the two sublattices of the AFMI becomes stronger, as expected [7]. Further, the increased frustration also lowers the cutoff on the boson spectrum, and reduces the sublattice magnetization in the AFMI, which is found to reduce the strength of the induced electron-electron interactions. The overall effect is, however, still typically a rise in the critical temperature when the frustration is increased. For the stripe phase, coupling to an uncompensated AFMI interface is found to enhance the critical temperature, like in the Néel case. Moreover, approaching the transition point between the two magnetic phases from the stripe side does, like from the Néel side, leads to a further increase in the critical temperature.


FIG. 1. The system consists of a normal metal (NM), which is proximity coupled to an antiferromagnetic insulator (AFMI). The AFMI can be either in a Néel phase (a) or a stripe phase (b).

The paper is organized as follows. In Sec. II we introduce the modeling of the system. In Sec. III the Schwinger boson treatment of the antiferromagnet is covered for both the Néel phase and the stripe phase. Next, the NM and the coupling between the two subsystems is treated in Sec. IV. In Sec. V, we derive an effective theory of interacting electrons, and in Sec. VI we investigate the possibility of a superconducting instability through a weak-coupling mean-field theory. The results from the numerical treatment of the gap equation are presented in Sec. VII. Finally, in Sec. VIII, we summarize our results. Additional details concerning the derivation of the interaction potential are included in the Appendix.

## II. MODEL

The system, consisting of a NM proximity coupled to an AFMI, is displayed in Fig. 1. The real system we have in mind would consist of a three-dimensional AFMI grown on top of a thin NM layer. However, in order to capture the physics at the interface, we apply two-dimensional lattice models, with continuous boundary conditions, for the two subsystems. The AFMI is described by a Heisenberg Hamiltonian with nearest neighbor and next-nearest neighbor exchange interaction, as well as easy-axis anisotropy ( $K$ ). By tuning the next-nearest neighbor interaction, the ground state of the AFMI can then be changed from a Néel phase to a stripe phase. The NM is described by a tight-binding hopping model. The two subsystems are coupled together through an interfacial exchange coupling $(\bar{J})$ where the spins of the NM conduction electrons are coupled to the AFMI lattice site spins [3,5,31-33].
For each of the magnetic phases we define two sublattices. In Fig. 1, the lattice sites with blue spins constitute one sublattice, and the lattice sites with oppositely aligned red spins constitute the other sublattice. The sublattices are therefore defined differently for the Néel phase and the stripe phase. As mentioned earlier, depending on which crystal plane of the three-dimensional AFMI that constitutes the interface, it is possible that either both sublattices or only one of the sublattices is exposed at the interface. In order to describe this, we apply a model where the NM electrons are coupled to both
sublattices of the AFMI, but where the coupling strength is allowed to differ for the two sublattices $\left(\bar{J}_{A} / \bar{J}_{B}\right)$ [6]. This model allows us to tune between the two cases of a compensated or uncompensated interface.

The system is modeled by a Hamiltonian $H=H_{\text {AFMI }}+$ $H_{\mathrm{NM}}+H_{\text {int }}$ where

$$
\begin{align*}
H_{\mathrm{AFMI}} & =J_{1} \sum_{\langle i, j\rangle} \boldsymbol{S}_{i} \cdot \boldsymbol{S}_{j}+J_{2} \sum_{\langle\langle i, j\rangle\rangle} \boldsymbol{S}_{i} \cdot \boldsymbol{S}_{j}-K \sum_{i} S_{i z}^{2},  \tag{1a}\\
H_{\mathrm{NM}} & =-t \sum_{\langle i, j\rangle \sigma} c_{i \sigma}^{\dagger} c_{j \sigma}-\mu \sum_{i \sigma} c_{i \sigma}^{\dagger} c_{i \sigma},  \tag{1b}\\
H_{\mathrm{int}} & =-2 \bar{J}_{A} \sum_{i \in A} c_{i}^{\dagger} \boldsymbol{\tau} c_{i} \cdot \boldsymbol{S}_{i}-2 \bar{J}_{B} \sum_{i \in B} c_{i}^{\dagger} \boldsymbol{\tau} c_{i} \cdot \boldsymbol{S}_{\boldsymbol{i}} . \tag{1c}
\end{align*}
$$

Here, $c_{i}^{\dagger}=\left(c_{i \uparrow}^{\dagger}, c_{i \downarrow}^{\dagger}\right)$ and $c_{i \sigma}^{\dagger}$ creates an electron with spin $\sigma$ on lattice site $i$. The electron hopping amplitude is denoted by $t$, and $\mu$ is the chemical potential. The easy-axis anisotropy constant $K$ is taken to be positive, favoring ordering of spins in the $z$ direction in spin space, which could be either parallel with or normal to the interface. In the interaction part of the Hamiltonian, $\boldsymbol{\tau}$ is the vector of Pauli matrices, representing the NM electron spin which is coupled to the lattice site spin $\boldsymbol{S}_{\boldsymbol{i}}$ in the AFMI. Further, it should be noted that the lattices are assumed to be square, the sums over nearest and next-nearest neighbors include the neighbors in both positive and negative spatial directions, and we have set $\hbar=a=1$, where $a$ is the lattice constant.

## III. ANTIFERROMAGNET

In order to treat the AFMI, we will represent the lattice site spins in terms of Schwinger bosons [34-36]. For our purposes, where we will couple an external system to the two sublattices of the AFMI, it will be useful to define different Schwinger bosons for the two sublattices $A$ and $B$ [37]:

$$
\begin{align*}
& S_{i+}^{A}=a_{i \uparrow}^{\dagger} a_{i \downarrow},  \tag{2a}\\
& S_{i-}^{A}=a_{i \downarrow}^{\dagger} a_{i \uparrow},  \tag{2b}\\
& S_{i z}^{A}=\frac{1}{2}\left(a_{i \uparrow}^{\dagger} a_{i \uparrow}-a_{i \downarrow}^{\dagger} a_{i \downarrow}\right),  \tag{2c}\\
& S_{i+}^{B}=-b_{i \downarrow}^{\dagger} b_{i \uparrow},  \tag{3a}\\
& S_{i-}^{B}=-b_{i \uparrow}^{\dagger} b_{i \downarrow},  \tag{3b}\\
& S_{i z}^{B}=-\frac{1}{2}\left(b_{i \uparrow}^{\dagger} b_{i \uparrow}-b_{i \downarrow}^{\dagger} b_{i \downarrow}\right) . \tag{3c}
\end{align*}
$$

An ordered Néel or stripe state can then be described through a condensation $[35,36,38]$ of $\uparrow$-bosons with momentum $\boldsymbol{k}=0$ on both the $A$ and $B$ sublattice, producing a spatially uniform state with opposite magnetization on the two sublattices. In order to fix the length of the spins, we have the condition [35],

$$
\begin{align*}
& n_{i, A}=\sum_{\alpha} a_{i \alpha}^{\dagger} a_{i \alpha}=2 S, \\
& n_{j, B}=\sum_{\alpha} b_{j \alpha}^{\dagger} b_{j \alpha}=2 S, \tag{4}
\end{align*}
$$

on each lattice site. In the following mean-field treatment, this condition on the number of Schwinger bosons will be
enforced on the average. In order to rewrite the AFMI Hamiltonian in terms of Schwinger boson operators, we introduce bond operators quadratic in the boson operators. We follow the recipe of Ref. [39], as outlined in Refs. [38,40]. When the Schwinger boson operators have been defined equally on all lattice sites, the bond operators then take the form,

$$
\begin{align*}
& A_{i j}=\frac{1}{2}\left(a_{i \uparrow} a_{j \downarrow}-a_{i \downarrow} a_{j \uparrow}\right),  \tag{5a}\\
& B_{i j}=\frac{1}{2}\left(a_{i \uparrow} a_{j \uparrow}^{\dagger}+a_{i \downarrow} a_{j \downarrow}^{\dagger}\right) . \tag{5b}
\end{align*}
$$

Here, $A_{i j}$ corresponds to an antiferromagnetic bond and $B_{i j}$ corresponds to a ferromagnetic bond [19,38]. This choice of bond operators captures the cost of frustrating bonds, which is essential for frustrated antiferromagnets, and has been shown to preserve the time-inversion properties of the spins [19]. As we have defined different Schwinger boson operators on the two sublattices, we should perform the following transformation on the operators living on the $B$ sublattice in the above definitions of the bond operators,

$$
\begin{aligned}
a_{i \uparrow} & \rightarrow-b_{i \downarrow}, \\
a_{i \downarrow} & \rightarrow b_{i \uparrow} .
\end{aligned}
$$

## A. Néel phase

For the Néel phase, the AFMI Hamiltonian can be expressed on the form,

$$
\begin{align*}
H_{\mathrm{AFMI}}^{\mathrm{Néel}}= & J_{1} \sum_{\substack{i \in A \\
j \text { nni }}} S_{i}^{A} \cdot S_{j}^{B}+J_{1} \sum_{\substack{i \in B \\
j \text { nni }}} S_{i}^{B} \cdot \boldsymbol{S}_{j}^{A} \\
& +J_{2} \sum_{\substack{i \in A \\
j \in n i}} S_{i}^{A} \cdot \boldsymbol{S}_{j}^{A}+J_{2} \sum_{\substack{i \in B \\
j \text { nni }}} S_{i}^{B} \cdot \boldsymbol{S}_{j}^{B} \\
& -K \sum_{i \in A} S_{i z}^{2}-K \sum_{i \in B} S_{i z}^{2} . \tag{6}
\end{align*}
$$

We then introduce the bond operators,

$$
\begin{align*}
& A_{i j}^{1, A}=\frac{1}{2}\left(a_{i \uparrow} b_{j \uparrow}+a_{i \downarrow} b_{j \downarrow}\right),  \tag{7a}\\
& B_{i j}^{1, A}=\frac{1}{2}\left(a_{i \downarrow} b_{j \uparrow}^{\dagger}-a_{i \uparrow} b_{j \downarrow}^{\dagger}\right),  \tag{7b}\\
& A_{i j}^{1, B}=\frac{1}{2}\left(-b_{i \downarrow} a_{j \downarrow}-b_{i \uparrow} a_{j \uparrow}\right),  \tag{7c}\\
& B_{i j}^{1, B}=\frac{1}{2}\left(b_{i \uparrow} a_{j \downarrow}^{\dagger}-b_{i \downarrow} a_{j \uparrow}^{\dagger}\right),  \tag{7d}\\
& A_{i j}^{2, A}=\frac{1}{2}\left(a_{i \uparrow} a_{j \downarrow}-a_{i \downarrow} a_{j \uparrow}\right),  \tag{7e}\\
& B_{i j}^{2, A}=\frac{1}{2}\left(a_{i \uparrow} a_{j \uparrow}^{\dagger}+a_{i \downarrow} a_{j \downarrow}^{\dagger}\right),  \tag{7f}\\
& A_{i j}^{2, B}=\frac{1}{2}\left(b_{i \uparrow} b_{j \downarrow}-b_{i \downarrow} b_{j \uparrow}\right),  \tag{7~g}\\
& B_{i j}^{2, B}=\frac{1}{2}\left(b_{i \uparrow} b_{j \uparrow}^{\dagger}+b_{i \downarrow} b_{j \downarrow}^{\dagger}\right), \tag{7h}
\end{align*}
$$

and write out the Hamiltonian as

$$
\begin{align*}
H_{\mathrm{AFMI}}^{\mathrm{Néel}} & =J_{1} \sum_{\substack{i \in A \\
j \mathrm{nni}}}\left[\left(B_{i j}^{1, A}\right)^{\dagger} B_{i j}^{1, A}-\left(A_{i j}^{1, A}\right)^{\dagger} A_{i j}^{1, A}-\frac{1}{4} n_{i, A}\right] \\
& +J_{1} \sum_{\substack{i \in B \\
j \mathrm{nni}}}\left[\left(B_{i j}^{1, B}\right)^{\dagger} B_{i j}^{1, B}-\left(A_{i j}^{1, B}\right)^{\dagger} A_{i j}^{1, B}-\frac{1}{4} n_{i, B}\right] \\
& +J_{2} \sum_{\substack{i \in A \\
j \mathrm{nnni}}}\left[\left(B_{i j}^{2, A}\right)^{\dagger} B_{i j}^{2, A}-\left(A_{i j}^{2, A}\right)^{\dagger} A_{i j}^{2, A}-\frac{1}{4} n_{i, A}\right]  \tag{8}\\
& +J_{2} \sum_{i \in B}\left[\left(B_{i j}^{2, B}\right)^{\dagger} B_{i j}^{2, B}-\left(A_{i j}^{2, B}\right)^{\dagger} A_{i j}^{2, B}-\frac{1}{4} n_{i, B}\right] \\
& -K \sum_{i \in A} S_{i z}^{2}-K \sum_{i \in B} S_{i z}^{2}+\lambda_{A} \sum_{i \in A}\left(n_{i, A}-\kappa\right) \\
& +\lambda_{B} \sum_{i \in B}\left(n_{i, B}-\kappa\right) .
\end{align*}
$$

Here $\kappa=2 S$ and $\lambda_{A}, \lambda_{B}$ are Lagrange multipliers that have been included in order to enforce the constraint on the number of Schwinger bosons per site. The choice of $\kappa=2 S$ seems sensible based on Eq. (4), and fixes the magnitude of the spins to the correct value. For this value of $\kappa$, the spin fluctuations are, however, somewhat overestimated [35]. Another possibility is therefore to adjust $\kappa$ in order to obtain the correct result for the fluctuations, at the expense of the spin length [41]. We will mostly be interested in how the results vary depending on $J_{2}$ for typical values of the rest of the parameters, and the specific choice of $\kappa$ therefore is not of great importance.

We next perform a mean-field decoupling of a bond variable $C_{i j}$ as follows:

$$
\begin{align*}
C_{i j} & =\left\langle C_{i j}\right\rangle+\left(C_{i j}-\left\langle C_{i j}\right\rangle\right) \equiv\left\langle C_{i j}\right\rangle+\delta\left(C_{i j}\right) \\
\left(C_{i j}\right)^{\dagger} C_{i j} & \approx\left\langle C_{i j}\right\rangle^{\dagger} C_{i j}+\left\langle C_{i j}\right\rangle\left(C_{i j}\right)^{\dagger}-\left|\left\langle C_{i j}\right\rangle\right|^{2} \tag{9}
\end{align*}
$$

Here, we have neglected quadratic terms in the deviations from the mean-field values. Moreover, we choose an Ansatz for the expectation values of the bond operators that will produce a Néel-type state,

$$
\begin{align*}
& \left\langle B_{i j}^{1, A}\right\rangle=\left\langle B_{i j}^{1, B}\right\rangle=0 \\
& \left\langle A_{i j}^{1, A}\right\rangle=-\left\langle A_{i j}^{1, B}\right\rangle \equiv \mathcal{A}_{\delta_{1}} \\
& \left\langle B_{i j}^{2, A}\right\rangle=\left\langle B_{i j}^{2, B}\right\rangle \equiv \mathcal{B}_{\delta_{2}} \\
& \left\langle A_{i j}^{2, A}\right\rangle=\left\langle A_{i j}^{2, B}\right\rangle=0 \tag{10}
\end{align*}
$$

where all quantities are assumed to be real [40,41]. We also take $\lambda_{A}=\lambda_{B} \equiv \lambda$. For the easy-axis terms we do the same mean-field treatment as above and take $\left\langle S_{i z}^{C}\right\rangle \equiv m_{C}$.

We introduce Fourier transformations for the Schwinger boson operators,

$$
\begin{equation*}
a_{i \sigma}=\frac{1}{\sqrt{N_{A}}} \sum_{\boldsymbol{k} \in \diamond} e^{i \boldsymbol{k} \cdot \boldsymbol{r}_{i}} a_{\boldsymbol{k} \sigma} \tag{11a}
\end{equation*}
$$



FIG. 2. Unit cell and Brillouin zone for the full lattice and the sublattices.

$$
\begin{equation*}
b_{i \sigma}=\frac{1}{\sqrt{N_{B}}} \sum_{\boldsymbol{k} \in \diamond} e^{i \boldsymbol{k} \cdot \boldsymbol{r}_{i}} b_{\boldsymbol{k} \sigma} \tag{11b}
\end{equation*}
$$

where $N_{A}$ and $N_{B}$ are the number of lattice sites in the $A$ and $B$ sublattices, respectively. The momenta live in the reduced Brillouin zone of the sublattices $\diamond$, as displayed in Fig. 2.

The AFMI Hamiltonian then takes the following form:

$$
\begin{align*}
H_{\mathrm{AFMI}}^{\mathrm{Néel}}= & 2 N_{A}\left[J_{1} \sum_{\delta_{1}}\left(\mathcal{A}_{\delta_{1}}\right)^{2}-J_{2} \sum_{\delta_{2}}\left(\mathcal{B}_{\delta_{2}}\right)^{2}\right] \\
& +\left[\lambda-\frac{1}{4}\left(J_{1} z_{1}+J_{2} z_{2}\right)\right] \sum_{\substack{k \in \diamond \\
\sigma}}\left(a_{\boldsymbol{k} \sigma}^{\dagger} a_{\boldsymbol{k} \sigma}+b_{\boldsymbol{k} \sigma}^{\dagger} b_{\boldsymbol{k} \sigma}\right) \\
& -K m_{A} \sum_{\boldsymbol{k} \in \diamond}^{\sigma} \sigma a_{\boldsymbol{k} \sigma}^{\dagger} a_{\boldsymbol{k} \sigma}+K m_{B} \sum_{\boldsymbol{k} \in \diamond}^{\sigma} \sigma b_{\boldsymbol{k} \sigma}^{\dagger} b_{\boldsymbol{k} \sigma} \\
& +\sum_{\boldsymbol{k} \in \diamond} \gamma_{\boldsymbol{k}}^{B_{2}}\left(a_{\boldsymbol{k} \sigma}^{\dagger} a_{\boldsymbol{k} \sigma}+b_{\boldsymbol{k} \sigma} b_{\boldsymbol{k} \sigma}^{\dagger}\right)+K N_{A}\left(m_{A}^{2}+m_{B}^{2}\right) \\
& -\sum_{\boldsymbol{k} \in \diamond} \gamma_{\boldsymbol{k}}^{A_{1}}\left(b_{\boldsymbol{k} \sigma}^{\dagger} a_{-\boldsymbol{k} \sigma}^{\dagger}+a_{\boldsymbol{k} \sigma} b_{-\boldsymbol{k} \sigma}\right)-2 N_{A} \kappa \lambda, \tag{12}
\end{align*}
$$

where $z_{1}$ and $z_{2}$ are the number of nearest neighbors and next-nearest neighbors, respectively. Throughout this paper, the quantity $\sigma= \pm 1$ takes on a positive sign for spin-up, and a negative sign for spin-down. We have also introduced the form factors,

$$
\begin{align*}
& \gamma_{\boldsymbol{k}}^{A_{1}} \equiv J_{1} \sum_{\delta_{1}} \mathcal{A}_{\boldsymbol{\delta}_{1}} \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{\mathbf{1}}\right),  \tag{13a}\\
& \gamma_{\boldsymbol{k}}^{B_{2}} \equiv J_{2} \sum_{\delta_{2}} \mathcal{B}_{\delta_{2}} \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{\mathbf{2}}\right) \tag{13b}
\end{align*}
$$

where the sums over nearest neighbors $\left(\boldsymbol{\delta}_{1}\right)$ and next-nearest neighbors $\left(\boldsymbol{\delta}_{2}\right)$ cover both positive and negative directions. We then define $\lambda^{\prime} \equiv \lambda-\frac{1}{4}\left(J_{1} z_{1}+J_{2} z_{2}\right)$, rename $\lambda^{\prime} \rightarrow \lambda$, and neglect constant terms that do not contain any of the mean-field parameters.

In order to make progress, we split the Hamiltonian up into three parts $H_{\mathrm{AFMI}}^{\mathrm{Néel}}=E_{0}+H^{\uparrow}+H^{\downarrow}$ where

$$
\begin{align*}
E_{0}= & 2 N_{A}\left[J_{1} \sum_{\delta_{1}}\left(\mathcal{A}_{\delta_{1}}\right)^{2}-J_{2} \sum_{\delta_{2}}\left(\mathcal{B}_{\delta_{2}}\right)^{2}\right] \\
& -2 N_{A} \lambda(\kappa+1)+K N_{A}\left(m_{A}^{2}+m_{B}^{2}\right) \tag{14}
\end{align*}
$$

and

$$
\begin{align*}
H^{\sigma}= & \sum_{\boldsymbol{k} \in \diamond}\left(\lambda+\gamma_{\boldsymbol{k}}^{B_{2}}-\sigma K m_{A}\right) a_{\boldsymbol{k} \sigma}^{\dagger} a_{\boldsymbol{k} \sigma} \\
& +\sum_{\boldsymbol{k} \in \diamond}\left(\lambda+\gamma_{\boldsymbol{k}}^{B_{2}}+\sigma K m_{B}\right) b_{\boldsymbol{k} \sigma} b_{\boldsymbol{k} \sigma}^{\dagger} \\
& -\sum_{\boldsymbol{k} \in \diamond} \gamma_{\boldsymbol{k}}^{A_{1}}\left(b_{\boldsymbol{k} \sigma}^{\dagger} a_{-\boldsymbol{k} \sigma}^{\dagger}+a_{\boldsymbol{k} \sigma} b_{-\boldsymbol{k} \sigma}\right) \tag{15}
\end{align*}
$$

We can then perform a Bogoliubov transformation,

$$
\begin{align*}
a_{\boldsymbol{k} \sigma} & =u_{\boldsymbol{k} \sigma} \alpha_{\boldsymbol{k} \sigma}-v_{\boldsymbol{k} \sigma} \beta_{-k \sigma}^{\dagger} \\
b_{-k \sigma}^{\dagger} & =v_{k \sigma} \alpha_{k \sigma}-u_{\boldsymbol{k} \sigma} \beta_{-k \sigma}^{\dagger} \tag{16}
\end{align*}
$$

where $u_{\boldsymbol{k} \sigma}$ and $v_{\boldsymbol{k} \sigma}$ are taken to be real and are parametrized by $u_{\boldsymbol{k} \sigma}=\cosh \left(\theta_{\boldsymbol{k} \sigma}\right), v_{\boldsymbol{k} \sigma}=\sinh \left(\theta_{\boldsymbol{k} \sigma}\right)$. The value of $\theta_{\boldsymbol{k} \sigma}$ that diagonalizes the Hamiltonian is given by

$$
\begin{equation*}
\tanh \left(2 \theta_{\boldsymbol{k} \sigma}\right)=\frac{\gamma_{\boldsymbol{k}}^{A_{1}}}{\lambda+\gamma_{\boldsymbol{k}}^{B_{2}}+\sigma \frac{K}{2}\left(m_{B}-m_{A}\right)} \tag{17}
\end{equation*}
$$

In order to simplify the expressions, we take $m_{B}=-m_{A}$, which is consistent with a Néel phase. The diagonalized Hamiltonian now takes the form,

$$
\begin{equation*}
H_{\mathrm{AFMI}}^{\mathrm{Néel}}=E_{0}^{\prime}+\sum_{\boldsymbol{k} \in \diamond} \omega_{\boldsymbol{k} \sigma}\left(\alpha_{\boldsymbol{k} \sigma}^{\dagger} \alpha_{\boldsymbol{k} \sigma}+\beta_{\boldsymbol{k} \sigma}^{\dagger} \beta_{\boldsymbol{k} \sigma}\right) \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{k \sigma}=\sqrt{\left(\lambda+\gamma_{k}^{B_{2}}-\sigma K m_{A}\right)^{2}-\left(\gamma_{k}^{A_{1}}\right)^{2}} \tag{19}
\end{equation*}
$$

and $E_{0}^{\prime}=E_{0}+\sum_{\boldsymbol{k} \sigma} \omega_{\boldsymbol{k} \sigma}$.
The mean-field parameters should be determined selfconsistently from minimization of the free energy. The free energy per lattice site is given by

$$
\begin{equation*}
f=\frac{E_{0}^{\prime}}{N}+\frac{2}{\beta N} \sum_{\substack{k \in \diamond \\ \sigma}} \ln \left(1-e^{-\beta \omega_{k \sigma}}\right) \tag{20}
\end{equation*}
$$

Minimizing the free energy with respect to $\mathcal{A}_{\delta_{1}}, \mathcal{B}_{\delta_{2}}, \lambda$, and $m_{A}$, we then obtain the following self-consistent equations for the mean-field parameters,

$$
\begin{align*}
& \mathcal{A}_{\boldsymbol{\delta}_{1}}=\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \diamond \\
\sigma}} \frac{\gamma_{\boldsymbol{k}}^{A_{1}}}{\omega_{\boldsymbol{k} \sigma}}\left(1+2 n_{\boldsymbol{k} \sigma}\right) \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{1}\right)  \tag{21a}\\
& \mathcal{B}_{\boldsymbol{\delta}_{2}}=\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \diamond \\
\sigma}} \frac{\left(\lambda+\gamma_{\boldsymbol{k}}^{B_{2}}-\sigma K m_{A}\right)}{\omega_{\boldsymbol{k} \sigma}}\left(1+2 n_{\boldsymbol{k} \sigma}\right) \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{2}\right) \tag{21b}
\end{align*}
$$

$$
\begin{align*}
\bar{\kappa} & =\frac{1}{2 N} \sum_{\substack{k \in \diamond \\
\sigma}} \frac{\left(\lambda+\gamma_{\boldsymbol{k}}^{B_{2}}-\sigma K m_{A}\right)}{\omega_{\boldsymbol{k} \sigma}}\left(1+2 n_{\boldsymbol{k} \sigma}\right)  \tag{21c}\\
m_{A} & =\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \diamond \\
\sigma}} \frac{\sigma\left(\lambda+\gamma_{\boldsymbol{k}}^{B_{2}}-\sigma K m_{A}\right)}{\omega_{\boldsymbol{k} \sigma}}\left(1+2 n_{\boldsymbol{k} \sigma}\right) \tag{21d}
\end{align*}
$$

The Bose-Einstein occupation factor is here denoted by $n_{k \sigma}$, and we have defined $\bar{\kappa}=\frac{1}{2}(\kappa+1)$. As mentioned earlier, in our description of the system, a Néel-type state with $m_{A}>0$ arises from condensation of $\uparrow$-bosons with $\boldsymbol{k}=0$. It should be noted that the condensation only takes place in the thermodynamic limit and that the bosonic energy cannot be taken to zero without also taking the system size to infinity. For condensation to take place, we need $\left|\lambda+\gamma_{0}^{B_{2}}-K m_{A}\right|=$ $\left|\gamma_{0}^{A_{1}}\right|$. In the following, we will take $A_{\delta_{1}}$ to be positive. For the interaction potential that will enter into the Hamiltonian describing the effective theory of interacting electrons, we need the ground-state properties of the antiferromagnet. From the Bose-Einstein occupation factors, at zero temperature, we then only get a contribution from the condensate $n_{0 \uparrow}$. Defining $\zeta_{k \sigma} \equiv \gamma_{0}^{A_{1}}-\gamma_{0}^{B_{2}}+\gamma_{k}^{B_{2}}+2 K m_{A} \delta_{\sigma, \downarrow}$, we now have

$$
\begin{align*}
\bar{\kappa} & =\frac{1}{2 N} \sum_{\boldsymbol{k} \in \triangleleft}^{\sigma} \frac{\zeta_{\boldsymbol{k} \sigma}}{\omega_{\boldsymbol{k} \sigma}}+\frac{1}{N} Q_{0}  \tag{22a}\\
m_{A} & =\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \triangleleft \\
\sigma}}^{\prime} \frac{\sigma \zeta_{\boldsymbol{k} \sigma}}{\omega_{\boldsymbol{k} \sigma}}+\frac{1}{N} Q_{0}  \tag{22b}\\
\mathcal{A}_{\boldsymbol{\delta}_{1}} & =\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \diamond \\
\sigma}}^{\prime} \frac{\gamma_{\boldsymbol{k}}^{A_{1}}}{\omega_{\boldsymbol{k} \sigma}} \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{1}\right)+\frac{1}{N} Q_{0}  \tag{22c}\\
\mathcal{B}_{\delta_{2}} & =\frac{1}{2 N} \sum_{\boldsymbol{k} \in \triangleleft}^{\sigma} \frac{\zeta_{\boldsymbol{k} \sigma}}{\omega_{\boldsymbol{k} \sigma}} \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{2}\right)+\frac{1}{N} Q_{0} \tag{22d}
\end{align*}
$$

where

$$
\begin{equation*}
Q_{0}=\frac{\gamma_{0}^{A_{1}}}{\omega_{0 \uparrow}}\left(n_{0 \uparrow}+\frac{1}{2}\right) \tag{23}
\end{equation*}
$$

Note that the sums no longer include $\boldsymbol{k}=0, \sigma=\uparrow$. We can then eliminate

$$
\begin{equation*}
\tilde{Q}_{0} \equiv \frac{1}{N} Q_{0}=\bar{\kappa}-\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \diamond \\ \sigma}} \frac{\zeta_{\boldsymbol{k} \sigma}}{\omega_{\boldsymbol{k} \sigma}} \tag{24}
\end{equation*}
$$

and obtain

$$
\begin{align*}
m_{A}-\bar{\kappa}+\frac{1}{N} \sum_{k \in \diamond}^{\prime} \frac{\zeta_{\boldsymbol{k} \downarrow}}{\omega_{\boldsymbol{k} \downarrow}} & =0,  \tag{25a}\\
\mathcal{A}-\bar{\kappa}-\frac{1}{2 N} \sum_{\substack{k \in \diamond \\
\sigma}}^{\prime} \frac{\gamma_{\boldsymbol{k}}^{A_{1}} \cos \left(k_{x}\right)-\zeta_{\boldsymbol{k} \sigma}}{\omega_{\boldsymbol{k} \sigma}} & =0,  \tag{25b}\\
\mathcal{B}-\bar{\kappa}-\frac{1}{2 N} \sum_{\substack{k \in \diamond \\
\sigma}}^{\prime} \frac{\zeta_{k \sigma}}{\omega_{\boldsymbol{k} \sigma}}\left[\cos \left(k_{x}+k_{y}\right)-1\right] & =0 \tag{25c}
\end{align*}
$$



FIG. 3. Schwinger boson dispersion relations $\omega_{\boldsymbol{k} \sigma}$ for $K=$ $0.001 J_{1}, S=1$, and $\sigma=\downarrow$. The value for $J_{2}$ varies between the two subfigures.
where we have taken $\mathcal{A} \equiv \mathcal{A}_{\delta_{1}}$ and $\mathcal{B} \equiv \mathcal{B}_{\delta_{2}}$. In the thermodynamic limit, we can convert the sums to integrals and solve the coupled set of equations numerically using a multidimensional root finder [42].

Solving the self-consistent equations for the mean-field parameters, the properties of the antiferromagnet can be determined, e.g., for different values of $J_{2}$. In Fig. 3, the Schwinger boson dispersion relation $\omega_{\boldsymbol{k} \sigma}$ is presented both deep into the Néel regime and close to the transition to the stripe phase. Note how local minima have developed close to the zone edges of the Brillouin zone for $J_{2} / J_{1}=0.5$, which are nearly degenerate with the dispersion minimum at the zone center. This indicates the vicinity of an instability of the Néel state into a new spin-ordered state. For the same parameters, the Schwinger boson coherence factor $u_{\boldsymbol{k} \sigma}$ is presented in Fig. 4. All quantities are displayed for $\sigma=\downarrow$, because, as we will see in the following, $\omega_{k \downarrow}$ and $u_{k \downarrow}, v_{k \downarrow}$ are the quantities, arising in the effective electron-electron interaction potential, that correspond to the magnon energies and coherence factors encountered in the Holstein-Primakoff treatment of the AFMI.

## B. Stripe phase

For the stripe phase we write out the AFMI Hamiltonian as

$$
\begin{aligned}
H_{\mathrm{AFMI}}^{\mathrm{Stripe}}= & J_{1} \sum_{\substack{i \in A \\
j=i \pm \hat{x}}} S_{i}^{A} \cdot S_{j}^{B}+J_{1} \sum_{\substack{i \in A \\
j=i \pm \hat{y}}} S_{i}^{A} \cdot S_{j}^{A} \\
& +J_{1} \sum_{\substack{i \in B \\
j=i \pm \hat{x}}} S_{i}^{B} \cdot S_{j}^{A}+J_{1} \sum_{\substack{i \in B \\
j=i \pm \hat{y}}} S_{i}^{B} \cdot \boldsymbol{S}_{j}^{B}
\end{aligned}
$$




FIG. 4. Schwinger boson coherence factors $u_{k \sigma}$ for $K=0.001 J_{1}$, $S=1$, and $\sigma=\downarrow$.

$$
\begin{align*}
& +J_{2} \sum_{\substack{i \in A \\
j n n n i}} S_{i}^{A} \cdot \boldsymbol{S}_{j}^{B}+J_{2} \sum_{\substack{i \in B \\
j \text { nni }}} \boldsymbol{S}_{i}^{B} \cdot \boldsymbol{S}_{j}^{A} \\
& -K \sum_{i \in A} S_{i z}^{2}-K \sum_{i \in B} S_{i z}^{2}, \tag{26}
\end{align*}
$$

where we have assumed that the stripes are oriented in the $y$ direction. The results for the superconductivity are not expected to depend on the spatial direction of the stripes. The bond operators, this time, take the form,

$$
\begin{align*}
A_{i j}^{A_{x}} & =\frac{1}{2}\left(a_{i \uparrow} b_{j \uparrow}+a_{i \downarrow} b_{j \downarrow}\right)=A_{i j}^{2, A},  \tag{27a}\\
B_{i j}^{A_{x}} & =\frac{1}{2}\left(a_{i \downarrow} b_{j \uparrow}^{\dagger}-a_{i \uparrow} b_{j \downarrow}^{\dagger}\right)=B_{i j}^{2, A},  \tag{27b}\\
A_{i j}^{A_{y}} & =\frac{1}{2}\left(a_{i \uparrow} a_{j \downarrow}-a_{i \downarrow} a_{j \uparrow}\right),  \tag{27c}\\
B_{i j}^{A_{y}} & =\frac{1}{2}\left(a_{i \uparrow} a_{j \uparrow}^{\dagger}+a_{i \downarrow} a_{j \downarrow}^{\dagger}\right),  \tag{27d}\\
A_{i j}^{B_{x}} & =\frac{1}{2}\left(-b_{i \downarrow} a_{j \downarrow}-b_{i \uparrow} a_{j \uparrow}\right)=A_{i j}^{2, B},  \tag{27e}\\
B_{i j}^{B_{x}} & =\frac{1}{2}\left(b_{i \uparrow} a_{j \downarrow}^{\dagger}-b_{i \downarrow} a_{j \uparrow}^{\dagger}\right)=B_{i j}^{2, B},  \tag{27f}\\
A_{i j}^{B_{y}} & =\frac{1}{2}\left(b_{i \uparrow} b_{j \downarrow}-b_{i \downarrow} b_{j \uparrow}\right),  \tag{27~g}\\
B_{i j}^{B_{y}} & =\frac{1}{2}\left(b_{i \downarrow} b_{j \downarrow}^{\dagger}+b_{i \uparrow} b_{j \uparrow}^{\dagger}\right) . \tag{27~h}
\end{align*}
$$

Including the Lagrange multiplier terms, the AFMI Hamiltonian can then be written out as

$$
\begin{align*}
& H_{\mathrm{AFMI}}^{\text {Stripe }}=J_{1} \sum_{\substack{i \in A \\
j=i \pm \hat{x}}}\left[\left(B_{i j}^{A_{x}}\right)^{\dagger} B_{i j}^{A_{x}}-\left(A_{i j}^{A_{x}}\right)^{\dagger} A_{i j}^{A_{x}}-\frac{1}{4} n_{i, A}\right] \\
&+J_{1} \sum_{\substack{i \in A \\
j=i \pm \hat{y}}}\left[\left(B_{i j}^{A_{y}}\right)^{\dagger} B_{i j}^{A_{y}}-\left(A_{i j}^{A_{y}}\right)^{\dagger} A_{i j}^{A_{y}}-\frac{1}{4} n_{i, A}\right] \\
&+J_{1} \sum_{\substack{i \in B}}\left[\left(B_{i j}^{B_{x}}\right)^{\dagger} B_{i j}^{B_{x}}-\left(A_{i j}^{B_{x}}\right)^{\dagger} A_{i j}^{B_{x}}-\frac{1}{4} n_{i, B}\right] \\
&+J_{1} \sum_{\substack{i \in B}}\left[\left(B_{i j}^{B_{y}}\right)^{\dagger} B_{i j}^{B_{y}}-\left(A_{i j}^{B_{y}}\right)^{\dagger} A_{i j}^{B_{y}}-\frac{1}{4} n_{i, B}\right]  \tag{28}\\
&+J_{2} \sum_{\substack{i \in A \\
j n n n i}}\left[\left(B_{i j}^{2, A}\right)^{\dagger} B_{i j}^{2, A}-\left(A_{i j}^{2, A}\right)^{\dagger} A_{i j}^{2, A}-\frac{1}{4} n_{i, A}\right] \\
&+J_{2} \sum_{i \in B}\left[\left(B_{i j}^{2, B}\right)^{\dagger} B_{i j}^{2, B}-\left(A_{i j}^{2, B}\right)^{\dagger} A_{i j}^{2, B}-\frac{1}{4} n_{i, B}\right] \\
& j n n n i \\
&-K \sum_{i \in A} S_{i z}^{2}-K \sum_{i \in B} S_{i z}^{2}+\lambda_{A} \sum_{i \in A}\left(n_{i, A}-\kappa\right) \\
&+\lambda_{B} \sum_{i \in B}\left(n_{i, B}-\kappa\right) .
\end{align*}
$$



FIG. 5. Unit cell and Brillouin zone for the full lattice and the sublattices.

In order to make progress, we introduce the mean-field decoupling from Eq. (9), and choose an Ansatz for the mean-field parameters that will produce a stripe phase,

$$
\begin{align*}
\left\langle A_{i j}^{A_{x}}\right\rangle & =-\left\langle A_{i j}^{B_{x}}\right\rangle \equiv \mathcal{A}_{\delta_{x}},  \tag{29a}\\
\left\langle B_{i j}^{A_{x}}\right\rangle & =\left\langle B_{i j}^{B_{x}}\right\rangle=0,  \tag{29b}\\
\left\langle A_{i j}^{A_{y}}\right\rangle & =\left\langle A_{i j}^{B_{y}}\right\rangle=0,  \tag{29c}\\
\left\langle B_{i j}^{A_{y}}\right\rangle & =\left\langle B_{i j}^{B_{y}}\right\rangle \equiv \mathcal{B}_{\delta_{y}},  \tag{29d}\\
\left\langle B_{i j}^{2, A}\right\rangle & =\left\langle B_{i j}^{2, B}\right\rangle=0,  \tag{29e}\\
\left\langle A_{i j}^{2, A}\right\rangle & =-\left\langle A_{i j}^{2, B}\right\rangle \equiv \mathcal{A}_{\delta_{2}} . \tag{29f}
\end{align*}
$$

As before, we take $\lambda_{A}=\lambda_{B} \equiv \lambda$ and treat the easy-axis anisotropy terms in the same mean-field fashion as for the Néel state. Next, we introduce Fourier transformations for the boson operators,

$$
\begin{align*}
& a_{i \sigma}=\frac{1}{\sqrt{N_{A}}} \sum_{k \in \square} e^{i k \cdot r_{i}} a_{k \sigma},  \tag{30a}\\
& b_{i \sigma}=\frac{1}{\sqrt{N_{B}}} \sum_{k \in \square} e^{i \boldsymbol{k} \cdot r_{i}} b_{k \sigma}, \tag{30b}
\end{align*}
$$

where the sum over momentum covers the reduced Brillouin zone of the sublattices $\square$, as displayed in Fig. 5. The Hamiltonian then takes the form,

$$
\begin{aligned}
& H_{\mathrm{AFMI}}^{\text {Stripe }}=2 N_{A}\left[J_{1} \sum_{\delta_{x}}\left(\mathcal{A}_{\delta_{x}}\right)^{2}-J_{1} \sum_{\delta_{y}}\left(\mathcal{B}_{\delta_{y}}\right)^{2}\right. \\
& \left.+J_{2} \sum_{\delta_{2}}\left(\mathcal{A}_{\delta_{2}}\right)^{2}\right]-2 N_{A} \kappa \lambda+K N_{A}\left(m_{A}^{2}+m_{B}^{2}\right) \\
& +\left[\lambda-\frac{1}{4}\left(J_{1} z_{1}+J_{2} z_{2}\right)\right] \sum_{\substack{k \in \square \\
\sigma}}\left(a_{k \sigma}^{\dagger} a_{k \sigma}+b_{k \sigma}^{\dagger} b_{k \sigma}\right) \\
& -K m_{A} \sum_{k \in \square}^{\sigma}<1 \sigma a_{\boldsymbol{k} \sigma}^{\dagger} a_{\boldsymbol{k} \sigma}+K m_{B} \sum_{\substack{k \in \square \\
\sigma}} \sigma b_{k \sigma}^{\dagger} b_{\boldsymbol{k} \sigma}
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{\substack{\boldsymbol{k} \in \square \\
\sigma}} \gamma_{\boldsymbol{k}}^{B_{y}}\left(a_{\boldsymbol{k} \sigma}^{\dagger} a_{\boldsymbol{k} \sigma}+b_{\boldsymbol{k} \sigma} b_{\boldsymbol{k} \sigma}^{\dagger}\right) \\
& -\sum_{\substack{\boldsymbol{k} \in \square \\
\sigma}}\left(\gamma_{\boldsymbol{k}}^{A_{x}}+\gamma_{\boldsymbol{k}}^{A_{2}}\right)\left(b_{\boldsymbol{k} \sigma}^{\dagger} a_{-\boldsymbol{k} \sigma}^{\dagger}+a_{\boldsymbol{k} \sigma} b_{-\boldsymbol{k} \sigma}\right), \tag{31}
\end{align*}
$$

where we have defined

$$
\begin{align*}
& \gamma_{k}^{A_{x}}=J_{1} \sum_{\delta_{x}} \mathcal{A}_{\delta_{x}} \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{x}\right),  \tag{32a}\\
& \gamma_{k}^{B_{y}}=J_{1} \sum_{\delta_{y}} \mathcal{B}_{\delta_{y}} \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{\boldsymbol{y}}\right),  \tag{32b}\\
& \gamma_{k}^{A_{2}}=J_{2} \sum_{\delta_{2}} \mathcal{A}_{\delta_{2}} \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{\mathbf{2}}\right), \tag{32c}
\end{align*}
$$

The sums over nearest neighbors still cover both positive and negative directions. We then redefine $\lambda$ as we did for the Néel phase and exclude constant terms not involving meanfield parameters. Splitting up the Hamiltonian in three parts $H_{\mathrm{AFMI}}^{\text {Stripe }}=E_{0}+H^{\uparrow}+H^{\downarrow}$, we write

$$
\begin{align*}
E_{0}= & 2 N_{A}\left[J_{1} \sum_{\delta_{x}}\left(\mathcal{A}_{\delta_{x}}\right)^{2}-J_{1} \sum_{\delta_{y}}\left(\mathcal{B}_{\delta_{y}}\right)^{2}+J_{2} \sum_{\delta_{2}}\left(\mathcal{A}_{\delta_{2}}\right)^{2}\right] \\
& -2 N_{A} \lambda(\kappa+1)+K N_{A}\left(m_{A}^{2}+m_{B}^{2}\right), \tag{33}
\end{align*}
$$

$$
\begin{align*}
H^{\sigma}= & \sum_{\boldsymbol{k} \in \square}\left(\lambda+\gamma_{k}^{B_{y}}-\sigma K m_{A}\right) a_{\boldsymbol{k} \sigma}^{\dagger} a_{\boldsymbol{k} \sigma} \\
& +\sum_{\boldsymbol{k} \in \square}\left(\lambda+\gamma_{k}^{B_{y}}+\sigma K m_{B}\right) b_{\boldsymbol{k} \sigma} b_{\boldsymbol{k} \sigma}^{\dagger} \\
& -\sum_{\boldsymbol{k} \in \square}\left(\gamma_{k}^{A_{x}}+\gamma_{k}^{A_{2}}\right)\left(b_{\boldsymbol{k} \sigma}^{\dagger} a_{-\boldsymbol{k} \sigma}^{\dagger}+a_{\boldsymbol{k} \sigma} b_{-\boldsymbol{k} \sigma}\right) . \tag{34}
\end{align*}
$$

As in the Néel case, the Bogoliubov transformation of Eq. (16) diagonalizes the Hamiltonian, where $\theta_{k \sigma}$ this time is given by

$$
\begin{equation*}
\tanh \left(2 \theta_{\boldsymbol{k} \sigma}\right)=\frac{\gamma_{k}^{A_{x}}+\gamma_{k}^{A_{2}}}{\lambda+\gamma_{k}^{B_{y}}+\sigma \frac{K}{2}\left(m_{B}-m_{A}\right)} . \tag{35}
\end{equation*}
$$

Taking $m_{B}=-m_{A}$, we obtain the following expression for the diagonalized Hamiltonian:

$$
\begin{equation*}
H_{\mathrm{AFMI}}^{\mathrm{Stripe}}=E_{0}^{\prime}+\sum_{\substack{\boldsymbol{k} \in \square \\ \sigma}} \omega_{k \sigma}\left(\alpha_{k \sigma}^{\dagger} \alpha_{k \sigma}+\beta_{k \sigma}^{\dagger} \beta_{k \sigma}\right), \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{k \sigma}=\sqrt{\left(\lambda+\gamma_{k}^{B_{y}}-\sigma K m_{A}\right)^{2}-\left(\gamma_{k}^{A_{x}}+\gamma_{k}^{A_{2}}\right)^{2}} \tag{37}
\end{equation*}
$$

and $E_{0}^{\prime}=E_{0}+\sum_{k \sigma} \omega_{k \sigma}$. Minimizing the free energy with respect to $\mathcal{A}_{\delta_{x}}, \mathcal{A}_{\delta_{2}}, \mathcal{B}_{\delta_{y}}, \lambda$, and $m_{A}$, we obtain

$$
\begin{equation*}
\mathcal{A}_{\delta_{x}}=\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \square \\ \sigma}} \frac{\left(\gamma_{k}^{A_{x}}+\gamma_{k}^{A_{2}}\right)}{\omega_{\boldsymbol{k} \sigma}}\left(1+2 n_{\boldsymbol{k} \sigma}\right) \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{x}\right), \tag{38a}
\end{equation*}
$$

$$
\begin{align*}
& \mathcal{A}_{\delta_{2}}=\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \square \\
\sigma}} \frac{\left(\gamma_{\boldsymbol{k}}^{A_{x}}+\gamma_{\boldsymbol{k}}^{A_{2}}\right)}{\omega_{\boldsymbol{k} \sigma}}\left(1+2 n_{\boldsymbol{k} \sigma}\right) \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{2}\right),  \tag{38b}\\
& \mathcal{B}_{\delta_{y}}=\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \square \\
\sigma}} \frac{\left(\lambda+\gamma_{\boldsymbol{k}}^{B_{y}}-\sigma K m_{A}\right)}{\omega_{\boldsymbol{k} \sigma}}\left(1+2 n_{\boldsymbol{k} \sigma}\right) \cos \left(\boldsymbol{k} \cdot \boldsymbol{\delta}_{\boldsymbol{y}}\right),  \tag{38c}\\
& \bar{\kappa}=\frac{1}{2 N} \sum_{\substack{k \in \square \\
\sigma}} \frac{\left(\lambda+\gamma_{k}^{B_{y}}-\sigma K m_{A}\right)}{\omega_{\boldsymbol{k} \sigma}}\left(1+2 n_{k \sigma}\right),  \tag{38d}\\
& m_{A}=\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \square \\
\sigma}} \frac{\sigma\left(\lambda+\gamma_{\boldsymbol{k}}^{B_{\boldsymbol{y}}}-\sigma K m_{A}\right)}{\omega_{\boldsymbol{k} \sigma}}\left(1+2 n_{\boldsymbol{k} \sigma}\right) . \tag{38e}
\end{align*}
$$

Here, we have once again defined $\bar{\kappa}=\frac{1}{2}(\kappa+1)$. For a stripe-type state with $m_{A}>0$, we will have condensation of $\uparrow$-bosons with $\boldsymbol{k}=0$, and we then need $\left|\lambda+\gamma_{0}^{B_{y}}-K m_{A}\right|=$ $\left|\gamma_{0}^{A_{x}}+\gamma_{0}^{A_{2}}\right|$. The mean-field parameters $\mathcal{A}_{\delta_{x}}$ and $\mathcal{A}_{\delta_{2}}$ will be assumed to be positive. At zero temperature, we once again only get contributions from $n_{k \sigma}$ from the condensate. We then define $\zeta_{k \sigma}=\gamma_{0}^{A_{x}}+\gamma_{0}^{A_{2}}-\gamma_{0}^{B_{y}}+\gamma_{k}^{B_{y}}+2 K m_{A} \delta_{\sigma, \downarrow}$, and write

$$
\begin{align*}
\bar{\kappa} & =\frac{1}{2 N} \sum_{\substack{k \in \square \\
\sigma}}^{\prime} \frac{\zeta_{\boldsymbol{k} \sigma}}{\omega_{\boldsymbol{k} \sigma}}+\frac{1}{N} Q_{0},  \tag{39a}\\
m_{A} & =\frac{1}{2 N} \sum_{\substack{k \in \square \\
\sigma}}^{\prime} \frac{\sigma \zeta_{\boldsymbol{k} \sigma}}{\omega_{\boldsymbol{k} \sigma}}+\frac{1}{N} Q_{0},  \tag{39b}\\
\mathcal{A}_{x} & =\frac{1}{2 N} \sum_{\substack{\boldsymbol{k} \in \square \\
\sigma}}^{\prime} \frac{\left(\gamma_{k}^{A_{x}}+\gamma_{\boldsymbol{k}}^{A_{2}}\right)}{\omega_{\boldsymbol{k} \sigma}} \cos \left(k_{x}\right)+\frac{1}{N} Q_{0},  \tag{39c}\\
\mathcal{A}_{2} & =\frac{1}{2 N} \sum_{k \in \square}^{\prime} \frac{\left(\gamma_{\boldsymbol{k}}^{A_{x}}+\gamma_{k}^{A_{2}}\right)}{\omega_{\boldsymbol{k} \sigma}} \cos \left(k_{x}+k_{y}\right)+\frac{1}{N} Q_{0},  \tag{39d}\\
\mathcal{B}_{y} & =\frac{1}{2 N} \sum_{k \in \square}^{\prime} \frac{\zeta_{\boldsymbol{k} \sigma}}{\omega_{\boldsymbol{k} \sigma}} \cos \left(k_{y}\right)+\frac{1}{N} Q_{0}, \tag{39e}
\end{align*}
$$

where

$$
\begin{equation*}
Q_{0}=\frac{\left(\gamma_{0}^{A_{x}}+\gamma_{0}^{A_{2}}\right)}{\omega_{0 \uparrow}}\left(n_{0 \uparrow}+\frac{1}{2}\right), \tag{40}
\end{equation*}
$$

and we have taken $\mathcal{A}_{x} \equiv \mathcal{A}_{\delta_{x}}, \mathcal{A}_{2} \equiv \mathcal{A}_{\delta_{2}}$, and $\mathcal{B}_{y} \equiv \mathcal{B}_{\delta_{y}}$. We can then once again eliminate $Q_{0}$,

$$
\begin{equation*}
\tilde{Q}_{0} \equiv \frac{1}{N} Q_{0}=\bar{\kappa}-\frac{1}{2 N} \sum_{k \sigma}^{\prime} \frac{\zeta_{k \sigma}}{\omega_{k \sigma}}, \tag{41}
\end{equation*}
$$



FIG. 6. Schwinger boson dispersion relations $\omega_{k \sigma}$ for $K=$ $0.001 J_{1}, S=1$, and $\sigma=\downarrow$. The value for $J_{2}$ varies between the two subfigures.

$$
\begin{align*}
& \text { and obtain the equations, } \\
& m_{A}=\bar{\kappa}-\frac{1}{N} \sum_{\boldsymbol{k} \in \square^{\prime}}^{\prime} \frac{\zeta_{\boldsymbol{k} \downarrow}}{\omega_{\boldsymbol{k} \downarrow}},  \tag{42a}\\
& \mathcal{A}_{x}=\bar{\kappa}+\frac{1}{2 N} \sum_{\boldsymbol{k} \in \square}^{\prime} \frac{\left(\gamma_{\boldsymbol{k}}^{A_{x}}+\gamma_{\boldsymbol{k}}^{A_{2}}\right) \cos \left(k_{x}\right)-\zeta_{\boldsymbol{k} \sigma}}{\omega_{\boldsymbol{k} \sigma}},  \tag{42b}\\
& \mathcal{A}_{2}=\bar{\kappa}+\frac{1}{2 N} \sum_{\boldsymbol{k} \in \square_{\sigma}^{\prime}}^{\left(_{\boldsymbol{k}}^{A_{x}}+\gamma_{\boldsymbol{k}}^{A_{2}}\right) \cos \left(k_{x}+k_{y}\right)-\zeta_{\boldsymbol{k} \sigma}}  \tag{42c}\\
& \omega_{\boldsymbol{k} \sigma} \tag{42d}
\end{align*},
$$

In the thermodynamic limit, we can then convert the sums into integrals and solve the coupled set of equations numerically.

As for the Néel phase, we present dispersion relations and coherence factors for values of $J_{2} / J_{1}$ deep into the stripe phase and close to the transition to the other magnetic phase. These results are displayed in Figs. 6 and 7. In addition, we also explore in Fig. 8 how the mean-field parameters depend on $J_{2} / J_{1}$ for the two phases. Notably, the factor $\tilde{Q}_{0}$, which is closely related to the sublattice magnetization, decreases towards the phase transition and is reduced more on the Néel side of the transition than on the stripe side. This factor will show up later in the effective electron-electron interaction potential.


FIG. 7. Schwinger boson coherence factors $u_{k \sigma}$ for $K=0.001 J_{1}$, $S=1$, and $\sigma=\downarrow$.


FIG. 8. Mean-field parameters for the Néel and stripe phase for $K / J_{1}=0.001$ and $S=1$. The transition between the two phases is found to take place around $J_{2} / J_{1}=0.549$.

## IV. COUPLING TO THE NM

When considering the coupling to the normal metal (NM), we will treat both the Néel phase and stripe phase simultaneously as the calculation is identical for both phases. It should then be understood that the expressions for the factor $\tilde{Q}_{0}$, the Schwinger boson energies $\omega_{k \sigma}$, and the Schwinger boson coherence factors $u_{k \sigma}, v_{k \sigma}$, depend on the magnetic phase.

Through a Fourier transformation, the NM Hamiltonian is brought on diagonal form,

$$
\begin{equation*}
H_{\mathrm{NM}}=\sum_{\boldsymbol{k} \in \square} \epsilon_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} \tag{43}
\end{equation*}
$$

with

$$
\begin{equation*}
\epsilon_{k}=-t z_{1} \gamma_{k}-\mu \tag{44}
\end{equation*}
$$

Here, the sum over momentum covers the Brillouin zone of the full lattice $\square$ and the number of nearest neighbors $z_{1}$ is the same as in the AFMI. In addition, the NM is exchange coupled to the two sublattices of the antiferromagnet, $H_{\mathrm{int}}=$ $H_{\mathrm{int}}^{(A)}+H_{\mathrm{int}}^{(B)}$,

$$
\begin{align*}
H_{\mathrm{int}}^{(A)}= & -2 \bar{J} \Omega \sum_{i \in A}\left(a_{i \uparrow}^{\dagger} a_{i \downarrow} c_{i \downarrow}^{\dagger} c_{i \uparrow}+a_{i \downarrow}^{\dagger} a_{i \uparrow} c_{i \uparrow}^{\dagger} c_{i \downarrow}\right) \\
& -\bar{J} \Omega \sum_{i \in A \sigma} \sigma c_{i \sigma}^{\dagger} c_{i \sigma}\left(a_{i \uparrow}^{\dagger} a_{i \uparrow}-a_{i \downarrow}^{\dagger} a_{i \downarrow}\right)  \tag{45}\\
H_{\mathrm{int}}^{(B)}= & 2 \bar{J} \sum_{i \in B}\left(b_{i \downarrow}^{\dagger} b_{i \uparrow} c_{i \downarrow}^{\dagger} c_{i \uparrow}+b_{i \uparrow}^{\dagger} b_{i \downarrow} c_{i \uparrow}^{\dagger} c_{i \downarrow}\right) \\
& +\bar{J} \sum_{i \in B} \sigma c_{i \sigma}^{\dagger} c_{i \sigma}\left(b_{i \uparrow}^{\dagger} b_{i \uparrow}-b_{i \downarrow}^{\dagger} b_{i \downarrow}\right) \tag{46}
\end{align*}
$$

Here, we have defined $\Omega \equiv \bar{J}_{A} / \bar{J}_{B}$, as visualized in Fig. 9, and $\bar{J} \equiv \bar{J}_{B}$. For magnetic ordering in the $z$ direction in spin space, the $z$ component of the coupling gives rise to a staggered magnetic exchange field. For asymmetric coupling to


FIG. 9. (a) Illustration of our model where the coupling to the two sublattices is allowed to differ. The coupling asymmetry is parametrized by $\Omega$. (b) Shown is an uncompensated interface, where only one of the two sublattices is present, producing a coupling corresponding to $\Omega=0$.
the two sublattices, the NM electrons are then exposed to a net magnetic field, which will influence the superconductivity. For an in-plane magnetic field, the dominant effect is the Pauli pair-breaking mechanism, rather than the orbital effect [43]. As described in Ref. [6], this paramagnetic effect, arising from the $z$ component of the coupling, is not expected to destroy the superconductivity in the considered system, and can be counteracted by, e.g., applying an oppositely directed external magnetic field [44]. The effect of the $z$ component of the coupling will therefore be neglected in the following.

We then perform Fourier transformations, where the electron operators are transformed as

$$
\begin{equation*}
c_{\boldsymbol{i} \sigma}=\frac{1}{\sqrt{N}} \sum_{\boldsymbol{k} \in \mathrm{RBZ}}\left(c_{\boldsymbol{k} \sigma} e^{i \boldsymbol{k} \cdot \boldsymbol{r}_{\boldsymbol{i}}}+c_{\boldsymbol{k}+\boldsymbol{G}, \sigma} e^{i(\boldsymbol{k}+\boldsymbol{G}) \cdot \boldsymbol{r}_{i}}\right) \tag{47}
\end{equation*}
$$

where $\boldsymbol{G} \equiv \frac{\pi(\hat{x}+\hat{y})}{a}$ for the Néel phase and $\boldsymbol{G} \equiv \frac{\pi \hat{x}}{a}$ for the stripe phase. The sum over momentum covers the reduced Brillouin zone (RBZ) of the sublattices. Umklapp processes where the momentum of the outgoing electron is shifted by a reciprocal lattice vector of the sublattices, will arise due to the electrons and Schwinger bosons living in different Brillouin zones [6,7]. These processes are expected to be important for induced superconductivity in the case of an AFMI coupled to a NM close to half-filling [5]. Away from half-filling, the Umklapp processes are, however, of less importance. In addition, for a real uncompensated interface, the NM will be lattice matched with the AFMI sublattice it is coupled to, removing the Umklapp processes from the coupling. The Umklapp processes will therefore not be included in our treatment of the system.

We are now left with the coupling terms,

$$
\begin{equation*}
H_{\mathrm{int}}^{(A)}=-\frac{2 \bar{J} \Omega}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\substack{\boldsymbol{k} \boldsymbol{k}^{\prime} \\ \in \mathrm{RBZ}}}\left(a_{\boldsymbol{k} \uparrow}^{\dagger} a_{\boldsymbol{k}^{\prime} \downarrow} c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow}+\text { H.c. }\right) \tag{48}
\end{equation*}
$$

$$
\begin{equation*}
H_{\mathrm{int}}^{(B)}=\frac{2 \bar{J}}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\substack{\boldsymbol{k} \boldsymbol{k}^{\prime} \\ \in \mathrm{RBZ}}}\left(b_{\boldsymbol{k} \downarrow}^{\dagger} b_{\boldsymbol{k}^{\prime} \uparrow} c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow}+\text { H.c. }\right) \tag{49}
\end{equation*}
$$

Expressing the the sublattice Schwinger boson operators in terms of the boson operators that diagonalized the AFMI Hamiltonian, we have the final expression for the electronboson coupling,

$$
\begin{align*}
H_{\mathrm{int}}^{(A)}= & -\frac{2 \bar{J} \Omega}{N} \sum_{q \in \square} \sum_{\substack{k k^{\prime} \\
\in \mathrm{RBZ}}}\left[\left(u_{k \uparrow} \alpha_{k \uparrow}^{\dagger}-v_{k \uparrow} \beta_{-k \uparrow}\right)\right. \\
& \left.\times\left(u_{k^{\prime} \downarrow} \alpha_{k^{\prime} \downarrow}-v_{k^{\prime} \downarrow} \beta_{-k^{\prime} \downarrow}^{\dagger}\right) c_{q \downarrow}^{\dagger} c_{k+q-k^{\prime} \uparrow}+\text { H.c. }\right],  \tag{50}\\
H_{\text {int }}^{(B)}= & \frac{2 \bar{J}}{N} \sum_{q \in \square} \sum_{\substack{k k^{\prime} \\
\in \mathrm{RBZ}}}\left[\left(v_{k \downarrow} \alpha_{-k \downarrow}-u_{k \downarrow} \beta_{k \downarrow}^{\dagger}\right)\right. \\
& \left.\times\left(v_{k^{\prime} \uparrow} \alpha_{-k^{\prime} \uparrow}^{\dagger}-u_{k^{\prime} \uparrow} \uparrow \beta_{k^{\prime} \uparrow}\right) c_{q \downarrow}^{\dagger} c_{k+q-k^{\prime} \uparrow}+\text { H.c. }\right] . \tag{51}
\end{align*}
$$

In the next section, we will derive effective electron-electron interactions, mediated by Schwinger bosons, arising from this electron-boson coupling.

## V. EFFECTIVE INTERACTION

We now perform a Schrieffer-Wolff transformation [45] in order to integrate out the boson operators and obtain an effective theory of interacting electrons. As we have two boson operators in the initial electron-boson coupling, we will end up with electron-electron scattering processes where there are still two boson operators present. The remaining pair of boson operators will be replaced by its ground-state expectation value in order to obtain an effective theory of interacting electrons. We define $H=H_{0}+\eta H_{1}$ with

$$
\begin{align*}
H_{0} & \equiv E_{0}^{\prime}+\sum_{\boldsymbol{k} \in \mathrm{RBZ}}^{\sigma} \omega_{\boldsymbol{k} \sigma}\left(\alpha_{\boldsymbol{k} \sigma}^{\dagger} \alpha_{\boldsymbol{k} \sigma}+\beta_{\boldsymbol{k} \sigma}^{\dagger} \beta_{\boldsymbol{k} \sigma}\right) \\
& +\sum_{\boldsymbol{k} \in \square} \epsilon_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}
\end{align*}
$$

and

$$
\begin{equation*}
\eta H_{1}=\eta H_{1}^{(A)}+\eta H_{1}^{(B)} \equiv H_{\mathrm{int}}^{(A)}+H_{\mathrm{int}}^{(B)} . \tag{53}
\end{equation*}
$$

We then perform a canonical transformation,

$$
\begin{align*}
H^{\prime} & =e^{-\eta S} H e^{\eta S}=H+\eta[H, S]+\frac{\eta^{2}}{2!}[[H, S], S]+\mathcal{O}\left(\eta^{3}\right) \\
& =H_{0}+\eta\left(H_{1}+\left[H_{0}, S\right]\right)+\eta^{2}\left(\left[H_{1}, S\right]+\frac{1}{2}\left[\left[H_{0}, S\right], S\right]\right) \\
& +\mathcal{O}\left(\eta^{3}\right), \tag{54}
\end{align*}
$$

where we choose $\eta S=\eta S^{(A)}+\eta S^{(B)}$ such that we have

$$
\begin{equation*}
\eta H_{1}^{(L)}+\left[H_{0}, \eta S^{(L)}\right]=0 . \tag{55}
\end{equation*}
$$

The result is then

$$
\begin{equation*}
H^{\prime}=H_{0}+\frac{1}{2} \sum_{L L^{\prime}}\left[\eta H_{1}^{(L)}, \eta S^{\left(L^{\prime}\right)}\right]+\mathcal{O}\left(\eta^{3}\right) \tag{56}
\end{equation*}
$$

where $L \in\{A, B\}$. We then make appropriate choices for $\eta S^{A}$ and $\eta S^{B}$ [46], compute the commutators, consider that we have condensation of $\uparrow$-bosons, and restrict ourselves to BCStype scattering processes where the two incoming, as well as outgoing, electrons have opposite momenta. See Appendix for details. The pairing Hamiltonian then takes the form,

$$
\begin{equation*}
H_{\mathrm{pair}}=\sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} V_{\boldsymbol{k} \boldsymbol{k}^{\prime}} c_{\boldsymbol{k} \uparrow}^{\dagger} \int_{-\boldsymbol{k} \downarrow}^{\dagger} c_{-\boldsymbol{k}^{\prime} \downarrow} c_{\boldsymbol{k}^{\prime} \uparrow}, \tag{57}
\end{equation*}
$$

where

$$
\begin{align*}
V_{\boldsymbol{k} \boldsymbol{k}^{\prime}} & =-V^{2} \tilde{Q}_{0} \frac{2 \omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime} \downarrow}}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime} \downarrow}^{2}} A\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}, \Omega\right) \\
& -\frac{V^{2}}{N} \sum_{\boldsymbol{h} \in \mathrm{RBZ}} B\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}+\boldsymbol{h}, \boldsymbol{h}, \Omega\right)  \tag{58}\\
& \times \frac{2\left(\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}+\boldsymbol{h} \uparrow}+\omega_{\boldsymbol{h} \downarrow}\right)}{\left(\epsilon_{\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{k}}\right)^{2}-\left(\omega_{\boldsymbol{k}+\boldsymbol{k}^{\prime}+\boldsymbol{h} \uparrow}+\omega_{\boldsymbol{h} \downarrow}\right)^{2}},
\end{align*}
$$

and we have defined

$$
\begin{equation*}
A(\boldsymbol{q}, \Omega)=\frac{1}{2}\left(\Omega^{2}+1\right)\left(u_{q \downarrow}^{2}+v_{q \downarrow}^{2}\right)-2 \Omega u_{q \downarrow} v_{q \downarrow}, \tag{59}
\end{equation*}
$$

as well as

$$
\begin{align*}
B(\boldsymbol{q}, \boldsymbol{h}, \Omega) & =\frac{1}{2}\left(\Omega^{2}+1\right)\left(u_{\boldsymbol{q} \uparrow}^{2} v_{\boldsymbol{h} \downarrow}^{2}+v_{\boldsymbol{q} \uparrow}^{2} u_{\boldsymbol{h} \downarrow}^{2}\right)  \tag{60}\\
& -2 \Omega u_{\boldsymbol{q} \uparrow} v_{\boldsymbol{h} \downarrow} v_{\boldsymbol{q} \uparrow} u_{\boldsymbol{h} \downarrow} .
\end{align*}
$$

Here, we have introduced $V \equiv 2 \bar{J} / \sqrt{N}$. The two momenta in the sum in Eq. (57) are restricted such that the separation between them is limited to a momentum living in the reduced Brillouin zone of the sublattices. The $A$ factor is the same function as in Ref. [6], but due to different choices for the sign of the coherence factors, the sign in front of the $u_{q \downarrow} v_{q \downarrow}$ term is negative instead of positive in this case. Both coherence factors are, in this case, positive for small momenta for both the Néel and stripe phase. For $\Omega=0$, the $A$ factor then grows large, while for $\Omega=1$, there is a near cancellation between the positive and negative contributions to the $A$ factor. The interaction strength is therefore enhanced in the case of asymmetric coupling to the two sublattices, just like in Ref. [6]. The second part of the interaction potential includes a sum over momenta that covers the reduced Brillouin zone of the sublattices, apart from the point $\boldsymbol{h}=-\boldsymbol{k}-\boldsymbol{k}^{\prime}$. This term displays similar behavior as the first term in the interaction potential when $\Omega$ is varied. Importantly, the above expressions are valid for both the Néel and stripe phase, meaning that the previously reported enhancement of the critical temperature when coupling asymmetrically to the two sublattices of the AFMI should be expected also for the stripe phase.

Examining the first part of the interaction potential, where the $\uparrow$-bosons carry zero momentum, we see that the properties of the $\uparrow$-bosons that condense have been absorbed into
the prefactor $\tilde{Q}_{0}$. Comparing with the earlier obtained spinwave result, it is then clear that the magnon energies and coherence factors from Ref. [6] have been replaced by the energies and coherence factors of Schwinger bosons with spin $\sigma=\downarrow$. These $\downarrow$-bosons have been gapped by the easy-axis anisotropy, ensuring ordering in the $z$ direction. Taking the limit of $K \rightarrow 0$, the coherence factors in $A(\boldsymbol{q}, \Omega)$ diverge, producing a divergent interaction potential. This is consistent with the Holstein-Primakoff result in the limit of zero easy-axis anisotropy [6]. In order to treat the possibility of superconductivity, at least within a weak-coupling framework, one should then take finite easy-axis anisotropy. If both the $\uparrow$ - and $\downarrow$-bosons had been gapped, as in a gapped spin liquid state, there would be no condensate and the remaining contributions to the interaction potential would be expected to take on a form similar to the current second term involving $B(\boldsymbol{q}, \boldsymbol{h}, \Omega)$. In that case, there could, however, also be extra contributions arising from the $z$ component of the interfacial exchange coupling.

Making further comparisons with Ref. [6], the prefactor $V^{2} \tilde{Q}_{0}$ is the same as Eq. (5) in Ref. [6] except that the AFMI spin quantum number $S$ (representing the sublattice magnetization) has been replaced by $\tilde{Q}_{0}$ which is closely related to the sublattice magnetization $m_{A}$. As the sublattice magnetization, and therefore $\tilde{Q}_{0}$, is reduced by frustration, this replacement represents a correction that can strongly influence how the superconductivity depends on the introduction of frustration. In addition, the Schwinger boson energies and coherence factors also depend on $m_{A}$ (instead of $S$ ), which will depend on the value of $J_{2}$ in this treatment of the system.

## VI. GAP EQUATION

Performing a standard weak-coupling treatment of the superconducting instability [47], both terms in the interaction potential are found to be attractive for $S_{z}=0$ spin-triplet pairing [6], with gap function,

$$
\begin{equation*}
\Delta_{k}=-\sum_{k^{\prime}} V_{k k^{\prime}, O(k)}\left\langle c_{-k^{\prime} \uparrow} c_{k^{\prime} \downarrow}+c_{-k^{\prime} \downarrow} c_{k^{\prime} \uparrow}\right\rangle / 2 . \tag{61}
\end{equation*}
$$

Here $V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})}=\frac{1}{2}\left(V_{\boldsymbol{k} \boldsymbol{k}^{\prime}}-V_{-\boldsymbol{k}, \boldsymbol{k}^{\prime}}\right)$ is the part of the effective interaction potential that is odd in momentum. The origin of the spin-triplet pairing is the spin-flip nature of the electron-boson scattering processes. When combining two electron-boson scattering processes to an effective pairing potential, the spin flips produce an operator ordering of the type $c_{\uparrow}^{\dagger} c_{\downarrow} c_{\downarrow}^{\dagger} c_{\uparrow}$, instead of $c_{\uparrow}^{\dagger} c_{\uparrow} c_{\downarrow}^{\dagger} c_{\downarrow}$ which is the case for conventional phonon-mediated singlet pairing. The exchange of the spin indices of the destruction operators, combined with the anticommutation relations of the electrons, introduce a relative minus sign compared with the case of phonon-mediated singlet pairing, meaning that the spin-singlet channel is therefore no longer attractive.

The resulting gap equation takes the form [47],

$$
\begin{equation*}
\Delta_{\boldsymbol{k}}=-\sum_{k^{\prime}} V_{k \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} \frac{\Delta_{k^{\prime}}}{2 E_{k^{\prime}}} \tanh \left(\frac{E_{k^{\prime}}}{2 k_{B} T}\right), \tag{62}
\end{equation*}
$$



FIG. 10. Superconducting critical temperature $T_{c}$ presented as a function of the coupling asymmetry parameter $\Omega$ for $J_{1}=5 \mathrm{meV}$, $K=J_{1} / 4000, S=1, t=0.8 \mathrm{eV}, \mu=-3.5 t$, and $\bar{J}=13 \mathrm{meV}$. The critical temperature has been normalized by its value for $\Omega=0$ for the Néel phase ( $J_{2}=0.5 J_{1}$ ) and the stripe phase ( $J_{2}=0.6 J_{1}$ ), respectively.
where $E_{k}=\sqrt{\epsilon_{k}^{2}+\left|\Delta_{k}\right|^{2}}, k_{B}$ is the Boltzmann constant, and $T$ is the temperature. In order to determine the critical temperature, we consider the linearized gap equation and compute a Fermi surface average,

$$
\begin{equation*}
\lambda \Delta_{\boldsymbol{k}}=-D_{0}\left\langle V_{\boldsymbol{k} \boldsymbol{k}^{\prime}, O(\boldsymbol{k})} \Delta_{\boldsymbol{k}^{\prime}}\right\rangle_{\boldsymbol{k}^{\prime}, \mathrm{FS}} . \tag{63}
\end{equation*}
$$

The critical temperature is then given by [47]

$$
\begin{equation*}
k_{B} T_{c}=1.14 \omega_{c} e^{-1 / \lambda} \tag{64}
\end{equation*}
$$

where $D_{0}$ is the density of states at the Fermi level, $\omega_{c}$ is the boson spectrum cutoff, and the dimensionless coupling constant $\lambda$ is the largest eigenvalue of the eigenvalue problem in Eq. (63).

The eigenvalue problem can be treated numerically by picking discrete points on the Fermi surface and solving the resulting matrix eigenvalue problem using a linear algebra library [48,49]. The density of states at the Fermi level is obtained from numerical evaluation of the elliptical integral derived in Ref. [50]. The second part of the interaction potential, involving the $B$ factor, is found to have little influence on the dimensionless coupling constant and the critical temperature. Calculating this part of the potential is computationally costly as an integral over the Brillouin zone then needs to be computed for each independent set of momenta $\boldsymbol{k}, \boldsymbol{k}^{\prime}$ in Eq. (63). In order to increase the momentum-space resolution, the following results are therefore obtained without the second part of the interaction potential.

## VII. RESULTS

The critical temperature as a function of the asymmetry parameter $\Omega$ is presented in Fig. 10 for both the Néel and stripe phase. As expected, based on the discussion in Sec. V, the critical temperature rises up when $\Omega \rightarrow 0$ (uncompensated interface), as the $A$ factor grows larger. The displayed values for each magnetic phase have been normalized by the critical
temperature corresponding to the same magnetic phase and $\Omega=0$.

The chemical potential is here tuned to produce a small Fermi surface where the scattering processes close to the Fermi surface involve small momentum transfers, taking advantage of the Schwinger boson coherence factors that grow large for these processes. Increasing the chemical potential, the typical scattering processes become more short wavelength, and the effect of, e.g., the $A$ factor in the interaction potential becomes smaller. Although a larger chemical potential leads to a larger electronic density of states, the result is still a decrease in the critical temperature. On the other hand, while lowering the chemical potential could produce a larger critical temperature, taking the chemical potential too low would challenge the validity of the theory, which, e.g., relies on the Fermi energy being significantly larger than the cutoff on the boson spectrum. Based on the result that an uncompensated interface provides an enhancement of the critical temperature for both magnetic phases, we focus on the case of $\Omega=0$ in the following.

Next, we investigate how the dimensionless coupling constant and the critical temperature depend on the next-nearest neighbor interaction $J_{2}$ in the AFMI. These results are displayed in Fig. 11. For both magnetic phases, we find that approaching the phase transition leads to a larger dimensionless coupling constant and critical temperature. For the Néel phase, the introduction of frustration gives rise to a smaller cutoff on the boson spectrum (Fig. 3), and a smaller sublattice magnetization which leads to a reduction of the prefactor $\tilde{Q}_{0}$ (Fig. 8) in the interaction potential. On the other hand, the frustration produces larger coherence factors (Fig. 4) and a flatter boson dispersion relation, which enters in the denominator of the interaction potential. The overall effect is that the dimensionless coupling constant increases, which leads to a rise in the critical temperature despite the reduction in the boson spectrum cutoff. In the vicinity of the transition to the stripe phase, the $T_{c}$ curve becomes flatter as the factor $\tilde{Q}_{0}$ drops more quickly. For smaller (larger) AFMI spin quantum number $S, \tilde{Q}_{0}$ will be reduced more (less) dramatically as one approaches the transition point. For the spin $S=1 / 2$ case, where the long-range order can vanish for sufficiently strong frustration, the critical temperature resulting from the above calculation will dive down. However, for a three-dimensional system, with stronger tendency of ordering, the magnetization will generally be reduced less than for the two-dimensional model system considered here. The typical result for an actual three-dimensional AFMI with an uncompensated interface (potentially excluding the case of spin- $1 / 2$ on a simple cubic lattice [18]), is then expected to be similar to the above result (Fig. 11) where the dimensionless coupling constant increases as one approaches the stripe phase, leading to a higher critical temperature.

For the stripe phase, approaching the transition to the Néel phase, the cutoff on the boson spectrum (Fig. 6) and the factor $\tilde{Q}_{0}$ (Fig. 8) are once again reduced. In addition, the maximum value of the coherence factors also decreases (Fig. 7), in contrast to the Nél case. This could indicate that the induced electron-electron interactions are becoming weaker, potentially leading to a smaller $\lambda$ and $T_{c}$. It is, however, the case that the region in $k$ space where the coherence factors take


FIG. 11. Dimensionless coupling constant $\lambda$ (a) and superconducting critical temperature $T_{c}$ (b) presented as a function of the next-nearest neighbor exchange coupling $J_{2}$ in the antiferromagnet for $J_{1}=5 \mathrm{meV}, K=J_{1} / 4000, S=1, t=0.8 \mathrm{eV}, \mu=-3.5 t, \bar{J}=$ 13 meV , and $\Omega=0$.
on large values is stretched out in the direction of the stripes (the $k_{y}$ direction), followed by a flattening of the dispersion relation in this direction. In order to take advantage of favorable scattering processes in the $k_{y}$ direction, while keeping the involved electrons on the Fermi surface, the magnitude of the gap function is shifted towards the $k_{x}$ axis compared to the standard $p$-wave gap function of the unfrustrated Néel state [6]. More scattering processes with large and moderately large contributions compensate for the reduction, instead of increase, in the maximum value of the coherence factors. The dimensionless coupling constant therefore still grows as one approaches the phase transition. As the sublattice magnetization is more robust for the stripe phase than the Néel phase (Fig. 8), the maximum value of $\lambda$ actually ends up being slightly higher for the stripe phase due to a larger value for $\tilde{Q}_{0}$. As the critical temperature is very sensitive to $\lambda$, the critical temperature rises up quite dramatically on the stripe side of the transition in our calculation. The main conclusion from the stripe phase is that increasing the fluctuations by approaching the transition to the Néel phase can be favorable for the superconductivity and that the more stable sublattice magnetization of the stripe phase can be an advantage.

## VIII. SUMMARY

We have investigated superconductivity in a normal metal, induced by an interfacial coupling to an antiferromagnetic insulator. We have shown that next-nearest neighbor frustration in a Néel antiferromagnet with an uncompensated interface can lead to an enhancement of the superconducting critical temperature. Moreover, coupling to an uncompensated antiferromagnetic interface is found to be favorable for the superconductivity regardless of whether the antiferromagnet is in a Néel phase or a stripe phase. For the stripe phase, arising from large next-nearest neighbor interaction in the antiferromagnet, we find that amplifying the magnetic fluctuations by approaching the transition to the Néel phase, once again, can lead to a rise in the critical temperature.
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## APPENDIX: DERIVATION OF THE EFFECTIVE INTERACTION

In order to obtain an effective theory of interacting electrons, we choose

$$
\begin{align*}
\eta S^{(A)} & =-\frac{2 \bar{J} \Omega}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left[\left(x_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\alpha, \uparrow \downarrow} u_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{\boldsymbol{k} \uparrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \downarrow}\right.\right. \\
& +y_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\beta, \downarrow \uparrow} v_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \beta_{-\boldsymbol{k} \uparrow}-z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \uparrow \downarrow} u_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{\boldsymbol{k} \uparrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \\
& \left.-w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \downarrow \uparrow} v_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{\boldsymbol{k}^{\prime} \downarrow} \beta_{-\boldsymbol{k} \uparrow}\right) c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow} \\
& +\left(x_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\alpha, \downarrow \uparrow} u_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{\boldsymbol{k} \downarrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \uparrow}+y_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\beta, \uparrow \downarrow} v_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \beta_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \beta_{-\boldsymbol{k} \downarrow}\right. \\
& -z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \uparrow} u_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \\
& \left.\left.-w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \uparrow \downarrow} v_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{\boldsymbol{k}^{\prime} \uparrow} \beta_{-\boldsymbol{k} \downarrow}\right) c_{\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \downarrow}\right], \tag{A1}
\end{align*}
$$

and

$$
\begin{align*}
\eta S^{(B)} & =\frac{2 \bar{J}}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left[\left(y_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\alpha, \uparrow \downarrow} v_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \alpha_{-\boldsymbol{k} \downarrow}\right.\right. \\
& +x_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\beta, \downarrow \uparrow} u_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \beta_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \uparrow}-z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \downarrow \uparrow} v_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{-\boldsymbol{k} \downarrow} \beta_{\boldsymbol{k}^{\prime} \uparrow} \\
& \left.-w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \uparrow \downarrow} u_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \beta_{\boldsymbol{k} \downarrow}^{\dagger}\right) c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow} \\
& +\left(y_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\alpha, \downarrow \uparrow} v_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \alpha_{-\boldsymbol{k} \uparrow}+x_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\beta, \uparrow} u_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \beta_{\boldsymbol{k} \uparrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \downarrow}\right. \\
& -z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \uparrow \downarrow} v_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{-\boldsymbol{k} \uparrow} \beta_{\boldsymbol{k}^{\prime} \downarrow} \\
& \left.\left.-w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \downarrow \uparrow} u_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \beta_{\boldsymbol{k} \uparrow}^{\dagger}\right) c_{\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \downarrow}\right], \tag{A2}
\end{align*}
$$

where

$$
\begin{align*}
x_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\alpha, \uparrow} & =\frac{1}{\epsilon_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{q}}+\omega_{\boldsymbol{k}^{\prime} \downarrow \alpha}-\omega_{\boldsymbol{k} \uparrow \alpha}}  \tag{A3a}\\
y_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\beta, \downarrow \uparrow} & =\frac{1}{\epsilon_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{q}}+\omega_{\boldsymbol{k} \uparrow \beta}-\omega_{\boldsymbol{k}^{\prime} \downarrow \beta}}  \tag{A3b}\\
z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \uparrow \downarrow} & =\frac{1}{\epsilon_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{q}}-\omega_{\boldsymbol{k} \uparrow \alpha}-\omega_{\boldsymbol{k}^{\prime} \downarrow \beta}}  \tag{A3c}\\
w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \downarrow \uparrow} & =\frac{1}{\epsilon_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{q}}+\omega_{\boldsymbol{k}^{\prime} \downarrow \alpha}+\omega_{\boldsymbol{k} \uparrow \beta}} \tag{A3d}
\end{align*}
$$

and, e.g.,

$$
\begin{align*}
z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \uparrow \downarrow} & =\frac{1}{\epsilon_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{q}}+\omega_{\boldsymbol{k} \uparrow \alpha}+\omega_{\boldsymbol{k}^{\prime} \downarrow \beta}}  \tag{A4a}\\
w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \downarrow \uparrow} & =\frac{1}{\epsilon_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{q}}-\omega_{\boldsymbol{k}^{\prime} \downarrow \alpha}-\omega_{\boldsymbol{k} \uparrow \beta}} \tag{A4b}
\end{align*}
$$

Prior to commencing a calculation of the commutators, it turns out to be advantageous to further split up the terms in the interaction Hamiltonian,

$$
\begin{equation*}
H_{\mathrm{int}}^{(L)}=H_{\mathrm{int}}^{(L,+)}+H_{\mathrm{int}}^{(L,-)} \tag{A5}
\end{equation*}
$$

where

$$
\begin{align*}
& H_{\mathrm{int}}^{(A,+)}=-\frac{2 \bar{J} \Omega}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left(u_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{\boldsymbol{k} \uparrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \downarrow}\right.  \tag{A6}\\
&+v_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \beta_{-\boldsymbol{k} \uparrow} \beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger}-u_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{\boldsymbol{k} \uparrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \\
&\left.-v_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \beta_{-\boldsymbol{k} \uparrow} \alpha_{\boldsymbol{k}^{\prime} \downarrow}\right) c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow}, \\
& H_{\mathrm{int}}^{(A,-)}=-\frac{2 \bar{J} \Omega}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left(u_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{\boldsymbol{k} \downarrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \uparrow}\right.  \tag{A7}\\
&+v_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \beta_{-\boldsymbol{k} \downarrow} \beta_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger}-u_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \\
&\left.-v_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \beta_{-\boldsymbol{k} \downarrow} \alpha_{\boldsymbol{k}^{\prime} \uparrow}\right) c_{\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \downarrow} \\
& H_{\mathrm{int}}^{(B,+)}=\frac{2 \bar{J}}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left(v_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{-\boldsymbol{k} \downarrow} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger}\right.  \tag{A8}\\
&+u_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \beta_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \uparrow}-v_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{-\boldsymbol{k} \downarrow} \beta_{\boldsymbol{k}^{\prime} \uparrow} \\
&\left.-u_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \beta_{\boldsymbol{k} \downarrow}^{\dagger} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger}\right) c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow} \\
& H_{\mathrm{int}}^{(B,-)}=\frac{2 \bar{J}}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left(v_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{-\boldsymbol{k} \uparrow} \alpha_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger}\right.  \tag{A9}\\
& \in \mathrm{RBZ} \\
&+u_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \beta_{\boldsymbol{k} \uparrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \downarrow}-v_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{-\boldsymbol{k} \uparrow} \beta_{\boldsymbol{k}^{\prime} \downarrow} \\
&\left.-u_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \beta_{\boldsymbol{k} \uparrow}^{\dagger} \alpha_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger}\right) c_{\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \downarrow}
\end{align*}
$$

When calculating the boson commutators, leaving us with four electron operators and two boson operators, and exchanging the pair of remaining boson operators with its ground-state
expectation value, we find that only processes where the two incoming electrons have opposite spins give nonzero contributions. These processes then conserve the electron spin and are of the same type as the processes one obtains from a Holstein-Primakoff treatment of the magnetic system [3,5,6]. The pairing Hamiltonian can then be written as

$$
\begin{equation*}
H_{\mathrm{pair}}=\frac{1}{2} \sum_{L L^{\prime} \sigma}\left[H_{\mathrm{int}}^{(L, \sigma)}, \eta S^{\left(L^{\prime},-\sigma\right)}\right] \tag{A10}
\end{equation*}
$$

where

$$
\begin{align*}
\eta S^{(A,+)} & =-\frac{2 \bar{J} \Omega}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left(x_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\alpha, \uparrow \downarrow} u_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{\boldsymbol{k} \uparrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \downarrow}\right. \\
& +y_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\beta, \downarrow \uparrow} v_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \beta_{-\boldsymbol{k} \uparrow}-z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \uparrow \downarrow} u_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{\boldsymbol{k} \uparrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \\
& \left.-w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \downarrow \uparrow} v_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{\boldsymbol{k}^{\prime} \downarrow} \beta_{-\boldsymbol{k} \uparrow}\right) c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow}, \tag{A11}
\end{align*}
$$

$$
\begin{align*}
\eta S^{(A,-)}= & -\frac{2 \bar{J} \Omega}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left(x_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\alpha, \downarrow \uparrow} u_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{\boldsymbol{k} \downarrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \uparrow}\right. \\
& +y_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\beta, \uparrow \downarrow} v_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \beta_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \beta_{-\boldsymbol{k} \downarrow}-z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \downarrow \uparrow} u_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \\
& \left.-w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \uparrow \downarrow} v_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{\boldsymbol{k}^{\prime} \uparrow} \beta_{-\boldsymbol{k} \downarrow}\right) c_{\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \downarrow}, \quad(\mathrm{A} 12)  \tag{A12}\\
\eta S^{(B,+)}= & \frac{2 \bar{J}}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left(y_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\alpha, \uparrow \downarrow} v_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \alpha_{-\boldsymbol{k} \downarrow}\right. \\
& +x_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\beta, \downarrow \uparrow} u_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \beta_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \uparrow}-z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \downarrow \uparrow} v_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{-\boldsymbol{k} \downarrow} \beta_{\boldsymbol{k}^{\prime} \uparrow} \\
& \left.-w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \uparrow \downarrow} u_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \beta_{\boldsymbol{k} \downarrow}^{\dagger}\right) c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow}, \tag{A13}
\end{align*}
$$

$$
\begin{align*}
\eta S^{(B,-)} & =\frac{2 \bar{J}}{N} \sum_{\boldsymbol{q} \in \square} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left(y_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\alpha, \downarrow \uparrow} v_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \alpha_{-\boldsymbol{k} \uparrow}\right. \\
& +x_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{\beta, \uparrow \downarrow} u_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \beta_{\boldsymbol{k} \uparrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \downarrow}-z_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{+, \uparrow \downarrow} v_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{-\boldsymbol{k} \uparrow} \beta_{\boldsymbol{k}^{\prime} \downarrow} \\
& \left.-w_{\boldsymbol{k}, \boldsymbol{k}^{\prime} \boldsymbol{q}}^{-, \downarrow \uparrow} u_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} \alpha_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \beta_{\boldsymbol{k} \uparrow}^{\dagger}\right) c_{\boldsymbol{q} \uparrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \downarrow} . \tag{A14}
\end{align*}
$$

Computing the commutators, grouping together terms, and exchanging the boson operator pairs by their ground-state expectation value, we obtain

$$
\begin{equation*}
H_{\mathrm{pair}}=H^{A A}+H^{B B}+H^{A B}+H^{B A} \tag{A15}
\end{equation*}
$$

where

$$
\begin{aligned}
H^{A A}= & \Omega^{2} \frac{V^{2}}{2 N} \sum_{\substack{\boldsymbol{q} \boldsymbol{l}}} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left\{\left(x_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \boldsymbol{l}}^{\alpha, \downarrow \uparrow}-x_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \boldsymbol{q}}^{\alpha, \uparrow}\right) u_{\boldsymbol{k} \uparrow}^{2} u_{\boldsymbol{k}^{\prime} \downarrow}^{2}\right. \\
& \times\left(\left\langle\alpha_{\boldsymbol{k} \uparrow}^{\dagger} \alpha_{\boldsymbol{k} \uparrow}\right\rangle-\left\langle\alpha_{\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \downarrow}\right\rangle\right)+\left(y_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \boldsymbol{q}}^{\beta, \downarrow \uparrow}-y_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \boldsymbol{l}}^{\beta, \uparrow \downarrow}\right) v_{\boldsymbol{k} \uparrow}^{2} v_{\boldsymbol{k}^{\prime} \downarrow}^{2} \\
& \times\left(\left\langle\beta_{-\boldsymbol{k} \uparrow}^{\dagger} \beta_{-\boldsymbol{k} \uparrow}\right\rangle-\left\langle\beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \downarrow}\right\rangle\right)+\left(z_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \boldsymbol{q}}^{-, \uparrow}-w_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \boldsymbol{l}}^{+, \uparrow \downarrow}\right) \\
& \times u_{\boldsymbol{k} \uparrow}^{2} v_{\boldsymbol{k}^{\prime} \downarrow}^{2}\left(\left\langle\alpha_{\boldsymbol{k} \uparrow}^{\dagger} \alpha_{\boldsymbol{k} \uparrow}\right\rangle+\left\langle\beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \downarrow}\right\rangle+1\right)
\end{aligned}
$$

$$
\begin{align*}
& +\left(z_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \boldsymbol{l}}^{-, \downarrow \uparrow}-w_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \boldsymbol{q}}^{+, \downarrow \uparrow}\right) v_{\boldsymbol{k} \uparrow}^{2} u_{\boldsymbol{k}^{\prime} \downarrow}^{2}\left(\left\langle\beta_{-\boldsymbol{k} \uparrow}^{\dagger} \beta_{-\boldsymbol{k} \uparrow}\right\rangle\right. \\
& \left.\left.+\left\langle\alpha_{\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \downarrow}\right\rangle+1\right)\right\} c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow} c_{\boldsymbol{l} \uparrow}^{\dagger} c_{\boldsymbol{k}^{\prime}+\boldsymbol{l}-\boldsymbol{k} \downarrow}, \\
& H^{B B}=\frac{V^{2}}{2 N} \sum_{\substack{q \boldsymbol{l} \\
\in \square \in \operatorname{RBZ}}} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}}\left\{\left(y_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \boldsymbol{l}}^{\alpha, \downarrow \uparrow}-y_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \boldsymbol{q}}^{\alpha, \uparrow \downarrow}\right) v_{\boldsymbol{k} \downarrow}^{2} v_{\boldsymbol{k}^{\prime} \uparrow}^{2}\right. \\
& \times\left(\left\langle\alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}\right\rangle-\left\langle\alpha_{-\boldsymbol{k} \downarrow}^{\dagger} \alpha_{-\boldsymbol{k} \downarrow}\right\rangle\right)+\left(x_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \boldsymbol{q}}^{\beta, \downarrow \uparrow}-x_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \boldsymbol{l}}^{\beta, \uparrow}\right) \\
& \times u_{\boldsymbol{k} \downarrow}^{2} u_{\boldsymbol{k}^{\prime} \uparrow}^{2}\left(\left\langle\beta_{\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \uparrow}\right\rangle-\left\langle\beta_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{\boldsymbol{k} \downarrow}\right\rangle\right)+\left(w_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \boldsymbol{l}}^{-, \downarrow \uparrow}-z_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \boldsymbol{q}}^{+, \downarrow \uparrow}\right) \\
& \times v_{\boldsymbol{k} \downarrow}^{2} u_{\boldsymbol{k}^{\prime} \uparrow}^{2}\left(\left\langle\beta_{\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \uparrow}\right\rangle+\left\langle\alpha_{-\boldsymbol{k} \downarrow}^{\dagger} \alpha_{-\boldsymbol{k} \downarrow}\right\rangle+1\right) \\
& +\left(w_{\boldsymbol{k}, \boldsymbol{k}^{\prime}, \boldsymbol{q}}^{-, \uparrow \downarrow}-z_{\boldsymbol{k}^{\prime}, \boldsymbol{k}, \boldsymbol{l}}^{+, \uparrow \downarrow}\right) u_{\boldsymbol{k} \downarrow}^{2} v_{\boldsymbol{k}^{\prime} \uparrow}^{2}\left(\left\langle\alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}\right\rangle\right. \\
& \left.\left.+\left\langle\beta_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{\boldsymbol{k} \downarrow}\right\rangle+1\right)\right\} c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow} c_{\boldsymbol{l} \uparrow}^{\dagger} c_{\boldsymbol{k}^{\prime}+\boldsymbol{l}-\boldsymbol{k} \downarrow}, \\
& H^{A B}=-\Omega \frac{V^{2}}{2 N} \sum_{\substack{\boldsymbol{q} \boldsymbol{l} \\
\in \square \in \mathrm{RBZ}}} \sum_{\substack{\boldsymbol{k} \boldsymbol{k}^{\prime}}}\left\{\left(y_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}, \boldsymbol{l}}^{\alpha, \downarrow \uparrow}-y_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}, \boldsymbol{q}}^{\alpha, \uparrow}\right) u_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow}\right. \\
& \times v_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow}\left(\left\langle\alpha_{\boldsymbol{k} \uparrow}^{\dagger} \alpha_{\boldsymbol{k} \uparrow}\right\rangle-\left\langle\alpha_{\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \downarrow}\right\rangle\right)+\left(x_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}, \boldsymbol{q}}^{\beta, \downarrow \uparrow}\right. \\
& \left.-x_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}, \boldsymbol{l}}^{\beta, \uparrow \downarrow}\right) v_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} u_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow}\left(\left\langle\beta_{-\boldsymbol{k} \uparrow}^{\dagger} \beta_{-\boldsymbol{k} \uparrow}\right\rangle-\left\langle\beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \downarrow}\right\rangle\right) \\
& +\left(w_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}, \boldsymbol{q}}^{-, \uparrow \downarrow}-z_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}, l}^{+, \uparrow \downarrow}\right) u_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow} v_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow}\left(\left\langle\alpha_{\boldsymbol{k} \uparrow}^{\dagger} \alpha_{\boldsymbol{k} \uparrow}\right\rangle\right. \\
& \left.+\left\langle\beta_{-\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \beta_{-\boldsymbol{k}^{\prime} \downarrow}\right\rangle+1\right)+\left(w_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}, \boldsymbol{l}}^{-, \downarrow \uparrow}-z_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}, \boldsymbol{q}}^{+, \downarrow \uparrow}\right) v_{\boldsymbol{k} \uparrow} u_{\boldsymbol{k}^{\prime} \downarrow} \\
& \left.\times u_{\boldsymbol{k} \uparrow} v_{\boldsymbol{k}^{\prime} \downarrow}\left(\left\langle\beta_{-\boldsymbol{k} \uparrow}^{\dagger} \beta_{-\boldsymbol{k} \uparrow}\right\rangle+\left\langle\alpha_{\boldsymbol{k}^{\prime} \downarrow}^{\dagger} \alpha_{\boldsymbol{k}^{\prime} \downarrow}\right\rangle+1\right)\right\} \\
& \times c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow} c_{\boldsymbol{l} \uparrow}^{\dagger} c_{\boldsymbol{k}^{\prime}+\boldsymbol{l}-\boldsymbol{k} \downarrow},  \tag{A18}\\
& H^{B A}=-\Omega \frac{V^{2}}{2 N} \sum_{\substack{\boldsymbol{q} \boldsymbol{l} \\
\in \square \in \mathrm{RBZ}}} \sum_{\substack{\boldsymbol{k} \boldsymbol{k}^{\prime}}}\left\{\left(x_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}, \boldsymbol{l}}^{\alpha, \downarrow \uparrow}-x_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}, \boldsymbol{q}}^{\alpha, \uparrow}\right) v_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow}\right. \\
& \times u_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow}\left(\left\langle\alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}\right\rangle-\left\langle\alpha_{-\boldsymbol{k} \downarrow}^{\dagger} \alpha_{-\boldsymbol{k} \downarrow}\right\rangle\right)+\left(y_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}, \boldsymbol{q}}^{\beta, \downarrow \uparrow}\right. \\
& \left.-y_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}, l}^{\beta, \uparrow \downarrow}\right) u_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} v_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow}\left(\left\langle\beta_{\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \uparrow}\right\rangle-\left\langle\beta_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{\boldsymbol{k} \downarrow}\right\rangle\right) \\
& +\left(z_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}, \boldsymbol{l}}^{-, \downarrow \uparrow}-w_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}, \boldsymbol{q}}^{+, \downarrow \uparrow}\right) v_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow} u_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow}\left(\left\langle\beta_{\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \beta_{\boldsymbol{k}^{\prime} \uparrow}\right\rangle\right. \\
& \left.+\left\langle\alpha_{-\boldsymbol{k} \downarrow}^{\dagger} \alpha_{-\boldsymbol{k} \downarrow}\right\rangle+1\right)+\left(z_{-\boldsymbol{k}^{\prime},-\boldsymbol{k}, \boldsymbol{q}}^{-\uparrow \downarrow}-w_{-\boldsymbol{k},-\boldsymbol{k}^{\prime}, l}^{+, \uparrow \downarrow}\right) u_{\boldsymbol{k} \downarrow} v_{\boldsymbol{k}^{\prime} \uparrow} \\
& \left.\times v_{\boldsymbol{k} \downarrow} u_{\boldsymbol{k}^{\prime} \uparrow}\left(\left\langle\alpha_{-\boldsymbol{k}^{\prime} \uparrow}^{\dagger} \alpha_{-\boldsymbol{k}^{\prime} \uparrow}\right\rangle+\left\langle\beta_{\boldsymbol{k} \downarrow}^{\dagger} \beta_{\boldsymbol{k} \downarrow}\right\rangle+1\right)\right\} \\
& \times c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}-\boldsymbol{k}^{\prime} \uparrow} c_{\boldsymbol{l} \uparrow}^{\dagger} c_{\boldsymbol{k}^{\prime}+\boldsymbol{l}-\boldsymbol{k} \downarrow} .
\end{align*}
$$

Here, we have defined, $V \equiv 2 \bar{J} / \sqrt{N}$.
When considering the ground-state expectation value of the boson operator pairs, we only get contributions from $\uparrow$-bosons with momentum $\boldsymbol{k}=0$, as the ground state is a condensate of
$\uparrow$-bosons. Further, restricting to the BCS case of incoming, as well as outgoing, particles with opposite momenta, the result for the effective interaction is $H_{\text {pair }}=H_{\text {pair }}^{(1)}+H_{\text {pair }}^{(2)}$ where

$$
\begin{align*}
H_{\mathrm{pair}}^{(1)}= & \frac{V^{2}}{N}\left(u_{0 \uparrow}^{2}+v_{0 \uparrow}^{2}\right) n_{0 \uparrow} \sum_{\boldsymbol{q} \in \square} \sum_{\substack{\boldsymbol{k} \in \\
\mathrm{RBZ}}} A(\boldsymbol{k}, \Omega) \\
& \times \frac{2 \omega_{\boldsymbol{k} \downarrow}}{\left(\epsilon_{\boldsymbol{q}+\boldsymbol{k}}-\epsilon_{\boldsymbol{q}}\right)^{2}-\omega_{k \downarrow}^{2}} c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{q}+\boldsymbol{k} \uparrow} c_{-\boldsymbol{q} \uparrow}^{\dagger} c_{-\boldsymbol{q}-\boldsymbol{k} \downarrow}, \tag{A20}
\end{align*}
$$

and

$$
\begin{align*}
H_{\mathrm{pair}}^{(2)}= & \frac{V^{2}}{N} \sum_{\substack{\boldsymbol{q}}} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} B\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}, \Omega\right) \\
& \times \frac{2\left(\omega_{\boldsymbol{k} \uparrow}+\omega_{\boldsymbol{k}^{\prime} \downarrow}\right)}{\left(\epsilon_{\boldsymbol{q}+\boldsymbol{k}-\boldsymbol{k}^{\prime}}-\epsilon_{\boldsymbol{q}}\right)^{2}-\left(\omega_{\boldsymbol{k} \uparrow}+\omega_{\boldsymbol{k}^{\prime} \downarrow}\right)^{2}} \\
& \times c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{q}+\boldsymbol{k}-\boldsymbol{k}^{\prime} \uparrow} c_{-\boldsymbol{q} \uparrow}^{\dagger} c_{-\boldsymbol{q}+\boldsymbol{k}^{\prime}-\boldsymbol{k} \downarrow} . \tag{A21}
\end{align*}
$$

The functions $A$ and $B$ are defined in the main text. The contributions to $H_{\text {pair }}^{(1)}$ come from the expectation value of the $\uparrow$-bosons with momentum $\boldsymbol{k}=0, n_{0 \uparrow}$, while the contributions to $H_{\text {pair }}^{(2)}$ originate with the terms without boson operators. Moving the contributions from $H_{\text {pair }}^{(2)}$ where $\boldsymbol{k}=0$ over to $H_{\text {pair }}^{(1)}$, and using $u_{0 \uparrow}^{2}, v_{0 \uparrow}^{2} \gg 1$, we can rewrite $H_{\text {pair }}^{(1)}$ as

$$
\begin{align*}
H_{\mathrm{pair}}^{(1)}= & V^{2} \tilde{Q}_{0} \sum_{\boldsymbol{q} \in \square} \sum_{\substack{\boldsymbol{k B Z} \in}} A(\boldsymbol{k}, \Omega) \\
& \times \frac{2 \omega_{\boldsymbol{k} \downarrow}}{\left(\epsilon_{\boldsymbol{q}+\boldsymbol{k}}-\epsilon_{\boldsymbol{q}}\right)^{2}-\omega_{\boldsymbol{k} \downarrow}^{2}} c_{\boldsymbol{q} \downarrow}^{\dagger} c_{\boldsymbol{q}+\boldsymbol{k} \uparrow} c_{-\boldsymbol{q} \uparrow}^{\dagger} c_{-\boldsymbol{q}-\boldsymbol{k} \downarrow} \tag{A22}
\end{align*}
$$

where $\tilde{Q}_{0}$ is a quantity of order unity, closely related to the sublattice magnetization.
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#### Abstract

We perform Eliashberg calculations for magnon-mediated superconductivity in a normal metal, where the electron-magnon interaction arises from interfacial coupling to antiferromagnetic insulators. In agreement with previous studies, we find $p$-wave pairing for large doping when the antiferromagnetic interfaces are uncompensated and $d$-wave pairing close to half filling when the antiferromagnetic interfaces are compensated. However, for the $p$-wave phase, we find a considerable reduction in the critical temperature compared to previous weak-coupling results, as the effective frequency cutoff on the magnon propagator in this case is found to be much smaller than the cutoff on the magnon spectrum. The $d$-wave phase, on the other hand, relies less on long-wavelength magnons, leading to a larger effective cutoff on the magnon propagator. Combined with a large density of states close to half filling, this might allow the $d$-wave phase to survive up to higher critical temperatures. Based on our findings, we provide insight into how to realize interfacially induced magnon-mediated superconductivity in experiments.


DOI: 10.1103/PhysRevB.104.014508

## I. INTRODUCTION

For conventional superconductors, the fluctuations responsible for Cooper pairing of electrons are provided by phonons [1]. As the role of the phonons is simply to introduce attractive interaction between electrons, superconductivity can in principle arise from exchange of any bosonic quasiparticle that is able to provide a similar attractive interaction [2-5]. One alternative that has received much attention is exchange of paramagnetic spin fluctuations [6,7]. The idea is that the spins in a paramagnet, close to magnetic ordering, can act like a medium that can be polarized by the spin of an electron. Another electron can then interact with the polarized medium, giving rise to an effective interaction between the electrons. The quasiparticle mediating the interaction, the paramagnon, represents a damped spin-wave propagating in an ordered patch of the paramagnet $[8,9]$.

The paramagnon exchange mechanism has been proposed to be closely related to the superconductivity of heavy fermion materials [10-12] and high- $T_{c}$ cuprates [13,14]. In the context of the Hubbard model, paramagnon exchange has been found to give rise to $p$-wave superconductivity for small isotropic Fermi surfaces and $d$-wave superconductivity closer to half filling [11]. This $d$-wave superconductivity arises from antiferromagnetic fluctuations, so that the interaction is peaked at finite momentum. Although the spin-singlet $s$-wave channel is repulsive, the $d$-wave channel is then able to become attractive by taking advantage of sign changes in the gap function [6].

In these systems, superconductivity arises from interactions between fermions due to their own collective spin excitations [13-15]. Spin-fluctuation mediated superconductivity may also occur in heterostructures with itinerant

[^3]fermions proximity coupled to the spins of insulating materials [16-24]. Since the spins and the itinerant fermions are then separate degrees of freedom, this provides a simpler context to study superconductivity mediated by spin fluctuations.

Magnon-mediated superconductivity induced in a normal metal (NM) due to proximity coupling to a magnetic insulator has so far been investigated within a weak-coupling BCS framework [18,20-22]. The first case to be considered was a NM coupled to ferromagnetic insulators, which was found to give rise to $p$-wave pairing [18]. Similarly, for a NM coupled to an antiferromagnetic insulator (AFMI), $p$-wave solutions were obtained for large dopings by exploiting the inherent squeezing of antiferromagnetic magnons [25] by coupling the conduction electrons in the NM asymmetrically to the two sublattices of the AFMI [21]. This sublattice coupling asymmetry suppresses sublattice interferences in the pairing potential, which are very unfavorable for the $p$-wave phase. A general asymmetry of this type can be realized by employing an antiferromagnetic interface where both sublattices are exposed (compensated interface), but further breaking the sublattice symmetry by using an antiferromagnetic material with two different atoms on the two sublattices. The particularly relevant case of coupling to only one of the two sublattices is, however, achieved through an uncompensated antiferromagnetic interface where only one of the two sublattices is exposed [26-28].

For the case of a compensated antiferromagnetic interface, the magnons live in a Brillouin zone which is reduced compared to the electron Brillouin zone. This introduces electron-magnon scattering processes of two types: regular and Umklapp $[29,30]$. In the regular processes, the electrons are scattered with a momentum within the first magnon Brillouin zone. In the Umklapp processes, on the other hand, the outgoing electron receives an additional momentum corresponding to a magnon reciprocal space lattice vector. The Umklapp processes are of little relevance for the small

Fermi surfaces considered in Ref. [21], but closer to half filling they have been predicted to give rise to $d$-wave superconductivity in a normal metal sandwiched between two compensated antiferromagnetic interfaces [20]. Analogously to the case of paramagnon exchange in the Hubbard model, the $d$-wave pairing arises from a repulsive $s$-wave channel and an interaction that is peaked at finite momentum.

We also note that a normal metal coupled to a compensated antiferromagnetic interface is similar to a single material with antiferromagnetically ordered localized spins and itinerant electrons treated as separate degrees of freedom, considered, e.g., in Refs. [31-33]. While Ref. [31] simply found the spin singlet $s$-wave channel to be repulsive for magnon-mediated pairing, Ref. [32] also considered the spin triplet channel and found $p$-wave superconductivity due to their treatment not probing the interference effects discussed in Ref. [21]. Reference [33], on the other hand, found that two-magnon scattering processes were dominant for small Fermi surfaces due to the strong destructive interference for one-magnon processes, while spin singlet $d$-wave pairing driven by onemagnon processes could be possible for larger Fermi surfaces.

A notable difference between the electron-phonon coupling in common weak-coupling superconductors and the electron-magnon coupling considered in the present study is the behavior of the coupling matrix element in the limit of small momentum transfers. Since the electron-phonon coupling represents a coupling between electrons and spatial fluctuations of ion densities, it vanishes at zero momentum. In contrast, the coupling between the spins of itinerant electrons and the localized spins of the magnetic insulator is local and therefore constant in momentum space. For the magnonmediated superconductivity discussed in the above references, this allows processes with small scattering momentum and small magnon frequencies to dominate the superconducting pairing. In turn, these small momentum processes can compensate for the relatively small interfacial coupling strength of order $10 \mathrm{meV}[18,34]$, which is typically smaller than the energy scale for the electron-phonon coupling giving rise to phonon-mediated superconductivity [35,36].

When the dominant contributions to the pairing arise from long-wavelength magnons, one should expect that it may no longer be reasonable to use the cutoff on the boson spectrum as the characteristic boson energy setting the energy scale for the critical temperature. This is not captured in simple BCS theory, which does not consider the frequency dependence of the bosonic fluctuation spectrum responsible for pairing. Furthermore, renormalization of both electrons and bosons is neglected in BCS theory, and these effects could turn out to play a more essential role here. Although BCS theory explains phonon-mediated superconductivity in weak-coupling superconductors reasonably well, a more detailed analysis may be required when other pairing mechanisms are involved.

In this paper, we therefore investigate superconductivity induced in a NM by interfacial coupling to antiferromagnetic insulators using an Eliashberg theory framework. In addition to exploring how the existing results change when the electron renormalization and the proper frequency dependence of the electron-magnon interaction are taken into account, we also study the effect of magnon renormalization and discuss the importance of vertex corrections. Instead of focusing only on
regular [21] or Umklapp processes [20], we simultaneously take both types of processes into account and examine how the superconductivity varies with both chemical potential and asymmetry in the coupling to the two sublattices of the antiferromagnet.

In agreement with earlier results, we find a $p$-wave phase for large sublattice coupling asymmetry and large doping, and a $d$-wave phase for small sublattice coupling asymmetry and small doping. For the $p$-wave phase, the critical temperature is considerably reduced compared to previous weak-coupling studies due to the reduction of the effective magnon frequency cutoff. However, the $d$-wave phase is found to be less reliant on exchange of long-wavelength magnons. This leads to a larger effective cutoff. Near half filling, the reduction in the contributions from long-wavelength magnons for the $d$-wave phase can be compensated by a larger density of states, opening up for the possibility of larger critical temperatures. For a strongly nested Fermi surface, however, one needs to consider, e.g., the possibility of a competing spin-density wave instability. Moreover, while a sufficiently large gap in the magnon spectrum may be necessary to protect the ordering of the magnet upon inclusion of magnon renormalization, the net effect on possible critical temperatures is found to be small.

In Sec. II, we present the model of our system. In Sec. III, we outline the Eliashberg theory for magnon-mediated superconductivity. We further derive the Fermi surface averaged Eliashberg equations in Sec. IV and present results for these equations in Sec. V. In Sec. VI we move on to the effect of renormalization of the magnons. Finally, we discuss the validity of the results as well as additional neglected effects in Sec. VII, and experimental considerations in Sec. VIII, before we summarize in Sec. IX. Additional details, as well as a discussion of the role of vertex corrections, can be found in the Appendices.

## II. MODEL

We consider a trilayer heterostructure consisting of a normal metal sandwiched between two antiferromagnets, as shown in Fig. 1. The experimental realization of the system would consist of a thin NM layer between two thicker AFMI layers. For simplicity, we model the system using two-dimensional lattice models for the three distinct layers. We assume that the antiferromagnets have staggered magnetic order along the $z$ direction in spin space and that this order is opposite in the two antiferromagnets. In general, the spin space $z$ direction can be either in-plane or out-of-plane in real space for our model.

We model the system with the Hamiltonian $H=H_{\mathrm{NM}}+$ $H_{\text {AFMI }}+H_{\text {int }}$, where

$$
\begin{align*}
H_{\mathrm{NM}} & =-\sum_{i j, \sigma} t_{i j} c_{i \sigma}^{\dagger} c_{j \sigma}-\mu \sum_{i \sigma} c_{i \sigma}^{\dagger} c_{i \sigma}  \tag{1a}\\
H_{\mathrm{AFMI}} & =\sum_{i j, \eta} J_{i j} \boldsymbol{S}_{i \eta} \cdot \boldsymbol{S}_{j \eta}-K \sum_{i, \eta}\left(S_{i \eta}^{z}\right)^{2},  \tag{1b}\\
H_{\mathrm{int}} & =-2 \bar{J} \sum_{\eta, \Upsilon} \sum_{i \in \Upsilon} \Omega_{\Upsilon}^{\eta} c_{i}^{\dagger} \boldsymbol{\sigma} c_{i} \cdot \boldsymbol{S}_{i \eta} \tag{1c}
\end{align*}
$$

and the terms describe the normal metal, the antiferromagnetic insulators, and the interfacial coupling between the materials.


FIG. 1. A trilayer consisting of a normal metal (NM) layer sandwiched between two antiferromagnetic insulator (AFMI) layers. The $A$ and $B$ sublattices of the AFMIs consist of the blue and red lattice sites, respectively. The two AFMIs are oppositely ordered so that the spins associated with a specific sublattice are oppositely oriented for the highest $(\mathrm{H})$ and lowest ( L ) AFMI. The coupling to the $A$ sublattices of both AFMIs is taken to be of equal strength ( $\bar{J} \Omega_{A}$ ), and similarly for the $B$ sublattices, so that the itinerant electrons in the NM experience no net magnetic field. The coupling to the $A$ sublattices is, however, allowed to differ from the coupling to the $B$ sublattices.

The sums over $i, j$ denote sums over lattice sites, the sum over $\eta \in\{H, L\}$ denotes a sum over the the two antiferromagnetic insulators, and the sum over $\Upsilon \in\{A, B\}$ denotes a sum over the sublattices. All three layers are modelled by square lattices with periodic boundary conditions. In the normal metal, our model describes spinful electrons with annihilation and creation operators $c_{i \sigma}$ and $c_{i \sigma}^{\dagger}$ for an electron on site $i$ with spin $\sigma$. The electron chemical potential is expressed as $\mu$, and $t_{i j}$ is the hopping amplitude, which we set to $t$ for nearest neighbors and zero otherwise. The AFMIs in our model consist of localized lattice site spins, where $\boldsymbol{S}_{i \eta}$ denotes the spin on site $i$ in antiferromagnet $\eta$. The exchange coupling between the spins on lattice sites $i$ and $j$ is $J_{i j}$, which we assume to take the value $J_{1}>0$ for nearest neighbor and $J_{2}$ for next-nearest neighbor sites. Moreover, $K>0$ denotes the easy axis anisotropy. The interfacial coupling between the materials is included as an effective exchange interaction $\bar{J}$ between the lattice site spins in the antiferromagnets and the spins of the conduction band electrons that are confined to the normal metal $[18,20,34,37,38]$. We use the notation $c_{i}=\left(c_{i \uparrow}, c_{i \downarrow}\right)^{T}$ and have taken $\sigma$ to denote the Pauli matrix vector in spin space. In order to be able to introduce asymmetry in the coupling between the normal metal and the two sublattices of the antiferromagnets, we have included a dimensionless, sublattice- and layer-dependent, parameter $\Omega_{\Upsilon}^{\eta}$ in the interaction Hamiltonian [21-23]. In order to eliminate any magnetic fields, we will be focusing on equal coupling to the two antiferromagnets [20] and therefore let $\Omega_{\Upsilon}^{\eta} \equiv \Omega_{\Upsilon}$. In the following, we set $\hbar=a=1$, with $a$ being the lattice constant.

The normal metal Hamiltonian can be diagonalized to obtain

$$
\begin{equation*}
H_{\mathrm{NM}}=\sum_{\boldsymbol{k} \in \square, \sigma} \xi_{\boldsymbol{k}} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} \tag{2}
\end{equation*}
$$



FIG. 2. (a) Electron (gray) and magnon (orange) Brillouin zones with labeling of high symmetry points. We refer to the magnon Brillouin zone as the reduced Brillouin zone (RBZ). The antiferromagnetic ordering vector $\boldsymbol{Q}$ is also indicated. (b) Fermi surface (green) at moderate doping. Electrons can be scattered from $\boldsymbol{k}$ (black) to points $\boldsymbol{k}+\boldsymbol{q}$ inside the shaded red part of the Brillouin zone through regular processes and to points $\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{Q}$ in the shaded blue part of the Brillouin zone through Umklapp processes.
where the quasimomentum sum runs over the full Brillouin zone, we have defined $\xi_{k}=\epsilon_{k}-\mu$, and the single particle electron dispersion relation is given by $\epsilon_{k}=-2 t\left(\cos k_{x}+\right.$ $\cos k_{y}$ ). To determine the eigenexcitations of the antiferromagnetic insulator, we introduce the linearized HolsteinPrimakoff transformation to represent the spins in terms of bosons $a_{i \eta}$ and $b_{i \eta}$ on the two sublattices of the system. Further, introducing the Fourier transformed operators $a_{q \eta}$ and $b_{q \eta}$, one may diagonalize the AFMI Hamiltonian using a Bogoliubov transformation

$$
\begin{gather*}
a_{q \eta}=u_{q} \alpha_{q \eta}+v_{q} \beta_{-q \eta}^{\dagger},  \tag{3a}\\
b_{-q \eta}^{\dagger}=u_{q} \beta_{-q \eta}^{\dagger}+v_{q} \alpha_{q \eta}, \tag{3b}
\end{gather*}
$$

as detailed in Appendix A. By suitable choice of coherence factors $u_{q}$ and $v_{q}$, the AFMI Hamiltonian takes the form

$$
\begin{equation*}
H_{\mathrm{AFMI}}=\sum_{q \in \diamond, \eta} \omega_{q}\left(\alpha_{q \eta}^{\dagger} \alpha_{q \eta}+\beta_{q \eta}^{\dagger} \beta_{q \eta}\right), \tag{4}
\end{equation*}
$$

with eigenmagnon operators $\alpha_{q_{\eta}}$ and $\beta_{q \eta}$, magnon dispersion $\omega_{\boldsymbol{q}}$, and where the quasimomentum $\boldsymbol{q}$ runs over the reduced Brillouin zone, as illustrated in Fig. 2(a).

As shown in Refs. [21,23], the electron-magnon coupling in this system in general consists of staggered and net magnetic fields, as well as electron scattering processes of both regular and Umklapp type. In our case, all net and staggered magnetic fields from the two opposing antiferromagnetic layers cancel.

The interaction Hamiltonian then takes the form

$$
\begin{align*}
H_{\mathrm{int}}= & V \sum_{\substack{\boldsymbol{k} \in \square \\
\boldsymbol{q} \in \diamond}}\left[M_{\boldsymbol{q}}^{R} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}+M_{\boldsymbol{q}}^{U} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{Q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}\right. \\
& \left.+\left(M_{-\boldsymbol{q}}^{R}\right)^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}+\left(M_{-\boldsymbol{q}}^{U}\right)^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{Q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}\right] \tag{5}
\end{align*}
$$

where we have defined the magnon operators $M_{q}^{\kappa}=M_{q H}^{\kappa}+$ $M_{q L}^{\kappa}$ with

$$
\begin{align*}
M_{q H}^{\kappa} & =\Omega_{A} a_{q H}+\kappa \Omega_{B} b_{-q H}^{\dagger}  \tag{6a}\\
M_{q L}^{\kappa} & =\Omega_{A} a_{-q L}^{\dagger}+\kappa \Omega_{B} b_{q L} . \tag{6b}
\end{align*}
$$

Here, $\kappa \in\{R, U\}$ is an index characterizing whether the corresponding electron scattering process is of regular or Umklapp type, which we associate with the values $R \rightarrow+1$ and $U \rightarrow$ -1 in the definition of $M_{q}^{\kappa}$. Examples of regular and Umklapp scattering processes are shown in Fig. 2(b). We have also defined the momentum shift vector $\boldsymbol{Q}=\pi(\hat{x}+\hat{y})$ occurring in the Umklapp scattering processes, and the interaction strength parameter $V \equiv-2 \bar{J} \sqrt{S / N}$, where $S$ is the spin quantum number of the AFMI lattice site spins and $N$ the number of lattice sites. In terms of the eigenmagnon operators $\alpha_{q \eta}, \beta_{q \eta}$, we may also express the magnon operators $M_{q}^{\kappa}$ as

$$
\begin{align*}
M_{q}^{\kappa}= & \left(\Omega_{A} u_{q}+\kappa \Omega_{B} v_{q}\right)\left(\alpha_{q H}+\alpha_{-q L}^{\dagger}\right) \\
& +\left(\Omega_{A} v_{q}+\kappa \Omega_{B} u_{q}\right)\left(\beta_{-q H}^{\dagger}+\beta_{q L}\right), \tag{7}
\end{align*}
$$

so that we may think of the magnon operators $M_{q}^{K}$ as linear combinations of antiferromagnetic eigenmagnon operators with a given spin and momentum.

## III. ELIASHBERG THEORY

## A. Magnon propagators

Since the magnon operators in the electron-magnon interaction only occur in the particular linear combinations $M_{q}^{\kappa}$, the propagators of $M_{q}^{\kappa}$ will be key building blocks in our Eliashberg theory. In the imaginary time formalism, we therefore define the magnon propagator

$$
\begin{equation*}
\mathcal{D}^{\kappa \kappa^{\prime}}(\boldsymbol{q}, \tau)=-\left\langle T_{\tau} M_{q}^{\kappa}(\tau)\left(M_{q}^{\kappa^{\prime}}\right)^{\dagger}(0)\right\rangle \tag{8}
\end{equation*}
$$

where $T_{\tau}$ is the time-ordering operator and the expectation value is computed with the full Hamiltonian. In the noninteracting theory, one may utilize the eigenmagnon propagators to show that

$$
\begin{equation*}
\mathcal{D}_{0}^{\kappa \kappa^{\prime}}\left(\boldsymbol{q}, i v_{m}\right)=-2 A_{e}^{\kappa \kappa^{\prime}}(\boldsymbol{q}) \frac{2 \omega_{\boldsymbol{q}}}{v_{m}^{2}+\omega_{\boldsymbol{q}}^{2}}, \tag{9}
\end{equation*}
$$

where $\nu_{m}=2 m \pi / \beta$ is a bosonic Matsubara frequency and $\beta$ the inverse temperature. The boosting factors $A_{e}^{\kappa \kappa^{\prime}}(\boldsymbol{q})$ are given by

$$
\begin{align*}
A_{e}^{R R}(\boldsymbol{q}) & =\frac{1}{2}\left[\left(\Omega_{A} u_{q}+\Omega_{B} v_{\boldsymbol{q}}\right)^{2}+\left(\Omega_{A} v_{\boldsymbol{q}}+\Omega_{B} u_{q}\right)^{2}\right],  \tag{10a}\\
A_{e}^{U U}(\boldsymbol{q}) & =\frac{1}{2}\left[\left(\Omega_{A} u_{q}-\Omega_{B} v_{\boldsymbol{q}}\right)^{2}+\left(\Omega_{A} v_{\boldsymbol{q}}-\Omega_{B} u_{q}\right)^{2}\right],  \tag{10b}\\
A_{e}^{R U}(\boldsymbol{q}) & =A_{e}^{U R}(\boldsymbol{q})=\frac{1}{2}\left(\Omega_{A}^{2}-\Omega_{B}^{2}\right)\left(u_{q}^{2}+v_{\boldsymbol{q}}^{2}\right) . \tag{10c}
\end{align*}
$$

Here, $u_{q}$ and $v_{q}$ are the magnon coherence factors, arising from the Bogoliubov transformation, discussed in Appendix A. Inspecting the boosting factor corresponding to regular scattering processes, we see that it coincides with the boosting factor occurring from the canonical transformation used to obtain the effective interaction potential in Ref. [21].

From the expressions for the regular and Umklapp boosting factors $A_{e}^{R R}(\boldsymbol{q})$ and $A_{e}^{U U}(\boldsymbol{q})$, it is clear that in addition to contributions from only the $A$ and $B$ sublattices proportional to factors of $\Omega_{A}^{2}$ and $\Omega_{B}^{2}$, there are in general also interferences between contributions from the two sublattices. Since $u_{q}$ is typically positive and $v_{q}$ is typically negative, as discussed in Appendix A, we typically expect destructive interference in the regular process boosting factor $A_{e}^{R R}(\boldsymbol{q})$ [21] and constructive interference in the Umklapp process boosting
factor $A_{e}^{U U}(\boldsymbol{q})$. The significance of these interference effects is controlled by the asymmetry in the coupling to the two sublattices, where we find the strongest sublattice interferences when we couple equally to both sublattices, and that all interference effects are removed when we couple to only one sublattice. The mixed propagator boosting factors $A_{e}^{R U}$ and $A_{e}^{U R}$ do not experience similar interferences.

## B. Spinor representations

To study magnon-mediated superconductivity, we now construct the Eliashberg theory for the system. To do this, we first introduce the Nambu spinor

$$
\psi_{k}=\left(\begin{array}{c}
c_{k \uparrow}  \tag{11}\\
c_{k \downarrow} \\
c_{-k \uparrow}^{\dagger} \\
c_{-k \downarrow}^{\dagger} \\
c_{k+Q \uparrow} \\
c_{k+Q \downarrow} \\
c_{-k-Q \uparrow}^{\dagger} \\
c_{-k-Q \downarrow}^{\dagger}
\end{array}\right) .
$$

The corresponding Green's function can then in general be written as the $8 \times 8$ matrix

$$
\begin{equation*}
G\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}, \tau\right)=-\left\langle T_{\tau} \psi_{\boldsymbol{k}}(\tau) \psi_{\boldsymbol{k}^{\prime}}^{\dagger}(0)\right\rangle, \tag{12}
\end{equation*}
$$

where we will also be using the notation $G(\boldsymbol{k}, \boldsymbol{k}, \tau)=G(\boldsymbol{k}, \tau)$. After a Fourier transform, the imaginary time propagators can be expressed through the Fourier coefficients $G\left(\boldsymbol{k}, i \omega_{n}\right)$, with fermionic Matsubara frequencies $\omega_{n}=(2 n+1) \pi / \beta$. The $8 \times 8$ matrix can in general be spanned by the Pauli matrix outer products

$$
\begin{equation*}
\rho_{\alpha} \otimes \tau_{\beta} \otimes \sigma_{\gamma} \tag{13}
\end{equation*}
$$

where $\alpha, \beta, \gamma \in\{0,1,2,3\}$ and the Pauli matrix $\rho_{\alpha}$ acts on the momentum sector degree of freedom, $\tau_{\beta}$ on the particle/hole degree of freedom, and $\sigma_{\gamma}$ on the spin degree of freedom.

We also introduce the magnon spinor

$$
B_{q}=\left(\begin{array}{llll}
M_{q}^{R} & \left(M_{-q}^{R}\right)^{\dagger} & M_{q}^{U} & \left(M_{-q}^{U}\right)^{\dagger} \tag{14}
\end{array}\right)^{T}
$$

where each magnon operator in the spinor corresponds to the destruction of an excitation with momentum $\boldsymbol{q}$ and spin -1 , or the creation of an excitation with momentum $-\boldsymbol{q}$ and spin +1 . The magnon operator propagators can now be collected in the magnon propagator matrix

$$
\begin{equation*}
D_{\gamma \gamma^{\prime}}(\boldsymbol{q}, \tau)=-\left\langle T_{\tau} B_{\boldsymbol{q}}^{\gamma}(\tau) B_{-\boldsymbol{q}}^{\gamma^{\prime}}(0)\right\rangle \tag{15}
\end{equation*}
$$

After a Fourier transform, the propagator matrix takes the form

$$
D(q)=\left(\begin{array}{cccc}
0 & \mathcal{D}^{R R}(q) & 0 & \mathcal{D}^{R U}(q)  \tag{16}\\
\mathcal{D}^{R R}(-q) & 0 & \mathcal{D}^{U R}(-q) & 0 \\
0 & \mathcal{D}^{U R}(q) & 0 & \mathcal{D}^{U U}(q) \\
\mathcal{D}^{R U}(-q) & 0 & \mathcal{D}^{U U}(-q) & 0
\end{array}\right)
$$



FIG. 3. Feynman diagram expansion for interacting electron and magnon propagators. Each vertex is associated with a factor $V g_{\gamma} / 4$, and electron and magnon propagators $G$ and $D$ are represented by solid and dashed lines.
in terms of the previously introduced propagators $\mathcal{D}^{\kappa \kappa}{ }^{\prime}$. Here, $q=\left(\boldsymbol{q}, i v_{m}\right)$ is a three-vector containing both momentum and the Matsubara frequency. As the magnon propagators respect time-reversal and inversion symmetry, we have $\mathcal{D}^{\kappa \kappa^{\prime}}(-q)=\mathcal{D}^{\kappa \kappa^{\prime}}(q)$. Further, the magnon propagators also satisfy $\mathcal{D}^{R U}(q)=\mathcal{D}^{U R}(q)$.

In spinor notation for the magnon and electron operators, the interaction Hamiltonian can be written on the form

$$
\begin{equation*}
H_{\text {int }}=\frac{V}{4} \sum_{\substack{k \in \square \alpha \beta \gamma \\ q \in \diamond}} \sum_{\gamma} g_{\gamma}^{\alpha \beta} B_{q}^{\gamma} \psi_{\boldsymbol{k}+q \alpha}^{\dagger} \psi_{\boldsymbol{k} \beta}, \tag{17}
\end{equation*}
$$

where the sum over $\boldsymbol{k}$ runs over the full Brillouin zone, the sum over $\boldsymbol{q}$ runs over the reduced Brillouin zone, and the index $\gamma$ corresponds to the various operators in the magnon spinor $B_{q}^{\gamma}$. The matrices $g_{\gamma}$ are given by

$$
\begin{array}{ll}
g_{1}=f_{1} \otimes \rho_{0}, & g_{2}=f_{2} \otimes \rho_{0}, \\
g_{3}=f_{1} \otimes \rho_{1}, & g_{4}=f_{2} \otimes \rho_{1} \tag{18b}
\end{array}
$$

where we have introduced the $4 \times 4$ matrices

$$
\begin{align*}
& f_{1}=\frac{1}{2}\left(\sigma_{1} \tau_{0}-i \sigma_{2} \tau_{3}\right),  \tag{19a}\\
& f_{2}=\frac{1}{2}\left(\sigma_{1} \tau_{0}+i \sigma_{2} \tau_{3}\right), \tag{19b}
\end{align*}
$$

acting on the spin and particle/hole degrees of freedom to simplify the notation.

## C. $S$-matrix expansion

Starting from the noninteracting electron Hamiltonian and the spinor form of the interaction, we may now apply the $S$-matrix expansion and use Wicks theorem to obtain a Feynman diagram expansion for the electron Green's function $G\left(\boldsymbol{k}, i \omega_{n}\right)$, as shown in Fig. 3. The resulting equation can be solved for the electron Green's function to obtain the Dyson equation

$$
\begin{equation*}
G^{-1}(k)=G_{0}^{-1}(k)-\Sigma(k), \tag{20}
\end{equation*}
$$

where $\Sigma(k)$ is the self-energy, and $G_{0}(k)$ is the noninteracting electron Green's function given by

$$
\begin{equation*}
G_{0}^{-1}\left(\boldsymbol{k}, i \omega_{n}\right)=i \omega_{n} \rho_{0} \tau_{0} \sigma_{0}-\epsilon_{\boldsymbol{k}} \rho_{3} \tau_{3} \sigma_{0}+\mu \rho_{0} \tau_{3} \sigma_{0} \tag{21}
\end{equation*}
$$

In the following, we neglect vertex corrections, which are discussed more in Appendix D. We may then consider only sunset type diagrams in the self-energy. Performing the $S$ matrix expansion, we extract the self-energy

$$
\begin{equation*}
\Sigma(k)=-\frac{V^{2}}{2 \beta} \sum_{k^{\prime}} \sum_{\gamma \gamma^{\prime}} \theta_{\boldsymbol{k}-\boldsymbol{k}^{\prime}} D_{\gamma \gamma^{\prime}}\left(k-k^{\prime}\right) g_{\gamma} G\left(k^{\prime}\right) g_{\gamma^{\prime}} \tag{22}
\end{equation*}
$$

as evident from the diagrammatic representation in Fig. 3 up to signs and prefactors. Here, $\theta_{q}$ is defined by

$$
\theta_{\boldsymbol{q}}=\left\{\begin{array}{ll}
1, & \boldsymbol{q} \in \mathrm{RBZ}  \tag{23}\\
0, & \boldsymbol{q} \in \mathrm{QBZ}
\end{array}\right\}
$$

and ensures that the magnon propagator momentum $\boldsymbol{q}=\boldsymbol{k}$ $\boldsymbol{k}^{\prime}$ is restricted to the reduced Brillouin zone (RBZ) [39]. Here, QBZ refers to the conjugate Brillouin zone which, together with the RBZ, comprises the full electron Brillouin zone.

In the discussion so far, we have been using a Nambu spinor $\psi_{k}$ containing electrons at both $\boldsymbol{k}$ and $\boldsymbol{k}+\boldsymbol{Q}$. Thus, the $8 \times 8$ matrix Green's function $G(k)$ may in general have correlations between electrons at momenta $\boldsymbol{k}$ and $\boldsymbol{k}+\boldsymbol{Q}$. In the following, we assume that the processes close to the Fermi surface dominate the self-energy. Away from half filling, we may then neglect the correlations which are off-diagonal in the momentum sector, as they are suppressed by the large electronic energy at momentum $\boldsymbol{k}+\boldsymbol{Q}$ when $\boldsymbol{k}$ is close to the Fermi surface. This is discussed in more detail in Appendix C. The Green's function $G(k)$ and the self-energy $\Sigma(k)$ then reduce to two uncoupled blocks of size $4 \times 4$ which are related by $\boldsymbol{k} \rightarrow \boldsymbol{k}+\boldsymbol{Q}$. In the following, we therefore consider only one of the two blocks.

## D. Eliashberg equations

To derive the Eliashberg equations, we decompose the selfenergy matrix into contributions corresponding to the various basis matrices $\sigma_{\alpha} \otimes \tau_{\beta}$ for Hermitian $4 \times 4$ matrices. We set

$$
\begin{equation*}
\Sigma=(1-Z) i \omega_{n} \sigma_{0} \tau_{0}+\chi \sigma_{0} \tau_{3}+\phi_{s} \sigma_{2} \tau_{2}+\phi_{t} \sigma_{1} \tau_{1} \tag{24}
\end{equation*}
$$

where $Z$ is the electron renormalization, $\chi$ is the quasiparticle energy shift, $\phi_{s}$ is the spin singlet pairing amplitude, and $\phi_{t}$ the amplitude for unpolarized spin triplet pairing.

Among the 16 possible terms on the form $\sigma_{\alpha} \otimes \tau_{\beta}$, we have kept only four. Of the remaining 12 combinations, the eight which do not conserve spin cannot occur because they are incompatible with the spin structure of the self energy diagram. The combinations $\tau_{3} \sigma_{3}$ and $\tau_{0} \sigma_{3}$ are disregarded because they introduce spin-dependent quasiparticle renormalization, which is not expected to be present due to the spin symmetry of the fermions in the system. Finally, we could have introduced terms $\tilde{\phi}_{s} \tau_{1} \sigma_{2}$ and $\tilde{\phi}_{t} \sigma_{1} \tau_{2}$. However, the associated fields $\tilde{\phi}_{s}$ and $\tilde{\phi}_{t}$ would play exactly the same roles as $\phi_{s}$ and $\phi_{t}$, and we therefore set them to zero.

Due to symmetry relations between the electron correlations in the Nambu spinor Green's function matrix $G(k)$ [40], the normal Green's function fields satisfy

$$
\begin{align*}
& Z(-k)=Z(k), \quad Z\left(\boldsymbol{k}, i \omega_{n}\right)=Z\left(\boldsymbol{k},-i \omega_{n}\right)^{*}  \tag{25}\\
& \chi(-k)=\chi(k), \quad \chi\left(\boldsymbol{k}, i \omega_{n}\right)=\chi\left(\boldsymbol{k},-i \omega_{n}\right)^{*} \tag{26}
\end{align*}
$$

and the anomalous correlations satisfy

$$
\begin{array}{ll}
\phi_{s}(-k)=+\phi_{s}(k), & \phi_{s}\left(\boldsymbol{k}, i \omega_{n}\right)=\phi_{s}\left(\boldsymbol{k},-i \omega_{n}\right)^{*} \\
\phi_{t}(-k)=-\phi_{t}(k), & \phi_{t}\left(\boldsymbol{k}, i \omega_{n}\right)=\phi_{t}\left(\boldsymbol{k},-i \omega_{n}\right)^{*} \tag{28}
\end{array}
$$

We may now derive equations for the fields $Z, \chi, \phi_{s}, \phi_{t}$ by inserting the form for $\Sigma$ into the Dyson equation, inverting the inverse $G^{-1}(k)$ and inserting $G(k)$ into the self-energy in Eq. (22). Comparing term by term, we then obtain the equations

$$
\begin{align*}
{[1-Z(k)] i \omega_{n} } & =-V^{2} \frac{1}{\beta} \sum_{k^{\prime}} \mathcal{D}\left(k-k^{\prime}\right) \frac{i \omega_{n^{\prime}} Z\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)}  \tag{29a}\\
\chi(k) & =-V^{2} \frac{1}{\beta} \sum_{k^{\prime}} \mathcal{D}\left(k-k^{\prime}\right) \frac{\xi_{k^{\prime}}+\chi\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)}  \tag{29b}\\
\phi_{s}(k) & =-V^{2} \frac{1}{\beta} \sum_{k^{\prime}} \mathcal{D}\left(k-k^{\prime}\right) \frac{\phi_{s}\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)}  \tag{29c}\\
\phi_{t}(k) & =+V^{2} \frac{1}{\beta} \sum_{k^{\prime}} \mathcal{D}\left(k-k^{\prime}\right) \frac{\phi_{t}\left(k^{\prime}\right)}{\Theta\left(k^{\prime}\right)} \tag{29d}
\end{align*}
$$

under the assumption that a single symmetry channel dominates, so that either $\phi_{s}=0$ or $\phi_{t}=0$ [41]. We have also introduced the combined magnon propagator

$$
\begin{equation*}
\mathcal{D}(q)=\theta_{\boldsymbol{q}} \mathcal{D}^{R R}\left(\boldsymbol{q}, i v_{m}\right)+\theta_{\boldsymbol{q}+\boldsymbol{Q}} \mathcal{D}^{U U}\left(\boldsymbol{q}+\boldsymbol{Q}, i v_{m}\right) \tag{30}
\end{equation*}
$$

where the argument $\boldsymbol{q}$ can now take on values in the full electron Brillouin zone. The submatrix determinant $\Theta(k)$ is given by

$$
\begin{equation*}
\Theta(k)=\left[i \omega_{n} Z(k)\right]^{2}-\tilde{\xi}_{k}^{2}-\left|\phi_{s, t}(k)\right|^{2} \tag{31}
\end{equation*}
$$

with anomalous correlation $\phi_{s, t}$ depending on whether we consider a singlet or triplet instability, and where have introduced $\tilde{\xi}_{k}=\xi_{k}+\chi(k)$. In the following, we will assume that the quasiparticle energy shift $\chi$ is small compared to the electron bandwidth and that it can be neglected. Note the opposite signs on the right hand side of the equations for $\phi_{s}$ and $\phi_{t}$. This occurs because the spin flips in the vertices of the self-energy diagrams introduce a sign change for the spin singlet amplitude but not for the spin triplet amplitude.

## IV. FERMI SURFACE AVERAGED EQUATIONS

When the electron energy scale is large compared to the magnon energy scale, the regions close to the Fermi surface dominate the momentum sums in the Eliashberg equations. We assume that the quasiparticle renormalization field close to the Fermi surface is weakly dependent on momentum, so that we may write $Z\left(\boldsymbol{k}, i \omega_{n}\right)=Z\left(i \omega_{n}\right)$. Furthermore, for a single dominant pairing symmetry channel, we assume that the anomalous correlations can be written in the product form
$\phi_{s, t}\left(\boldsymbol{k}, i \omega_{n}\right)=\psi(\boldsymbol{k}) \phi_{s, t}\left(i \omega_{n}\right)$, where we assume some simple functional form $\psi(\boldsymbol{k})$ for the momentum dependence of the relevant anomalous correlation.

Since we expect regions close to the Fermi surface to dominate the momentum sum, we may split it into a perpendicular and a parallel part, and neglect the perpendicular momentum dependence of the magnon propagator. Close to the critical temperature, one may furthermore linearize the Eliashberg equations in the anomalous correlations. Converting the perpendicular momentum integration into an energy integral, one then obtains
$(1-Z) i \omega_{n}=\frac{1}{\beta N_{F}} \sum_{\omega_{n^{\prime}}} \lambda_{1}\left(i \omega_{n}-i \omega_{n^{\prime}}\right) i \omega_{n^{\prime}} Z^{\prime} \int d \xi \frac{N(\xi)}{\Theta\left(\xi, i \omega_{n^{\prime}}\right)}$,

$$
\begin{align*}
\phi_{s, t}= & -\frac{1}{\beta N_{F}} \sum_{\omega_{n^{\prime}}} \lambda_{2}^{s, t}\left(i \omega_{n}-i \omega_{n^{\prime}}\right) \phi_{s, t}^{\prime}  \tag{32a}\\
& \times \int d \xi \frac{N(\xi)}{\Theta\left(\xi, i \omega_{n^{\prime}}\right)} . \tag{32b}
\end{align*}
$$

We have here introduced the dimensionless electronmagnon coupling strength $\lambda_{1}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)$ occurring in the quasiparticle renormalization equations and the modified coupling strength $\lambda_{2}^{s, t}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)$ occurring in the anomalous correlation equations. We have further denoted $Z(k)$ by $Z$ and $Z\left(k^{\prime}\right)$ by $Z^{\prime}$, with similar notation also for the remaining fields, and denoted the electron density of states by $N(\xi)$, which takes on the value $N_{F}$ at the Fermi level. The dimensionless coupling strengths are given by

$$
\begin{align*}
\lambda_{1}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)= & -\frac{V^{2}}{N_{F}} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \delta\left(\xi_{\boldsymbol{k}}\right) \delta\left(\xi_{\boldsymbol{k}^{\prime}}\right) \mathcal{D}\left(k-k^{\prime}\right)  \tag{33}\\
\lambda_{2}^{s, t}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)= & -\zeta_{s, t} \frac{1}{\left\langle\psi^{2}(\boldsymbol{k})\right\rangle_{\mathrm{FS}}} \frac{V^{2}}{N_{F}} \sum_{\boldsymbol{k} k^{\prime}} \delta\left(\xi_{\boldsymbol{k}}\right) \delta\left(\xi_{\boldsymbol{k}^{\prime}}\right) \\
& \times \psi(\boldsymbol{k}) \mathcal{D}\left(k-k^{\prime}\right) \psi\left(\boldsymbol{k}^{\prime}\right) \tag{34}
\end{align*}
$$

where $\zeta_{s}=-1$ for spin singlet and $\zeta_{t}=+1$ for spin triplet is the sign associated with a spin flip in the anomalous pairing. The brackets $\left\rangle_{\text {FS }}\right.$ denote a Fermi surface average.

In the following, we assume that the density of states can be approximated by a constant in the dominant region close to the Fermi surface. We may then perform the energy integral analytically to obtain

$$
\begin{align*}
(1-Z) i \omega_{n} & =-\frac{i \pi}{\beta} \sum_{\omega_{n^{\prime}}} \lambda_{1}\left(i \omega_{n}-i \omega_{n^{\prime}}\right) \operatorname{sgn}\left(\omega_{n^{\prime}}\right)  \tag{35}\\
\phi_{s, t} & =+\frac{\pi}{\beta} \sum_{\omega_{n^{\prime}}} \lambda_{2}^{s, t}\left(i \omega_{n}-i \omega_{n^{\prime}}\right) \frac{\phi_{s, t}^{\prime}}{\left|\omega_{n^{\prime}} Z^{\prime}\right|} \tag{36}
\end{align*}
$$

We next assume that the magnon propagator $\mathcal{D}$ can be replaced by the noninteracting propagator $\mathcal{D}_{0}$. Solving the Eliashberg equations is then reduced to calculating dimensionless coupling strengths $\lambda_{1,2}$ and solving eigenvalue problems in the Matsubara frequencies. In Sec. VI, we investigate the effect of including the magnon self-energy.

In addition to introducing the dimensionless coupling strengths $\lambda_{1,2}$, we may follow the conventional routine and
also introduce frequency dependent functions $\alpha_{1,2}^{2} F(\omega)$ defined such that

$$
\begin{equation*}
\lambda_{1,2}\left(i \omega_{n}-i \omega_{n^{\prime}}\right)=\int d \omega \alpha_{1,2}^{2} F(\omega) \frac{2 \omega}{\left(\omega_{n}-\omega_{n^{\prime}}\right)^{2}+\omega^{2}} \tag{37}
\end{equation*}
$$

Comparing with the definition of $\lambda_{1,2}$, this gives

$$
\begin{align*}
\alpha_{1}^{2} F(\omega)= & \frac{V^{2}}{N_{F}} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \delta\left(\xi_{\boldsymbol{k}}\right) \delta\left(\xi_{\boldsymbol{k}^{\prime}}\right) \delta\left(\omega-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}\right) \mathcal{A}_{e}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \\
\alpha_{2}^{2} F(\omega)= & \zeta_{s, t} \frac{1}{\left\langle\psi^{2}(\boldsymbol{k})\right\rangle_{\mathrm{FS}}} \frac{V^{2}}{N_{F}} \sum_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \delta\left(\xi_{\boldsymbol{k}}\right) \delta\left(\xi_{\boldsymbol{k}^{\prime}}\right) \delta\left(\omega-\omega_{\boldsymbol{k}-\boldsymbol{k}^{\prime}}\right)  \tag{38}\\
& \times \psi(\boldsymbol{k}) \mathcal{A}_{e}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \psi\left(\boldsymbol{k}^{\prime}\right) \tag{39}
\end{align*}
$$

where the boosting factor

$$
\begin{equation*}
\mathcal{A}_{e}(\boldsymbol{q})=\theta_{\boldsymbol{q}} A_{e}^{R R}(\boldsymbol{q})+\theta_{\boldsymbol{q}+\boldsymbol{Q}} A_{e}^{U U}(\boldsymbol{q}+\boldsymbol{Q}) \tag{40}
\end{equation*}
$$

has been defined analogously to $\mathcal{D}(q)$.
The Eliashberg functions $\alpha_{1,2}^{2} F(\omega)$ and the electronmagnon coupling strengths $\lambda_{1,2}\left(i v_{m}\right)$ are central quantities in the Fermi surface averaged Eliashberg equations. Through the approximate formula

$$
\begin{equation*}
T_{c}^{\mathrm{AD}}=\frac{\omega_{\mathrm{log}}}{1.2} \exp \left(-\frac{1.04\left[1+\lambda_{1}(0)\right]}{\lambda_{2}(0)}\right) \tag{41}
\end{equation*}
$$

they can therefore be used to qualitatively understand the critical temperatures resulting from actually solving the Eliashberg equations. The above formula was suggested by Allen and Dynes [42] for weak and intermediate electronboson coupling. We have set the Coulomb pseudopotential to zero and use the logarithmic average

$$
\begin{equation*}
\omega_{\log }=\omega_{a} \exp \left[\frac{2}{\lambda_{2}(0)} \int d \omega \ln \left(\frac{\omega}{\omega_{a}}\right) \frac{\alpha_{2}^{2} F(\omega)}{\omega}\right] \tag{42}
\end{equation*}
$$

as the effective cutoff frequency, where $\omega_{a}$ is an arbitrary frequency scale.

## V. SOLVING THE ELIASHBERG EQUATIONS

We now solve the Fermi surface averaged equations using realistic material parameters, as detailed in Appendix E. We set $\Omega_{A}=1$ and use $\Omega_{B} \equiv \Omega \in[0,1]$ to tune the sublattice coupling asymmetry.

In order to compute the dimensionless coupling strengths $\lambda_{1,2}$, the momentum sums are transformed into integrals over momenta on the Fermi surface. The quasiparticle renormalization field $Z\left(i \omega_{n}\right)$ can then be calculated using Eq. (35). Subsequently, we use Eq. (36) to determine the critical temperature for the superconducting instability by finding the temperature for which the largest eigenvalue of the eigenvalue problem becomes $1[43,44]$. This gives the critical temperature $T_{c}$ of the superconducting instability. We consider three different ansätze for the superconducting pairing, namely even frequency spin triplet $p$-wave pairing, even frequency spin triplet $f$-wave pairing, and even frequency spin singlet $d$ wave pairing. These pairings dominate in different parts of the parameter space of our model. Other pairing symmetries like even frequency spin singlet $s$-wave and different odd frequency variants were not found to give rise to superconductivity. Figure 4(a) presents the phase diagram for our model in the $\Omega-\mu$ plane, where critical temperature normalized to the maximum value within each phase is indicated
(a)

(b)


FIG. 4. (a) Phase diagram in terms of sublattice coupling asymmetry $\Omega=\Omega_{B} / \Omega_{A}$ and chemical potential $\mu$ below half filling. We find spin triplet $p$-wave, spin triplet $f$-wave, and spin singlet $d$ wave phases. The phase diagram is colored according to the critical temperature normalized to the largest value in the phase diagram within the same phase. Parameter regimes supporting multiple superconducting instabilities are colored according to the phase with the largest critical temperature. The insets show the spin structure and momentum structure on the Fermi surface for the various phases. The various subfigures in (b) show the critical temperature $T_{c}$ as a function of $\Omega$ (left) and $\mu$ (right) along different lines in the phase diagram.
by color intensity. The type of pairing is indicated by choice of color (green/blue/red), where regimes supporting multiple solutions are colored according to the phase with the largest critical temperature. In the following, we discuss the different superconducting phases in the phase diagram in more detail.

## A. Spin triplet $\boldsymbol{p}$-wave and $\boldsymbol{f}$-wave pairing

For the even frequency spin triplet $p$-wave and $f$-wave pairings, we consider anomalous pairing momentum dependence on the form

$$
\begin{align*}
& \psi_{p}(\boldsymbol{k})=\cos \phi_{k}  \tag{43a}\\
& \psi_{f}(\boldsymbol{k})=\cos 3 \phi_{k} \tag{43b}
\end{align*}
$$

where $\phi_{k}$ is the polar angle between the quasimomentum $\boldsymbol{k}$ on the Fermi surface and the $x$ axis. These momentum dependencies are shown in the insets of the phase diagram.

As expected, and in agreement with the results of Ref. [21], we find even frequency spin triplet $p$-wave superconductivity for small Fermi surfaces and large sublattice coupling asymmetry, corresponding to small $\mu$ and $\Omega$. For small Fermi surfaces, all processes between points on the Fermi surface are of the regular type. Since the magnon energy is smallest for small $\boldsymbol{q}$, minimizing the denominator of the magnon propagator, the dominant contribution to the momentum sums in the Eliashberg equations originate from small $\boldsymbol{q}$. Without sublattice coupling asymmetry (i.e., $\Omega=1$ ), coherence factor interference effects suppress the boosting factor $A_{e}^{R R}(\boldsymbol{q})$, whereas $\Omega=0$ removes these interference effects completely and makes $p$-wave superconductivity possible.

Setting $\Omega=0$, we also find an even frequency spin triplet $f$-wave solution in the entire chemical potential range we have considered. As shown in Fig. 4(b), the critical temperature of the $p$-wave solution is larger than the critical temperature of the $f$-wave solution for small Fermi surfaces. For Fermi surfaces approaching half filling, however, the situation is reversed due to emergence of subleading Umklapp processes. The interaction providing spin triplet pairing is attractive for scattering processes between $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ only when $\phi\left(\boldsymbol{k}, i \omega_{n}\right)$ and $\phi\left(\boldsymbol{k}^{\prime}, i \omega_{n}\right)$ have the same sign. Consider now the scattering processes between points on the Fermi surface where the momentum transfer is closest to $\boldsymbol{Q}$, bringing the electron from one side of the Fermi surface to the opposing side. From the $f$-wave and $p$-wave momentum structure of the anomalous correlations shown in the insets of Fig. 4(a), it is clear that these processes are always repulsive in the $p$-wave phase and typically attractive in the $f$-wave phase. This explains why the $f$-wave phase has a higher critical temperature than the $p$-wave phase upon approaching half filling. As discussed in more detail in Sec. VIII, the combination of $\Omega=0$ and the presence of Umklapp processes may, however, be challenging to access experimentally.

Compared with the results of Ref. [21], we find significantly lower critical temperatures for the $p$-wave phase. We attribute this difference to the magnon energy cutoff. As longwavelength processes dominate, the characteristic magnon frequency in the pairing interaction is much smaller than the upper cutoff on the magnon spectrum. Since the characteristic frequency serves as the energy scale for the critical temperature, the critical temperature is then significantly reduced, which is captured in the Eliashberg theory analysis.

More quantitatively, this argument can be understood in terms of the Allen-Dynes formula of Eq. (41). Since the boosting factor $A_{e}^{R R}(\boldsymbol{q})$ is peaked for small momenta $\boldsymbol{q}$, and the electron-magnon coupling strength $V$ is momentum independent, the electron-magnon coupling function $\alpha_{2}^{2} F(\omega)$ is peaked at small frequencies. This is shown in Fig. 5(a), where the logarithmic average $\omega_{\log }$ is indicated with a dashed line. The effective magnon frequency for the superconducting pairing is therefore significantly reduced compared to the largest magnon frequency in the system. Further, the lower panel of Fig. 5(c) shows $\lambda_{1,2}\left(i \nu_{m}\right)$, which decays quickly beyond the effective cutoff. Solving the Eliashberg equations gives the solutions for the anomalous correlation $\phi\left(i \omega_{n}\right)$, which


FIG. 5. Eliashberg functions and Eliashberg equation solutions for the $p$-wave regime $(\mu / t=-3.5$ and $\Omega=0)$ to the left and $d$-wave regime $(\mu / t=-0.2$ and $\Omega=1)$ to the right. Subfigures (a) and (b) show the Eliashberg function $\alpha_{2}^{2} F(\omega)$. Subfigures (c) and (d) show the dimensionless electron-magnon coupling strengths $\lambda_{1,2}\left(i v_{m}\right)$ as well as the Matsubara frequency dependence of the quasiparticle renormalization $Z\left(i \omega_{n}\right)$ and the anomalous correlation $\phi\left(i \omega_{n}\right)$ at the critical temperatures for the respective superconducting instabilities. The logarithmic average $\omega_{\text {log }}$ is shown with vertical dashed lines.
also decays quickly beyond the cutoff, and the quasiparticle renormalization $Z\left(i \omega_{n}\right)$, which decays to 1 .

## B. Spin singlet $\boldsymbol{d}$-wave pairing

In the Eliashberg equations, the difference between the spin triplet case in Eq. (29d) and the singlet case in Eq. (29c) is the sign. Thus, the small momentum process pairing potential that was attractive for spin triplet pairing becomes repulsive for spin singlet pairing. To obtain singlet pairing attraction, we therefore need to rely on dominant processes with a relative sign between the anomalous pairing $\phi_{s}(k)$ on the left-hand side and right-hand side of the equation. Since small momentum processes cannot provide this sign change, we need to rely on Umklapp processes. As an $s$-wave ansatz does not change sign around the Fermi surface, we instead choose the $d$-wave ansatz

$$
\begin{equation*}
\psi_{d}(\boldsymbol{k})=\frac{1}{2 \pi}\left(\cos k_{x}-\cos k_{y}\right) \tag{44}
\end{equation*}
$$

shown in the inset of the phase diagram in Fig. 4(a). Since the $d$-wave phase relies on Umklapp processes, it occurs for chemical potentials $\mu$ approaching half filling in the phase diagram. Furthermore, the Umklapp processes benefit from the coherence factor interference in the boosting factor $A_{e}^{U U}(\boldsymbol{q})$, which is maximized for $\Omega=1$. Crucially, these interferences also suppress the competing regular processes with small momentum $\boldsymbol{q}$, which would otherwise prevent
spin singlet superconductivity. The $d$-wave phase therefore occurs only for large $\Omega$ in the phase diagram. This picture is also verified in Fig. 4(b), which shows the critical temperature for the spin singlet $d$-wave phase as a function of coupling asymmetry and as a function of chemical potential at $\Omega=1$.

The electron-magnon coupling strength function $\alpha_{2}^{2} F(\omega)$ is shown in Fig. 5(b). With $\Omega=1$, the regular small momentum processes are suppressed, and away from half filling, the Umklapp processes between points on the Fermi surface require the magnons to carry momentum which differs from $Q$ by a finite amount. Therefore, $\alpha_{2}^{2} F(\omega)$ takes on significant values only beyond a relatively large lower frequency cutoff. This cutoff corresponds to the magnon energy associated with the smallest momentum necessary to bring an Umklapp scattered electron with incoming momentum $\boldsymbol{k}$ from $\boldsymbol{k}+\boldsymbol{Q}$ and back to the Fermi surface. Moreover, it should be noted that this smallest momentum depends on where on the Fermi surface the electron was situated to begin with. At the lowest relevant frequencies in $\alpha_{2}^{2} F(\omega)$, only a few momenta $\boldsymbol{k}$ bring $\boldsymbol{k}+\boldsymbol{Q}$ to a position where the momentum transfer necessary to get back to the Fermi surface is associated with a magnon energy that is small enough to match the frequency $\omega$. The function $\alpha_{2}^{2} F(\omega)$ then only obtains contributions from a few points $\boldsymbol{k}$ that bring $\boldsymbol{k}+\boldsymbol{Q}$ close enough to the Fermi surface. As the frequency $\omega$ increases, $\alpha_{2}^{2} F(\omega)$ obtains contributions from more points $k$ as the restriction on how close $\boldsymbol{k}+\boldsymbol{Q}$ needs to be to the Fermi surface is relaxed. Therefore, $\alpha_{2}^{2} F(\omega)$ is not peaked at small frequencies. The situation should be contrasted with the $p$-wave case, where regular scattering on the Fermi surface with vanishing momentum is possible regardless of where on the Fermi surface the initial electron is situated. Denoting the magnon spectrum gap by $\omega_{0}, \alpha_{2}^{2} F\left(\omega \rightarrow \omega_{0}\right)$ therefore receives large contributions from $\boldsymbol{k}-\boldsymbol{k}^{\prime} \approx 0$ regardless of where on the Fermi surface $\boldsymbol{k}$ is situated.

The reduced reliance of the $d$-wave pairing on processes with small magnon energy gives rise to a larger effective magnon frequency $\omega_{\text {log }}$. This larger characteristic magnon frequency suppresses the magnon propagator occurring in $\lambda_{1,2}\left(i v_{m}\right)$ for small Matsubara frequencies but also increases the frequency scale over which the magnon propagator decays compared to the $p$-wave regime. Together with a large density of states close to half filling, this causes the significant critical temperatures that are observed for the $d$-wave regime in Fig. 4(b). As shown in Fig. 5(d), the dimensionless electronmagnon coupling strength $\lambda_{1,2}\left(i v_{m}\right)$ decays to zero beyond the effective cutoff frequency, whereas $\phi\left(i \omega_{n}\right)$ has a crossover from behavior $1 / \omega_{n}$ to $1 / \omega_{n}^{3}$.

## C. Effect of frustration

Since the superconductivity in our system relies on spin fluctuations, we expect interactions in the AFMI spin model that enhance fluctuations to also enhance the critical temperature. Earlier weak-coupling studies have investigated the effect of a frustrating next-nearest neighbor exchange coupling $J_{2}>0$ in the antiferromagnet on superconductivity dominated by regular fermion-magnon scattering processes [22,23]. In Fig. 6(a),we show how the critical temperature


FIG. 6. Effect of frustrating the antiferromagnet with an next-tonearest neighbor exchange coupling $J_{2}$. (a) Critical temperature for the $p$-wave (at $\mu=-3.5 t$ and $\Omega=0$ ) and $d$-wave (at $\mu=-0.2 t$ and $\Omega=1$ ) instabilities as a function of $J_{2}$ frustrating the antiferromagnet. (b) Magnon spectrum for different values of $J_{2}$, as indicated by the vertical dashed lines in (a), between Brillouin zone high symmetry points as shown in Fig. 2(a). (c) Electron-magnon coupling function $\alpha_{2}^{2} F(\omega)$ in the $p$-wave regime. (d) $\alpha_{2}^{2} F(\omega)$ in the $d$-wave regime. Frustration reduces the magnon excitation energies and enhance the spin fluctuations in the system. Thus, weight is shifted from high magnon energies to low magnon energies in the electron-magnon coupling function $\alpha_{2}^{2} F(\omega)$, and this increases the critical temperature.
increases with $J_{2}$ for both the $p$-wave and $d$-wave instabilities. The effect of $J_{2}$ on the superconductivity can be understood in terms of the magnon excitation energies in Fig. 6(b), showing that the magnon bands are flattened as $J_{2}$ increases. As displayed in Figs. 6(c) and 6(d), this shifts weight from large to the more significant small frequencies in the electron-magnon coupling function $\alpha_{2}^{2} F(\omega)$, leading to a higher critical temperature. Notably, increasing $J_{2}$ does not affect the gap in the magnon spectrum, meaning that the effective cutoff for the $p$-wave phase is not much affected. For the $d$-wave phase, the effective cutoff is somewhat reduced for larger $J_{2}$, but trading some cutoff for a larger dimensionless coupling strength $\lambda_{2}(0)$ is nevertheless found to be beneficial. As the $d$-wave phase has a smaller dimensionless coupling strength than the $p$-wave phase, the increase of the dimensionless coupling strength arising from $J_{2}$ leads to a more dramatic increase in critical temperature for the $d$-wave curve in Fig. 6(a).

## VI. MAGNON RENORMALIZATION

To consider the effect of magnon renormalization, we consider the electron bubble diagram shown in Fig. 3 and once again neglect vertex corrections. Performing the $S$-matrix expansion, one may show that magnon propagators $D_{\gamma \gamma^{\prime}}$ satisfy the Dyson equation

$$
\begin{equation*}
D^{-1}(q)=D_{0}^{-1}(q)-\Pi(q), \tag{45}
\end{equation*}
$$

where the polarization matrix is given by

$$
\begin{equation*}
\Pi_{\gamma \gamma^{\prime}}(q)=\frac{V^{2}}{4 \beta} \sum_{k} \operatorname{Tr}\left[g_{\gamma} G(k+q) g_{\gamma^{\prime}} G(k)\right] . \tag{46}
\end{equation*}
$$

From the matrix structure of the matrices $g_{\gamma}$, it follows that $\Pi_{\gamma \gamma^{\prime}}$ takes the form

$$
\Pi(q)=\left(\begin{array}{cccc}
0 & \Pi^{R R}(q) & 0 & \Pi^{R U}(q)  \tag{47}\\
\Pi^{R R}(-q) & 0 & \Pi^{U R}(-q) & 0 \\
0 & \Pi^{U R}(q) & 0 & \Pi^{U U}(q) \\
\Pi^{R U}(-q) & 0 & \Pi^{U U}(-q) & 0
\end{array}\right)
$$

In principle, we should now solve the coupled equations for the electron and magnon propagators. However, to estimate the effect of magnon renormalization, we use the noninteracting electron Green's functions to calculate the polarizations. Using the previous assumption of neglecting terms in the electron Green's function which are off-diagonal in momentum sector, we may furthermore neglect the mixed process polarizations $\Pi^{U R}$ and $\Pi^{R U}$. This leaves the the regular and Umklapp polarizations $\Pi^{R R}$ and $\Pi^{U U}$, which reduce to

$$
\begin{gather*}
\Pi_{0}^{R R}(q)=\frac{V^{2}}{\beta} \sum_{k} G_{0}^{11}(k+q) G_{0}^{22}(k),  \tag{48}\\
\Pi_{0}^{U U}(q)=\frac{V^{2}}{\beta} \sum_{k} G_{0}^{11}(k+q+Q) G_{0}^{22}(k), \tag{49}
\end{gather*}
$$

where $G_{0}^{11}$ and $G_{0}^{22}$ are matrix elements in the noninteracting electron Green's function $G_{0}$ corresponding to different spins.

Solving the Dyson equation for the magnon propagator, one may show that the regular and Umklapp propagators become

$$
\begin{gather*}
\mathcal{D}^{R R}(q)=\left[\left(\frac{1-\mathcal{D}_{0}^{U U} \Pi_{0}^{U U}}{1-r \mathcal{D}_{0}^{U U} \Pi_{0}^{U U}}\right)-\mathcal{D}_{0}^{R R} \Pi_{0}^{R R}\right]^{-1} \mathcal{D}_{0}^{R R}(q),  \tag{50}\\
\mathcal{D}^{U U}(q)=\left[\left(\frac{1-\mathcal{D}_{0}^{R R} \Pi_{0}^{R R}}{1-r \mathcal{D}_{0}^{R R} \Pi_{0}^{R R}}\right)-\mathcal{D}_{0}^{U U} \Pi_{0}^{U U}\right]^{-1} \mathcal{D}_{0}^{U U}(q) \tag{51}
\end{gather*}
$$

where we have introduced the quantity

$$
\begin{equation*}
r(\boldsymbol{q})=1-\frac{A_{e}^{U R}(\boldsymbol{q}) A_{e}^{R U}(\boldsymbol{q})}{A_{e}^{R R}(\boldsymbol{q}) A_{e}^{U U}(\boldsymbol{q})} \tag{52}
\end{equation*}
$$

Here, the Umklapp polarization occurs in the regular propagator and vice versa due to the presence of mixed magnon propagators.

We note that in the special case $\Omega=0$ where we found spin triplet pairing, we have $r=0$ since all the boosting factors are equal. In the opposite limit of $\Omega=1$ where we found spin singlet $d$-wave pairing approaching half filling, the mixed propagators vanish, so that $r=1$ and each of the two magnon propagators $\mathcal{D}^{\kappa \kappa}(q)$ are just renormalized by the corresponding polarization $\Pi^{\kappa \kappa}(q)$.

We may now calculate the regular and the Umklapp polarizations. Performing the Matsubara frequency sums in Eqs. (48) and (49), we obtain the standard result

$$
\begin{align*}
\Pi_{0}^{R R}\left(\boldsymbol{q}, i v_{m}\right) & =V^{2} \sum_{p}\left(\frac{n_{\mathrm{F}}\left(\xi_{p}\right)-n_{\mathrm{F}}\left(\xi_{p+\boldsymbol{q}}\right)}{i v_{m}+\xi_{p}-\xi_{\boldsymbol{p}+\boldsymbol{q}}}\right)  \tag{53}\\
\Pi_{0}^{U U}\left(\boldsymbol{q}, i v_{m}\right) & =V^{2} \sum_{p}\left(\frac{n_{\mathrm{F}}\left(\xi_{\boldsymbol{p}}\right)-n_{\mathrm{F}}\left(\xi_{\boldsymbol{p}+\boldsymbol{q}+\boldsymbol{Q}}\right)}{i v_{m}+\xi_{p}-\xi_{\boldsymbol{p}+\boldsymbol{q}+\boldsymbol{Q}}}\right) \tag{54}
\end{align*}
$$



FIG. 7. Polarization renormalizing the magnon propagator for magnon scattering momenta $\boldsymbol{q}$ between points $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ on the Fermi surface, corresponding to angles 0 and $\theta$, as shown in the inset of (a). The relative contributions $\lambda_{k k^{\prime}}$ from the various points on the Fermi surface to $\lambda_{2}\left(i v_{m}=0\right)$ is shown in purple. (a) shows the combined polarization $\Pi_{0}^{R+U}\left(\boldsymbol{q}, i v_{m}\right)$ and the contributions to $\lambda_{2}(0)$ for $\mu / t=-3.5$ and $\Omega=0$, where we expect $p$-wave superconductivity. The dominant contributions to $\lambda_{2}(0)$ come from small momentum processes close to $\theta=0$. (b) shows the polarization $\bar{\Pi}\left(\boldsymbol{q}, i v_{m}\right)$, corresponding to $\Pi^{R R}$ when $\boldsymbol{k}-\boldsymbol{k}^{\prime}=\boldsymbol{q}$ is inside, and $\Pi^{U U}$ when $\boldsymbol{k}-\boldsymbol{k}^{\prime}=$ $\boldsymbol{q}$ is outside the reduced Brillouin zone. Dominant contributions to $\lambda_{2}(0)$ come from Umklapp processes in vicinity to $\boldsymbol{k}-\boldsymbol{k}^{\prime}=\boldsymbol{Q}$. The temperature has been set to $T=1 \mathrm{~K}$ in both subfigures.
where the momentum sums are evaluated in the thermodynamic limit through numerical integration [45]. Using that $\xi_{p}=\xi_{-p}$, one may show that the imaginary part of the polarization vanishes, so that only the real part remains.

For $\Omega=0$ and a small Fermi surface, the relevant processes are regular processes. The renormalization of the regular propagator then depends on $\Pi_{0}^{R+U}\left(\boldsymbol{q}, i v_{m}\right) \equiv$ $\Pi_{0}^{R R}\left(\boldsymbol{q}, i v_{m}\right)+\Pi_{0}^{U U}\left(\boldsymbol{q}, i v_{m}\right)$, where the Umklapp polarization $\Pi_{0}^{U U}$ is small. In Fig. 7(a) we present the polarization $\Pi_{0}^{R+U}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}, i \nu_{m}\right)$ together with the contributions to $\lambda_{2}\left(i v_{m}=0\right)$ from the various momenta $\boldsymbol{k}^{\prime}$ on the Fermi surface given incoming electron momentum $\boldsymbol{k}$ as shown in the inset. The dominant contributions to $\lambda_{2}\left(i v_{m}=0\right)$ arise from $\theta \approx 0$, which corresponds to scattering processes with small momentum $\boldsymbol{q}=\boldsymbol{k}-\boldsymbol{k}^{\prime}$. In this region, the zero frequency polarization is more or less constant. Consistent with what we expect from Eq. (53), the finite frequency polarizations approach zero as $\boldsymbol{q} \rightarrow 0$. The region where the finite frequency polarizations deviate significantly from the zero frequency polarization is, however, small compared to the region over which we expect the dominant contributions to $\lambda_{2}$ [46]. Hence we may approximate the polarization for $\Omega=0$ and small Fermi surface by a constant value $\Pi_{C} \approx \Pi_{0}^{R R}\left(\boldsymbol{q} \rightarrow 0, i v_{m}=\right.$ $0)=-N_{F} V^{2}$.

For $\Omega=1$, the regular and Umklapp propagators are simply renormalized by the regular and Umklapp polarizations, respectively. Figure 7(b) therefore presents the polarization $\bar{\Pi}_{0}\left(\boldsymbol{q}, i v_{m}\right) \equiv \theta_{q} \Pi_{0}^{R R}\left(\boldsymbol{q}, i v_{m}\right)+\theta_{\boldsymbol{q}+Q} \Pi_{0}^{U U}\left(\boldsymbol{q}+\boldsymbol{Q}, i v_{m}\right)$, which is relevant for the $d$-wave phase. Also shown are the contributions to $\lambda_{2}\left(i v_{m}=0\right)$ as in Fig. 7(a). The polarization is now weakly dependent on frequency, but it varies somewhat with momentum in the relevant region. Qualitatively, it should also in this case be possible to extract the effect of magnon renormalization by setting the polarization to a constant value.

In the following, we consider the same two special cases as above. For $\Omega=0$ and large doping, where we found $p$-wave superconductivity, the relevant magnon propagator is $\mathcal{D}^{R R}(q)$, which can be written

$$
\begin{equation*}
\mathcal{D}^{R R}(q)=-\frac{4 \omega_{\boldsymbol{q}} A_{e}^{R R}(\boldsymbol{q})}{v_{m}^{2}+\omega_{\boldsymbol{q}}^{2}+4 \omega_{q} A_{e}^{R R}(\boldsymbol{q}) \Pi_{C}} . \tag{55}
\end{equation*}
$$

Thus, the magnon frequency in the denominator has been replaced by an effective magnon frequency $\omega_{q}^{\text {eff }}$, given by

$$
\begin{equation*}
\left(\omega_{q}^{\mathrm{eff}}\right)^{2}=\omega_{q}^{2}+4 \omega_{q} A_{e}^{R R}(\boldsymbol{q}) \Pi_{C} \tag{56}
\end{equation*}
$$

Since the polarization is negative, the effective magnon frequency may turn imaginary, indicating that it is no longer reasonable to start out from a Néel ordered state. At $\boldsymbol{q}=0$, where the magnon energy is the smallest, it happens for

$$
\begin{equation*}
\left|\Pi_{C}\right| \geqslant 2 K S\left(\frac{1+K / 2 z_{1} J_{1}}{1+K / z_{1} J_{1}}\right) \tag{57}
\end{equation*}
$$

where $z_{1}$ is the number of nearest neighbors.
For $\Omega=1$ and large Fermi surface, where we found $d$ wave superconductivity, the two relevant propagators $\mathcal{D}^{R R}$ and $\mathcal{D}^{U U}$ are given by

$$
\begin{equation*}
\mathcal{D}^{\kappa \kappa}(q)=-\frac{4 \omega_{q} A_{e}^{\kappa \kappa}(\boldsymbol{q})}{v_{m}^{2}+\omega_{q}^{2}+4 \omega_{q} A_{e}^{* \kappa}(\boldsymbol{q}) \Pi_{0}^{\kappa \kappa}}, \tag{58}
\end{equation*}
$$

with $\kappa \in\{R, U\}$. Similar to the previous special case, we may now introduce an effective magnon frequency. Since the unrenormalized magnon frequency is the smallest for $\boldsymbol{q}=0$ and the regular boosting factor $A_{e}^{R R}(\boldsymbol{q}=0)$ is suppressed due to coherence factor interference, we expect that the effective magnon frequency may primarily turn imaginary for Umklapp processes close to $\boldsymbol{q}=0$. One may show that this happens for

$$
\begin{equation*}
\left|\Pi_{0}^{U U}\right| \geqslant \frac{1}{2} K S . \tag{59}
\end{equation*}
$$

Although the coupling to the electrons may therefore in principle destroy the magnetic order in the antiferromagnet, unsurprisingly, this does not happen as long as the easy axis anisotropy is sufficiently large compared to the polarization. A picture now emerges where the easy-axis anisotropy and the magnon renormalization play opposite roles stabilizing and destabilizing the magnetic order in the antiferromagnet, respectively. Retaining magnetic order upon inclusion of magnon renormalization requires a larger easy axis anisotropy. The larger easy axis anisotropy has little effect on the numerator of the magnon propagator but shifts the square of the magnon energies in the denominator upwards by an almost constant value with respect to momentum when $J_{2} / J_{1}$ is small. By choice of the easy-axis anisotropy, the effect of the magnon renormalization on the effective magnon
frequencies can then be compensated. Superconductivity may therefore still occur at critical temperatures similar to those obtained by disregarding magnon renormalization.

## VII. DISCUSSION

The Eliashberg equation solutions in this paper are obtained using Fermi surface averaged equations, thus neglecting the dependence of the magnon propagator and the fields appearing in the Eliashberg equations on momentum perpendicular to the Fermi surface. The justification for this is as follows: Although the magnon propagator is momentum dependent, the behavior of the right-hand side of the Eliashberg equations when moving $\boldsymbol{k}^{\prime}$ away from the Fermi surface is still dominated by the suppression arising from the fermion energies in the denominator due to the large energy scale of the electrons. In this case there are additional variations arising from the momentum dependence of the magnon propagator. Thus, a possible avenue for further work could be to take the full momentum dependence in the Eliashberg equations into account in order to test the accuracy of our approximation.

The results also rely on vertex corrections being small, so that the series of vertex diagrams can be cut off after the zeroth-order contribution. For phonon-mediated superconductivity, the smallness of the higher-order vertex diagrams is ensured by Migdal's theorem [47], which states that higherorder diagrams are smaller by a factor $\omega_{E} / E_{F}$, where $\omega_{E}$ is a characteristic phonon frequency. Migdal's theorem is, however, known to break down for long-wavelength phonons [47,48] and in systems with strong Fermi surface nesting [49-51]. Moreover, for reduced spatial dimensionality, the reduction of the higher-order diagrams should be expected to be less dramatic [51,52]. As the superconductivity studied in this work relies on long-wavelength magnons and/or a twodimensional Fermi surface close to half filling, it then seems plausible that vertex corrections could be of importance. A discussion of the effect of vertex corrections in the present system is presented in Appendix D. For large doping, we find that vertex corrections can become of relevant magnitude but that the region in momentum space where the corrections are large might be small enough to limit their effect. Exactly at half filling, the vertex corrections are expected to be quite large, but their effect can be reduced by moving away from half filling.

Upon approaching half filling, we would also at some point expect onset of spin density wave correlations. Exactly at half filling, one may straightforwardly generalize the above Eliashberg theory to accommodate the expected commensurate spin density wave instability. Previously, this has been done for the phonon-induced instability [53]. Below half filling, the commensurate wave vector $\boldsymbol{Q}$ does not connect points on the Fermi surface. We therefore expect the commensurate spin density wave to be suppressed relative to superconductivity due to the large electronic energy for processes between states which are not on the Fermi surface. However, we may still have incommensurate spin density waves, which are far more challenging to investigate theoretically. In this paper, we have been investigating the properties of the superconducting phases, and the highly nontrivial interplay between superconducting
and spin density wave orders that we could potentially obtain is beyond the scope of the present study.

Another effect that could be included is the effect of the quasiparticle energy shift $\chi$. For the present system, $\chi$ was found to be small compared to the Fermi energy for chemical potentials ranging from half filling and down towards the vicinity of the bottom of the band. Apart from the limit where the Fermi level approaches the bottom of the band, inclusion of $\chi$ would typically amount to a small, weakly frequency-dependent shift of the effective chemical potential in the Eliashberg equations, and it was therefore neglected in the presented calculations.

The effect of Coulomb interactions on the electron selfenergy is in general challenging to calculate [48]. Their effect on the Fermi surface averaged Eliashberg equations for the anomalous pairing amplitudes is typically included by neglecting vertex corrections and including an extra repulsive and frequency-independent potential in the equations. The Coulomb repulsion will then have a limited effect on the critical temperatures as long as $\lambda_{2}\left(i v_{m}=0\right)$ is somewhat larger than the Coulomb pseudopotential $\mu^{*}$ [48]. Moreover, taking the Coulomb interaction to be momentum independent, its contributions to the gap equation will cancel for unconventional pairing symmetries like the ones considered in this work. For a momentum dependent Coulomb potential, the Coulomb contributions to the gap equation no longer cancel identically for unconventional pairing symmetries, but $\mu^{*}$ will still be reduced compared to the $s$-wave case.

In the system setup we have considered, the antiferromagnetic order and interfacial coupling to the two antiferromagnets has been chosen such that any magnetic fields cancel. If we instead consider a single antiferromagnetic layer and $\Omega \neq 1$, there would be a net magnetic field, as shown in Eqs. (B1c) and (B1d). In addition, there would also be a term in the magnon propagator that is odd in frequency, as shown in Eq. (B4). The odd part of the propagator would renormalize and reduce the magnetic field $h$ and produce an effective magnetic field $\tilde{h}$. Together with the odd part of the propagator, this effective magnetic field could in principle give rise to an exotic coexistence of odd and even frequency superconductivity [54]. For the experimentally most relevant parameters, we would, however, expect the magnetic field to be too strong to give significant critical temperatures.

We also note that a previously studied system consisting of a normal metal sandwiched between two ferromagnetic insulators [18] gives rise to a $p$-wave phase that bears many similarities with the $p$-wave phase considered in the present study. The main difference between the two systems is the absence of the magnon coherence factors in the ferromagnetic case. The numerator of the magnon propagator (or effective potential in a weak-coupling framework) for the ferromagnet therefore scales as $\omega_{q}^{F M} \sim K$ for long-wavelength magnons, while the numerator of the magnon propagator for the antiferromagnet scales as $A_{e}^{R R}(\boldsymbol{q}) \omega_{q} \sim J_{1}$. For superconductivity dominated by long-wavelength magnons, with $K / J_{1} \ll 1$, the dimensionless electron-magnon coupling $\lambda_{2}\left(i v_{m}=0\right)$ may, however, still be of the same magnitude in both cases, corresponding to similar dimensionless coupling constants in a weak-coupling framework. This is because the ferromagnet propagator can simply rely on having a smaller gap in the
magnon spectrum, making the denominator of the propagator smaller for the long-wavelength processes. As the critical temperature in a simple weak-coupling framework only depends on the dimensionless coupling constant and the cutoff on the boson spectrum, sizable critical temperatures can then be obtained for both ferromagnets and antiferromagnets. Within an Eliashberg framework, on the other hand, the effective cutoff frequency is determined by the characteristic magnon energies in the pairing interaction. Since, with ferromagnets, the large values for $\lambda_{2}\left(i v_{m}=0\right)$ were obtained by relying on smaller magnon energies in the denominator of the propagator, the effective frequency cutoff will be smaller, and the critical temperatures obtainable with ferromagnets should be smaller than with antiferromagnets.
In the current antiferromagnetic case, magnon renormalization was found to have little effect on the available critical temperatures. This is because the larger easy axis anisotropy $K$, required to protect magnetic order in the AFMIs, is compensated by the magnon energy renormalization in the denominator of the propagator. The larger easy-axis anisotropy has little effect on the numerator of the propagator. For the case of the ferromagnet, on the other hand, increasing $K$ so that it compensates the renormalization would also lead to a larger numerator in the propagator. Magnon renormalization could then open the way for slightly higher critical temperatures.

## VIII. EXPERIMENTAL CONSIDERATIONS

The model employed in this study allows us to tune the interfacial coupling between the normal metal and the two different sublattices of the antiferromagnet independently. In principle, such a general asymmetric coupling could be engineered, as discussed in the introduction. However, the experimentally most promising route to realizing superconductivity in systems well described by our model appears to be through fully compensated and uncompensated interfaces, where the conduction band electrons in the normal metal are coupled to only one AFMI sublattice $(\Omega=0)$ or equally to both AFMI sublattices ( $\Omega=1$ ). There is, however, a significant difference between our model and the intended realization with an uncompensated interface for the case $\Omega=0$. In the intended realization, the square lattice of the normal metal matches the exposed sublattice of the antiferromagnet and not the square lattice of the antiferromagnet itself, as in our model. Thus, the electron Brillouin zone coincides with the Brillouin zone of the antiferromagnet. Although it is possible to imagine a compensated interface where the magnons at the interface live in a smaller Brillouin zone than the electrons, this would not be the typical case.
Within our model, Umklapp processes are included for both $\Omega=0$ and $\Omega=1$. In the intended realization for $\Omega=0$, however, Umklapp processes are absent. For a small Fermi surface, the effect of Umklapp processes in our model is small, since all processes between points on the Fermi surface are of the regular type. The $p$-wave phase we expect for uncompensated interfaces and large doping is therefore well represented by our model. For small doping, however, the $f$-wave phase of our model takes precedence over the $p$-wave phase
precisely because of the Umklapp processes. The $f$-wave phase is therefore of less experimental relevance, and we expect that the $p$-wave phase would dominate regardless of doping for a normal metal sandwiched between two uncompensated interfaces.

For the $p$-wave phase with $\Omega=0$, having a trilayer heterostructure in order to cancel all magnetic fields seems necessary, as the critical temperature is significantly reduced compared to previous predictions [21]. For the $d$-wave phase with $\Omega=1$, the result of coupling to a single antiferromagnet would lead to the presence of a staggered field. As a staggered field might be less detrimental to superconductivity than a uniform spin splitting [55], a bilayer heterostructure might be a viable option in this case.

When it comes to choice of parameters, it is clear that a strategy of simply taking a very small gap in the magnon spectrum in order to increase the dimensionless coupling strength $\lambda_{2}(0)$ has its limitations, as this leads to a very small effective cutoff frequency and slow increase in critical temperature with dimensionless coupling strength. In order to realize superconductivity in this system it is then essential that the constant prefactor that appears in the gap equation is sufficiently large. A sizable interfacial exchange coupling and electron density of states is then preferable. Moreover, as the effective induced interaction experienced by the electrons in the normal metal might be reduced with the thickness of the normal metal [18], the metallic layer should be kept quite thin.
The easy-axis anisotropy governs the size of the gap in the magnon spectrum and appears to play a crucial role in realizing superconductivity. A sufficiently large gap in the magnon spectrum could be important for both the $p$-wave and $d$-wave phases in order to stabilize the antiferromagnet. The $p$-wave phase does, however, rely more heavily on fine tuning of the easy-axis anisotropy in order to produce a nonzero, but sufficiently small, effective magnon gap producing a sizable critical temperature. This could make the $p$-wave phase more difficult to realize experimentally. The $d$-wave pairing receives contributions from a wider range of magnon energies, and the critical temperature is therefore more robust to a shift of the magnon energies. For larger Fermi surfaces, a larger easy-axis anisotropy is, however, needed to preserve magnetic order in the antiferromagnet, which could in itself be an experimental complication. However, using a magnetically more stable three-dimensional antiferromagnet instead of the two-dimensional magnet considered in our model could potentially lead to a reduction in the easy-axis anisotropy required to stabilize the magnets.

In contrast to earlier results, the present study indicates that the $d$-wave phase may be able to produce higher critical temperatures than the $p$-wave phase. However, the $d$-wave phase is, in our model, dependent on proximity to half filling, where it, e.g., needs to compete with spin-density wave order. This competition may push the superconducting phase down towards lower filling fractions associated with lower critical temperatures. It should also be noted that since the $d$-wave phase relies on Umklapp processes, it is more sensitive to the detailed structure of the Fermi surface. In comparison with the $p$-wave phase, the $d$-wave phase may therefore place stricter requirements on the electron band structure of the normal metal in the experimental realization. Compared with the third
option of coupling to ferromagnetic insulators, however, both phases considered in the present study seem more promising.

## IX. SUMMARY

We use Eliashberg theory to study interfacially induced magnon-mediated superconductivity in a normal metalantiferromagnet heterostructure. For large doping and uncompensated antiferromagnetic interfaces, we find $p$-wave superconductivity, while for small doping and compensated antiferromagnetic interfaces, we find $d$-wave superconductivity. This can be understood in terms of sublattice interferences suppressing and enhancing scattering processes in the system. Although the qualitative results are in accordance with earlier weak-coupling studies, the critical temperature achievable for the $p$-wave phase is found to be significantly reduced as the characteristic magnon frequency in the pairing interaction is much smaller than the cutoff on the magnon spectrum. The $d$-wave phase, on the other hand, is found to rely less on longwavelength magnons and can therefore potentially produce larger critical temperatures when approaching half filling. Close to half filling the $d$-wave instability may however have to compete with a spin-density wave instability, potentially reducing the available critical temperatures. A sufficiently large gap in the magnon spectrum might be necessary to stabilize the magnetic order in the antiferromagnets due to feedback from the electrons, but this is found to have limited effect on the critical temperatures.
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## APPENDIX A: ANTIFERROMAGNETIC MAGNONS

Starting from the AFMI Hamiltonian, we introduce the linearized Holstein-Primakoff transformation [56]

$$
\begin{array}{ll}
S_{i \in A, H}^{+}=\sqrt{2 S} a_{i H} & S_{i \in A, L}^{+}=\sqrt{2 S} a_{i L}^{\dagger} \\
S_{j \in B, H}^{+}=\sqrt{2 S} b_{j H}^{\dagger} & S_{j \in B, L}^{+}=\sqrt{2 S} b_{j L} \\
S_{i \in A, H}^{-}=\sqrt{2 S} a_{i H}^{\dagger} & S_{i \in A, L}^{-}=\sqrt{2 S} a_{i L} \\
S_{j \in B, H}^{-}=\sqrt{2 S} b_{j H} & S_{j \in B, L}^{-}=\sqrt{2 S} b_{j L}^{\dagger} \\
S_{i \in A, H}^{z}=S-a_{i H}^{\dagger} a_{i H} & S_{i \in A, L}^{z}=-S+a_{i L}^{\dagger} a_{i L} \\
S_{j \in B, H}^{z}=-S+b_{j H}^{\dagger} b_{j H} & S_{j \in B, L}^{z}=S-b_{j L}^{\dagger} b_{j L}, \tag{A1f}
\end{array}
$$

where we have assumed oppositely aligned antiferromagnetic order in the spin space $z$ direction for the two antiferromagnets. Inserting this into the AFMI Hamiltonian and expressing it in terms of sublattice magnon Fourier modes $a_{q \eta}$ and $b_{q \eta}$, the

AFMI Hamiltonian takes the form
$H_{\mathrm{AFMI}}=\sum_{\boldsymbol{q}, \eta} C_{\boldsymbol{q}}\left(a_{q_{\eta}}^{\dagger} a_{q \eta}+b_{q_{\eta}}^{\dagger} b_{q \eta}\right)+D_{\boldsymbol{q}}\left(a_{\boldsymbol{q} \eta} b_{-\boldsymbol{q} \eta}+a_{\boldsymbol{q} \eta}^{\dagger} b_{-\boldsymbol{q} \eta}^{\dagger}\right)$,
where $C_{q}$ and $D_{q}$ are given by

$$
\begin{align*}
C_{q} & =2 z_{1} J_{1} S-2 z_{2} J_{2} S\left(1-\tilde{\gamma}_{q}\right)+2 K S  \tag{A3a}\\
D_{q} & =2 z_{1} J_{1} S \gamma_{q} \tag{A3b}
\end{align*}
$$

and we have defined

$$
\begin{equation*}
\gamma_{\boldsymbol{q}}=\frac{1}{z_{1}} \sum_{\delta_{1}} e^{i \boldsymbol{q} \cdot \delta_{1}}, \quad \tilde{\gamma}_{\boldsymbol{q}}=\frac{1}{z_{2}} \sum_{\delta_{2}} e^{i \boldsymbol{q} \cdot \delta_{2}} \tag{A4}
\end{equation*}
$$

Here, $z_{1}$ and $z_{2}$ are the number of nearest and next-nearest neighbor vectors, which are summed over and denoted by $\delta_{1}$ and $\boldsymbol{\delta}_{2}$. The Hamiltonian is diagonalized through the Bogoliubov transform

$$
\begin{gather*}
a_{q \eta}=u_{q} \alpha_{\boldsymbol{q} \eta}+v_{\boldsymbol{q}} \beta_{-q \eta}^{\dagger}  \tag{A5a}\\
b_{-\boldsymbol{q} \eta}^{\dagger}=u_{\boldsymbol{q}} \beta_{-q \eta}^{\dagger}+v_{q} \alpha_{\boldsymbol{q} \eta} \tag{A5b}
\end{gather*}
$$

where the coherence factors $u_{\boldsymbol{q}}$ and $v_{\boldsymbol{q}}$ can be written as

$$
\begin{equation*}
u_{q}=\cosh \tilde{\theta}_{q}, \quad v_{q}=\sinh \tilde{\theta}_{q} \tag{A6}
\end{equation*}
$$

in terms of the hyperbolic angle

$$
\begin{equation*}
\tilde{\theta}_{q}=-\frac{1}{2} \tanh ^{-1}\left(\frac{D_{q}}{C_{q}}\right) \tag{A7}
\end{equation*}
$$

The resulting magnon spectrum is

$$
\begin{equation*}
\omega_{q}=\sqrt{C_{q}^{2}-D_{q}^{2}} \tag{A8}
\end{equation*}
$$

By expressing the inverse hyperbolic tangent in terms of a logarithm, one may show the relations

$$
\begin{gather*}
u_{q}^{2}+v_{q}^{2}=+C_{q} / \omega_{q}  \tag{A9a}\\
2 u_{q} v_{q}=-D_{q} / \omega_{q} \tag{A9b}
\end{gather*}
$$

for the coherence factor combinations which appear in the magnon propagator.

Whereas $u_{q}$ is positive, $v_{q}$ is typically negative. Furthermore, we notice that when $K$ and $J_{2}$ are small compared to $J_{1}$, $\left|\tilde{\theta}_{\boldsymbol{q}}\right|$ becomes large when $\boldsymbol{q} \rightarrow 0$, as $D_{\boldsymbol{q}}$ approaches $C_{\boldsymbol{q}}$. This causes $u_{q}$ to grow large and positive and $v_{q}$ to grow large and negative in this limit.

## APPENDIX B: INTERFACIAL COUPLING HAMILTONIAN

In the main text, we presented expressions for the interfacial coupling and the magnon propagators under the assumption that the two antiferromagnets couple to the normal metal with equal strength. In this Appendix, we generalize the results beyond this assumption.

The interfacial coupling Hamiltonian describing the coupling to a single antiferromagnetic insulator labeled by $\eta$ can be written $H_{\mathrm{int}}^{\eta}=H_{\mathrm{int}}^{h, \eta}+H_{\mathrm{int}}^{V, \eta}$, where the magnetic exchange
field contributions $H_{\mathrm{int}}^{h, \eta}=H_{\mathrm{int}}^{h, A, \eta}+H_{\mathrm{int}}^{h, B, \eta}$ from the two sublattices are

$$
\begin{align*}
& H_{\mathrm{int}}^{h, A, H}=-\bar{J} \Omega_{A}^{H} S \sum_{\boldsymbol{k} \in \square, \sigma} \sigma\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}+c_{\boldsymbol{k}+\boldsymbol{Q}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right)  \tag{B1a}\\
& H_{\mathrm{int}}^{h, B, H}=+\bar{J} \Omega_{B}^{H} S \sum_{\boldsymbol{k} \in \square, \sigma} \sigma\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}-c_{\boldsymbol{k}+\boldsymbol{Q}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right)  \tag{B1b}\\
& H_{\mathrm{int}}^{h, A, L}=+\bar{J} \Omega_{A}^{L} S \sum_{\boldsymbol{k} \in \square, \sigma} \sigma\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}+c_{\boldsymbol{k}+\boldsymbol{Q}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right)  \tag{B1c}\\
& H_{\mathrm{int}}^{h, B, L}=-\bar{J} \Omega_{B}^{L} S \sum_{\boldsymbol{k} \in \square, \sigma} \sigma\left(c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}-c_{\boldsymbol{k}+\boldsymbol{Q}, \sigma}^{\dagger} c_{\boldsymbol{k} \sigma}\right) \tag{B1~d}
\end{align*}
$$

and where the exchange coupling strengths $\bar{J} \Omega_{\Upsilon}^{\eta}$ are in general different for the two antiferromagnets. Coupling to only one antiferromagnet can be realized by, e.g., setting $\Omega_{\Upsilon}^{L}=0$. Assuming $\Omega_{\Upsilon}^{H}=\Omega_{\Upsilon}^{L}$, however, all magnetic fields cancel.

The electron-magnon interaction is given by

$$
\begin{align*}
H_{\mathrm{int}}^{V, \eta}= & V \sum_{\substack{\boldsymbol{k} \in \square \\
\boldsymbol{q} \in \diamond}}\left[M_{\boldsymbol{q} \eta}^{R} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}+M_{\boldsymbol{q} \eta}^{U} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{Q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}\right. \\
& \left.+\left(M_{-\boldsymbol{q} \eta}^{R}\right)^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}+\left(M_{-\boldsymbol{q} \eta}^{U}\right)^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}+\boldsymbol{Q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}\right] \tag{B2}
\end{align*}
$$

where we have defined magnon operators $M_{q \eta}^{\kappa}$ associated with the antiferromagnet $\eta$ as

$$
\begin{align*}
M_{q H}^{\kappa} & =\Omega_{A}^{H} a_{q H}+\kappa \Omega_{B}^{H} b_{-q H}^{\dagger}  \tag{B3a}\\
M_{q L}^{\kappa} & =\Omega_{A}^{L} a_{-q L}^{\dagger}+\kappa \Omega_{B}^{L} b_{q L} \tag{B3b}
\end{align*}
$$

so that the operator $M_{q}^{\kappa}$ introduced in the main text is given by $M_{q}^{\kappa}=M_{q H}^{\kappa}+M_{q L}^{\kappa}$. Expressing the magnon operators in terms of the eigenmagnon operators resulting from the Bogoliubov transformation, the corresponding magnon propagators are

$$
\begin{equation*}
\mathcal{D}_{0, \eta}^{\kappa \kappa^{\prime}}\left(\boldsymbol{q}, i \omega_{n}\right)=-A_{e, \eta}^{\kappa \kappa^{\prime}}(\boldsymbol{q}) \frac{2 \omega_{\boldsymbol{q}}}{\omega_{n}^{2}+\omega_{\boldsymbol{q}}^{2}}-A_{o, \eta}^{\kappa \kappa^{\prime}} \frac{2 i \omega_{n}}{\omega_{n}^{2}+\omega_{\boldsymbol{q}}^{2}} \tag{B4}
\end{equation*}
$$

Here, the first term is even under the three-vector transformation $q \rightarrow-q$, and the second term is odd. The expressions for $A_{e, \eta}^{\kappa \kappa^{\prime}}(\boldsymbol{q})$ can be obtained from Eq. (10) in the main text by the simple generalization $A_{e}^{\kappa \kappa^{\prime}}(\boldsymbol{q}) \rightarrow A_{e, \eta}^{\kappa \kappa^{\prime}}(\boldsymbol{q})$ and $\Omega_{\Upsilon} \rightarrow \Omega_{\Upsilon}^{\eta}$. The odd part prefactor $A_{o, \eta}^{\kappa \kappa^{\prime}}$ is $\boldsymbol{q}$ independent and given by

$$
\begin{equation*}
A_{o, \eta}^{\kappa \kappa^{\prime}}=\frac{1}{2} \eta\left[\left(\Omega_{A}^{\eta}\right)^{2}-\kappa \kappa^{\prime}\left(\Omega_{B}^{\eta}\right)^{2}\right] \tag{B5}
\end{equation*}
$$

where we associate the index $\eta$ with the values $H \rightarrow 1$ and $L \rightarrow-1$. We notice that the odd part of the propagator has different signs for the two antiferromagnets, so that their contributions cancel out when we couple equally to the two antiferromagnets.

## APPENDIX C: SUPPRESSION OF ELECTRON CORRELATIONS WHICH ARE OFF-DIAGONAL IN MOMENTUM

In this Appendix, we argue that terms in the electron Green's function which are off-diagonal in momentum are suppressed as long as the electron propagator renormalization is small compared to the difference in electron energies at the
momenta $\boldsymbol{k}$ and $\boldsymbol{k}+\boldsymbol{Q}$. The self-energy is in general an $8 \times 8$ matrix in the momentum, particle/hole, and spin degrees of freedom. The self-energy can then be written

$$
\Sigma=\left(\begin{array}{ll}
\Sigma_{11} & \Sigma_{12}  \tag{C1}\\
\Sigma_{21} & \Sigma_{22}
\end{array}\right)
$$

where $\Sigma_{i j}$ is now a $4 \times 4$ submatrix in the particle/hole and spin degrees of freedom corresponding to momentum sector $(i, j)$. The self-energy is related to the Green's function through the Dyson equation, so that

$$
G^{-1}(k)=\left(\begin{array}{cc}
G_{0}^{-1}(k)-\Sigma_{11}(k) & -\Sigma_{12}(k)  \tag{C2}\\
-\Sigma_{21}(k) & G_{0}^{-1}(k+Q)-\Sigma_{22}(k)
\end{array}\right) .
$$

Away from half filling, both $\boldsymbol{k}$ and $\boldsymbol{k}+\boldsymbol{Q}$ cannot both be on the Fermi surface, so one of the submatrices on the diagonal will have a term proportional to the identity matrix and prefactor of the same order as the electron energy scale. We now assume that $\boldsymbol{k}$ is close to the Fermi surface, so that this applies to $G_{0}^{-1}(k+Q)$. To obtain the Green's function $G(k)$, we then make use of the following matrix inversion identity [57]: Given a matrix $G^{-1}$ which can be partitioned into submatrices and written on the form

$$
G^{-1}=\left(\begin{array}{ll}
N_{11} & N_{12}  \tag{C3}\\
N_{21} & N_{22}
\end{array}\right),
$$

where $N_{11}$ and $N_{22}$ are invertible matrices [58], the inverse can similarly be expressed

$$
G=\left(\begin{array}{ll}
M_{11} & M_{12}  \tag{C4}\\
M_{21} & M_{22}
\end{array}\right)
$$

with submatrices

$$
\begin{align*}
& M_{11}=\left(N_{11}-N_{12} N_{22}^{-1} N_{21}\right)^{-1},  \tag{C5a}\\
& M_{12}=-\left(N_{11}-N_{12} N_{22}^{-1} N_{21}\right)^{-1} N_{12} N_{22}^{-1},  \tag{C5b}\\
& M_{21}=-N_{22}^{-1} N_{21}\left(N_{11}-N_{12} N_{22}^{-1} N_{21}\right)^{-1},  \tag{C5c}\\
& M_{22}=\left(N_{22}-N_{21} N_{11}^{-1} N_{12}\right)^{-1} . \tag{C5d}
\end{align*}
$$

In our case, $N_{22}$ can now be thought of as an electronic energy that is much larger than the other submatrices, which have contributions from the self-energy and the noninteracting Green's function close to the Fermi surface. As long as the renormalization is small compared to the electron energy scale in the problem, $N_{22}^{-1} N_{21}$ is then small, and $M_{21}$ and $M_{12}$ are suppressed relative to $M_{11}$. By similar reasoning, $M_{22}$ is also small, and $M_{11}$ can be approximated by $N_{11}^{-1}$.

When $\boldsymbol{k}+\boldsymbol{Q}$ is close to the Fermi surface, we may similarly neglect $M_{11}$ and the off-diagonal terms but not $M_{22} \approx$ $N_{22}^{-1}$. For a general $\boldsymbol{k}$, we may therefore neglect the offdiagonal terms, which is exactly what we use in the main text.

## APPENDIX D: VERTEX CORRECTIONS

In order to obtain some insight into the importance of vertex corrections, we will attempt to estimate the magnitude of the lowest-order vertex corrections. Focusing on regular processes for the time being, a magnon equivalent of the


FIG. 8. (a) Typical lowest-order vertex correction, which vanishes in this case due to conservation of spin. (b) Lowest-order vertex correction for our model.
lowest-order vertex correction for phonon-mediated superconductivity is presented in Fig. 8(a). Due to conservation of spin, this diagram vanishes for our system. Starting with the upper vertex of the vertical magnon line, we see that the electron spin is flipped from $\uparrow$ to $\downarrow$, meaning that the outgoing magnon carries a spin +1 . In the lower vertex of the vertical magnon line, this spin needs to be returned to the electrons, but the incoming electron already has spin $\uparrow$ instead of spin $\downarrow$, and spin can therefore not be conserved in this vertex. Including Umklapp processes, the momentum structure of Fig. 8(a) will differ, but the spin structure stays the same. The lowest-order vertex corrections are therefore of the type represented by the diagram in Fig. 8(b). As the diagram in (b) is of higher order, the effect of vertex corrections should then be expected to be smaller than what would have been the case if the diagram in (a) had not vanished.

The diagram in Fig. 8(b) represents a correction to the electron-magnon vertex $\frac{V}{4} g_{\gamma} \rightarrow \frac{V}{4} g_{\gamma}(1+\Gamma)$, where

$$
\begin{align*}
\Gamma(k, q) \sim & \frac{V^{4}}{\beta^{2}} \sum_{q^{\prime}, q^{\prime \prime}} \mathcal{D}_{0}^{R R}\left(q^{\prime}\right) \mathcal{D}_{0}^{R R}\left(q^{\prime \prime}\right) G_{0}^{11}\left(k+q^{\prime \prime}-q\right) \\
& \times G_{0}^{22}\left(k-q^{\prime}+q^{\prime \prime}-q\right) G_{0}^{11} \\
& \times\left(k-q^{\prime}+q^{\prime \prime}\right) G_{0}^{22}\left(k-q^{\prime}\right) . \tag{D1}
\end{align*}
$$

A quick estimate for $\Gamma$ can be obtained in the following way [36]. We approximate the magnon propagators as

$$
\begin{equation*}
\mathcal{D}_{0}^{R R}(q) \sim-\frac{A_{e}^{R R}(0)}{\omega_{c}} \tag{D2}
\end{equation*}
$$

for Matsubara frequency $q_{m}$ less than some cutoff frequency $\omega_{c} \sim \omega_{0}$, where $\omega_{0}$ is the magnon gap. For $q_{m}>\omega_{c}$, we take the magnon propagator to be zero. The number of terms that should be included in each of the Matsubara sums is then roughly $\beta \omega_{c}$. When performing the sums over momentum, the fermions will typically be away from the Fermi surface. We then approximate the momentum sums with the number of lattice sites $N$, and the electron Green's functions by $G_{0}^{a a} \sim 1 / E_{F}$, where $E_{F}$ is the Fermi energy, which is taken as a measure of the electron energy scale $\sim 1 \mathrm{eV}$. We then obtain

$$
\begin{equation*}
\Gamma \sim\left(\frac{V^{2} N A_{e}^{R R}(0)}{E_{F}^{2}}\right)^{2} \sim\left(\frac{1}{100}\right)^{2} \tag{D3}
\end{equation*}
$$



FIG. 9. The momentum scattering processes in the simplest nonvanishing vertex correction of Fig. 8(b) can be represented as a hexagon. Opposing sides in the hexagon are parallel and equally long due to conservation of momentum. The Fermi surface (assuming large doping) is shown as a circle.
where we have inserted typical values for the relevant energy scales, and taken $\Omega=0$ which is suitable for the case of a relatively small Fermi surface where regular processes dominate. This estimate would indicate that vertex corrections are typically small. It does, however, not take into account that there can be large contributions arising from fermions being close to the Fermi surface when $\boldsymbol{q} \rightarrow 0$. In order to pick up such contributions, we need to perform a more detailed estimate.

Starting from Eq. (D1), we can perform the Matsubara sums. Following Ref. [59], we focus on the term that arises from the poles of the boson propagators, limiting the number of factors with fermion energies in the denominator. At zero temperature, this term becomes

$$
\begin{align*}
& \Gamma_{1}(k, q) \\
&=-4 V^{4} \sum_{\boldsymbol{q}^{\prime}, \boldsymbol{q}^{\prime \prime}} A_{e}^{R R}\left(\boldsymbol{q}^{\prime}\right) A_{e}^{R R}\left(\boldsymbol{q}^{\prime \prime}\right) \\
& \times\left(\frac{1}{\omega_{\boldsymbol{q}^{\prime}}+i k_{n}-\xi_{\boldsymbol{k}-\boldsymbol{q}^{\prime}}}\right)\left(\frac{1}{\omega_{\boldsymbol{q}^{\prime \prime}}+\xi_{\boldsymbol{k}+\boldsymbol{q}^{\prime \prime}-\boldsymbol{q}}-i\left(k_{n}-q_{m}\right)}\right) \\
& \times\left(\frac{1}{\omega_{\boldsymbol{q}^{\prime}}+i\left(k_{n}-q_{m}\right)-\omega_{\boldsymbol{q}^{\prime \prime}}-\xi_{\boldsymbol{k}-\boldsymbol{q}^{\prime}+\boldsymbol{q}^{\prime \prime}-\boldsymbol{q}}}\right) \\
& \times\left(\frac{1}{\omega_{\boldsymbol{q}^{\prime}}+i k_{n}-\omega_{\boldsymbol{q}^{\prime \prime}}-\xi_{\boldsymbol{k}-\boldsymbol{q}^{\prime}+\boldsymbol{q}^{\prime \prime}}}\right) . \tag{D4}
\end{align*}
$$

To estimate this term in the limit of small $\boldsymbol{q}$, we need to analyze which regions of the Brillouin zone that dominate the momentum sums. The momentum scattering processes in the vertex correction diagram can be represented by a hexagon where opposing sides are parallel and equally long due to conservation of momentum, as shown in Fig. 9. Each vertex in the hexagon represents the momentum of an electron propagator in the Feynman diagram. We consider processes where $\boldsymbol{k}$ and $\boldsymbol{k}-\boldsymbol{q}$ are close to the Fermi surface. Consider the variables $\boldsymbol{q}^{\prime}$ and $\boldsymbol{q}^{\prime}-\boldsymbol{q}^{\prime \prime} \equiv \boldsymbol{\pi}$ to be the integration variables of our momentum sums. For small $\boldsymbol{q}$, the vertices 2 and 3 in Fig. 9 are reasonably close to each other. The dominant contributions to the diagram should therefore arise when $\boldsymbol{k}-\boldsymbol{q}^{\prime}+\boldsymbol{q}^{\prime \prime}$ is close to the Fermi surface. With $\boldsymbol{q}^{\prime}-\boldsymbol{q}^{\prime \prime}$ fixed, the position
of the remaining two vertices 1 and 4 is fixed by choosing $\boldsymbol{q}^{\prime}$. Taking vertex 1 to be close to the Fermi surface, vertex 4 will now typically end up away from the Fermi surface. The number of terms in the sum over $\boldsymbol{q}^{\prime}$ where vertex 1 is close to the Fermi surface is of order $N_{F} \omega_{c}$. The Green's functions corresponding to points 1 and 4 in the hexagon can then be approximated by $1 / \omega_{c}$ and $1 / E_{F}$, respectively. By also approximating the boosting factors by their maximum values $A_{e}^{R R}(\mathbf{0})$ and the remaining magnon energies by $\omega_{c}$, we may then approximate the vertex correction by

$$
\begin{align*}
\Gamma_{1}(k, q)= & -\frac{4 N_{F}\left[V^{2} A_{e}^{R R}(\mathbf{0})\right]^{2}}{E_{F}} \sum_{\pi}\left(\frac{1}{i k_{n}-\xi_{k-\pi}}\right) \\
& \times\left(\frac{1}{i\left(k_{n}-q_{m}\right)-\xi_{k-\pi-q}}\right) \tag{D5}
\end{align*}
$$

Alternatively, one can attempt to further restrict the sum over $\boldsymbol{q}^{\prime}$ in order to keep all the fermions close to the Fermi surface, producing a similar result as in Eq. (D5).

Introducing $\boldsymbol{p}=\boldsymbol{k}-\boldsymbol{\pi}$, the diagram can now be calculated by Taylor expanding in small $\boldsymbol{q}$, using

$$
\begin{equation*}
\xi_{p-\boldsymbol{q}} \approx \xi_{p}-\left(\nabla \xi_{p}\right) \cdot \boldsymbol{q}=\xi_{p}-v_{F} q \cos \left(\theta_{\boldsymbol{q}}(\boldsymbol{p})\right) \tag{D6}
\end{equation*}
$$

where $v_{F}$ is the Fermi velocity and $\theta_{q}(\boldsymbol{p})$ is the angle between $\nabla \xi_{p}$ and $\boldsymbol{q}$. Writing the momentum integral in terms of polar coordinates and integrating out the radial momentum, we then obtain

$$
\begin{align*}
\Gamma_{1}(k, q) \approx & -i \frac{4\left[N_{F} V^{2} A_{e}^{R R}(\mathbf{0})\right]^{2}}{E_{F}}\left[\Theta\left(k_{n}\right)-\Theta\left(k_{n}-q_{m}\right)\right] \\
& \times \int_{0}^{2 \pi} d \theta\left(\frac{1}{i q_{m}-v_{F} q \cos (\theta)}\right) \tag{D7}
\end{align*}
$$

Performing also the angular integration, one may show that the vertex correction contribution for nonzero bosonic Matsubara frequency is of order

$$
\begin{equation*}
\Gamma_{1}(k, q) \sim\left(\frac{N_{F} V^{2} A_{e}^{R R}(0)}{E_{F}}\right)^{2}\left(\frac{E_{F}}{\sqrt{v_{F}^{2} q^{2}+q_{m}^{2}}}\right) \tag{D8}
\end{equation*}
$$

In short, this result can be interpreted as follows: Dominant contributions to Eq. (D4) arise from $N_{F} \omega_{c}$ terms in each of the momentum sums where two of the electron propagators then are of order $1 / \omega_{c}$ as these electrons are close to the Fermi surface. One of the electron propagators is replaced by a factor $1 / E_{F}$, as the electron in this case is not close to the Fermi surface. The last propagator momentum is reasonably close to the Fermi surface due to the small momentum scattering $\boldsymbol{q}$. This propagator is found to be of order $1 / \sqrt{\left(v_{F} q\right)^{2}+q_{m}^{2}}$, where the square root can be interpreted as an interpolation between the frequency and the momentum energy scales for the scattering process with three-momentum $\left(\boldsymbol{q}, q_{m}\right)$.

For $\boldsymbol{q} \rightarrow 0, q_{m} \sim 1 \mathrm{~K}$, and typical values for the remaining energy scales, the expression in Eq. (D8) is found to be of order 1 , indicating that vertex corrections could become important for long-wavelength magnons. As $v_{F} q$ in the denominator grows quickly with $q$, the momentum region where our estimate for the vertex corrections is of importance is
quite limited. Whereas the above expression is quickly reduced when $q$ surpasses $q_{m} / v_{F}$, the corresponding momentum cutoff for the magnon propagator depends on the magnon group velocity close to the bottom of the band, meaning that the momentum region where the estimated vertex corrections are of importance is typically significantly smaller than the momentum region where we obtain large contributions to the Eliashberg equations. A more rigorous treatment of the vertex corrections would treat both momentum sums in detail and could potentially give rise to contributions that are larger and/or less quickly reduced with increasing $\boldsymbol{q}$.

As the diagram in Fig. 8(a) vanishes for our model, one might imagine that it could be possible to obtain significant vertex corrections by going to higher order in magnon operators in the electron-magnon interaction, giving rise to electron-magnon scattering processes without spin flips. Including higher-order terms in the interaction Hamiltonian arising from the $z$ component of the antiferromagnetic spins, one may construct a diagram like the one in Fig. 8(a) where the vertical magnon line has been replaced with a magnon loop and the vertices of the magnon loop do not involve an electron spin flip, conserving the electron spin in the diagram. Performing estimates like those presented above, such diagrams are found to be of similar magnitude and displaying a similar suppression with increasing momentum $\boldsymbol{q}$ as the diagram in Fig. 8(b).

For larger Fermi surfaces and $\Omega=1$, the regular processes are of little importance and the physics is dominated by Umklapp processes. Modifying the diagram of Fig. 8(b) to only include Umklapp processes, all spin- $\downarrow$ electron propagators therefore attain an additional momentum shift $\boldsymbol{Q}$. Below half filling, for $\boldsymbol{k}$ on the Fermi surface, placing $\boldsymbol{k}-\boldsymbol{q}+\boldsymbol{Q}$ on the Fermi surface now requires a finite momentum $\boldsymbol{q}$. Contrary

TABLE I. Parameter values used in the numerical results. We refer to the main text for an explanation of their meanings.

| Quantity | Value |
| :--- | :--- |
| $J_{1}$ | 2 meV |
| $J_{2}$ | $0.2 J_{1}$ |
| $K$ | $1 \times 10^{-4} J_{1}$ |
| $\bar{J}$ | 15 meV |
| $S$ | 1 |
| $t$ | 1 eV |

to the case with regular processes and $\boldsymbol{q} \rightarrow 0$, choosing the hexagon vertex 2 reasonably close to the Fermi surface does therefore not necessarily mean that the hexagon vertex 3 is also reasonably close.

Exactly at half filling, the Fermi surface is perfectly nested, and the electron momenta can all be chosen reasonably close to the Fermi surface for a wide range of integration momenta and relevant values of $\boldsymbol{q}$. Thus, we would get large vertex corrections [49,50,60]. Moving away from half filling, the nesting of the Fermi surface is no longer perfect. Our simplest estimate in Eq. (D3) will then eventually be restored, where $A_{e}^{R R}(\mathbf{0})$ needs to be replaced with the maximum value of $A_{e}^{U U}(\boldsymbol{q})$ for scattering processes on the Fermi surface. Thus, we would expect vertex corrections to become unimportant sufficiently far away from half filling.

## APPENDIX E: MATERIAL PARAMETERS

Typical parameter values are shown in Table I. The electron density of states is calculated by numerical evaluation of the elliptical integral in Ref. [61].
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#### Abstract

We theoretically study the indirect interaction between two ferromagnetic contacts located on the surface of a $d$-wave superconductor. When the magnets are connected to a $\{010\}$ edge of the superconductor we find an oscillating RKKY interaction that varies in sign as the distance between the magnetic contacts is varied. However, when coupling the magnets to an $\{110\}$ edge of the superconductor, we find that the presence of midgap states qualitatively changes the results. The ground state of the system is then found to always favor alignment of the magnets as this configuration most strongly suppresses the midgap states, leading to a larger condensation energy, which dominates over the intrinsic RKKY interaction.
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## I. INTRODUCTION

Superconductors with $d$-wave symmetry have an anisotropic order parameter, which drops to zero along some nodal directions [1-3]. A $\{110\}$ edge of a $d_{x^{2}-y^{2}}$ superconductor has been shown to feature dispersionless surface states with zero energy, called midgap states [4]. The appearance of midgap states for such an edge is related to the fact that the order parameter in a $45^{\circ}$ rotated coordinate system takes the form $d_{x y}$, introducing opposite signs for the pair potential experienced by particles undergoing specular and Andreev reflections at the surface. The $\{110\}$ edge also gives rise to a zero bias conductance peak [5], which is a result of the presence of the midgap states [6]. Such a zero-bias conductance peak has been experimentally observed in the high- $T_{c}$ cuprate superconductors [7-10] and has been important in determining the pairing symmetry of these superconductors.

The indirect exchange interaction between two localized spins, mediated by the itinerant electrons of a host material, was first introduced by Ruderman, Kittel, Kasuya, and Yosida, and is known as the RKKY interaction [11-13]. In this indirect exchange interaction, itinerant electrons of the host material scatter off a localized spin, and the wave functions of the scattered electrons interfere with each other giving rise to alternating regions with high density of spin up/down. This leads to the well-known RKKY oscillations in the spin-spin interaction strength, which decrease with the distance $R$ between the two localized spins as $R^{-D}$, where $D$ is the dimensionality of the system. RKKY interaction has been investigated in various materials ranging from normal metals $[11,13]$, to one- and two-dimensional electron gases [14,15], two-dimensional structures like graphene [16-20], and topological insulators [21-23].

For a system consisting of magnetic impurities embedded in a superconductor, the influence of superconductivity on the indirect impurity-impurity interaction has also been studied [24,25]. For a conventional $s$-wave superconductor, when the
distance between the impurities is larger than the superconducting coherence length, the interaction between them is found to be antiferromagnetic in character and suppressed compared to the normal metal case. The suppression is caused by the superconducting gap reducing the number of states close to the Fermi level that can mediate the interaction. Below the coherence length, the behavior is similar to the normal metal case with an oscillatory RKKY interaction that changes sign with distance. However, nonperturbative treatments have shown that Yu-Shiba-Rusinov (YSR) bound states can give rise to mainly antiferromagnetic behavior even at distances shorter than the coherence length [26]. Further, for impurities on the surface of a three-dimensional topological insulator with proximity-induced s-wave superconductivity, the RKKY interaction favors the impurity spins to be in-plane and antiparallel [27]. For a spin-valve structure consisting of two ferromagnetic insulators connected by an $s$-wave superconductor, experiments have shown that anti-alignment of the magnets is still favored [28].

Conventional $s$-wave superconductors do however typically have coherence lengths far exceeding the decay length of the RKKY interaction. On the other hand, $d$-wave superconductors can feature very short coherence lengths of the order of nanometers [29], offering an intriguing platform for studying the interplay between superconductivity and RKKY interaction, as the characteristic length scales of both phenomena are comparable. RKKY interaction between magnetic impurities mediated by a $d$-wave superconductor with an anisotropic order parameter of the type $d_{x^{2}-y^{2}}$ has lead to similar behavior as in the $s$-wave case [30]. Further, for a spin-valve structure involving a $d_{x^{2}-y^{2}}$ superconductor, nodal quasiparticles close to the Fermi surface have been observed to mediate interaction that favors anti-alignment of the magnetic insulators for a sufficiently large superconductor thickness [31].

As the gapped band structure of a superconductor suppresses the RKKY interaction, it is of interest to investigate the effect the presence of midgap states have on the


FIG. 1. Schematic illustration of a $d$-wave superconductor with midgap surface states mediating the indirect exchange interaction between two ferromagnetic contacts. We will consider configurations where the magnetization of the two magnets is either parallel $(\mathrm{P})$ or antiparallel (AP). For comparison, the ferromagnetic contacts will also be attached to the lower, nondiagonal edge of the superconductor. The lengths indicated on the figure will in the main text be specified by the number of atomic distances.
interaction. We therefore consider a $d_{x^{2}-y^{2}}$ superconductor and calculate the exchange interaction between two ferromagnetic contacts located on a diagonal $\{110\}$ edge, as illustrated in Fig. 1. The superconductor is modelled by an extended BCS tight-binding Hamiltonian on a square lattice and connected to the metallic magnets through a hopping term across the interface. The results are obtained through a self-consistent solution of the Bogoliubov-de Gennes (BdG) equations [32]. To put the results into context, we consider the cases of a normal metal and an isotropic $s$-wave superconductor, in addition to the $d$-wave superconductor. In all three cases, we investigate the interaction between ferromagnetic contacts located on both diagonal and nondiagonal edges.

For magnetic contacts located on a diagonal edge of a $d$-wave superconductor, we find that the system always favors alignment of the two magnets. The variation in the strength of the magnetic exchange interaction as we vary the distance between the magnets is small compared to the magnitude of the interaction itself. We attribute these results to the aligned magnets more efficiently suppressing the midgap states than the anti-aligned configuration. Although the aligned magnets induce a stronger spin splitting in the superconductor, suppressing the gap, the reduction of the midgap states leads to an overall larger gap and increased condensation energy. The parallel magnet configuration is therefore the ground state of the system.

The paper is organized as follows. In Sec. II we introduce the model and methodology. Then, in Sec. III we present and discuss the results. Finally, in Sec. IV we provide a summary of the findings. The phase diagram of our $d$-wave superconductor model for a square system with continuous boundary conditions is included in the Appendix.

## II. MODEL AND METHODS

By means of a tight-binding Hamiltonian on a square lattice, we model the attractive electron-electron interaction in a
superconductor:

$$
\begin{align*}
H^{\mathrm{SC}}= & -\sum_{\langle i, j\rangle, \alpha} t_{i j} c_{i \alpha}^{\dagger} c_{j \alpha}-\sum_{i, \alpha} \mu_{i} n_{i \alpha}-\sum_{i} U_{i} n_{i \uparrow} n_{i \downarrow} \\
& +\sum_{\langle i j\rangle, \alpha \neq \alpha^{\prime}} V_{i j} n_{i \alpha} n_{j \alpha^{\prime}}+\sum_{\langle i j\rangle, \alpha} V_{i j}^{\prime} n_{i \alpha} n_{j \alpha} \tag{1}
\end{align*}
$$

Here, $c_{i \alpha}^{\dagger}$ is a creation operator creating an electron with spin $\alpha$ on lattice site $i=\left(i_{x}, i_{y}\right)$. The hopping amplitude is denoted by $t_{i j}$, and $\mu_{i}$ is the chemical potential. The third term represents on-site attractive interactions between opposite spins, where the number operator is $n_{i \alpha}=c_{i \alpha}^{\dagger} c_{i \alpha}$. This term gives rise to conventional spin singlet isotropic $s$-wave superconductivity. The fourth and fifth terms represent nearest-neighbor interaction between opposite or equal spins, respectively. These terms can give rise to $d$-wave, $p$-wave, or extended $s$-wave pairing for an attractive interaction potential. For the purposes of this paper, we will set $V_{i j}^{\prime}$ to zero as we will not be interested in the possibility of equal spin pairing. As shown in the Appendix, the above model without $V_{i j}^{\prime}$ can give rise to a $d$-wave superconductor for a suitable choice of chemical potential.

## A. Analytical methods

Through a mean-field treatment, we simplify the interaction terms. The on-site part of the interaction becomes

$$
\begin{align*}
-\sum_{i} U_{i} n_{i \uparrow} n_{i \downarrow}= & -\sum_{i} U_{i}\left(c_{i \uparrow}^{\dagger} c_{i \downarrow}^{\dagger}\left\langle c_{i \downarrow} c_{i \uparrow}\right\rangle+c_{i \downarrow} c_{i \uparrow}\left\langle c_{i \uparrow}^{\dagger} c_{i \downarrow}^{\dagger}\right\rangle\right. \\
& \left.-\left\langle c_{i \downarrow} c_{i \uparrow}\right\rangle\left\langle c_{i \uparrow}^{\dagger} c_{i \downarrow}^{\dagger}\right\rangle\right) \tag{2}
\end{align*}
$$

Defining the superconducting gap for the on-site interaction as $\Delta_{i}=-U_{i}\left\langle c_{i \downarrow} c_{i \uparrow}\right\rangle$, we obtain

$$
\begin{equation*}
-\sum_{i} U_{i} n_{i \uparrow} n_{i \downarrow}=\sum_{i}\left(c_{i \uparrow}^{\dagger} c_{i \downarrow}^{\dagger} \Delta_{i}+c_{i \downarrow} c_{i \uparrow} \Delta_{i}^{*}\right)+H_{0}^{S} \tag{3}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
H_{0}^{S}=\sum_{i} \frac{\left|\Delta_{i}\right|^{2}}{U_{i}} \tag{4}
\end{equation*}
$$

The on-site interaction $U_{i}$ will be taken to a constant $U \geqslant 0$ in the superconductor, and zero elsewhere. Once again, performing a mean-field treatment, the attractive nearest-neighbor interaction term becomes

$$
\begin{align*}
\sum_{\langle i j\rangle, \alpha \neq \alpha^{\prime}} V_{i j} n_{i \alpha} n_{j \alpha^{\prime}}= & \sum_{\langle i j\rangle, \alpha \neq \alpha^{\prime}} V_{i j}\left(c_{j \alpha^{\prime}}^{\dagger} c_{i \alpha}^{\dagger}\left\langle c_{i \alpha} c_{j \alpha^{\prime}}\right\rangle\right. \\
& \left.+c_{i \alpha} c_{j \alpha^{\prime}}\left\langle c_{j \alpha^{\prime}}^{\dagger} c_{i \alpha}^{\dagger}\right\rangle-\left\langle c_{j \alpha^{\prime}}^{\dagger} c_{i \alpha}^{\dagger}\right\rangle\left\langle c_{i \alpha} c_{j \alpha^{\prime}}\right\rangle\right) \tag{5}
\end{align*}
$$

We then define the nearest-neighbor pairing amplitude

$$
\begin{equation*}
F_{i j}^{\alpha \alpha^{\prime}}=\left\langle c_{i \alpha} c_{j \alpha^{\prime}}\right\rangle \tag{6}
\end{equation*}
$$

transforming Eq. (5) into

$$
\begin{equation*}
\sum_{\langle i j\rangle, \alpha \neq \alpha^{\prime}} V_{i j}\left(c_{j \alpha^{\prime}}^{\dagger} c_{i \alpha}^{\dagger} F_{i j}^{\alpha \alpha^{\prime}}+c_{i \alpha} c_{j \alpha^{\prime}}\left(F_{i j}^{\alpha \alpha^{\prime}}\right)^{\dagger}\right)+H_{0}^{d} \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}^{d}=-\sum_{\langle i, j\rangle, \alpha \neq \alpha^{\prime}} V_{i j}\left|F_{i j}^{\alpha \alpha^{\prime}}\right|^{2} \tag{8}
\end{equation*}
$$

As $\sum_{\langle i, j\rangle} V_{i j}\left|F_{i j}^{\uparrow \downarrow}\right|^{2}=\sum_{\langle i, j\rangle} V_{j i}\left|F_{i j}^{\downarrow \uparrow}\right|^{2}$, we can rewrite $H_{0}^{d}=$ $-\sum_{\langle i, j\rangle}\left|F_{i j}^{\uparrow \downarrow}\right|^{2}\left(V_{i j}+V_{j i}\right)$, and similarly

$$
\begin{align*}
& \sum_{\langle i j\rangle, \alpha \neq \alpha^{\prime}} V_{i j}\left(c_{j \alpha^{\prime}}^{\dagger} c_{i \alpha}^{\dagger} F_{i j}^{\alpha \alpha^{\prime}}+c_{i \alpha} c_{j \alpha^{\prime}}\left(F_{i j}^{\alpha \alpha^{\prime}}\right)^{\dagger}\right) \\
& \quad=\sum_{\langle i j\rangle}\left(c_{j \downarrow}^{\dagger} c_{i \uparrow}^{\dagger} F_{i j}^{\uparrow \downarrow}+c_{i \uparrow} c_{j \downarrow}\left(F_{i j}^{\uparrow \downarrow}\right)^{\dagger}\right)\left(V_{i j}+V_{j i}\right) . \tag{9}
\end{align*}
$$

In the following, we will take the nearest-neighbor interaction to be $V_{j i}=V_{i j}=V \leqslant 0$ (corresponding to an attractive interaction) in the superconductor and zero elsewhere. The mean-field extended tight-binding Hamiltonian now takes the form

$$
\begin{align*}
H_{m f}^{\mathrm{SC}}= & H_{0}-\sum_{\langle i, j\rangle, \alpha} t_{i j} c_{i \alpha}^{\dagger} c_{j \alpha}-\sum_{i, \alpha} \mu_{i} n_{i \alpha} \\
& +\sum_{i}\left(c_{i \uparrow}^{\dagger} c_{i \downarrow}^{\dagger} \Delta_{i}+c_{i \downarrow} c_{i \uparrow} \Delta_{i}^{*}\right)  \tag{13}\\
& +2 \sum_{\langle i j\rangle} V\left(c_{j \downarrow}^{\dagger} c_{i \uparrow}^{\dagger} F_{i j}^{\uparrow \downarrow}+c_{i \uparrow} c_{j \downarrow}\left(F_{i j}^{\uparrow \downarrow}\right)^{\dagger}\right), \tag{10}
\end{align*}
$$

where $H_{0}=H_{0}^{S}+H_{0}^{d}$.
The metallic ferromagnets that are attached to the superconductor are described by the following tight-binding Hamiltonian:

$$
\begin{align*}
H^{\mathrm{FM}}= & -\sum_{\langle i, j\rangle, \alpha} t_{i j} c_{i \alpha}^{\dagger} c_{j \alpha}-\sum_{i, \alpha} \mu_{i} n_{i \alpha}  \tag{14}\\
& -\sum_{i \delta \alpha \beta} h_{i}^{\delta}\left(\sigma_{z}\right)_{\alpha \beta} c_{i \alpha}^{\dagger} c_{i \beta} . \tag{11}
\end{align*}
$$

The last term represents the coupling between the spin of an electron at site $i$ and the local magnetic exchange field, giving rise to ferromagnetism. The local exchange field $h_{i}^{\delta}$ is taken to produce a spin splitting in the $z$ direction in spin space, giving rise to a magnetization that could in general be either in-plane or out-of-plane in real space. Our model does not separate these cases as the magnetism is simply introduced through a spin splitting. Orbital effects on the superconductor arising from the magnets, not considered in this model, can be limited by keeping the magnetization in-plane [33]. The Pauli matrices are denoted by $\sigma$, and the index $\delta$ separates the local
exchange field of each of the two magnets with $\delta=L, R$ for the leftmost and rightmost magnet, respectively. The sign of the local exchange field can be either the same or opposite for the two magnets, giving rise to parallel ( P ) or antiparallel (AP) ferromagnets. Outside of the magnets, the local magnetic exchange field is set to zero. The coupling between the magnets and the superconductor is introduced by having a nonzero hopping amplitude $t_{i j}$ across the ferromagnet-superconductor interfaces. The region outside of the superconductor and magnets is considered to be vacuum and decoupled from the rest of the system with a vanishing hopping amplitude.

After diagonalization, the free energy of the system will be expressed as

$$
\begin{equation*}
F=H_{0}-\frac{1}{2} \sum_{n=1}^{2 N} E_{n}-\frac{1}{\beta} \sum_{n=1}^{2 N} \ln \left(1+e^{-\beta E_{n}}\right), \tag{12}
\end{equation*}
$$

where $E_{n}$ is the quasiparticle energy associated with quantum number $n$, and $N$ is the number of lattice sites. The magnetic exchange interaction is computed as the difference in free energy between the configurations with parallel and antiparallel magnets

$$
J=F^{\uparrow \uparrow}-F^{\uparrow \downarrow},
$$

which includes both the RKKY interaction mediated by the quasiparticles as well as the effect of the magnetic configurations on the condensation energy of the superconductor.

The Hamiltonian $H=H^{\mathrm{SC}}+H^{\mathrm{FM}}$ is diagonalized by means of the BdG method in order to compute the eigenvalues $E_{n}$ and eigenstates $\gamma_{n}$. The diagonalized Hamiltonian will then take the form

$$
H=H_{0}-\frac{1}{2} \sum_{n=1}^{2 N} E_{n}+\sum_{n=1}^{2 N} E_{n} \gamma_{n}^{\dagger} \gamma_{n} .
$$

In order to perform the diagonalization, we start by rewriting the Hamiltonian as $H=H_{0}+\frac{1}{2} \sum_{i j} B_{i}^{\dagger} h_{i j} B_{j}$ where we have introduced the basis

$$
B_{i}^{\dagger}=\left[\begin{array}{llll}
c_{i \uparrow}^{\dagger} & c_{i \downarrow}^{\dagger} & c_{i \uparrow} & c_{i \downarrow} \tag{15}
\end{array}\right] .
$$

Here, $h_{i j}$ is a $4 \times 4$ matrix that takes the following form for $i \neq j$

$$
h_{i j}=\left[\begin{array}{cccc}
-t & 0 & 0 & -2 V F_{i j}  \tag{16}\\
0 & -t & 2 V F_{j i} & 0 \\
0 & 2 V\left(F_{i j}\right)^{*} & +t & 0 \\
-2 V\left(F_{j i}\right)^{*} & 0 & 0 & +t
\end{array}\right],
$$

and for $i=j$

$$
\left.\begin{array}{cc}
0 & \Delta_{i}  \tag{17}\\
-\Delta_{i} & 0 \\
+\mu_{i}-\sum_{\delta} h_{i}^{\delta} & 0 \\
0 & +\mu_{i}+\sum_{\delta} h_{i}^{\delta}
\end{array}\right]
$$

Writing the Hamiltonian on matrix form $H=$ $H_{0}+\frac{1}{2} W^{\dagger} S W$, and introducing the matrix P , we diagonalize the Hamiltonian $H=H_{0}+$ $\frac{1}{2} W^{\dagger} P^{\dagger} P S P^{\dagger} P W=H_{0}+\frac{1}{2} \tilde{W}^{\dagger} S_{d} \tilde{W}$. The eigenvectors of $S$
are

$$
\begin{align*}
\Phi_{n}^{\dagger} & =\left[\begin{array}{lllll}
\varphi_{1 n}^{*} & \cdots & \varphi_{i n}^{*} & \cdots & \varphi_{N n}^{*}
\end{array}\right], \\
\varphi_{i n}^{*} & =\left[\begin{array}{llll}
v_{i n}^{*} & v_{i n}^{*} & \omega_{i n}^{*} & \chi_{i n}^{*}
\end{array}\right], \tag{18}
\end{align*}
$$

such that

$$
P^{\dagger}=\left[\begin{array}{llll}
\Phi_{1} & \Phi_{2} & \ldots & \Phi_{4 N} \tag{19}
\end{array}\right] .
$$

We next use $P^{\dagger} \tilde{W}=W$ along with

$$
\begin{equation*}
\tilde{W}^{\dagger}=\left[\gamma_{1}^{\dagger} \ldots \gamma_{4 N}^{\dagger}\right], \tag{20}
\end{equation*}
$$

and the relations between the quasiparticle operators that are not independent of each other. There are then $2 N$ remaining independent quasiparticle operators with corresponding eigenvalues. The creation and annihilation operators $\left\{c^{\dagger}, c\right\}$ can then be expressed in terms of quasiparticle creation and annihilation operators $\left\{\gamma^{\dagger}, \gamma\right\}$ :

$$
\begin{array}{ll}
c_{i \uparrow}=\sum_{n=1}^{2 N} v_{i, n} \gamma_{n}+\omega_{i, n}^{*} \gamma_{n}^{\dagger}, & c_{i \downarrow}=\sum_{n=1}^{2 N} v_{i, n} \gamma_{n}+\chi_{i, n}^{*} \gamma_{n}^{\dagger}, \\
c_{i \uparrow}^{\dagger}=\sum_{n=1}^{2 N} \omega_{i, n} \gamma_{n}+v_{i, n}^{*} \gamma_{n}^{\dagger}, & c_{i \downarrow}^{\dagger}=\sum_{n=1}^{2 N} \chi_{i, n} \gamma_{n}+v_{i, n}^{*} \gamma_{n}^{\dagger} . \tag{21}
\end{array}
$$

Inserting these relations into the definition of the gap for the on-site interaction, we obtain the self-consistent gap equation

$$
\begin{equation*}
\Delta_{i}=-U_{i} \sum_{n=1}^{2 N}\left[\left(\chi_{i, n}^{*} v_{i, n}-v_{i, n} \omega_{i, n}^{*}\right) f\left(E_{n}\right)+v_{i, n} \omega_{i, n}^{*}\right] \tag{22}
\end{equation*}
$$

For the nearest-neighbor pairing amplitudes, we introduce a simplified notation $F_{i j}^{\uparrow \downarrow}=F_{i j}$. Further, $F_{i, i+\hat{x}}$ is expressed as $F_{i}^{\hat{x}+}$ and likewise $F_{i+\hat{x}, i} \equiv F_{i}^{+\hat{x}}$ and so on. Inserting the expressions from Eq. (21) into the definitions of the pairing amplitudes, we obtain

$$
\begin{align*}
F_{i}^{x \pm} & =\sum_{n=1}^{2 N}\left[\left(\omega_{i, n}^{*} v_{i \pm \hat{\imath}, n}-v_{i, n} \chi_{i \pm \hat{\jmath}, n}^{*}\right) f\left(E_{n}\right)+v_{i, n} \chi_{i \pm \hat{\jmath}, n}^{*}\right], \\
F_{i}^{ \pm x} & =\sum_{n=1}^{2 N}\left[\left(\omega_{i \pm \hat{\gamma}, n}^{*} v_{i, n}-v_{i \pm \hat{\jmath}, n} \chi_{i, n}^{*}\right) f\left(E_{n}\right)+v_{i \pm \hat{\jmath}, n} \chi_{i, n}^{*}\right], \\
F_{i}^{y \pm} & =\sum_{n=1}^{2 N}\left[\left(\omega_{i, n}^{*} v_{i \pm \hat{y}, n}-v_{i, n} \chi_{i \pm \hat{y}, n}^{*}\right) f\left(E_{n}\right)+v_{i, n} \chi_{i \pm \hat{y}, n}^{*}\right], \\
F_{i}^{ \pm y} & =\sum_{n=1}^{2 N}\left[\left(\omega_{i \pm \hat{y}, n}^{*} v_{i, n}-v_{i \pm \hat{y}, n} \chi_{i, n}^{*}\right) f\left(E_{n}\right)+v_{i \pm \hat{y}, n} \chi_{i, n}^{*}\right] . \tag{23}
\end{align*}
$$

As we are interested in the effect of the midgap states on the indirect interaction between two ferromagnetic leads connected to the superconductor, establishing the presence of midgap states is of importance. This can be achieved by calculating the single particle local density of states (LDOS), which should have a peak around zero energy in the presence of midgap states. The number of charges on lattice site $i$ is given by $\rho_{i}=\sum_{\alpha}\left\langle c_{i \alpha}^{\dagger} c_{i \alpha}\right\rangle$, but this quantity can also be expressed as $\rho_{i}=\int_{-\infty}^{+\infty} N_{i}(E) f(E) d E$. Here $N_{i}(E)$ is the local density of states at site $i$, and $f(E)$ is the Fermi-Dirac distribution with energy $E$ measured relative to the chemical potential. At $T=0$, we have $f(E)=1$ for $E<0$ and $f(E)=0$ when $E>0$. Comparing the above two expressions for the number
of charges on lattice site $i$, the LDOS can then be expressed as

$$
\begin{align*}
N_{i}(E)= & \sum_{n=1}^{2 N}\left[\left(\left|\omega_{i, n}\right|^{2}+\left|\chi_{i, n}\right|^{2}\right) \delta\left(E+E_{n}\right)\right. \\
& \left.+\left(\left|v_{i, n}\right|^{2}+\left|v_{i, n}\right|^{2}\right) \delta\left(E-E_{n}\right)\right] . \tag{24}
\end{align*}
$$

Another quantity of interest is the magnetization on lattice site $i, \boldsymbol{M}_{i}=\left\langle\boldsymbol{S}_{i}\right\rangle$. Here, the spin operator is defined as $\boldsymbol{S}_{i}=$ $\sum_{\alpha \beta} c_{i \alpha}^{\dagger} \sigma_{\alpha \beta} c_{i \beta}$. The magnetization in the $z$ direction can then be expressed as

$$
\begin{align*}
M_{i}^{z}= & \sum_{n=1}^{2 N}\left[\left(\left|v_{i, n}\right|^{2}+\left|\chi_{i, n}\right|^{2}-\left|\omega_{i, n}\right|^{2}-\left|v_{i, n}\right|^{2}\right) f\left(E_{n}\right)\right. \\
& \left.+\left|\omega_{i, n}\right|^{2}-\left|\chi_{i, n}\right|^{2}\right] \tag{25}
\end{align*}
$$

## B. Computational methods

The computational part of this study consists of numerically diagonalizing the Hamiltonian and self-consistently solving the equations for either the on-site superconducting gap [Eq. (22)] or the nearest-neighbor pairing amplitudes [Eq. (23)], depending on whether the superconductor is taken to be of the isotropic $s$-wave type or the $d$-wave type. Iterative solution of these equations require an initial value for the gap function/pairing amplitudes, and a convergence criterion in order to determine when a solution has been obtained. In this paper, the convergence criterion was that the relative change in the gap/pairing amplitudes from one iteration to the next should be less than $1 \times 10^{-4}$ for the $d$-wave and $1 \times 10^{-3}$ for the $s$-wave state. The initial values for the $d$-wave state are listed in the Appendix and the initial value for the $s$-wave gap $\Delta$ was set to $0.5 t$.

## III. RESULTS AND DISCUSSION

We first investigate the presence of midgap surface states, i.e., zero-energy states existing on an edge of a superconductor. As displayed in Fig. 2, we calculate the LDOS for different points on an $s$-wave and a $d$-wave superconductor without magnetic contacts. One of the points is located at the diagonal edge, one of the points is in the bulk, and the third point is on the lower horizontal edge. Only on the diagonal edge of the $d$-wave superconductor, Fig. 2(b1), there is a peak around zero-energy signaling the presence of midgap states. In this figure, the chemical potential has been set to $\mu_{S}=0.7 t$, which gives rise to an asymmetric density of states around $E=0$ for our tight-binding model as the gap in the electron spectrum is opened away from the middle of the band.
As the presence of midgap states has been established, we move on to results for the indirect interaction between magnetic leads attached to a normal metal, an $s$-wave superconductor, and finally a $d$-wave superconductor.

## A. Normal state

To put the results for the superconductors into context, we start with the case of magnetic leads connected by a normal metal ( $V=U=0$ ). The indirect exchange interaction $J$ is presented in Fig. 3. For the horizontal edge, the result is the expected RKKY oscillations that are damped with increasing


FIG. 2. Local density of states (LDOS) for different points of an $s$-wave superconductor (a) and a $d$-wave superconductor (b), showing the presence of midgap states on the diagonal edge of the $d$-wave superconductor. In both cases the size of the structure is $L_{x S}=34$ and $L_{y S}=30$. For the $s$-wave results we have taken $U / t=2$ and $V=0$, while for the $d$-wave results we have taken $U=0$ and $V / t=-1$. In both cases we have set the chemical potential $\mu_{S}=0.7 t$.
distance between the magnets. For the diagonal edge, the results are more peculiar, showing an enhanced interaction when the electrodes are close to the endpoints of the diagonal edge. Investigating the LDOS for $E=0$ in Fig. 4, the reason becomes clear. Close to the edges of the system, the LDOS increases in magnitude and exhibits Friedel-like oscillations due to the abruptly vanishing charge density at the edge. The oscillatory and increased LDOS close to the edges correspondingly affects the RKKY interaction when the electrodes are close to the edge.


FIG. 3. Normal metal: Indirect exchange interaction between magnetic leads connected to a diagonal (a) and a horizontal (b) edge of a normal metal, presented as a function of the distance between the leads. Here, the chemical potential in the normal metal is set to $\mu_{N}=0.9 t$ and the chemical potential in the ferromagnets is set to $\mu_{F}=1.2 t$. Further, $h_{i}=2 t, L_{x N}=40, L_{y N}=40, L_{x F}=2, L_{y F}=$ 10 , and $V=U=0$. In both subfigures, the leftmost magnet was fixed two lattice points away from the endpoint of the edge.

## B. $s$-Wave pairing

We then move on to the case of magnetic leads connected by an isotropic $s$-wave superconductor $(V=0)$. The results for the indirect exchange interaction are presented in Fig. 5. In this case, there are two competing effects: The conventional RKKY interaction and the blocking of the states that can mediate the interaction due to the gap around the Fermi level in the band structure. For a weak attractive interaction $U$ in the superconductor, the RKKY interaction dominates, giving rise to an oscillating behavior. For larger $U$, the gap becomes larger and can block more of the states that can mediate the interaction between the magnets. The interaction then displays a damping behavior instead of oscillations, and an antiparallel configuration of the magnets is preferred [34]. For the diagonal edge, the electrodes have been kept further away from the endpoints of the edge. For a weak attractive interaction $U$, the enhanced RKKY oscillations occurring when the electrodes are close to the end-points can, however, still be observed, as explained previously. On the other hand, when the strength of


FIG. 4. Normal metal: Local density of states (LDOS) for $E=0$ at the diagonal edge in the absence of magnetic contacts. The system size is $L_{x N}=40$ and $L_{y N}=40, V=U=0$, and the chemical potential in the normal metal is $0.9 t$.


FIG. 5. $s$-Wave : Indirect exchange interaction between magnetic leads connected to a diagonal (a) and a horizontal (b) edge of a $s$-wave superconductor. Here $\mu_{S}=0.9 t, \mu_{F}=1.2 t, h_{i}=2 t, L_{x S}=$ $40, L_{y S}=40, L_{x F}=2, L_{y F}=10$, and $V=0$. For the diagonal edge, the leftmost magnet is fixed 13 lattice points away from the endpoint of the edge, while for the horizontal edge, the leftmost magnet is fixed 2 lattice points away from the endpoint.
the attractive interaction is increased, increasing the superconducting gap, we see that $J$ is damped to zero for sufficiently large magnet separation also for the diagonal edge. Thus, in the $s$-wave case, the qualitative behavior of $J$ is the same regardless of which edge we consider.

## C. $\boldsymbol{d}$-Wave pairing

Finally, we consider the main result of this paper, which is how the magnetic leads interact when separated by a $d$-wave superconductor $(U=0)$. The results for the indirect interaction between the magnetic leads is presented in Fig. 6. For the horizontal edge, the interaction displays an oscillating behavior and varies in sign as a function of the distance between the magnetic contacts. The results for the diagonal edge, on the other hand, show a qualitatively different behavior. The system now always prefers alignment of the ferromagnets and the interaction varies little with distance. Further, increasing $h_{i}$ now leads to a larger difference in free energy between the parallel and antiparallel magnet configurations.

The result that a parallel magnet configuration is strongly favored for the diagonal edge is surprising as one would expect that the parallel configuration induces a larger magnetization in the superconductor, which suppresses the gap and lowers the condensation energy. A particularly large induced magnetization in the superconductor should be expected in the presence of midgap states, which can give rise to a giant magnetic moment when subjected to a spin splitting [4,35,36]. In accordance with this, we find a sizable induced magnetization on the diagonal edge. As previously discussed in the literature, the magnetization induced in a superconductor due to


FIG. 6. $d$-Wave : Indirect exchange interaction between magnetic leads connected to a diagonal (a) and a horizontal (b) edge of a $d$-wave superconductor. Here $\mu_{S}=0.7 t, \mu_{F}=1 t, V / t=-1$, $L_{x F}=2, L_{y F}=10$, and $U=0$. For the diagonal edge, the leftmost magnet is fixed only 2 lattice points away from the endpoint of the edge in order to maximize the number of data points. The $d$-wave diagonal edge results are not sensitive to how close the magnets are to the endpoints of the edge. Further $L_{x S}=34, L_{y S}=30$. For the horizontal edge, the leftmost magnet is fixed 10 lattice points away from the endpoint, and $L_{x S}=40, L_{y S}=20$.
proximity to a ferromagnet can be either aligned or antialigned with the magnetization of the ferromagnet [37-39]. A physical picture for the origin of an anti-aligned induced magnetization is that there are contributions from Cooper pairs where one of the two electrons is located in the ferromagnet, aligned with the local magnetization, leaving a Cooper pair partner with opposite spin in the superconductor. In the present system the induced magnetization tends to be anti-aligned with the magnetization of the magnetic contacts, as displayed in Figs. 7(a) and 7(b).

The effect of introducing the magnets is, however, not solely to reduce the gap due to an induced effective spin splitting in the superconductor. The induced spin splitting also splits the midgap states away from their resonance point at zero energy, suppressing the midgap states. As the gap close to the edge to begin with is strongly suppressed by the midgap states, the effect of reducing the midgap states, causing the superconducting order parameter to recover at the edge, is stronger than the effect of the spin splitting on the condensation energy. As the parallel configuration most effectively produces a spin splitting in the superconductor, this configuration features the largest condensation energy, giving rise to the behavior that is observed in Fig. 6(a).

Investigating the constant term in the Hamiltonian $H_{0}=$ $\sum_{i} H_{0, i}$, the difference between $H_{0, i}$ for the parallel and antiparallel configurations is presented in Fig. 7(c). The figure shows that $H_{0}$, which is a positive quantity, is largest for the parallel configuration, corresponding to a larger gap. In turn, this produces a larger condensation energy that lowers the free energy of the system. From the figure, it is clear that the


FIG. 7. $d$-Wave: Magnetization on each lattice site for the parallel (a) and antiparallel (b) configuration of magnets. The difference in $H_{0, i}$ between the parallel and antiparallel configurations is presented in (c). The local density of states (LDOS) for the 11th lattice site (from the left) of the diagonal edge is presented in (d), showing that the midgap states are more suppressed for the parallel magnet configuration. Here we have taken the same parameters as in Fig. 6(a), apart from a larger exchange field of $h_{i}=2 t$ in order to more clearly show the differences between the two configurations.
main contribution to the difference in condensation energy between the magnetic configurations comes from the transition region where the antiparallel configuration has a reduced edge magnetization. LDOS results from this region are presented in Fig. 7(d). While the AP configuration in this region has a clear midgap peak around zero energy, the midgap states for the P configuration have been split and suppressed by the induced spin splitting.

We close by discussing briefly experimental considerations and possible choices of materials for observation of the $d$ wave results presented in this paper. While the system sizes in the presented calculations are limited by computational considerations, the presented results are expected to be robust also for larger systems. As RKKY interaction typically decays below experimentally accessible values over short length scales of the order of nanometers, the separation between the magnetic contacts typically needs to be kept small. This might however only apply to the RKKY dominated indirect interaction that we observe for the horizontal edge of the $d$-wave superconductor. The preference of alignment of the ferromagnets when attached to a diagonal edge of a $d$-wave superconductor is expected to also be observable for larger magnet separation as the indirect interaction in this case is not dominated by itinerant carriers, but rather arises from the parallel configuration more efficiently inducing a spin
splitting, suppressing the localized midgap states. The distance the magnets can interact over is then limited by the length scale determining how far away from a magnet the midgap states still experience a spin splitting. If the magnet separation is much larger than this decay length of the induced spin splitting along the edge, the spin splitting arising from each magnet decays before interacting with the spin splitting arising from the other magnet. There is then no difference between the two magnet configurations when it comes to suppression of midgap states, and the parallel configuration is no longer favored. For an $s$-wave superconductor in proximity to a ferromagnet, the proximity-induced magnetization decays over a length scale of the superconducting coherence length [40]. A natural length scale for the decay of the induced spin splitting in the present case would then be the effective coherence length corresponding to the strongly suppressed order parameter at the edge. As the coherence length is inversely proportional to the order parameter, the magnets will then be able to interact over distances considerably larger than the bulk coherence length.

Experimental investigation of our main finding would consist of attaching magnetic leads to a $\{110\}$ edge of a $d$-wave superconductor. The indirect interaction between the magnets can then be established by determining the energy barrier of switching between the two magnet configurations through an external magnetic field. Our prediction is that ferromagnetic alignment of the magnets will be preferred for a wide range of magnet separation distances. Possible material choices could be YBCO [2,7,29] for the $d$-wave superconductor featuring midgap states, and a nickel-alloy-like $\mathrm{Ni}_{80} \mathrm{Co}_{20}$ [41] for the magnetic contacts.

## IV. SUMMARY

We have investigated the indirect exchange interaction between two ferromagnetic leads connected to a superconductor as a function of the separation between the magnets, showing that the presence of zero-energy surface states in a $d$-wave superconductor can qualitatively change the results. When the magnets are connected to an edge without zero-energy surface states we find a normal oscillating RKKY behavior. However, when the magnets are connected to an edge featuring zeroenergy surface states, the strength of the magnetic exchange interaction is shifted away from zero, always favoring alignment of the magnetization in the two magnets, as the aligned configuration produces a larger superconducting condensation energy.
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## APPENDIX: PHASE DIAGRAM

In order to choose the parameters such that the superconductor used in the study is in a $d$-wave state, we obtain a starting point by considering a square system with continuous boundary conditions in both the $x$ and $y$ directions and no
attached magnetic leads. The relevant Hamiltonian is the one in Eq. (1) with $U_{i}=V_{i j}^{\prime}=0$. We introduce Fourier transformations for the electron operators $c_{i \alpha}=\frac{1}{\sqrt{N}} \sum_{\boldsymbol{k}} e^{i \boldsymbol{k} \cdot \boldsymbol{i}} c_{\boldsymbol{k}, \alpha}$ where $\boldsymbol{i}=\left(i_{x}, i_{y}\right)$ and $N$ is the number of lattice sites. After the mean-field approximation, Eq. (1) then becomes

$$
\begin{align*}
H^{\mathrm{SC}}= & -\sum_{\langle i, j\rangle, \alpha} t c_{i \alpha}^{\dagger} c_{j \alpha}-\sum_{i, \alpha} \mu_{i} n_{i \alpha} \\
& +\sum_{i, \alpha \neq \alpha^{\prime}} V\left[n_{i \alpha} n_{i+\hat{x}, \alpha^{\prime}}+n_{i \alpha} n_{i-\hat{x}, \alpha^{\prime}}+n_{i \alpha} n_{i+\hat{y}, \alpha^{\prime}}\right. \\
& \left.+n_{i \alpha} n_{i-\hat{y}, \alpha^{\prime}}\right] \\
= & \sum_{\boldsymbol{k}, \sigma} \zeta_{\boldsymbol{k}} c_{\boldsymbol{k}, \sigma}^{\dagger} c_{\boldsymbol{k}, \sigma}+\sum_{\boldsymbol{k}}\left[\left(\Gamma_{\boldsymbol{k}}\right)^{\dagger} c_{\boldsymbol{k} \downarrow}^{\dagger} c_{-\boldsymbol{k} \uparrow}^{\dagger}+\Upsilon_{\boldsymbol{k}} c_{\boldsymbol{k} \uparrow} c_{-\boldsymbol{k} \downarrow}\right] \\
& +H_{0}^{\mathrm{SC}} \tag{A1}
\end{align*}
$$

Here $H_{0}^{\mathrm{SC}}=-2 N V\left(\left|F^{\hat{x}+}\right|^{2}+\left|F^{\hat{x}-}\right|^{2}+\left|F^{\hat{y}+}\right|^{2}+\left|F^{\hat{y}-}\right|^{2}\right)$,

$$
\begin{align*}
& F^{x \pm}=\frac{1}{N} \sum_{\boldsymbol{k}} e^{\mp i \boldsymbol{k} \cdot \hat{x}}\left\langle c_{\boldsymbol{k}, \uparrow} c_{-\boldsymbol{k}, \downarrow}\right\rangle, \\
& F^{y \pm}=\frac{1}{N} \sum_{\boldsymbol{k}} e^{\mp i \boldsymbol{k} \cdot \hat{y}}\left\langle c_{\boldsymbol{k}, \uparrow} c_{-\boldsymbol{k}, \downarrow}\right\rangle, \tag{A2}
\end{align*}
$$

and we have defined,

$$
\begin{align*}
\Upsilon_{\boldsymbol{k}}= & 2 V\left(e^{-i \boldsymbol{k} \cdot \hat{x}}\left(F^{\hat{x}+}\right)^{\dagger}+e^{i \boldsymbol{k} \cdot \hat{x}}\left(F^{\hat{x}-}\right)^{\dagger}\right. \\
& \left.+e^{-i \boldsymbol{k} \cdot \hat{y}}\left(F^{\hat{y}+}\right)^{\dagger}+e^{i \boldsymbol{k} \cdot \hat{y}}\left(F^{\hat{y}-}\right)^{\dagger}\right) \\
\Gamma_{\boldsymbol{k}}= & 2 V\left(e^{i \boldsymbol{k} \cdot \hat{x}}\left(F^{\hat{x}+}\right)^{\dagger}+e^{-i \boldsymbol{k} \cdot \hat{x}}\left(F^{\hat{x}-}\right)^{\dagger}\right. \\
& \left.+e^{i \boldsymbol{k} \cdot \hat{y}}\left(F^{\hat{y}+}\right)^{\dagger}+e^{-i \boldsymbol{k} \cdot \hat{y}}\left(F^{\hat{y}-}\right)^{\dagger}\right) \\
\varepsilon_{\boldsymbol{k}}= & -2 t[\cos (\boldsymbol{k} \cdot \hat{x})+\cos (\boldsymbol{k} \cdot \hat{y})]-\mu . \tag{A3}
\end{align*}
$$

Further, $t=t_{i j}$ and $V=V_{i j}$.
Following the BdG method [32], we consider the following basis in order to diagonalize the Hamiltonian

$$
B_{\boldsymbol{k}}^{\dagger}=\left[\begin{array}{llll}
c_{\boldsymbol{k} \uparrow}^{\dagger} & c_{\boldsymbol{k} \downarrow}^{\dagger} & c_{-\boldsymbol{k} \uparrow} & c_{-\boldsymbol{k} \downarrow} \tag{A4}
\end{array}\right]
$$

Then full Hamiltonian can be written as $H=H_{0}+$ $\frac{1}{2} \sum_{k} B_{k}^{\dagger} H_{k} B_{k}$, where $H_{0}=H_{0}^{\mathrm{SC}}+\sum_{k} \varepsilon_{\boldsymbol{k}}$ and $H_{k}$ is

$$
H_{k}=\left[\begin{array}{cccc}
\varepsilon_{k} & 0 & 0 & -\left(\Upsilon_{\boldsymbol{k}}\right)^{\dagger}  \tag{A5}\\
0 & \varepsilon_{k} & \left(\Gamma_{k}\right)^{\dagger} & 0 \\
0 & \Gamma_{k} & -\varepsilon_{k} & 0 \\
-\Upsilon_{k} & 0 & 0 & -\varepsilon_{k}
\end{array}\right]
$$

Using the unitary matrix $P_{k}$ the diagonalized form of the Hamiltonian will be $H^{\mathrm{SC}}=H_{0}+\frac{1}{2} \sum_{k} B_{k}^{\dagger} P_{k}^{\dagger} P_{k} H_{k} P_{k}^{\dagger} P_{k} B_{k}=$ $H_{0}+\frac{1}{2} \sum_{k} \tilde{B}_{k}^{\dagger} \tilde{H}_{\boldsymbol{k}} \tilde{B}_{\boldsymbol{k}}=H_{0}-\frac{1}{2} \sum_{k, \sigma} E_{k, \sigma}+\sum_{k, \sigma} E_{k, \sigma} \gamma_{k \sigma}^{\dagger}$ $\gamma_{k \sigma}$. The relationship between the normal electron operators

TABLE I. Sets of initial values.

|  | $F^{\hat{x}+}$ | $F^{\hat{x}-}$ | $F^{\hat{y}+}$ | $F^{\hat{y}-}$ |
| :--- | :---: | :---: | :---: | :---: |
| $d$-wave | 1 | 1 | -1 | -1 |
| $s$-wave extended | 1 | 1 | 1 | 1 |
| $p_{x}+i p_{y}$ | 1 | -1 | $i$ | $-i$ |
| Normal state | 0 | 0 | 0 | 0 |

and the quasiparticle operators is then

$$
\left[\begin{array}{cccc}
v_{\boldsymbol{k}, \uparrow} & v_{\boldsymbol{k}, \downarrow} & \omega_{-\boldsymbol{k}, \uparrow}^{*} & \omega_{-\boldsymbol{k}, \downarrow}^{*}  \tag{A6}\\
v_{\boldsymbol{k}, \uparrow} & v_{\boldsymbol{k}, \downarrow} & \chi_{-\boldsymbol{k}, \uparrow}^{*} & \chi_{-\boldsymbol{k}, \downarrow}^{*} \\
\omega_{\boldsymbol{k}, \uparrow} & \omega_{\boldsymbol{k}, \downarrow} & v_{-\boldsymbol{k}, \uparrow}^{*} & v_{-\boldsymbol{k}, \downarrow}^{*} \\
\chi_{\boldsymbol{k}, \uparrow} & \chi_{\boldsymbol{k}, \downarrow} & v_{-\boldsymbol{k}, \uparrow}^{*} & v_{-\boldsymbol{k}, \downarrow}^{*}
\end{array}\right]\left[\begin{array}{c}
\gamma_{\boldsymbol{k} \uparrow} \\
\gamma_{\boldsymbol{k} \downarrow} \\
\gamma_{-\boldsymbol{k} \uparrow}^{\dagger} \\
\gamma_{-\boldsymbol{k} \downarrow}^{\dagger}
\end{array}\right]=\left[\begin{array}{c}
c_{\boldsymbol{k} \uparrow} \\
c_{\boldsymbol{k} \downarrow} \\
c_{-\boldsymbol{k} \uparrow}^{\dagger} \\
c_{-\boldsymbol{k} \downarrow}^{\dagger}
\end{array}\right],
$$

where the columns are the eigenvectors of $H_{k}$. The pairing amplitudes can then be expressed as

$$
\begin{align*}
F^{x \pm}= & \frac{1}{N} \sum_{\boldsymbol{k}, \sigma}\left[e^{\mp i \boldsymbol{k} \cdot \hat{x}} v_{\boldsymbol{k}, \sigma} \chi_{\boldsymbol{k}, \sigma}^{*}\left(1-f\left(E_{\boldsymbol{k}, \sigma}\right)\right)\right. \\
& \left.+e^{ \pm i \boldsymbol{k} \cdot \hat{x}} \omega_{\boldsymbol{k}, \sigma}^{*} v_{\boldsymbol{k}, \sigma} f\left(E_{\boldsymbol{k}, \sigma}\right)\right] \\
F^{y \pm}= & \frac{1}{N} \sum_{\boldsymbol{k}, \sigma}\left[e^{\mp i \boldsymbol{k} \cdot \hat{y}} v_{\boldsymbol{k}, \sigma} \chi_{\boldsymbol{k}, \sigma}^{*}\left(1-f\left(E_{\boldsymbol{k}, \sigma}\right)\right)\right.  \tag{A7}\\
& \left.+e^{ \pm i \boldsymbol{k} \cdot \hat{y}} \omega_{\boldsymbol{k}, \sigma}^{*} v_{\boldsymbol{k}, \sigma} f\left(E_{\boldsymbol{k}, \sigma}\right)\right]
\end{align*}
$$

Finally, the free energy of the system is

$$
\begin{equation*}
F=H_{0}-\frac{1}{2} \sum_{\boldsymbol{k}, \sigma} E_{k, \sigma}-\frac{1}{\beta} \sum_{\boldsymbol{k}, \sigma} \ln \left(1+e^{-\beta E_{k, \sigma}}\right) \tag{A8}
\end{equation*}
$$

For different values of chemical potential and temperature, we then solve the self-consistent equations for the pairing amplitudes through iteration, using the different sets of initial values listed in Table I. We then compare the resulting free energies [Eq. (A8)] and determine the favored phase of the system. The phase diagram is presented in Fig. 8. The choices for the initial values are determined by the expressions for the


FIG. 8. Phase diagram for the tight-binding Hamiltonian with attractive nearest-neighbor interaction between opposite spins $V=$ $-1 t$. Here, $T$ is the temperature, $k_{B}$ is the Boltzmann constant, $\mu$ is the chemical potential, and $t$ is the hopping amplitude.
gap functions [42]

$$
\begin{aligned}
\Delta_{d} & =(V / 4)\left(F^{\hat{x}+}+F^{\hat{x}-}-F^{\hat{y}+}-F^{\hat{y}-}\right), \\
\Delta_{s} & =(V / 4)\left(F^{\hat{x}+}+F^{\hat{x}-}+F^{\hat{y}+}+F^{\hat{y}-}\right)
\end{aligned}
$$

$$
\begin{align*}
& \Delta_{p_{x}}=(V / 2)\left(F^{\hat{x}+}-F^{\hat{x}-}\right) \\
& \Delta_{p_{y}}=(V / 2)\left(F^{\hat{y}+}-F^{\hat{y}-}\right) . \tag{A9}
\end{align*}
$$
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The Chandrasekhar-Clogston limit normally places stringent conditions on the magnitude of the magnetic field that can coexist with spin-singlet superconductivity, restricting the critical induced Zeeman shift to a fraction of the superconducting gap. Here, we consider a model system where the spin-singlet Cooper pairing in a dispersive band crossing the Fermi level is boosted by an additional flat-band located away from the Fermi level. The boosting of the pairing in the dispersive band allows for nontrivial solutions to the coupled gap equations for spin-splitting fields considerably larger than the superconducting gaps at zero field. Further, the additional Cooper pairing in the flat-band, away from the Fermi level, can increase the superconducting condensation energy without affecting the paramagnetic susceptibility of the system, making the free energy favor the superconducting state. This opens up the possibility for spin-singlet superconductivity beyond the standard Chandrasekhar-Clogston limit.
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## I. INTRODUCTION

Coexistence of superconductivity and magnetism is essential within the field of superconducting spintronics [1-8], which relies on stabilizing superconductors in proximity to magnetic materials and realizing phenomena such as spin-polarized supercurrents [9-11]. Moreover, spin-split superconductors can give rise to very large thermoelectric effects [12-17], which can be used to convert excess heat into useful energy.

Magnetism is, however, usually detrimental to superconductivity. Orbital effects induced in a superconductor due to a magnetic field can be suppressed by making the superconductor sufficiently thin and applying the magnetic field in-plane $[16,18,19]$. The critical magnetic field is then determined by the Zeeman-splitting that the superconducting state can survive [20,21]. As the normal state of the system has a nonzero density of states at the Fermi level, the free energy can be lowered in the presence of a spin-splitting field by spin-polarizing the system. A spin-singlet superconductor with a gap around the Fermi level [22], however, has no zero-temperature paramagnetic susceptibility and is unable to lower its energy in the same way. When the Zeeman energy gain in the normal state becomes as large as the superconducting condensation energy, the system therefore transitions to the normal state. This places an upper bound on the spin-splitting field that a conventional superconductor can coexist with $h=\Delta_{0} / \sqrt{2} \approx 0.7 \Delta_{0}$ [20,21], referred to as the Chandrasekhar-Clogston limit. Here, $\Delta_{0}$ is the superconducting gap at zero field. Bypassing the Chandrasekhar-Clogston limit requires, e.g., spin-triplet or Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) pairing [23,24], introduction of spin-orbit coupling in the system [25], or an

[^4]applied voltage bias driving the superconductor out of equilibrium [26].

Fermionic flat-band systems are systems containing one or more fermionic energy bands with weak or no dependence on momentum [27,28]. Such bands can be generated by realizing particular tight-binding models [29-35] in, e.g., artificial electronic lattices [36-39] or optical lattices filled with ultracold fermionic atoms [40,41]. For instance, spin-imbalanced superfluidity in lattices featuring flat bands, such as Lieb and kagome lattices, have been studied in Refs. [42,43]. Flat-bands can also be realized in twisted or lattice mismatched multilayers such as twisted bilayer graphene [28,4447], where the flat-bands are defined in a mini-Brillouin zone corresponding to a long-wavelength superlattice arising from the mismatch between the periodic structures in the separate layers. Flat-band systems are appealing for superconductivity as a larger density of states at the Fermi level normally leads to a larger superconducting transition temperature. Early studies identified that the presence of a flat-band could in fact give rise to a linear dependence of the transition temperature on the strength of the attractive interactions [48,49], generating hope of achieving high critical temperatures. With the discovery of superconductivity in magic-angle twisted-bilayer graphene [45], interest in flat-band superconductivity rocketed [50-54]. Recently, it has also been shown that superconductivity in twisted trilayer graphene can survive in-plane magnetic fields beyond the Chandrasekhar-Clogston limit [55], which has been interpreted as an indication of spin-triplet pairing [55,56].

In this Letter, we consider a two-band model system for a spin-split superconductor, in which a dispersive band crosses the Fermi level and a flat-band is located in the vicinity of the Fermi level. We consider both attractive intra- and interband scattering, giving rise to two coupled self-consistency equations for the spin-singlet pairing amplitudes associated with the two bands. The additional Cooper pairing in the flat-band
gives rise to an increase in the condensation energy, without affecting the zero-temperature paramagnetic susceptibility of the system as long as the flat-band does not cross the Fermi level. The free energy is therefore minimized by the superconducting state beyond the Chandrasekhar-Clogston limit. Moreover, as the flat-band is located away from the Fermi level, quasiparticle excitations associated with the flat-band are energetically costly also for large spin-splitting, making the flat-band contributions to the gap equations more resilient to spin-splitting fields than the contributions from the dispersive band. We therefore find that the spin-singlet pairing in this system can survive spin-splitting fields significantly larger than the superconducting gaps at zero field. We close by discussing how the physics captured by our model can be realized in experiments.

## II. MODEL

Our system is described by an interacting two-band Hamiltonian on the form

$$
\begin{align*}
H= & \sum_{i, \boldsymbol{k}, \sigma} \varepsilon_{i, \boldsymbol{k}, \sigma} c_{i, \boldsymbol{k}, \sigma}^{\dagger} c_{i, \boldsymbol{k}, \sigma} \\
& -\frac{1}{N} \sum_{i, j, \boldsymbol{k}, \boldsymbol{k}^{\prime}} V_{i j}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right) c_{i, \boldsymbol{k}, \uparrow}^{\dagger} c_{i,-\boldsymbol{k}, \downarrow}^{\dagger} c_{j,-\boldsymbol{k}^{\prime}, \downarrow} c_{j, \boldsymbol{k}^{\prime}, \uparrow} . \tag{1}
\end{align*}
$$

Here, $c_{i, k, \sigma}$ is an annihilation operator for an electron in band $i$ with momentum $\boldsymbol{k}$, and spin $\sigma$. The noninteracting part of the Hamiltonian describes the dispersive band with energies $\varepsilon_{1, k, \sigma}=-2 t\left[\cos \left(k_{x}\right)+\cos \left(k_{y}\right)\right]-\mu-\sigma h$ and the flat-band with energies $\varepsilon_{2, k, \sigma}=-\mu_{0}-\sigma h$. The strength of the spinsplitting field is still $h$, the number of lattice sites is denoted by $N$, and $\mu$ is the chemical potential. Further, $\mu_{0}$ is the shift of the flat band away from the Fermi-level, where a positive $\mu_{0}$ corresponds to the flat-band being located below the Fermi level. With this parametrization, the Fermi level is moved relative to the dispersive band when $\mu$ is varied, while the separation of the flat-band and the Fermi level is fixed. The band structure in the absence of spin-splitting is illustrated in Figs. 1(a) and 1(b). The Hamiltonian in Eq. (1) is similar to the one used in Ref. [48], which discussed boosting of the pairing in a dispersive band through the presence of a flat-band. However, no spin-splitting field was considered in Ref. [48].

The interaction term in the Hamiltonian allows for attractive BCS-type intraband and interband scattering [57]. The interaction is taken to be attractive in a thin shell of width $2 \hbar \omega_{c}$ around the Fermi level

$$
V_{i j}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)= \begin{cases}V_{i j}>0, & \left|\varepsilon_{i, \boldsymbol{k}}\right|,\left|\varepsilon_{j, \boldsymbol{k}^{\prime}}\right| \leqslant \hbar \omega_{c}  \tag{2}\\ 0, & \text { otherwise }\end{cases}
$$

Here, $\varepsilon_{i, k}$ is defined from $\varepsilon_{i, k, \sigma}=\varepsilon_{i, k}-\sigma h$, and $V_{i j}$ is the band-dependent attractive interaction strength. In the following, we neglect any hybridization between the bands or other changes to the normal state band structure arising from the interaction, and investigate up to what values of $h$ the attractive interaction can give rise to superconductivity.

Performing a standard mean-field theory, defining spinsinglet gaps $\Delta_{i}(\boldsymbol{k})=\frac{1}{N} \sum_{j, \boldsymbol{k}^{\prime}} V_{i j}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)\left\langle c_{j,-\boldsymbol{k}^{\prime}, \downarrow} c_{j, \boldsymbol{k}^{\prime}, \uparrow}\right\rangle$, and


FIG. 1. (a), (b) Illustration of the band structure of the twoband model in the absence of spin-splitting. Dashed lines represent three different values of the chemical potential $\mu=-0.2 t,-2 t$, and $-3.8 t$. The flat-band is fixed $\mu_{0}$ below the Fermi level, which is illustrated by the blue line 2 in panel (b) for a specific choice of the chemical potential. (c) Superconducting gap versus the ratio between the strength of the spin-splitting field and the gap at zero field for the three different chemical potentials in (a). The Chandrasekhar-Clogston limit is indicated by the vertical dashed line. The parameters have been set to $T=0, V_{11}=V_{12}=V_{21}=$ $V_{22}=0.01 t, \mu_{0}=0.00495 t$, and $\hbar \omega_{c}=0.05 t$.
introducing the necessary Bogoliubov-de Gennes transformation, the coupled gap equations take the form

$$
\begin{align*}
\Delta_{i}(\boldsymbol{k})= & \frac{1}{N} \sum_{j, \boldsymbol{k}^{\prime}} V_{i j}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right) \frac{\Delta_{j}\left(\boldsymbol{k}^{\prime}\right)}{2 E_{j, \boldsymbol{k}^{\prime}}} \\
& \times \frac{1}{2}\left[\tanh \left(\frac{\beta}{2} E_{j, \boldsymbol{k}^{\prime}, \uparrow}\right)+\tanh \left(\frac{\beta}{2} E_{j, \boldsymbol{k}^{\prime}, \downarrow}\right)\right] \tag{3}
\end{align*}
$$

Here, $E_{i, k}=\sqrt{\varepsilon_{i, k}^{2}+\left|\Delta_{i}(\boldsymbol{k})\right|^{2}}$, the quasiparticle energies are $E_{i, k, \sigma}=E_{i, k}-\sigma h$, and $\beta=1 /\left(k_{B} T\right)$ is inverse temperature. The free energy, which determines whether the superconducting state minimizes the free energy, is expressed as

$$
\begin{align*}
F= & \frac{1}{4} \sum_{i, k, \sigma} \frac{\Delta_{i}^{2}(\boldsymbol{k})}{E_{i, \boldsymbol{k}}} \tanh \left(\frac{\beta}{2} E_{i, \boldsymbol{k}, \sigma}\right) \\
& +\sum_{i, \boldsymbol{k}}\left(\varepsilon_{i, \boldsymbol{k}}-E_{i, \boldsymbol{k}}\right)-\frac{1}{\beta} \sum_{i, \boldsymbol{k}, \sigma} \ln \left(1+e^{-\beta E_{i, k, \sigma}}\right) \tag{4}
\end{align*}
$$

The first term in this expression is simply a generalization of the term $N \Delta^{2} / V$, which it reduces to for the case of a single electron band.

## III. RESULTS

For simplicity, we start with the case where all the interaction strengths are equal ( $V_{11}=V_{12}=V_{21}=V_{22}=V$ ). In this case, the two coupled gap equations in Eq. (3) reduce to a single self-consistent equation for the gap $\Delta=\Delta_{1}=\Delta_{2}$. By numerically solving this gap equation and ensuring that the free energy in Eq. (4) is minimized, we determine the value of the gap as a function of the strength of the spin-splitting field $h$. The results at zero-temperature are presented in Fig. 1(c) for different values of the chemical potential $\mu$. As displayed in this figure, a nonzero superconducting gap can exist for spin-splitting fields significantly larger than the gap at zero field $\Delta_{0}$.

In the more familiar case of a superconductor with a single dispersive band crossing the Fermi level, the superconducting gap vanishes when the field strength reaches the Chandrasekhar-Clogston limit and the normal state minimizes the free energy. In Fig. 1(c), this limit is indicated by a vertical dashed line. The mechanism for this transition is easily seen from the expression for the free energy in Eq. (4) if we limit ourselves to the contributions from $i=1$, corresponding to the dispersive band. For the superconductor, as long as the spin-splitting is smaller than the gap, all the quasiparticle energies are positive and the last term in the free energy vanishes at zero temperature. For the normal state, however, there is no gap in the excitation spectrum and the energies $E_{1, k, \sigma}=\left|\varepsilon_{1, k}\right|-\sigma h$ can turn negative, giving rise to negative contributions from the last term in the free energy. This corresponds to a lowering of the normal state free energy through the system becoming spin-polarized. Comparing the rest of the free energy for the two phases gives rise to the condensation energy, favoring the superconducting state. When the strength of the spin-splitting field is increased, the lowering of the free energy of the normal state eventually dominates over the condensation energy, and the normal state prevails.

In the present case, there are additional contributions to the free energy arising from the flat band. As long as the quasiparticle energies $E_{2, \boldsymbol{k}, \sigma}$ are shifted away from the Fermi level by $\left|\mu_{0}\right|>h$, these energies will always be positive even without a gap. At zero temperature there are then no contributions from the last term in the free energy arising from the flat-band, regardless of whether the system is in the superconducting or normal state. The effect of the flat-band on the free energy is then simply to significantly increase the condensation energy due to its large density of states. We therefore find that having a nonzero gap minimizes the free energy also beyond the Chandrasekhar-Clogston limit. Moreover, considering the dispersive band, when the spin-splitting becomes larger than $\Delta_{0}$, the gaps in the separate spin-bands no longer overlap and the superconducting state is able to lower its free energy by spin-polarizing the quasiparticles as discussed in Ref. [58]. Such "gapless" superconductivity arises from time-reversal symmetry breaking $[59,60]$ and has been encountered in, e.g., systems with magnetic impurities [61,62] and in the presence of a magnetic field $[63,64]$. For a model with two bands
crossing the Fermi level, the state where the spin-splitting is larger than the superconducting order parameter of both bands was discussed, but not found to be stable, in Ref. [65].

Turning to the gap equation, for a spin-splitting field larger than the gap, the energies $E_{1, k^{\prime}, \uparrow}$ and $E_{1, k^{\prime}, \downarrow}$ on the right-hand side of Eq. (3) can end up with opposite signs, leading to a cancellation of the contributions. The first contributions to go are those with the smallest energies $E_{1, k^{\prime}}$, i.e., the most important contributions from the dispersive band. For the flat-band, however, the quasiparticle energies are always positive for $h<\sqrt{\mu_{0}^{2}+\Delta^{2}}$. The flat-band contributions to the gap equation are therefore robust towards spin-splitting. By having the flat-band sufficiently close to the Fermi level ( $\left|\mu_{0}\right|<V / 2$ ), nontrivial solutions to the gap equation can then be guaranteed as long as the field is not large enough to change the sign of quasiparticle energies.

Closer investigation of the free energy reveals that, when contributions from the dispersive band are neglected, the superconducting state is no longer favored for $h>\sqrt{\mu_{0}^{2}+\Delta^{2}}-$ $\frac{1}{2} \Delta^{2} / \sqrt{\mu_{0}^{2}+\Delta^{2}}$. This expression is larger than or equal to $\left|\mu_{0}\right|$ and arises from the paramagnetic energy gain of the normal state compensating the energy gain associated with the superconducting gap. Moreover, the expression is smaller than $\sqrt{\mu_{0}^{2}+\Delta^{2}}$, meaning that at this field strength there still exists a nontrivial solution to the gap equation if $\left|\mu_{0}\right|<V / 2$. The critical field is then limited by the free energy, giving rise to a first-order transition where the gap suddenly vanishes. Further, for $\mu_{0}^{2} \gg \Delta^{2}$, the critical spin-splitting field simply becomes $h_{c} \approx\left|\mu_{0}\right|$, where the maximum value of $\left|\mu_{0}\right|$ that can produce a nontrivial solution to the gap equation is limited by the interaction strength $V$.

The dependence of the gap equation on the strength of the spin-splitting field can be observed in Fig. 1(c), and is most easily seen by considering the pink curve corresponding to $\mu=-0.2 t$. For $h<\Delta_{0}$, the curve is flat as the spin-splitting has no effect on the contributions to the gap equation. Then, as $h>\Delta_{0}$, contributions from the dispersive band start canceling out, leading to a decrease in the gap. This corresponds to the minimum energy of breaking a Cooper pair becoming zero, as discussed by Abrikosov in the context of gapless superconductivity in the presence of magnetic impurities [66]. In the present case, a nonzero superconducting gap exists until around $h>\left|\mu_{0}\right|$, beyond which the free energy favors the normal state.

Taking $\mu=-2 t$ as an example, $h_{c} / \Delta_{0}=5.7$ and, calculating the critical temperature at zero field, $\Delta_{0} / T_{c}=0.87$. For these parameters, we then obtain $h_{c} / \mu_{B}=7.4 \mathrm{~T} / \mathrm{K} \times T_{c}$, where $\mu_{B}$ is the Bohr magneton. For $\mu=-0.2 t$, the ratio $\Delta_{0} / T_{c}$ becomes larger as the dispersive band contributes more to the gap equation, and oppositely for $\mu=-3.8 t$. Reducing $\left|\mu_{0}\right|$ can give rise to higher values for $\Delta_{0} / T_{c}$. Further, the temperature dependence of the results for $\mu=-2 t$ are presented in Fig. 2. As displayed in Fig. 2(b), the superconductor to normal state transition becomes a second-order transition at higher temperature. The change from a first-order to a second-order transition is found to take place slightly above $T / T_{c}=0.06$. This ratio can be increased by moving the flatband closer to the Fermi level.

We next demonstrate how our results are influenced by band-dependence of the interaction strengths. We first


FIG. 2. (a) Superconducting gap $\Delta$ as a function of temperature $T$ and the strength of the spin-splitting field $h$ for the parameters in Fig. 1 with $\mu=-2 t$. (b) Curves showing $\Delta(h)$ for a selection of temperatures.
consider the effect of reducing the interband scattering by taking $V_{12}=V_{21}$ smaller than $V_{11}=V_{22}$. Solving the coupled gap equations and checking the free energy, we obtain the results in Fig. 3 . As the dominant contributions to the gap equations arise from the flat-band, we find that $\Delta_{2}$, which obtains contributions from $V_{21} \Delta_{1}$ and $V_{22} \Delta_{2}$, is not strongly affected by a reduction of $V_{21}$. However, $\Delta_{1}$ obtains contributions from $V_{11} \Delta_{1}$ and $V_{12} \Delta_{2}$, and a reduction of $V_{12}$ therefore leads to a significant reduction of $\Delta_{1}$. Substantial pairing in the dispersive band crossing the Fermi level therefore requires a sufficiently large interband interaction strength. In all cases, the gaps survive until around $h>\left|\mu_{0}\right|$, which is considerably larger than the gaps at zero field.

Finally, we consider the case where we also increase the intraband interaction in the dispersive band compared to the intraband interaction in the flat-band. The results for $\Delta_{1}$ are displayed in Fig. 4, showing that significantly increasing $V_{11}$ only leads to a moderate increase in $\Delta_{1}$ as the dominant contributions to the gap equations still arise from the flat-band due to its large density of states. A moderate increase in $\Delta_{1}$ has little impact on the results for $\Delta_{2}$ which therefore varies little when we increase $V_{11}$. The gaps once again survive until around $h>\left|\mu_{0}\right|$, where the magnitude of $\left|\mu_{0}\right|$ that can still


FIG. 3. (a) $\Delta_{1}$ (b) $\Delta_{2}$ as a function of the strength of the spinsplitting field $h$ for four different ratios of $V_{12} / V_{11}$. The parameters are set to $T=0, \mu_{0}=0.00495 t, V_{11}=V_{22}=0.01 t, V_{12}=V_{21}, \hbar \omega_{c}=$ $0.05 t$, and $\mu=-2 t$.


FIG. 4. The gap $\Delta_{1}$ as a function of the strength of the spin-splitting field $h$ for four different ratios of $V_{11} / V_{22}$. The parameters are set to $T=0, \mu_{0}=0.00495 t, V_{22}=0.01 t, V_{12}=V_{21}=$ $0.005 t, \hbar \omega_{c}=0.05 t$, and $\mu=-2 t$.
provide a nontrivial solution to the gap equations is determined by how large we take $V_{22}$.

## IV. OUTLOOK

We have presented a mechanism for how a spin-singlet superconductor can survive beyond the Chandrasekhar-Clogston limit. The mechanism relies on having a sufficiently dispersive band crossing the Fermi level, an additional flat-band nearby, sufficient intraband interaction in the flat-band, and some interband scattering. Experimental realization would typically be through a thin-film superconductor with a, preferably tunable, induced spin-splitting. The spin-splitting can be achieved by exposing the superconductor to a strong in-plane magnetic field, or to a combination of a ferromagnet and an external field where the additional external field provides the tunability of the strength of the spin-splitting [26]. The necessary band structure could be realized in twisted multilayers, artificial electronic lattices or alternatively in optical lattices. The especially relevant case of a dispersive band on top of a flat-band corresponds to the limiting case where the chemical potential in Fig. 1 is taken almost down to the bottom of the band, e.g., $\mu=-4 t+\mu_{0}$. Importantly, the flatness of the flat-band should be stable in the presence of spin-splitting. Finally, the interactions could originate with phonons in twisted multilayers or be engineered in artificial systems. The choice of interactions in Fig. 1 could, e.g., in principle correspond to the electrons in both bands coupling similarly to Einstein phonons. As shown in Figs. 3 and 4, the results for the critical field are, however, quite robust to band-dependence of the interaction strengths, allowing for reduction of the interband scattering as well as for a much larger intraband scattering in the dispersive band than in the flat-band.

More exhaustive studies of realistic systems with similar properties as our model system, taking into account the details of the band structure and the interactions, should be performed to more closely relate the results to experiments. Special attention should be paid to the theoretical approach when a flat-band is present and when the Fermi energy is not dominating the other energy scales in the system, which, e.g., can be the case when the chemical potential is close to the bottom of the conduction band. Future work could also include analysis
of the stability of other superconducting phases such as FFLO states, or investigation of, e.g., single-band models featuring bands that are partially flat and partially dispersive [67], where our mechanism in principle also could be applicable.

## V. SUMMARY

Our results demonstrate that spin-singlet superconductivity beyond the Chandrasekhar-Clogston limit could be possible
in flat-band systems. Future studies should perform more detailed calculations for realistic systems to more closely connect the findings to experiments.
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#### Abstract

We study a bilayer structure consisting of an antiferromagnetic insulator and a normal metal. An electron current is driven in the normal metal with direction parallel to the interface between the materials. Due to interfacial exchange coupling between the localized spins in the antiferromagnet and the itinerant electrons in the normal metal, a magnon current can then be induced in the antiferromagnet. Using an uncompensated antiferromagnetic interface, creating an asymmetry in the interfacial coupling to the two degenerate magnon modes, we find that it is possible to generate a magnon spin current. The magnon spin current can be enhanced by increasing the temperature or by spin-splitting the magnon modes.
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## I. INTRODUCTION

A key element in spin-based electronics is the possibility of using spin currents to transport information. The spin currents should be efficiently generated, capable of propagating with low loss of energy, and reliably detected. An interesting avenue for low-loss transportation of spin signals is provided by magnetic insulators where spin currents are associated with fluctuations in magnetic order rather than a spin-polarized flow of electrons [1-4]. Information can thus be transferred without the need of moving charge carriers. Detection of spin currents propagating through magnetic insulators can, e.g., be achieved through conversion to electron spin currents at metal interfaces, which can then be detected through the inverse spin Hall effect [5-7]. Conversely, the generation of spin currents can be achieved through injection from a neighboring material, such as a material exhibiting the spin Hall effect [1,2,5,812]. Alternatively, spin currents in magnetic insulators can also result from, e.g., a temperature gradient through the spin Seebeck effect [13,14].

Antiferromagnetic insulators, specifically, have recently gathered interest as alternatives to ferromagnetic insulators as active components in spintronics applications [4,15-17]. An additional complication for spin transport in antiferromagnetic insulators is, however, that their ability to carry spin currents can be reduced by competing contributions from the two oppositely polarized magnon modes, often giving rise to a vanishing spin current for an easy-axis antiferromagnet with two degenerate magnon modes [18]. Potential solutions to this problem include splitting the magnon modes through, e.g., the application of an external magnetic field [19,20], or utilizing hard-axis antiferromagnets, naturally featuring nondegenerate magnon modes [21]. The latter solution relies on the net spin angular momentum of the magnons not vanishing [18].

Going in a different direction, it is also possible to work with degenerate magnon modes, but inducing a magnon spin

[^5]current through a coupling to another material where one mode is more affected than the other. Such an asymmetry in the coupling can, e.g., arise from the other material exhibiting a spin accumulation at the interface [22-26], or from the antiferromagnetic interface itself being uncompensated, meaning that only one antiferromagnetic sublattice is exposed at the interface [24]. In addition to a potential asymmetry in the coupling to the two magnon modes, uncompensated interfaces can also provide an enhancement of electron-magnon interactions through suppressed sublattice interference [27,28]. This has been exploited in proposals for magnon-mediated superconductivity in heterostructures consisting of antiferromagnets and conductors [29-32], as well as indirect exciton condensation [33].

Spin currents associated with fluctuations in magnetic order can also arise in metallic magnets featuring both ordered localized magnetic moments and itinerant electrons. In this case, the coupling between the localized spins and itinerant electrons can give rise to a rich phenomenology pertaining to transport phenomena [34-38]. For instance, a voltage-induced electron current, naturally giving rise to an electron spin current in a metallic ferromagnet due to the spin nondegeneracy of the system, can transfer momentum to the magnon population in the system. This gives rise to a magnon spin current [39]. Likewise, a ferromagnetic metal with a temperature gradient will host flow of both electrons and magnons coupled together through drag effects [40-43]. Coupling of flow of electrons and magnons has also been investigated in noncollinear antiferromagnetic metals [44]. This type of interplay between electron and magnon currents is not naturally present in magnetic insulators. It can, however, be realized in heterostructures involving magnetic insulators and conducting materials.

Recently, it has been proposed that an in-plane charge current carried by spin-triplet Cooper pairs in a superconducting thin film can induce a magnon spin current in a neighboring ferromagnetic insulator layer due to interfacial exchange coupling [45]. This study, considering the coupling between localized spins and an imbalanced population of left-moving
and right-moving particles in an adjacent material, represents a new way of inducing a spin current in a ferromagnetic insulator. A natural question to ask is then whether it is possible to induce a spin current in an antiferromagnetic insulator in a similar way. Moreover, as a normal metal subjected to a voltage also can host an imbalance of right-moving and leftmoving particles, exchanging the superconductor in Ref. [45] with a normal metal could allow for the mechanism to be extended to higher temperatures in a simpler system setup.

In the present article, we investigate a system consisting of an antiferromagnetic insulator (AFMI) layer located on top of a normal metal (NM) layer, where an in-plane current is driven in the normal metal. Our modeling allows us to tune between a compensated and uncompensated AFMI interface, as well as to introduce spin splitting of both electrons and magnons. Through interfacial scattering processes, momentum can be transferred from the itinerant electrons of the NM to the magnons in the AFMI, potentially giving rise to magnon currents. Applying semiclassical Boltzmann theory, we here derive a relationship between the macroscopic currents flowing in the system.

For the case of spin-degenerate quasiparticles in both subsystems and a compensated antiferromagnetic interface, we find that the charge current in the NM induces a magnon current in the AFMI, but no magnon spin current as the contributions from the two magnon modes cancel. Applying instead an uncompensated AFMI interface, a magnon spin current is produced. Interestingly, we find that the magnitude of the induced magnon spin current is not always maximized for a fully uncompensated interface. A weaker asymmetry in the coupling between the NM and the two AFMI sublattices can actually be more favorable, despite the fact that this weakens the typical strength of the electron-magnon coupling. It is further found that the magnon spin current increases with temperature and that it can be enhanced by spin-splitting the magnon modes.

## II. MODEL

The system setup is illustrated in Fig. 1. An experimental realization of the system will typically feature thin films of some finite thickness. For simplicity, we consider the layers to be two-dimensional and apply square lattice models. We start out from a tight-binding description of electrons hopping between lattice sites in the NM. For the AFMI, we consider localized spins with easy-axis anisotropy $K$, interacting with each other through a nearest-neighbor exchange interaction $J_{1}$ and a next-nearest-neighbor interaction $J_{2}$. We perform a Holstein-Primakoff transformation in order to describe spin fluctuations in terms of magnons. Additionally, there is an interfacial exchange coupling $\bar{J} \Omega_{\Upsilon}$ between the localized spins of the $\Upsilon=A, B$ sublattice in the AFMI and the spins of the itinerant electrons in the NM, which gives rise to electronmagnon scattering [32]. Importantly, we can, e.g., set $\Omega_{A}=1$, $\Omega_{B}=\Omega$ and tune our way from $\Omega=1$ (compensated interface) to $\Omega=0$ (uncompensated interface). As discussed in Appendix A, we go to the long-wavelength limit to obtain isotropic expressions for the dispersion relations and magnon coherence factors, which will simplify our further calcula-


FIG. 1. A bilayer structure consisting of an antiferromagnetic insulator (AFMI) on top of a normal metal (NM). A voltage bias is applied to the normal metal in order to produce an electron current directed along the $x$ axis. The itinerant electrons in the NM can interact with the spins in the AFMI, potentially leading to an induced magnon spin current. The coupling between the electrons in the NM and the $A$ sublattice of the AFMI is $\bar{J} \Omega_{A}$, while the coupling to the $B$ sublattice is $\bar{J} \Omega_{B}$.
tions. For a sufficiently small and isotropic Fermi surface in the NM, our modeling should be suitable.

The Hamiltonian describing the electrons then takes the form

$$
\begin{equation*}
H_{\mathrm{NM}}=\sum_{\boldsymbol{k} \sigma} \epsilon_{k \sigma} c_{\boldsymbol{k} \sigma}^{\dagger} c_{\boldsymbol{k} \sigma} \tag{1}
\end{equation*}
$$

where $\epsilon_{k \sigma}=t(k a)^{2}-\mu-\sigma h_{e}$. Here, $c_{k \sigma}^{\dagger}$ is a creation operator for an electron with momentum $\boldsymbol{k}$ and spin $\sigma=\uparrow, \downarrow=$ ,+- . Further, $t$ is the electron hopping amplitude, $a$ is the lattice constant, $\mu$ is the chemical potential, and $h_{e}$ is a spinsplitting field. The electron spin splitting can arise from either asymmetric coupling to the two sublattices of the AFMI, an external applied field, or a combination of these two sources, as discussed in Appendix A.

The Hamiltonian describing the magnons is expressed as

$$
\begin{equation*}
H_{\mathrm{AFMI}}=\sum_{q}\left(\omega_{q \alpha} \alpha_{q}^{\dagger} \alpha_{q}+\omega_{q \beta} \beta_{q}^{\dagger} \beta_{q}\right) \tag{2}
\end{equation*}
$$

where $\omega_{q \alpha}=\omega_{q}+h_{m}, \omega_{q \beta}=\omega_{q}-h_{m}$, and

$$
\begin{equation*}
\omega_{q}=\sqrt{\Delta_{g}^{2}+\kappa^{2}(q a)^{2}} \tag{3}
\end{equation*}
$$

Here, $\alpha_{\boldsymbol{q}}^{\dagger}$ is a creation operator for an $\alpha$ magnon (spin down) with momentum $\boldsymbol{q}$, and $\beta_{q}^{\dagger}$ is a creation operator for a $\beta$ magnon (spin up). The gap in the magnon spectrum is $\Delta_{g}$, while the dispersiveness of the spectrum is parametrized by $\kappa$. A splitting of the magnon modes $h_{m}$ could, e.g., be introduced through an external field. Similarly to the electrons, we will use a short-form notation $\omega_{q, \gamma}=\omega_{q}-\gamma h_{m}$, where $\gamma=\alpha, \beta=-,+$.

Finally, the electron-magnon scattering arising from the coupling between the materials is described by [32]

$$
\begin{equation*}
H_{\mathrm{int}}=\frac{V}{\sqrt{N}} \sum_{\boldsymbol{k} \boldsymbol{q}}\left(M_{\boldsymbol{q}} c_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}^{\dagger} c_{\boldsymbol{k}, \uparrow}+M_{-\boldsymbol{q}}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}^{\dagger} c_{\boldsymbol{k}, \downarrow}\right) \tag{4}
\end{equation*}
$$

where $N$ is the number of lattice sites in each layer, $V=$ $-2 \bar{J} \sqrt{S}$, and

$$
\begin{equation*}
M_{q}=\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right) \alpha_{q}+\left(\Omega_{A} v_{q}+\Omega_{B} u_{q}\right) \beta_{-q}^{\dagger} \tag{5}
\end{equation*}
$$

Here, $S$ is the spin quantum number of the lattice site spins in the AFMI, and the magnon coherence factors $u_{q}$ and $v_{q}$ are defined in Appendix A. Importantly, $u_{q}$ and $v_{q}$ have opposite signs and grow large in magnitude when $q \rightarrow 0$, while always satisfying $u_{q}^{2}-v_{q}^{2}=1$. The coupling between electron and long-wavelength magnons can therefore be enhanced by taking $\Omega_{A} \neq \Omega_{B}[28,29]$. In addition to the scattering processes included in (4), there can also be additional umklapp scattering processes where the outgoing electron has its momentum shifted by a magnon reciprocal lattice vector [46]. Such scattering processes arise because the magnon Brillouin zone is reduced compared to the electron Brillouin zone. For a small electron Fermi surface, umklapp processes will take electrons far away from the Fermi surface, and such scattering processes can therefore be neglected [29,32]. Moreover, umklapp processes will typically not be present for a real uncompensated interface where the NM is lattice matched with one of the two sublattices of the AFMI.

In order to describe transport introduced by a voltage bias applied to the NM, we utilize coupled Boltzmann equations for electrons and magnons. We express the linearized Boltzmann equation for the electrons as [39,47]

$$
\begin{align*}
-e E v_{k_{x}}^{e} \frac{\partial f^{0}\left(\epsilon_{k, \sigma}\right)}{\partial \epsilon_{k, \sigma}}= & -\frac{f_{\sigma}(\boldsymbol{k})-\overline{f_{\sigma}}(k)}{\tau_{\sigma}}-\frac{f_{\sigma}(\boldsymbol{k})-\overline{f_{-\sigma}}(k)}{\tau_{\uparrow \downarrow}} \\
& +\left[\frac{\partial f_{\sigma}(\boldsymbol{k})}{\partial t}\right]_{\mathrm{int}} . \tag{6}
\end{align*}
$$

Here, $e$ is the elementary charge, $E$ is the electric field applied to the normal metal in the $x$ direction, and $v_{k_{x}}^{e}$ is the $x$ component of the electron group velocity. Further, $f_{\sigma}(\boldsymbol{k})$ is the electron distribution function, $f^{0}\left(\epsilon_{k, \sigma}\right)=1 /\left(e^{\beta \epsilon_{k, \sigma}}+1\right)$ is the equilibrium electron distribution function, and $\overline{f_{\sigma}}$ represents a momentum average over the angular coordinate. In the absence of even-in-momentum corrections to the equilibrium distribution, the angularly averaged distribution is equivalent to the equilibrium distribution. Finally, $\tau_{\sigma}$ is the spin-conserving electron relaxation time for electrons with spin $\sigma$, and $\tau_{\uparrow \downarrow}$ is the spin-flip relaxation time for electrons. We have assumed that the electron distribution function is independent of in-plane position. An applied, uniform, electric field gives rise to spatially uniform corrections to the electron distribution functions, giving rise to flow of electrons. Interaction with magnons, represented by the last term [48], can modify, and potentially spin-polarize, the electron current. These effects are also assumed to be spatially uniform.

Furthermore, we express the linearized Boltzmann equation for the magnons as $[21,39]$

$$
\begin{equation*}
\left[\frac{\partial b_{\gamma}(\boldsymbol{q})}{\partial t}\right]_{\mathrm{int}}=\frac{b_{\gamma}(\boldsymbol{q})-b_{\gamma}^{0}(q)}{\tau_{M, \gamma}(q)} \tag{7}
\end{equation*}
$$

Here, the magnon distribution function is denoted by $b_{\gamma}(\boldsymbol{q})$, while $b_{\gamma}^{0}(q)=1 /\left(e^{\beta \omega_{q, \gamma}}-1\right)$ is an equilibrium magnon distribution function. Moreover, $\tau_{M, \gamma}(q)$ is a momentum-dependent magnon-relaxation time. While the left-hand sides of the

Boltzmann equations for the electrons contain an external driving term, any net magnon motion will have to result from interaction with the electrons in the metal.

The electron and magnon distribution functions appearing in the Boltzmann equations will be expressed as sums of the equilibrium distributions and deviations from the equilibrium distributions of the form [39,49,50]

$$
\begin{align*}
& f_{\sigma}(\boldsymbol{k})=f^{0}\left(\epsilon_{k, \sigma}\right)-\frac{\partial f^{0}\left(\epsilon_{k, \sigma}\right)}{\partial \epsilon_{k, \sigma}}\left[\delta \mu_{\sigma}^{e}+g_{\sigma}^{e}(\boldsymbol{k})\right]  \tag{8a}\\
& b_{\gamma}(\boldsymbol{q})=b^{0}\left(\omega_{q, \gamma}\right)-\frac{\partial b^{0}\left(\omega_{q, \gamma}\right)}{\partial \omega_{q, \gamma}}\left[\delta \mu_{\gamma}^{m}+g_{\gamma}^{m}(\boldsymbol{q})\right] \tag{8b}
\end{align*}
$$

While $\delta \mu$ represents a uniform shift of the chemical potential, any deviations associated with momentum-dependent corrections to the excitation energies are captured by the functions $\left\{g_{\sigma}^{e}(\boldsymbol{k}), g_{\gamma}^{m}(\boldsymbol{q})\right\}$. The part of these functions which is odd in momentum may generate a net flow of particles and will therefore be of relevance for this study. Moreover, the interaction terms in the electron Boltzmann equations can, using the interaction Hamiltonian together with Fermi's golden rule, be expressed as

$$
\begin{align*}
& {\left[\frac{\partial f_{\uparrow}(\boldsymbol{k})}{\partial t}\right]_{\mathrm{int}}=\frac{2 \pi V^{2}}{\hbar N} \sum_{q}\left[Q_{\alpha}(\boldsymbol{k}, \boldsymbol{q})-Q_{\beta}^{\mathrm{R}}(\boldsymbol{k}, \boldsymbol{q})\right],}  \tag{9a}\\
& {\left[\frac{\partial f_{\downarrow}(\boldsymbol{k})}{\partial t}\right]_{\mathrm{int}}=\frac{2 \pi V^{2}}{\hbar N} \sum_{q}\left[Q_{\beta}(\boldsymbol{k}, \boldsymbol{q})-Q_{\alpha}^{\mathrm{R}}(\boldsymbol{k}, \boldsymbol{q})\right],} \tag{9b}
\end{align*}
$$

while the interaction terms in the magnon Boltzmann equations similarly may be expressed as

$$
\begin{equation*}
\left[\frac{\partial b_{\gamma}(\boldsymbol{q})}{\partial t}\right]_{\mathrm{int}}=\frac{2 \pi V^{2}}{\hbar N} \sum_{\boldsymbol{k}} Q_{\gamma}(\boldsymbol{k}, \boldsymbol{q}) \tag{10}
\end{equation*}
$$

Here, we have defined

$$
\begin{align*}
Q_{\alpha}(\boldsymbol{k}, \boldsymbol{q})= & \left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \delta\left[\epsilon_{\boldsymbol{k}, \uparrow}+\omega_{\boldsymbol{q}, \alpha}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}\right] \\
& \times\left(\left[b_{\alpha}(\boldsymbol{q})+1\right]\left[1-f_{\uparrow}(\boldsymbol{k})\right] f_{\downarrow}(\boldsymbol{k}+\boldsymbol{q})\right. \\
& \left.-b_{\alpha}(\boldsymbol{q})\left[1-f_{\downarrow}(\boldsymbol{k}+\boldsymbol{q})\right] f_{\uparrow}(\boldsymbol{k})\right)  \tag{11a}\\
Q_{\beta}(\boldsymbol{k}, \boldsymbol{q})= & \left(\Omega_{A} v_{q}+\Omega_{B} u_{q}\right)^{2} \delta\left[\epsilon_{\boldsymbol{k}, \downarrow}+\omega_{\boldsymbol{q}, \beta}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}\right] \\
& \times\left(\left[b_{\beta}(\boldsymbol{q})+1\right]\left[1-f_{\downarrow}(\boldsymbol{k})\right] f_{\uparrow}(\boldsymbol{k}+\boldsymbol{q})\right. \\
& \left.-b_{\beta}(\boldsymbol{q})\left[1-f_{\uparrow}(\boldsymbol{k}+\boldsymbol{q})\right] f_{\downarrow}(\boldsymbol{k})\right) \tag{11b}
\end{align*}
$$

as well as introduced $Q_{\gamma}^{\mathrm{R}}(\boldsymbol{k}, \boldsymbol{q})$, which is related to $Q_{\gamma}(\boldsymbol{k}, \boldsymbol{q})$ by sending $\boldsymbol{q} \rightarrow-\boldsymbol{q}$ followed by sending $\boldsymbol{k} \rightarrow \boldsymbol{k}+\boldsymbol{q}$. We see that, with some necessary relabeling of momentum indices, conservation of spin dictates the structure of the equations. Processes increasing/decreasing the number of $\alpha$ magnons contribute in the same way to the number of spin- $\uparrow$ electrons, and conversely to the number of spin- $\downarrow$ electrons. For the $\beta$ magnons, the situation is the same, except for reversal of the spin directions.

## III. DERIVING MACROSCOPIC EQUATIONS

Starting from the coupled Boltzmann equations, we derive a set of macroscopic equations relating the spin-polarized
magnon current density $j_{s m}$, magnon current density $j_{m}$, and spin-polarized electron current density $j_{s}$ to the electron current density $j_{e}$. The particle current densities are defined as [19,39,51]

$$
\begin{align*}
j_{s} & =\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{k} v_{k_{x}}^{e}\left[f_{\uparrow}(\boldsymbol{k})-f_{\downarrow}(\boldsymbol{k})\right],  \tag{12a}\\
j_{e} & =\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{k} v_{k_{x}}^{e}\left[f_{\uparrow}(\boldsymbol{k})+f_{\downarrow}(\boldsymbol{k})\right],  \tag{12b}\\
j_{s m} & =\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{q} v_{q_{x}}^{m}\left[b_{\beta}(\boldsymbol{q})-b_{\alpha}(\boldsymbol{q})\right],  \tag{12c}\\
j_{m} & =\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{q} v_{q_{x}}^{m}\left[b_{\beta}(\boldsymbol{q})+b_{\alpha}(\boldsymbol{q})\right], \tag{12d}
\end{align*}
$$

where we in the thermodynamic limit have introduced integration over momentum. In the following, $j_{s}$ and $j_{s m}$ will be referred to as the electron and magnon spin currents, while $j_{m}$ and $j_{e}$ will be referred to as simply the magnon and electron currents. Notably, we consider currents in the $x$ direction in real space, and the spin-space $z$ component of the spin currents. Further, the electron and magnon velocities appearing in the definitions of the currents are given by

$$
\begin{equation*}
v_{k_{x}}^{e}=\frac{1}{\hbar} \frac{\partial \epsilon_{k}}{\partial k} \hat{k} \cdot \hat{x}, \quad v_{q_{x}}^{m}=\frac{1}{\hbar} \frac{\partial \omega_{q}}{\partial q} \hat{q} \cdot \hat{x} . \tag{13}
\end{equation*}
$$

As the velocities are odd under inversion of momentum (odd in the $x$ direction and even in the $y$ direction), only the corresponding odd part of the distribution functions $f_{\sigma}(\boldsymbol{k})$ and $b_{\gamma}(\boldsymbol{q})$ contributes to the currents. Denoting the odd part of $g_{\sigma}^{e}(\boldsymbol{k})$ and $g_{\gamma}^{m}(\boldsymbol{q})$ by an index $o$, we can then write

$$
\begin{align*}
& j_{s}=\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{k} v_{k_{x}}^{e} \sum_{\sigma} \sigma\left[-\frac{\partial f^{0}\left(\epsilon_{k, \sigma}\right)}{\partial \epsilon_{k, \sigma}}\right] g_{\sigma, o}^{e}(\boldsymbol{k}),  \tag{14a}\\
& j_{e}=\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{k} v_{k_{x}}^{e} \sum_{\sigma}\left[-\frac{\partial f^{0}\left(\epsilon_{k, \sigma}\right)}{\partial \epsilon_{k, \sigma}}\right] g_{\sigma, o}^{e}(\boldsymbol{k}),  \tag{14b}\\
& j_{s m}=\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{q} v_{q_{x}}^{m} \sum_{\gamma} \gamma\left[-\frac{\partial b^{0}\left(\omega_{q, \gamma}\right)}{\partial \omega_{q, \gamma}}\right] g_{\gamma, o}^{m}(\boldsymbol{q}),  \tag{14c}\\
& j_{m}=\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{q} v_{q_{x}}^{m} \sum_{\gamma}\left[-\frac{\partial b^{0}\left(\omega_{q, \gamma}\right)}{\partial \omega_{q, \gamma}}\right] g_{\gamma, o}^{m}(\boldsymbol{q}) . \tag{14d}
\end{align*}
$$

The next step is to multiply the electron Boltzmann equations by an electron velocity $v_{k_{x}}^{e}$ and integrate over momentum $\boldsymbol{k}$ [39]. Similarly, we multiply the magnon Boltzmann equations by a magnon velocity $v_{q_{x}}^{m}$ and integrate over momentum $\boldsymbol{q}$. Once again, any even-in-momentum corrections to the distribution functions drop out of the equations so that the remaining terms can be expressed in terms of the currents. Adding or subtracting the two equations for the electrons, we end up with

$$
\begin{align*}
& E T_{+}=\frac{1}{2} P_{0} \tau_{e}^{-1} j_{s}-\frac{1}{2} Y_{0} \tau_{e}^{-1} j_{e}+\left[F_{\uparrow}+F_{\downarrow}\right],  \tag{15a}\\
& E T_{-}=\frac{1}{2} P_{0} \tau_{e}^{-1} j_{e}-\frac{1}{2} Y_{0} \tau_{e}^{-1} j_{s}+\left[F_{\uparrow}-F_{\downarrow}\right] . \tag{15b}
\end{align*}
$$

We have here defined $\tau_{e}^{-1}=\tau_{\uparrow}^{-1}+\tau_{\downarrow}^{-1}, P_{0}=\left(\tau_{\uparrow}-\right.$ $\left.\tau_{\downarrow}\right) /\left(\tau_{\uparrow}+\tau_{\downarrow}\right), Y_{0}=1+2 \tau_{e} / \tau_{\uparrow \downarrow}$,

$$
\begin{equation*}
T_{ \pm}=\frac{-e}{(2 \pi)^{2}} \int d \boldsymbol{k}\left(v_{k_{x}}^{e}\right)^{2}\left[\frac{\partial f^{0}\left(\epsilon_{k, \uparrow}\right)}{\partial \epsilon_{k, \uparrow}} \pm \frac{\partial f^{0}\left(\epsilon_{k, \downarrow}\right)}{\partial \epsilon_{k, \downarrow}}\right] \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{\sigma}=\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{k} v_{k_{k_{x}}^{e}}^{e}\left[\frac{\partial f_{\sigma}(\boldsymbol{k})}{\partial t}\right]_{\mathrm{int}} \tag{17}
\end{equation*}
$$

As $\tau_{\uparrow \downarrow}$ shows up in the equations of the form $1+2 \tau_{e} / \tau_{\uparrow \downarrow}$, its effect can be neglected for $\tau_{\uparrow \downarrow} \gg \tau_{e}$. Similarly, for the magnons, we obtain

$$
\begin{align*}
& B_{\beta}+B_{\alpha}=\tau_{M_{0}}^{-1} j_{m}  \tag{18a}\\
& B_{\beta}-B_{\alpha}=\tau_{M_{0}}^{-1} j_{s m} \tag{18b}
\end{align*}
$$

where

$$
\begin{equation*}
B_{\gamma}=\frac{1}{(2 \pi)^{2}} \int d \boldsymbol{q} v_{q_{x}}^{m} v(q)\left[\frac{\partial b_{\gamma}(\boldsymbol{q})}{\partial t}\right]_{\mathrm{int}} \tag{19}
\end{equation*}
$$

We have here neglected the $\gamma$ dependence of the magnon relaxation time [19,21], and written $\tau_{M}(q)=\tau_{M_{0}} \nu(q)$, where we take $v(q)$ to be of the form $\nu(q)=1 /\left[1+\sum_{n} d_{n}(q a)^{n}\right]$. Setting some coefficient $d_{n}$ nonzero, we can then capture the effect of momentum dependence of the magnon relaxation time. Further, it is worth noting that if both electrons and magnons are spin degenerate, the left-hand side of (18b) can vanish. A natural result would then be a nonzero magnon current, but no magnon spin current. However, for $\Omega_{A} \neq \Omega_{B}$, the asymmetry between $u_{q}$ and $v_{q}$ can give rise to $Q_{\alpha} \neq Q_{\beta}$, producing $B_{\alpha} \neq B_{\beta}$. In order to evaluate the interaction terms $F_{\sigma}$ and $M_{\sigma}$, we insert the expressions for the distribution functions from Eqs. (8a) and (8b). We then have

$$
\begin{align*}
F_{\uparrow} & =\frac{V^{2} a^{2}}{\hbar(2 \pi)^{3}} \int d \boldsymbol{k} v_{k_{x}}^{e} \int d \boldsymbol{q}\left[Q_{\alpha}(\boldsymbol{k}, \boldsymbol{q})-Q_{\beta}^{\mathrm{R}}(\boldsymbol{k}, \boldsymbol{q})\right],  \tag{20a}\\
F_{\downarrow} & =\frac{V^{2} a^{2}}{\hbar(2 \pi)^{3}} \int d \boldsymbol{k} v_{k_{x}}^{e} \int d \boldsymbol{q}\left[Q_{\beta}(\boldsymbol{k}, \boldsymbol{q})-Q_{\alpha}^{\mathrm{R}}(\boldsymbol{k}, \boldsymbol{q})\right],  \tag{20b}\\
B_{\gamma} & =\frac{V^{2} a^{2}}{\hbar(2 \pi)^{3}} \int d \boldsymbol{q} v_{q_{x}}^{m} v(q) \int d \boldsymbol{k} Q_{\gamma}(\boldsymbol{k}, \boldsymbol{q}), \tag{20c}
\end{align*}
$$

now with

$$
\begin{align*}
Q_{\alpha}(\boldsymbol{k}, \boldsymbol{q})= & \beta\left(\Omega_{A} u_{\boldsymbol{q}}+\Omega_{B} v_{\boldsymbol{q}}\right)^{2} \delta\left[\epsilon_{\boldsymbol{k}, \uparrow}+\omega_{\boldsymbol{q}, \alpha}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}\right] \\
& \times b^{0}\left(\omega_{\boldsymbol{q}, \alpha}\right)\left[1-f^{0}\left(\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}\right)\right] f^{0}\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) \\
& \times\left(\left[\delta \mu_{\downarrow}^{e}-\delta \mu_{\uparrow}^{e}-\delta \mu_{\alpha}^{m}\right]\right. \\
& \left.+\left[g_{\downarrow}^{e}(\boldsymbol{k}+\boldsymbol{q})-g_{\uparrow}^{e}(\boldsymbol{k})-g_{\alpha}^{m}(\boldsymbol{q})\right]\right),  \tag{21a}\\
Q_{\beta}(\boldsymbol{k}, \boldsymbol{q})= & \beta\left(\Omega_{A} v_{\boldsymbol{q}}+\Omega_{B} u_{\boldsymbol{q}}\right)^{2} \delta\left[\epsilon_{\boldsymbol{k}, \downarrow}+\omega_{\boldsymbol{q}, \beta}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \uparrow}\right] \\
& \times b^{0}\left(\omega_{\boldsymbol{q}, \beta}\right)\left[1-f^{0}\left(\epsilon_{\boldsymbol{k} \boldsymbol{q}, \uparrow}\right)\right] f^{0}\left(\epsilon_{\boldsymbol{k}, \downarrow}\right) \\
& \times\left(\left[\delta \mu_{\uparrow}^{e}-\delta \mu_{\downarrow}^{e}-\delta \mu_{\beta}^{m}\right]\right. \\
& \left.+\left[g_{\uparrow}^{e}(\boldsymbol{k}+\boldsymbol{q})-g_{\downarrow}^{e}(\boldsymbol{k})-g_{\beta}^{m}(\boldsymbol{q})\right]\right) . \tag{21b}
\end{align*}
$$

Here, $\beta=1 /\left(k_{B} T\right)$, where $T$ is the temperature of the system and $k_{B}$ is the Boltzmann constant. Redefining $\boldsymbol{k} \rightarrow-\boldsymbol{k}$ and $\boldsymbol{q} \rightarrow-\boldsymbol{q}$, we see that we, once again, are left with only contributions from terms involving $g_{\sigma, o}^{e}$ and $g_{\gamma, o}^{m}$. The factors $g_{\sigma, o}^{e}$ and $g_{\gamma, o}^{m}$ will be used in order to obtain $F_{\sigma}$ and $B_{\gamma}$ expressed in terms of currents multiplied by some prefactors. Depending on the order of the $g$ 's in the square brackets in (21a) and (21b), we give each term an index $a=1,2,3$. Further, we also give terms arising from $F_{\sigma}$ an index $\gamma$ depending on whether they arise from $Q_{\alpha}$ or $Q_{\beta}$. We then have a total of 16 terms to evaluate: 12 terms $F_{\sigma, \gamma}^{(a)}$ and 6 terms $B_{\gamma}^{(a)}$, giving rise to $F_{\sigma}=\sum_{\gamma, a} F_{\sigma, \gamma}^{(a)}$ and $B_{\gamma}=\sum_{a} B_{\gamma}^{(a)}$. Each term should be expressed in terms of a combination of currents multiplied by some prefactor $\Gamma$. As outlined in Appendix B, we achieve this goal by, for each term, first performing one of the two momentum integrals. For each term, we are then left with an integral over $g_{\sigma, o}^{e}$ or $g_{\gamma, o}^{m}$ which can be related to a combination of currents by replacing additional momentum-dependent factors by some characteristic value determined by the rest of the integral. Along the way, we assume that the electron
energy scale is much larger than $k_{B} T$. The energy $k_{B} T$ is again assumed to be much larger than the typical magnon energies that contribute to the integrals, which we find to typically be a good approximation for our antiferromagnetic magnons living in two dimensions.

Inserting the resulting expressions for the interaction terms into Eqs. (18a), (18b), (15a), and (15b), we obtain

$$
\begin{align*}
\tau_{M_{0}}^{-1} j_{m}= & {\left[\Gamma_{\beta}^{(1)}+\Gamma_{\alpha}^{(1)}-\Gamma_{\beta}^{(2)}-\Gamma_{\alpha}^{(2)}\right] j_{e} } \\
& +\left[\Gamma_{\beta}^{(1)}-\Gamma_{\alpha}^{(1)}+\Gamma_{\beta}^{(2)}-\Gamma_{\alpha}^{(2)}\right] j_{s} \\
& -\left[\Gamma_{\beta}^{(3)}+\Gamma_{\alpha}^{(3)}\right] j_{m}-\left[\Gamma_{\beta}^{(3)}-\Gamma_{\alpha}^{(3)}\right] j_{s m},  \tag{22}\\
\tau_{M_{0}}^{-1} j_{s m}= & {\left[\Gamma_{\beta}^{(1)}-\Gamma_{\alpha}^{(1)}-\Gamma_{\beta}^{(2)}+\Gamma_{\alpha}^{(2)}\right] j_{e} } \\
& +\left[\Gamma_{\beta}^{(1)}+\Gamma_{\alpha}^{(1)}+\Gamma_{\beta}^{(2)}+\Gamma_{\alpha}^{(2)}\right] j_{s} \\
& -\left[\Gamma_{\beta}^{(3)}-\Gamma_{\alpha}^{(3)}\right] j_{m}-\left[\Gamma_{\beta}^{(3)}+\Gamma_{\alpha}^{(3)}\right] j_{s m}, \tag{23}
\end{align*}
$$

$$
\begin{align*}
E T_{+}= & -\left[\frac{1}{2} Y_{0} \tau_{e}^{-1}-\left[\Gamma_{\uparrow, \alpha}^{(1)}+\Gamma_{\downarrow, \alpha}^{(1)}-\Gamma_{\uparrow, \alpha}^{(2)}-\Gamma_{\downarrow, \alpha}^{(2)}-\Gamma_{\uparrow, \beta}^{(1)}-\Gamma_{\downarrow, \beta}^{(1)}+\Gamma_{\uparrow, \beta}^{(2)}+\Gamma_{\downarrow, \beta}^{(2)}\right]\right] j_{e} \\
& +\left[\frac{1}{2} P_{0} \tau_{e}^{-1}-\left[\Gamma_{\uparrow, \alpha}^{(1)}-\Gamma_{\downarrow, \alpha}^{(1)}+\Gamma_{\uparrow, \alpha}^{(2)}-\Gamma_{\downarrow, \alpha}^{(2)}+\Gamma_{\uparrow, \beta}^{(1)}-\Gamma_{\downarrow, \beta}^{(1)}+\Gamma_{\uparrow, \beta}^{(2)}-\Gamma_{\downarrow, \beta}^{(2)}\right]\right] j_{s} \\
& +\left[\Gamma_{\uparrow, \beta}^{(3)}+\Gamma_{\downarrow, \alpha}^{(3)}-\Gamma_{\uparrow, \alpha}^{(3)}-\Gamma_{\downarrow, \beta}^{(3)}\right] j_{m}+\left[\Gamma_{\uparrow, \beta}^{(3)}-\Gamma_{\downarrow, \alpha}^{(3)}+\Gamma_{\uparrow, \alpha}^{(3)}-\Gamma_{\downarrow, \beta}^{(3)}\right] j_{s m}, \tag{24}
\end{align*}
$$

and

$$
\begin{align*}
E T_{-}= & {\left[\frac{1}{2} P_{0} \tau_{e}^{-1}+\left[\Gamma_{\uparrow, \alpha}^{(1)}-\Gamma_{\downarrow, \alpha}^{(1)}-\Gamma_{\uparrow, \alpha}^{(2)}+\Gamma_{\downarrow, \alpha}^{(2)}-\Gamma_{\uparrow, \beta}^{(1)}+\Gamma_{\downarrow, \beta}^{(1)}+\Gamma_{\uparrow, \beta}^{(2)}-\Gamma_{\downarrow, \beta}^{(2)}\right]\right] j_{e} } \\
& -\left[\frac{1}{2} Y_{0} \tau_{e}^{-1}+\left[\Gamma_{\uparrow, \alpha}^{(1)}+\Gamma_{\downarrow, \alpha}^{(1)}+\Gamma_{\uparrow, \alpha}^{(2)}+\Gamma_{\downarrow, \alpha}^{(2)}+\Gamma_{\uparrow, \beta}^{(1)}+\Gamma_{\downarrow, \beta}^{(1)}+\Gamma_{\uparrow, \beta}^{(2)}+\Gamma_{\downarrow, \beta}^{(2)}\right]\right] j_{s} \\
& +\left[\Gamma_{\uparrow, \beta}^{(3)}-\Gamma_{\downarrow, \alpha}^{(3)}-\Gamma_{\uparrow, \alpha}^{(3)}+\Gamma_{\downarrow, \beta}^{(3)}\right] j_{m}+\left[\Gamma_{\uparrow, \beta}^{(3)}+\Gamma_{\downarrow, \alpha}^{(3)}+\Gamma_{\uparrow, \alpha}^{(3)}+\Gamma_{\downarrow, \beta}^{(3)}\right] j_{s m} . \tag{25}
\end{align*}
$$

The coefficients $\Gamma$ are defined in Appendix C, and their indices relate them to one of the terms $F_{\sigma, \gamma}^{(a)}$ or $B_{\gamma}^{(a)}$. For a given set of parameters, these coefficients can be determined through numerical integration.

Solving Eq. (25) for $E$ and inserting this into Eq. (24), we obtain

$$
\begin{equation*}
j_{s}=A_{e \rightarrow s} j_{e}+A_{m \rightarrow s} j_{m}+A_{s m \rightarrow s} j_{s m} \tag{26}
\end{equation*}
$$

where $A_{e \rightarrow s}, A_{m \rightarrow s}$, and $A_{s m \rightarrow s}$ are defined in Appendix D. Inserting the expression in Eq. (26) into Eq. (22), we further obtain

$$
\begin{equation*}
j_{m}=C_{e \rightarrow m} j_{e}+C_{s m \rightarrow m} j_{s m} \tag{27}
\end{equation*}
$$

where the expressions for the coefficients are once again provided in Appendix D.

Finally, combining Eqs. (27) and (26) with Eq. (23), we can obtain an expression for $j_{s m}$ in terms of $j_{e}$. We can then use this expression to also obtain expressions for $j_{m}$ and $j_{s}$ in terms of $j_{e}$.

## IV. RESULTS

The final result of our calculation is

$$
\left(\begin{array}{c}
j_{s}  \tag{28}\\
j_{m} \\
j_{s m}
\end{array}\right)=\left(\begin{array}{c}
P_{s} \\
P_{m} \\
P_{s m}
\end{array}\right) j_{e}
$$

Here, the magnon spin-current drag coefficient is

$$
\begin{align*}
P_{s m}= & A_{e \rightarrow s m}+C_{e \rightarrow m} A_{m \rightarrow s m} \\
& +\left(A_{e \rightarrow s}+C_{e \rightarrow m} A_{m \rightarrow s}\right) A_{s \rightarrow s m} \tag{29}
\end{align*}
$$

where

$$
\begin{align*}
A_{e \rightarrow s m} & =\left[\Gamma_{\beta}^{(1)}-\Gamma_{\alpha}^{(1)}-\Gamma_{\beta}^{(2)}+\Gamma_{\alpha}^{(2)}\right] / X_{s m}  \tag{30a}\\
A_{s \rightarrow s m} & =\left[\Gamma_{\beta}^{(1)}+\Gamma_{\alpha}^{(1)}+\Gamma_{\beta}^{(2)}+\Gamma_{\alpha}^{(2)}\right] / X_{s m}  \tag{30b}\\
A_{m \rightarrow s m} & =-\left[\Gamma_{\beta}^{(3)}-\Gamma_{\alpha}^{(3)}\right] / X_{s m} \tag{30c}
\end{align*}
$$

and

$$
\begin{align*}
X_{s m}= & \tau_{M_{0}}^{-1}+\left[\Gamma_{\beta}^{(3)}+\Gamma_{\alpha}^{(3)}\right]+C_{s m \rightarrow m}\left[\Gamma_{\beta}^{(3)}-\Gamma_{\alpha}^{(3)}\right] \\
& -\left(A_{s m \rightarrow s}+C_{s m \rightarrow m} A_{m \rightarrow s}\right)\left[\Gamma_{\beta}^{(1)}+\Gamma_{\alpha}^{(1)}+\Gamma_{\beta}^{(2)}+\Gamma_{\alpha}^{(2)}\right] \tag{31}
\end{align*}
$$

The indices of the coefficients have been chosen to highlight the origin of the different contributions. The role played by the coefficients in Eqs. (26) and (27), can, e.g., provide some information about the the origin of the different terms in the numerator of $P_{s m}$. If $A_{e \rightarrow s m}$ is nonzero, there can, e.g., be a nonzero $j_{s m}$ even if $C_{e \rightarrow m}$ and $A_{e \rightarrow s}$ vanish, meaning that a nonzero numerator of $A_{e \rightarrow s m}$ represents contributions to $j_{s m}$ that can be interpreted as arising directly from $j_{e}$. The other terms in the numerator of $P_{s m}$ can be interpreted as arising indirectly from $j_{e}$ via $j_{m}$ or $j_{s}$. Similarly, some understanding of the terms in the denominator of $P_{s m}$ can be obtained. For vanishing $C_{s m \rightarrow m}, A_{s m \rightarrow s}$, and $\tau_{M_{0}}^{-1}$, there is still a remaining term $\left[\Gamma_{\beta}^{(3)}+\Gamma_{\alpha}^{(3)}\right]$ in $X_{s m}$, associated with direct conversion of magnon spin current into electron current.

Further, the magnon current drag coefficient can be expressed as

$$
\begin{equation*}
P_{m}=C_{e \rightarrow m}+P_{s m} C_{s m \rightarrow m}, \tag{32}
\end{equation*}
$$

and the ratio between the electron spin current and the normal electron current is

$$
\begin{equation*}
P_{s}=A_{e \rightarrow s}+P_{m} A_{m \rightarrow s}+P_{s m} A_{s m \rightarrow s} \tag{33}
\end{equation*}
$$

The two latter expressions for $P_{m}$ and $P_{s}$ have some room for simplification, but their current form is convenient for understanding the numerical results.

Setting $\Omega_{B}=\Omega$ and $\Omega_{A}=1$, results for $P_{s m}$ and $P_{m}$ as a function of $\Omega$ are presented in Fig. 2. We have here neglected any spin splitting of magnons and electrons and taken $\tau_{\uparrow}=\tau_{\downarrow}$. For $\Omega=1$, we see that there is a finite induced magnon current, but no magnon spin current. In order to obtain a magnon spin current, we need to introduce an asymmetry between the coupling between the electrons and the two magnon modes. This can be achieved by taking $\Omega<1$, producing a nonzero magnon spin current. From the figure, we see that $P_{m}$ simply increases as we reduce $\Omega$. The behavior of $P_{s m}$ is a bit more peculiar. For sufficiently large $\tau_{M_{0}}^{-1}$, reducing $\Omega$ generally leads to an increase in $\left|P_{s m}\right|$ (or at least not a strong reduction), but for smaller $\tau_{M_{0}}^{-1}$ we see that $\left|P_{s m}\right|$ has a clear peak at some $\Omega>0$. Taking $\Omega=0$, maximizing the typical strength of the electron-magnon coupling, does, in other words, not necessarily maximize the induced magnon spin-current. We also note that $P_{s}$ is found to be small in all cases.

These results can be understood by inspecting the expressions for the drag coefficients. Starting with $P_{s m}$, the behavior is mainly dominated by $A_{e \rightarrow s m}$, where the dominant parts of the denominator of $A_{e \rightarrow s m}$ are the terms related to magnon relaxation and direct conversion of magnon spin current into electron current. We can then inspect the resulting simplified expression

$$
\begin{equation*}
P_{s m} \sim \frac{\left[\Gamma_{\beta}^{(1)}-\Gamma_{\alpha}^{(1)}-\Gamma_{\beta}^{(2)}+\Gamma_{\alpha}^{(2)}\right]}{\tau_{M_{0}}^{-1}+\left[\Gamma_{\beta}^{(3)}+\Gamma_{\alpha}^{(3)}\right]} . \tag{34}
\end{equation*}
$$

Here, asymmetry between $\Gamma_{\gamma}^{(1)}$ and $\Gamma_{\gamma}^{(2)}$ is related to asymmetry between different scattering processes involving a specific magnon mode, arising from an imbalance of electrons moving in opposite directions. Moreover, an asymmetry between $\Gamma_{\alpha}^{(a)}$ and $\Gamma_{\beta}^{(a)}$ has to arise from an asymmetry between scattering processes involving $\alpha$ and $\beta$ magnons. As we see from the


FIG. 2. The ratio of magnon spin current (a) and magnon current (b) to electron current as a function of the asymmetry in the coupling between the normal metal and the two sublattices of the antiferromagnet. Here, $\Omega=1$ corresponds to a compensated interface, and $\Omega=0$ corresponds to an uncompensated interface. Three different curves are displayed for different values of the inverse magnon relaxation time at zero momentum $\tau_{M_{0}}^{-1}$. The rest of the parameters are set to $t=1.6 \mathrm{eV}, k_{F} a=0.6, S=3 / 2, J_{1}=6 \mathrm{meV}$, $J_{2}=0, K / J_{1}=1.0 \times 10^{-3}, \bar{J}=15 \mathrm{meV}, T=300 \mathrm{~K}, \tau_{\uparrow}=\tau_{\downarrow}=$ $1.0 \times 10^{-14} \mathrm{~s}, d_{3}=5$, and $h_{e}=h_{m}=0$.
simplified expression, asymmetries of both types are necessary in order to obtain a magnon spin current.

Starting from large $\tau_{M_{0}}^{-1}$, this term dominates the denominator, and the effect of $\Omega$ will enter through the numerator of $P_{s m}$. Here, $\Omega<1$ will typically act to make $\left(\left|u_{q}\right|-\Omega\left|v_{q}\right|\right)^{2}$ (for $\alpha$ magnons) and ( $\left.\left|v_{q}\right|-\Omega\left|u_{q}\right|\right)^{2}$ (for $\beta$ magnons) larger and more different from each other, increasing the difference between $\alpha$ and $\beta$ contributions to the numerator of $P_{s m}$. We therefore see that $\left|P_{s m}\right|$ increases with reduced $\Omega$. As $\alpha$ magnons, for $\Omega<1$, couple more strongly to electrons due to $\left|u_{q}\right|>\left|v_{q}\right|$, the negative direction of the spin carried by the $\alpha$ magnons makes $P_{s m}$ negative.
However, if we reduce $\tau_{M_{0}}^{-1}$ so that the bracket in the denominator of $P_{s m}$ also starts playing a role, the picture becomes more complicated. In order to have $P_{s m} \neq 0$, we still need $\Omega \neq 1$. Starting from $\Omega=0$ and increasing $\Omega$, we again have that $\Gamma_{\gamma}^{(a)}$ becomes smaller. Importantly, this reduction mainly stems from suppression of dominant long-wavelength
contributions with small $q>0$. For such contributions $\left|u_{q}\right|$ and $\left|v_{q}\right|$ are large. Since $\left|u_{q}\right|^{2}-\left|v_{q}\right|^{2}=1$, we have that $\left(\left|u_{q}\right|-\left|v_{q}\right|\right)=1 /\left(\left|u_{q}\right|+\left|v_{q}\right|\right)$, meaning that the difference between $\left|u_{q}\right|$ and $\left|v_{q}\right|$ is smaller for long-wavelength magnons. This means that when we increase $\Omega$, we most efficiently suppress the long-wavelength contributions as, e.g., $\left(\left|u_{q}\right|-\right.$ $\left.\Omega\left|v_{q}\right|\right)^{2}$ is more efficiently suppressed with increasing $\Omega$ when $\left|u_{q}\right|$ and $\left|v_{q}\right|$ are very similar. The key point to understanding the behavior of $P_{s m}(\Omega)$ is then that long-wavelength contributions are even more important for the denominator than the numerator of $P_{s m}$. In contrast to the denominator, the numerator relies on $\left|u_{q}\right| \neq\left|v_{q}\right|$, not allowing the magnon coherence factors to have their normal boosting effect and making contributions from somewhat larger $q$ values more important. A simple example is $\Omega=0$. Then, the magnon coherence factors of $\Gamma_{\alpha}^{(a)}-\Gamma_{\beta}^{(a)}$ show up in the form $u_{q}^{2}-v_{q}^{2}=1$, while the coherence factors of $\Gamma_{\alpha}^{(3)}+\Gamma_{\beta}^{(3)}$ show up in the form $u_{q}^{2}+v_{q}^{2}$, favoring long-wavelength magnons. By taking $\Omega>0$, we then strongly suppress the bracket in the denominator through its long-wavelength contributions, while the numerator of $P_{s m}$ is less strongly affected. This makes it possible for $\left|P_{s m}\right|$ to increase until the denominator becomes dominated by $\tau_{M_{0}}^{-1}$, or the suppression of the numerator of $P_{s m}$ due to $\Omega \rightarrow 1$ eventually becomes too strong.

A similar increase in $\left|P_{s m}\right|$, for sufficiently small $\tau_{M_{0}}^{-1}$, can also be obtained by reducing the importance of longwavelength contributions to the $\Gamma$ 's in other ways. One option is to increase the easy-axis anisotropy, which both reduces the value of $u_{q}$ and $v_{q}$ for small $q$ and increases the excitation energy of long-wavelength magnons. It is, however, worth noting that, within our approximation scheme, one should be careful with suppressing the importance of long-wavelength magnons too much. For this reason, one should also not put too much trust in, e.g., the results for $P_{m}$ when $\Omega \rightarrow 1$, in contrast to the result $P_{s m}(\Omega=1)=0$ which follows from symmetry. Further, taking the magnon relaxation time to decay faster with increasing momentum has an opposite effect, pushing contribution weights toward smaller momenta. If $\tau_{M_{0}}^{-1}$ is sufficiently small, we can compensate this effect by, e.g., taking a larger easy-axis anisotropy. However, if $\tau_{M_{0}}^{-1}$ is too large and/or $v(q)$ decays too quickly with momentum, there can be a reduction in the achievable values of $P_{s m}$. Increasing, e.g., both $d_{3}$ and $K$ by an order of magnitude, the magnitude of $P_{s m}(\Omega=0)$ for $\tau_{M_{0}}^{-1}=5 \times 10^{9} 1 / \mathrm{s}$ is reduced by around $30 \%$.

Similarly to $P_{s m}$, the behavior of $P_{m}$ in Fig. 2 can also be understood from a simplified expression

$$
\begin{equation*}
P_{m} \sim \frac{\left[\Gamma_{\beta}^{(1)}+\Gamma_{\alpha}^{(1)}-\Gamma_{\beta}^{(2)}-\Gamma_{\alpha}^{(2)}\right]}{\tau_{M_{0}}^{-1}+\left[\Gamma_{\beta}^{(3)}+\Gamma_{\alpha}^{(3)}\right]} \tag{35}
\end{equation*}
$$

We see that the contributions from $\alpha$ and $\beta$ magnons add, in contrast to the case of Eq. (34), where they were subtracted. In this case, also for small $\tau_{M_{0}}^{-1}$, there is typically no benefit of increasing $\Omega$ as also the combination of magnon coherence factors in, e.g., $\Gamma_{\alpha}^{(1)}+\Gamma_{\beta}^{(1)}$ in the numerator still favors longwavelength magnons. Increasing $\Omega$ then simply leads to a rapid suppression of the numerator.

Finally, we also comment on the smallness of $P_{s}$ in the simple case of no spin splitting of the electrons. The easiest


FIG. 3. The ratio of magnon spin current to electron current, $P_{s m}$, and the ratio of magnon current to electron current, $P_{m}$, are here presented. In (a) and (b) we vary the interfacial coupling between the materials, $\bar{J}$, as well as the temperature, $T$. In (c) and (d) we vary the next-nearest-neighbor interaction in the antiferromagnet, $J_{2}$, where $J_{2}>0$ corresponds to a frustration. In (e) and (f) we vary the splitting of the magnon modes $h_{m}$. Unless otherwise specified in the panels, we have set $h_{m}=J_{2}=0, \bar{J}=15 \mathrm{meV}$, and $T=300 \mathrm{~K}$. We have also taken $\Omega=0$ and $\tau_{M_{0}}^{-1}=1 \times 10^{10} \mathrm{1} / \mathrm{s}$, while the rest of the parameters are set to their values in Fig. 2.
case to analyze is if we simply take $\tau_{e}^{-1}$ to be very large. In that case, the denominator of $A_{e \rightarrow s}, A_{m \rightarrow s}$, and $A_{s m \rightarrow s}$ contains a term $\tau_{e}^{-1}$ that is not matched in the numerators. As there, in this case, is assumed to be no intrinsic spin-current source in the normal metal, an electron spin current will have to arise from interaction with magnons. However, if the electron relaxation time is too short, the effect of interaction with magnons is washed away and the resulting electron spin current becomes small.

We next consider, for $\Omega=0$, how the induced magnon spin current and magnon current depend on some other important parameters of the system. In Figs. 3(a) and 3(b), we show, for three different temperatures, how $P_{s m}$ and $P_{m}$ vary with the strength of the interfacial exchange coupling $\bar{J}$. For $\bar{J}=0$, there is, of course, no induced magnon currents. As all coefficients $\Gamma \sim \bar{J}^{2}$, increasing $\bar{J}$ makes $\tau_{M_{0}}^{-1}$ less important until $\left|P_{s m}\right|$ and $P_{m}$ reach their saturation values equivalent to $\tau_{M_{0}}^{-1}=0$. The shape of the curves resemble a function $a_{1} /\left(1 / x^{2}+a_{2}\right)$, as expected from the simplified expressions
for $P_{s m}$ and $P_{m}$. Further, increasing the temperature leads to more spin fluctuations, which enter the expressions through the Bose-Einstein distribution factors in $\Gamma_{\gamma}^{(1 / 2)}$. This increases the magnitude of the numerators of $P_{s m}$ and $P_{m}$, leading to the results in Figs. 3(a) and 3(b). How much the magnon currents actually can be enlarged by increasing the temperature will necessarily be limited by how large temperature the order in the antiferromagnetic material can survive. In order to obtain larger drags at a given temperature, one can, e.g., reduce the energy scale of the antiferromagnet by reducing $J_{1}$, making it easier to excite magnons. Oppositely, increasing $J_{1}$ will make it harder to excite magnons and increase the stability of the magnetic ordering. Setting, e.g., $J_{1}=10 \mathrm{meV}$ in Fig. 2 leads to $P_{s m}(\Omega=0)=0.009$ and $P_{m}(\Omega=0)=0.15$ for the purple curves corresponding to $\tau_{M_{0}}^{-1}=5 \times 10^{9} 1 / \mathrm{s}$.

The behavior of $P_{s m}$ and $P_{m}$ as a function of next-nearest-neighbor interaction in the antiferromagnet is shown in Figs. 3(c) and 3(d). Positive $J_{2} / J_{1}$ here corresponds to an antiferromagnetic coupling between next-nearest neighbors, acting as a frustration. Similarly to increasing the temperature, frustrating the system leads to more spin fluctuations producing larger induced magnon currents. Notably, frustration, in contrast to a temperature increase, influences the magnon energies. Frustration therefore also affects the magnon coherence factors, with the particular effect of making them decay more slowly with increasing momentum without affecting their values at zero momentum [30,31]. The latter effect actually favors the denominator of $P_{s m}$, but the effect of increased number of magnons dominates and makes $P_{s m}$ increase with increasing $J_{2}$.

Finally, in Figs. 3(e) and 3(f), we display how splitting of the magnon modes influences the drag coefficients. Taking $h_{m}<0$ lowers the excitation energies of $\alpha$ magnons, increasing the asymmetry favoring contributions to $P_{s m}$ associated with $\alpha$ magnons. This leads to an enhancement of the induced magnon spin current, which is quite significant because the splitting of the magnon modes allows for long-wavelength magnons to better contribute to $P_{s m}$. Taking $h_{m}>0$ works in the opposite direction of the asymmetry between $\alpha$ and $\beta$ magnons introduced by $\Omega=0$. Moreover, while $P_{m}$ is also influenced by $h_{m}$, the effect is much weaker as $P_{m}$ does not rely on an asymmetry between contributions associated with $\alpha$ and $\beta$ magnons. Taking, e.g., $h_{m}<0$, the effect is that the $\alpha$ contributions become larger while the $\beta$ contributions are suppressed. The growth of the $\alpha$ contributions slightly outweighs the decrease in the $\beta$ contributions, leading to a weak enhancement of $P_{m}$. We also note that, if the results are extended to $\left|h_{m}\right|$ even closer to $\Delta_{g}$, the magnitudes of the drag coefficients continue to grow larger, but they are not found to diverge.

In order to attempt to describe the induced magnon currents in a real system featuring a sufficiently thick NM layer, neglecting spin splitting of the electrons arising from $\Omega \neq 1$ (and/or an external field applied to the antiferromagnet) and taking $\tau_{\uparrow}=\tau_{\downarrow}$ might be a reasonable approximation. At least for a thinner NM layer, these effects could, however, play a larger role. We therefore investigate how the drag coefficients depend on $h_{e}$ and $\tau_{\uparrow} \neq \tau_{\downarrow}$. The relationship between these parameters is not evident, especially when the electron density of states has weak or no energy dependence, and


FIG. 4. The ratio of magnon spin current (a), electron spin current (b), and magnon current (c) to electron current as a function of $\tau_{\uparrow} / \tau_{\downarrow}$ for different values of $h_{e}$, where $\tau_{\sigma}$ is the spin-conserving relaxation time for electrons with spin $\sigma$ and $h_{e}$ represents a spin splitting of the electron energies. The $x$ axis is here logarithmic in order to highlight symmetries between $\tau_{\uparrow}<\tau_{\downarrow}$ and $\tau_{\uparrow}>\tau_{\downarrow}$. For the parameters, we have set $\Omega=0, \tau_{\downarrow}=1.0 \times 10^{-14} \mathrm{~s}, \tau_{M_{0}}^{-1}=1 \times$ $10^{10} 1 / \mathrm{s}$, while the rest of the parameters are equal to their values in Fig. 2.
the relationship should be expected to vary strongly with the details of the system. We therefore simply treat $h_{e}$ and $\tau_{\sigma}$ as independent parameters and display how their separate and combined effects can influence the results.

In Fig. 4, we present $P_{s m}, P_{s}$, and $P_{m}$ as a function of $\tau_{\uparrow} / \tau_{\downarrow}$ for different values of $h_{e}$. As we now introduce an asymmetry between spin- $\uparrow$ and spin- $\downarrow$ electrons, we have that, e.g., $A_{e \rightarrow s}$ starts to grow as $T_{-} / T_{+}$and $P_{0}$ can become nonzero. We are then, of course, generating a spin current, as displayed in Fig. 4(b). For, e.g., $\tau_{\uparrow}<\tau_{\downarrow}$, the spin current becomes negative, which is quite natural. Moving on to the magnon spin current, the last term in the numerator of $P_{s m}$ of the form $\left(A_{e \rightarrow s}+C_{e \rightarrow m} A_{m \rightarrow s}\right) A_{s \rightarrow s m}$ now starts becoming more active. This term can be viewed as converting electron spin current into magnon spin current. The general trend is therefore that the changes to $P_{s m}$ in Fig. 4(a) follow the variations in $P_{s}$. We also see that a spin-splitting field $h_{e}$ presumably will need to be somewhat larger than $\Delta_{g}$ in order to have a real effect on the induced magnon spin current, meaning that the effect on the electrons of applying an external field to split the magnons modes might not be that important for the resulting induced magnon spin current, even for a thin NM layer. Discussing next the results for $P_{m}$ in Fig. 4(c), we see that $P_{m}$ can be substantially affected by the combination of splitting of the electron energies and asymmetry in $\tau_{\sigma}$. Taking $\tau_{\uparrow} \neq \tau_{\downarrow}$ alone is enough to create a spin current through $A_{e \rightarrow s}$, but in order for this spin current to influence the induced magnon current, we also need a sufficiently large $A_{s \rightarrow m} \sim\left[\Gamma_{\beta}^{(1)}-\Gamma_{\alpha}^{(1)}+\Gamma_{\beta}^{(2)}-\Gamma_{\alpha}^{(2)}\right]$. While the electron spin
current is naturally able to influence the magnon spin current, we find that, e.g., the related asymmetry between $\uparrow$ and $\downarrow$ electrons introduced through $h_{e}$ is needed in order to enhance $A_{s \rightarrow m}$, allowing the electron spin-current to influence the spinunpolarized magnon current.

## v. DISCUSSION

As mentioned in the beginning of Sec. II, an experimental realization of our system would typically involve thin films of finite thickness. In particular, an experimentally realized uncompensated interface naturally relies on an AFMI with more than one layer. For a given material, the AFMI should be sufficiently thick to, in a real system, stabilize magnetic ordering in the presence of intrinsic quantum and thermal fluctuations, as well as interfacial interaction with the electrons from the metal. While a larger thickness can provide a necessary increase in stability, as well as simply more spins that can fluctuate, the added stability might also make it harder for the electrons of the normal metal to induce magnon currents. The density of the magnon currents should also be expected to decrease as only the surface layer couples directly to the electrons in the normal metal. The present study simply demonstrates that driving an in-plane electron current in an adjacent metal is a potential mechanism for creating a spin current in an AFMI and highlights that increasing the temperature and splitting the magnon modes are possible ways of increasing the magnon spin current in an ordered AFMI. In order to obtain reliable estimates for the magnitude of the induced magnon currents in a real system, one would need to take into account the effect of the thickness of the AFMI. Taking properly into account finite thickness of the normal metal layer could potentially also influence the results.

Moreover, the model we have used to study the system is, also in other ways, relatively simple, motivated by a goal of exploring some of the key physics that can arise in this system. We have therefore been able to rely on, quite involved, analytical calculations in order to interpret the origin of the results obtainable within the boundaries set by our approximation scheme. A natural extension of this work would be investigations more tailored toward specific material choices. The magnitude of the induced magnon spin current, intimately related to, e.g., the competition between effects pushing contribution weights towards smaller or larger momenta, should be expected to depend considerably on the details of the system.

For a larger and more anisotropic Fermi surface, umklapp processes, not considered in this study, could also become of importance. For such scattering processes, $\Omega=1$ actually maximizes the electron-magnon coupling [32,46]. However, an induced magnon spin current relies on an asymmetry between $\alpha$ and $\beta$ magnons. Hence, in the absence of splitting of the magnon modes, having a compensated interface and relying on umklapp processes to generate a magnon spin-current does not seem like a viable option.

As the induced magnon spin current is found to be enhanced through splitting of the magnon modes, antiferromagnets with intrinsically nondegenerate magnon modes present an interesting possibility. Nondegenerate magnon modes that are still able to carry a spin current may be realized
in biaxial antiferromagnets, featuring both a hard axis and an additional in-plane easy axis, such as NiO [21,52]. As long as long-wavelength magnons are dominant, it might not be problematic if the splitting of the magnon modes is only significant near the Brillouin zone center. Moreover, as we find that intermediate values of $\Omega$ could be more favorable than $\Omega=0$, it could be worth considering other options than a fully uncompensated interface. One option could be a compensated interface where the two sublattices are made up of different atoms, potentially introducing an intermediate-strength asymmetry in the coupling between the normal metal and the two sublattices of the AFMI.

## VI. SUMMARY

Applying semiclassical Boltzmann theory, we have investigated the possibility of inducing magnon currents in an antiferromagnetic insulator layer through proximity coupling to a normal metal layer where a charge current is driven parallel to the interface. We find that an asymmetry in the coupling between the electrons and the two sublattices of the antiferromagnet can allow for a magnon spin current to be generated. The magnitude of the induced magnon spin current depends intimately on the relative importance of longwavelength magnons, leading to the somewhat surprising result that a more weakly asymmetric antiferromagnetic interface can be a better choice than a fully uncompensated interface. We also find that the induced magnon currents increase with temperature, and that magnon mode splitting can be beneficial for the magnon spin current. Future work could include more application-oriented studies, as well as experimentally investigation of our proposed mechanism for generating a magnon spin current in an antiferromagnetic insulator.
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## APPENDIX A: STARTING MODEL

Following Ref. [32] we start out from a Hamiltonian describing an antiferromagnet

$$
\begin{align*}
H_{\mathrm{AFMI}}= & J_{1} \sum_{\langle i, j\rangle} \boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}}+J_{2} \sum_{\langle\langle i, j\rangle\rangle} \boldsymbol{S}_{\boldsymbol{i}} \cdot \boldsymbol{S}_{\boldsymbol{j}} \\
& -K \sum_{i} S_{i z}^{2}-h_{m} \sum_{i} S_{i, z} \tag{A1}
\end{align*}
$$

where we have added an additional term splitting the magnon modes. Our modeling is not sensitive to whether the spinspace $z$ direction is taken to align with the real-space $z$ direction or not. Performing a Holstein-Primakoff transformation, this Hamiltonian can be diagonalized and put in the form
of Eq. (2) with [32]

$$
\begin{equation*}
\omega_{q}=\sqrt{C_{q}^{2}-D_{q}^{2}} \tag{A2}
\end{equation*}
$$

where

$$
\begin{gather*}
C_{q}=2 z_{1} J_{1} S-2 z_{2} J_{2} S\left(1-\tilde{\gamma}_{q}\right)+2 K S  \tag{A3}\\
D_{q}=2 z_{1} J_{1} S \gamma_{q} \tag{A4}
\end{gather*}
$$

Here,

$$
\begin{gather*}
\gamma_{k}=\frac{2}{z_{1}}\left[\cos \left(k_{x} a\right)+\cos \left(k_{y} a\right)\right]  \tag{A5}\\
\tilde{\gamma}_{k}=\frac{2}{z_{2}}\left[\cos \left(k_{x} a+k_{y} a\right)+\cos \left(k_{x} a-k_{y} a\right)\right] \tag{A6}
\end{gather*}
$$

where $z_{1}$ is the number of nearest neighbors, and $z_{2}$ is the number of next-nearest neighbors.

For the coupling between the electrons and magnons, we start out from

$$
\begin{equation*}
H_{\mathrm{int}}=-2 \bar{J} \sum_{\Upsilon} \sum_{i \in \Upsilon} \Omega_{\Upsilon} c_{i}^{\dagger} \boldsymbol{\sigma} c_{i} \cdot \boldsymbol{S}_{\boldsymbol{i}} \tag{A7}
\end{equation*}
$$

where the sum over $\Upsilon \in\{A, B\}$ is a sum over the two sublattices of the AFMI, and $\sigma$ is a vector of Pauli matrices. We then, again, perform a Holstein-Primakoff transformation, as well as Fourier transformations. Neglecting umklapp scattering processes and moving electron spin-splitting terms to the NM Hamiltonian, we arrive at the expression in Eq. (4) [32]. Here, the magnon coherence factors, relating the AFMI eigenexcitations to the original sublattice spin-flip magnons introduced in the Holstein-Primakoff transformation, take the form

$$
\begin{align*}
& u_{q}=\frac{1}{\sqrt{2}} \sqrt{\frac{C_{q}}{\omega_{q}}+1}  \tag{A8}\\
& v_{q}=\frac{-1}{\sqrt{2}} \sqrt{\frac{C_{q}}{\omega_{q}}-1} \tag{A9}
\end{align*}
$$

Finally, for the electrons, we start out from

$$
\begin{equation*}
H_{\mathrm{NM}}=-t \sum_{\langle i, j\rangle \sigma} c_{i \sigma}^{\dagger} c_{\boldsymbol{j} \sigma}-\mu \sum_{i \sigma} c_{i \sigma}^{\dagger} c_{i \sigma}-h_{e}^{\prime} \sum_{i \sigma} \sigma c_{\boldsymbol{i} \sigma}^{\dagger} c_{\boldsymbol{i} \sigma} \tag{A10}
\end{equation*}
$$

where $h_{e}^{\prime}$ is a spin-splitting arising from an externally applied field. Diagonalizing the Hamiltonian and including the potential additional spin splitting of the electrons arising from the antiferromagnetic interface, we end up with the Hamiltonian in Eq. (1). Here,

$$
\begin{equation*}
\epsilon_{k \sigma}=-t z_{1} \gamma_{k}-\mu-\sigma h_{e} \tag{A11}
\end{equation*}
$$

The additional spin splitting of the electrons arising from the interaction term has a strength $\bar{J} S\left(\Omega_{B}-\Omega_{A}\right)$. However, if we consider a NM of finite thickness, delivering a similar surface current affecting the antiferromagnet, the effective spin splitting of the electrons due to proximity to the AFMI will be reduced. We therefore treat the spin splitting of the electrons as an adjustable parameter.

Finally, the last step is to consider the long-wavelength limit in order to obtain isotropic expressions for $\omega_{q}, \epsilon_{k \sigma}, u_{q}$,
and $v_{q}$. For $\omega_{q}=\sqrt{\Delta_{g}^{2}+\kappa^{2}(q a)^{2}}$, we have defined $\Delta_{g}=$ $2 S \sqrt{K\left(K+8 J_{1}\right)}$, and $\kappa=4 S \sqrt{2 J_{1}^{2}-J_{2}\left(K+4 J_{1}\right)}$. Further, the magnon coherence factors now take the form

$$
\begin{align*}
& u_{q}=\frac{1}{\sqrt{2}} \sqrt{\frac{8 J_{1} S-4 J_{2} S(q a)^{2}+2 K S}{\omega_{q}}+1}  \tag{A12}\\
& v_{q}=-\frac{1}{\sqrt{2}} \sqrt{\frac{8 J_{1} S-4 J_{2} S(q a)^{2}+2 K S}{\omega_{q}}-1} \tag{A13}
\end{align*}
$$

As we are working in the long-wavelength limit, under the assumption that large-momentum processes are negligible, it will not be of importance that the magnons live in a reduced Brillouin zone compared to the electrons. Momentum integrals for both magnons and electrons will be performed over circular Brillouin zones of radius $\pi / a$, where we make sure that contributions from large momenta have little or no influence on the results. In particular, by taking a sufficiently small Fermi surface, we make sure that all integrands containing magnon coherence factors vanish before the isotropic expression for $v_{q}$ turns imaginary.

## APPENDIX B: EVALUATING THE INTERACTION TERMS

As discussed above, in order to evaluate the interaction terms, we start out from Eqs. (20a), (20b), (20c) and divide these expressions up into terms involving a single factor $g_{\sigma, o}^{e}$ or $g_{\gamma, o}^{m}$. For terms involving $g_{\sigma, o}^{e}(\boldsymbol{k}+\boldsymbol{q})$ or $g_{\sigma, o}^{m}(\boldsymbol{k}+\boldsymbol{q})$, we send $\boldsymbol{k} \rightarrow \boldsymbol{k}-\boldsymbol{q}$. We then proceed to do the angular part of the integral over the momentum that the involved factor $g$ does not depend on. If $g$ depends on $\boldsymbol{q}$, we can next do the radial integral over $\boldsymbol{k}$ and use the remaining integral over $\boldsymbol{q}$ to form a combination of magnon currents after having replaced some additional $\boldsymbol{q}$-dependent factors by characteristic values. If $g$ depends on $\boldsymbol{k}$, we use the assumption that the important magnon energies are significantly smaller $k_{B} T$ in order to decouple the two integrals. Replacing some additional $\boldsymbol{k}$-dependent factors by characteristic values, we are then left with a combination of electron currents with a prefactor that depends on a radial integral over $q$.

In this Appendix we outline the evaluation of two specific terms. The rest of the terms can be evaluated in a similar manner. We start with $B_{\alpha}^{(2)}$, which can be written out as

$$
\begin{align*}
B_{\alpha}^{(2)}= & -\beta \frac{V^{2} a^{2}}{\hbar(2 \pi)^{3}} \int d \boldsymbol{k} f^{0}\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) g_{\uparrow, o}^{e}(\boldsymbol{k}) \\
& \times \int d \boldsymbol{q} v_{q_{x}}^{m} v(q)\left(\Omega_{A} u_{\boldsymbol{q}}+\Omega_{B} v_{\boldsymbol{q}}\right)^{2}\left[1-f^{0}\left(\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}\right)\right] \\
& \times b^{0}\left(\omega_{\boldsymbol{q}, \alpha}\right) \delta\left[\epsilon_{\boldsymbol{k}, \uparrow}+\omega_{\boldsymbol{q}, \alpha}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}\right] \tag{B1}
\end{align*}
$$

We next proceed to perform the angular part of the integral over $\boldsymbol{q}$. For a given $\boldsymbol{k}$, we then introduce a new coordinate system for $\boldsymbol{q}$ where $\theta^{\prime}$ is the angle between $\boldsymbol{q}$ and the $x$ axis of the new coordinate system which is taken to be aligned with $\boldsymbol{k}$. The angle between $\boldsymbol{k}$ and the $x$ axis of the original coordinate system is denoted by $\theta$. We can then express $B_{\alpha}^{(2)}$
in the following form:

$$
\begin{align*}
B_{\alpha}^{(2)}= & -\beta \frac{V^{2} a^{2}}{\hbar(2 \pi)^{3}} \int d \boldsymbol{k} f^{0}\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) g_{\uparrow, o}^{e}(\boldsymbol{k}) \int d q q v_{q}^{m} v(q) \\
& \times\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2}\left[1-f^{0}\left(\epsilon_{k, \uparrow}+\omega_{q, \alpha}\right)\right] b^{0}\left(\omega_{q, \alpha}\right) \\
& \times \int_{0}^{2 \pi} d \theta^{\prime}\left[\cos \left(\theta^{\prime}\right) \cos (\theta)-\sin \left(\theta^{\prime}\right) \sin (\theta)\right] \\
& \times \delta\left[\omega_{q, \alpha}-2 h_{e}-2 t(q a)(k a) \cos \left(\theta^{\prime}\right)-t(q a)^{2}\right] \tag{B2}
\end{align*}
$$

where the square bracket of cosine factors arises because we need the component of the magnon velocity in the $x$ direction of the original coordinate system. Performing the angular integral, we obtain

$$
\begin{align*}
B_{\alpha}^{(2)}= & -\beta \frac{V^{2}}{2 t \hbar(2 \pi)^{3}} \int d \boldsymbol{k} \frac{\cos (\theta)}{k} f^{0}\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) g_{\uparrow, o}^{e}(\boldsymbol{k}) \\
& \times \int d q v_{q}^{m}\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2}\left[1-f^{0}\left(\epsilon_{k, \uparrow}+\omega_{q, \alpha}\right)\right] \\
& \times b^{0}\left(\omega_{q, \alpha}\right) \frac{2 v(q) \Lambda_{q, \alpha, 2}(k)}{\sqrt{1-\Lambda_{q, \alpha, 2}^{2}(k)}} \Theta\left(1-\left|\Lambda_{q, \alpha, 2}(k)\right|\right) . \tag{B3}
\end{align*}
$$

Using the assumption that the important magnon energies are significantly smaller than $k_{B} T$, we next approximate $f^{0}\left(\epsilon_{k, \uparrow}+\right.$ $\left.\omega_{q, \alpha}\right) \approx f^{0}\left(\epsilon_{k, \uparrow}\right)$. We also use that $v_{k}^{e}=2 t k a^{2} / \hbar$, as well as $\beta\left[1-f^{0}(\epsilon)\right] f^{0}(\epsilon)=-\partial f^{0}(\epsilon) / \partial \epsilon$. Finally, approximating loose factors of $k$ by $k_{F}$, motivated by the combination of Fermi distributions, we end up with

$$
\begin{align*}
B_{\alpha}^{(2)}= & \frac{-V^{2}}{8 \pi t^{2}\left(k_{F} a\right)^{2}} \int d q\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \\
& \times b^{0}\left(\omega_{q, \alpha}\right) v_{q}^{m} \frac{2 v(q) \Lambda_{q, \alpha, 2}}{\sqrt{1-\Lambda_{q, \alpha, 2}^{2}} \Theta\left(1-\left|\Lambda_{q, \alpha, 2}\right|\right)} \\
& \times \frac{1}{(2 \pi)^{2}} \int d \boldsymbol{k} v_{k_{x}}^{e}\left[-\frac{\partial f^{0}\left(\epsilon_{\boldsymbol{k}, \uparrow}\right)}{\partial \epsilon_{\boldsymbol{k}, \uparrow}}\right] g_{\uparrow, o}^{e}(\boldsymbol{k}), \tag{B4}
\end{align*}
$$

where now

$$
\begin{equation*}
\Lambda_{q, \alpha, 2}=\frac{1}{2 t(q a)\left(k_{F} a\right)}\left[\omega_{q, \alpha}-2 h_{e}-t(q a)^{2}\right] . \tag{B5}
\end{equation*}
$$

Writing the integral over $\boldsymbol{k}$ as a combination of electron currents and inserting $v_{q}^{m}=\kappa^{2} q a^{2} /\left(\omega_{q} \hbar\right)$, we then obtain

$$
\begin{equation*}
B_{\alpha}^{(2)}=-\Gamma_{\alpha}^{(2)}\left[j_{e}+j_{s}\right], \tag{B6}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
\Gamma_{\alpha}^{(2)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right)^{2} V^{2}}{8 \pi E_{F}^{2}} \int d(q a)\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \\
& \times b^{0}\left(\omega_{q, \alpha}\right) \frac{\kappa^{2}(q a)}{\omega_{q}} \frac{v(q) \Lambda_{q, \alpha, 2} \Theta\left(1-\left|\Lambda_{q, \alpha, 2}\right|\right)}{\sqrt{1-\Lambda_{q, \alpha, 2}^{2}}} \tag{B7}
\end{align*}
$$

The integral included in $\Gamma_{\alpha}^{(2)}$ is somewhat complicated, but can, for a given set of parameters, be calculated numerically.

We next evaluate $B_{\alpha}^{(3)}$, which is of the form

$$
\begin{align*}
B_{\alpha}^{(3)}= & -\beta \frac{V^{2} a^{2}}{\hbar(2 \pi)^{3}} \int d \boldsymbol{q} v_{q_{x}}^{m} b^{0}\left(\omega_{\boldsymbol{q}, \alpha}\right) g_{\alpha, o}^{m}(\boldsymbol{q}) \\
& \times v(q)\left(\Omega_{A} u_{\boldsymbol{q}}+\Omega_{B} v_{\boldsymbol{q}}\right)^{2} \int d \boldsymbol{k}\left[1-f^{0}\left(\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}\right)\right] \\
& \times f^{0}\left(\epsilon_{\boldsymbol{k}, \uparrow}\right) \delta\left[\epsilon_{\boldsymbol{k}, \uparrow}+\omega_{\boldsymbol{q}, \alpha}-\epsilon_{\boldsymbol{k}+\boldsymbol{q}, \downarrow}\right] . \tag{B8}
\end{align*}
$$

Following similar steps to those above, we proceed to, this time, perform the angular part of the integral over $\boldsymbol{k}$,

$$
\begin{align*}
B_{\alpha}^{(3)}= & -\beta \frac{V^{2} a^{2}}{\hbar(2 \pi)^{3}} \int d \boldsymbol{q} v_{q_{x}}^{m} g_{\alpha, o}^{m}(\boldsymbol{q}) \\
& \times v(q)\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} b^{0}\left(\omega_{\boldsymbol{q}, \alpha}\right) \int d k k \\
& \times f^{0}\left(\epsilon_{k, \uparrow}\right)\left[1-f^{0}\left(\epsilon_{k, \uparrow}+\omega_{q, \alpha}\right)\right] \int_{0}^{2 \pi} d \theta^{\prime} \\
& \times \delta\left[\omega_{q, \alpha}-2 h_{e}-2 t(q a)(k a) \cos \left(\theta^{\prime}\right)-t(q a)^{2}\right], \tag{B9}
\end{align*}
$$

where we have introduced a rotated coordinate system for $\boldsymbol{k}$ where the new $x$ axis is aligned with $\boldsymbol{q}$, and $\theta^{\prime}$ is the angle between $\boldsymbol{k}$ and $\boldsymbol{q}$. The result after the angular integration becomes

$$
\begin{align*}
B_{\alpha}^{(3)}= & -\beta \frac{V^{2}}{2 t \hbar(2 \pi)^{3}} \int d \boldsymbol{q} \frac{v_{q_{x}}^{m}}{q} b^{0}\left(\omega_{\boldsymbol{q}, \alpha}\right) g_{\alpha, o}^{m}(\boldsymbol{q}) \\
& \times\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \frac{2 v(q) \Theta\left(1-\left|\Lambda_{q, \alpha, 3}\right|\right)}{\sqrt{1-\Lambda_{q, \alpha, 3}^{2}}} \\
& \times \int d k\left[1-f^{0}\left(\epsilon_{k, \uparrow}+\omega_{q, \alpha}\right)\right] f^{0}\left(\epsilon_{k, \uparrow}\right), \tag{B10}
\end{align*}
$$

with

$$
\begin{equation*}
\Lambda_{q, \alpha, 3}=\frac{1}{2 t(q a)\left(k_{F} a\right)}\left[\omega_{q, \alpha}-2 h_{e}-t(q a)^{2}\right] \tag{B11}
\end{equation*}
$$

where we have taken $k \approx k_{F}$ in $\Lambda_{q, \alpha, 3}$, once again motivated by the combination of Fermi distributions. We then transform the radial integral over $k$ into an integral over electron energy, producing a factor $1 / \sqrt{\epsilon_{k}+\mu}$ which we approximate by its value at the Fermi level. Further, using the assumption $E_{F} \gg$ $k_{B} T, h_{e}$, we end up with

$$
\begin{align*}
B_{\alpha}^{(3)}= & -\beta \frac{V^{2}}{2 t \hbar(2 \pi)^{3}} \int d \boldsymbol{q} \frac{v_{q_{x}}^{m}}{q} b^{0}\left(\omega_{\boldsymbol{q}, \alpha}\right) g_{\alpha, o}^{m}(\boldsymbol{q}) \\
& \times\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \frac{2 v(q) \Theta\left(1-\left|\Lambda_{q, \alpha, 3}\right|\right)}{\sqrt{1-\Lambda_{q, \alpha, 3}^{2}}} \\
& \times \frac{1}{2 a \sqrt{t}} \frac{1}{\sqrt{E_{F}}} \frac{e^{\beta \omega_{q, \alpha}}}{e^{\beta \omega_{q, \alpha}-1}} \omega_{q, \alpha} . \tag{B12}
\end{align*}
$$

This expression can further be put in the form

$$
\begin{align*}
B_{\alpha}^{(3)}= & \frac{-V^{2}}{4 a t^{\frac{3}{2}} \hbar(2 \pi)^{3} \sqrt{E_{F}}} \int d \boldsymbol{q} v_{q_{x}}^{m}\left[-\frac{\partial b^{0}\left(\omega_{\boldsymbol{q}, \alpha}\right)}{\partial \omega_{\boldsymbol{q}, \alpha}}\right] g_{\alpha, o}^{m}(\boldsymbol{q}) \\
& \times\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \frac{\omega_{q, \alpha}}{q} \frac{2 v(q) \Theta\left(1-\left|\Lambda_{q, \alpha, 3}\right|\right)}{\sqrt{1-\Lambda_{q, \alpha, 3}^{2}}} \tag{B13}
\end{align*}
$$

The integral can here be rewritten as a combination of magnon currents multiplied by the expectation value of the second line of additional momentum-dependent factors calculated using the first part of the integral as the distribution function. When the first part of the integral is a sufficiently peaked function with respect to momentum, and the second part varies slowly with momentum, this procedure approaches simply approximating the second part by its value at the momentum corresponding to the peak of the first part. Assuming that radial momentum dependence of $g_{\alpha, o}^{m}(\boldsymbol{q})$ only has a weak effect on the important momentum region for the integral, the result for $B_{\alpha}^{(3)}$ can be expressed as

$$
\begin{equation*}
B_{\alpha}^{(3)}=-\Gamma_{\alpha}^{(3)}\left[j_{m}-j_{s m}\right] \tag{B14}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma_{\alpha}^{(3)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right)^{3} V^{2}}{8 \pi E_{F}^{2}} \frac{1}{I_{\alpha}} \int d(q a)(q a) \frac{\kappa^{2}(q a)}{\omega_{q}}\left[-\frac{\partial b^{0}\left(\omega_{q, \alpha}\right)}{\partial \omega_{q, \alpha}}\right] \\
& \times\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \frac{\omega_{q, \alpha}}{q a} \frac{v(q) \Theta\left(1-\left|\Lambda_{q, \alpha, 3}\right|\right)}{\sqrt{1-\Lambda_{q, \alpha, 3}^{2}}} \tag{B15}
\end{align*}
$$

and

$$
\begin{equation*}
I_{\alpha}=\int d(q a)(q a) \frac{\kappa^{2}(q a)}{\omega_{q}}\left[-\frac{\partial b^{0}\left(\omega_{q, \alpha}\right)}{\partial \omega_{q, \alpha}}\right] . \tag{B16}
\end{equation*}
$$

Like $\Gamma_{\alpha}^{(2)}$, the expression for $\Gamma_{\alpha}^{(3)}$ can also be evaluated numerically.

## APPENDIX C: FINAL EXPRESSIONS FOR INTERACTION TERMS

Performing the necessary calculations for all interaction terms, we end up with

$$
\begin{aligned}
B_{\alpha}^{(1)} & =\Gamma_{\alpha}^{(1)}\left[j_{e}-j_{s}\right] \\
B_{\alpha}^{(2)} & =-\Gamma_{\alpha}^{(2)}\left[j_{e}+j_{s}\right] \\
B_{\alpha}^{(3)} & =-\Gamma_{\alpha}^{(3)}\left[j_{m}-j_{s m}\right] \\
B_{\beta}^{(1)} & =\Gamma_{\beta}^{(1)}\left[j_{e}+j_{s}\right] \\
B_{\beta}^{(2)} & =-\Gamma_{\beta}^{(2)}\left[j_{e}-j_{s}\right] \\
B_{\beta}^{(3)} & =-\Gamma_{\beta}^{(3)}\left[j_{m}+j_{s m}\right] \\
F_{\uparrow, \alpha}^{(1)} & =\Gamma_{\uparrow, \alpha}^{(1)}\left[j_{e}-j_{s}\right] \\
F_{\uparrow, \alpha}^{(2)} & =-\Gamma_{\uparrow, \alpha}^{(2)}\left[j_{e}+j_{s}\right] \\
F_{\uparrow, \alpha}^{(3)} & =-\Gamma_{\uparrow, \alpha}^{(3)}\left[j_{m}-j_{s m}\right]
\end{aligned}
$$

$$
\begin{align*}
F_{\uparrow, \beta}^{(1)} & =-\Gamma_{\uparrow, \beta}^{(1)}\left[j_{e}+j_{s}\right], \\
F_{\uparrow, \beta}^{(2)} & =\Gamma_{\uparrow, \beta}^{(2)}\left[j_{e}-j_{s}\right],  \tag{C4}\\
F_{\uparrow, \beta}^{(3)} & =\Gamma_{\uparrow, \beta}^{(3)}\left[j_{m}+j_{s m}\right], \\
F_{\downarrow, \alpha}^{(1)} & =\Gamma_{\downarrow, \alpha}^{(1)}\left[j_{e}+j_{s}\right], \\
F_{\downarrow, \alpha}^{(2)} & =-\Gamma_{\downarrow, \alpha}^{(2)}\left[j_{e}-j_{s}\right],  \tag{C5}\\
F_{\downarrow, \alpha}^{(3)} & =\Gamma_{\downarrow, \alpha}^{(3)}\left[j_{m}-j_{s m}\right], \\
F_{\downarrow, \beta}^{(1)} & =-\Gamma_{\downarrow, \beta}^{(1)}\left[j_{e}-j_{s}\right], \\
F_{\downarrow, \beta}^{(2)} & =\Gamma_{\downarrow, \beta}^{(2)}\left[j_{e}+j_{s}\right],  \tag{C6}\\
F_{\downarrow, \beta}^{(3)} & =-\Gamma_{\downarrow, \beta}^{(3)}\left[j_{m}+j_{s m}\right],
\end{align*}
$$

where

$$
\begin{align*}
\Gamma_{\alpha}^{(1 / 2)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right)^{2} V^{2}}{8 \pi E_{F}^{2}} \int d(q a)\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \\
& \times b^{0}\left(\omega_{q, \alpha}\right) \frac{\kappa^{2}(q a)}{\omega_{q}} \frac{v(q) \Lambda_{q, \alpha, 1 / 2} \Theta\left(1-\left|\Lambda_{q, \alpha, 1 / 2}\right|\right)}{\sqrt{1-\Lambda_{q, \alpha, 1 / 2}^{2}}},  \tag{C7}\\
\Gamma_{\alpha}^{(3)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right)^{3} V^{2}}{8 \pi E_{F}^{2}} \frac{1}{I_{\alpha}} \int d(q a)(q a) \frac{\kappa^{2}(q a)}{\omega_{q}}\left[-\frac{\partial b^{0}\left(\omega_{q, \alpha}\right)}{\partial \omega_{q, \alpha}}\right] \\
& \times\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \frac{\omega_{q, \alpha}}{q a} \frac{v(q) \Theta\left(1-\left|\Lambda_{q, \alpha, 3}\right|\right)}{\sqrt{1-\Lambda_{q, \alpha, 3}^{2}}},  \tag{C8}\\
\Gamma_{\beta}^{(1 / 2)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right)^{2} V^{2}}{8 \pi E_{F}^{2}} \int d(q a) \\
& \times b^{0}\left(\omega_{q, \beta}\right) \frac{\kappa^{2}(q a)}{\omega_{q}} \frac{\left.v(q) \Omega_{q, \beta, 1 / 2} v_{q}+\Omega_{B} u_{q}\right)^{2}}{\sqrt{1-\Lambda_{q, \beta, 1 / 2}^{2}}}
\end{align*}
$$

$$
\begin{align*}
\Gamma_{\beta}^{(3)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right)^{3} V^{2}}{8 \pi E_{F}^{2}} \frac{1}{I_{\beta}} \int d(q a)(q a) \frac{\kappa^{2}(q a)}{\omega_{q}}\left[-\frac{\partial b^{0}\left(\omega_{\boldsymbol{q}, \beta}\right)}{\partial \omega_{q, \beta}}\right]  \tag{C9}\\
& \times\left(\Omega_{A} v_{q}+\Omega_{B} u_{q}\right)^{2} \frac{\omega_{q, \beta}}{q a} \frac{v(q) \Theta\left(1-\left|\Lambda_{q, \beta, 3}\right|\right)}{\sqrt{1-\Lambda_{q, \beta, 3}^{2}}} \tag{C10}
\end{align*}
$$

$$
\Gamma_{\sigma, \alpha}^{(1)}=\frac{1}{\hbar} \frac{\left(k_{F} a\right) V^{2}}{4 \pi E_{F}} \int d(q a)\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} b^{0}\left(\omega_{q, \alpha}\right)
$$

$$
\times \frac{\Theta\left(1-\left|\Lambda_{q, \sigma, \alpha, 1}\right|\right)}{\sqrt{1-\Lambda_{q, \sigma, \alpha, 1}^{2}}}\left[1-\frac{q a}{k_{F} a} \Lambda_{q, \sigma, \alpha, 1}\right]
$$

$$
\Gamma_{\sigma, \alpha}^{(2)}=\frac{1}{\hbar} \frac{\left(k_{F} a\right) V^{2}}{4 \pi E_{F}} \int d(q a)\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} b^{0}\left(\omega_{q, \alpha}\right)
$$

$$
\begin{equation*}
\times \frac{\Theta\left(1-\left|\Lambda_{q, \sigma, \alpha, 2}\right|\right)}{\sqrt{1-\Lambda_{q, \sigma, \alpha, 2}^{2}}} \tag{C12}
\end{equation*}
$$

$$
\begin{align*}
\Gamma_{\sigma, \alpha}^{(3)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right)^{2} V^{2}}{4 \pi E_{F}} \frac{1}{I_{\alpha}} \int d(q a)(q a)\left[-\frac{\partial b^{0}\left(\omega_{q, \alpha}\right)}{\partial \omega_{q, \alpha}}\right] \Lambda_{q, \sigma, \alpha, 3} \\
& \times\left(\Omega_{A} u_{q}+\Omega_{B} v_{q}\right)^{2} \frac{\omega_{q, \alpha}}{q a} \frac{\Theta\left(1-\left|\Lambda_{q, \sigma, \alpha, 3}\right|\right)}{\sqrt{1-\Lambda_{q, \sigma, \alpha, 3}^{2}}},(\mathrm{C} 13)  \tag{C13}\\
\Gamma_{\sigma, \beta}^{(1)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right) V^{2}}{4 \pi E_{F}} \int d(q a)\left(\Omega_{A} v_{q}+\Omega_{B} u_{q}\right)^{2} b^{0}\left(\omega_{q, \beta}\right) \\
& \times \frac{\Theta\left(1-\left|\Lambda_{q, \sigma, \beta, 1}\right|\right)}{\sqrt{1-\Lambda_{q, \sigma, \beta, 1}^{2}}},  \tag{C14}\\
\Gamma_{\sigma, \beta}^{(2)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right) V^{2}}{4 \pi E_{F}} \int d(q a)\left(\Omega_{A} v_{q}+\Omega_{B} u_{q}\right)^{2} b^{0}\left(\omega_{q, \beta}\right) \\
& \times \frac{\Theta\left(1-\left|\Lambda_{q, \sigma, \beta, 2}\right|\right)}{\sqrt{1-\Lambda_{q, \sigma, \beta, 2}^{2}}\left[1-\frac{q a}{k_{F} a} \Lambda_{q, \sigma, \beta, 2}\right], \quad(\mathrm{C} 15)}  \tag{C15}\\
\Gamma_{\sigma, \beta}^{(3)}= & \frac{1}{\hbar} \frac{\left(k_{F} a\right)^{2} V^{2}}{4 \pi E_{F}} \frac{1}{I_{\beta}} \int d(q a)(q a)\left[-\frac{\partial b^{0}\left(\omega_{q, \beta}\right)}{\partial \omega_{q, \beta}}\right] \Lambda_{q, \sigma, \beta, 3} \\
& \times\left(\Omega_{A} v_{q}+\Omega_{B} u_{q}\right)^{2} \frac{\omega_{q, \beta}}{q a} \frac{\Theta\left(1-\left|\Lambda_{q, \sigma, \beta, 3}\right|\right)}{\sqrt{1-\Lambda_{q, \sigma, \beta, 3}^{2}} .} \tag{C16}
\end{align*}
$$

We have here defined

$$
\begin{equation*}
I_{\gamma}=\int d(q a)(q a) \frac{\kappa^{2}(q a)}{\omega_{q}}\left[-\frac{\partial b^{0}\left(\omega_{\boldsymbol{q}, \gamma}\right)}{\partial \omega_{\boldsymbol{q}, \gamma}}\right], \tag{C17}
\end{equation*}
$$

as well as

$$
\begin{align*}
& \Lambda_{q, \gamma, 1}=\frac{1}{2 t(q a)\left(k_{F} a\right)}\left[\omega_{q, \gamma}+2 \gamma h_{e}+t(q a)^{2}\right], \\
& \Lambda_{q, \gamma, 2}=\frac{1}{2 t(q a)\left(k_{F} a\right)}\left[\omega_{q, \gamma}+2 \gamma h_{e}-t(q a)^{2}\right],  \tag{C18}\\
& \Lambda_{q, \gamma, 3}=\Lambda_{q, \gamma, 2}, \\
& \Lambda_{q, \uparrow, \alpha, 1}=\frac{1}{2 t(q a)\left(k_{F} a\right)}\left[\omega_{q, \alpha}-2 h_{e}+t(q a)^{2}\right], \\
& \Lambda_{q, \uparrow, \alpha, 2}=\frac{1}{2 t(q a)\left(k_{F} a\right)}\left[\omega_{q, \alpha}-2 h_{e}-t(q a)^{2}\right], \\
& \Lambda_{q, \uparrow, \alpha, 3}=\Lambda_{q, \uparrow, \alpha, 2}, \\
& \Lambda_{q, \uparrow, \beta, 1}=\frac{1}{2 t(q a)\left(k_{F} a\right)}\left[\omega_{q, \beta}+2 h_{e}+t(q a)^{2}\right],  \tag{C19}\\
& \Lambda_{q, \uparrow, \beta, 2}=\frac{-1}{2 t(q a)\left(k_{F} a\right)}\left[\omega_{q, \beta}+2 h_{e}-t(q a)^{2}\right], \\
& \Lambda_{q, \uparrow, \beta, 3}=\Lambda_{q, \uparrow, \beta, 1}, \\
& \Lambda_{q, \downarrow, \alpha, 1}=-\Lambda_{q, \uparrow, \alpha, 2}, \quad \Lambda_{q, \downarrow, \alpha, 2}=-\Lambda_{q, \uparrow, \alpha, 1}, \\
& \Lambda_{q, \downarrow, \alpha, 3}=\Lambda_{q, \uparrow, \alpha, 1}, \quad \Lambda_{q, \downarrow, \beta, 1}=-\Lambda_{q, \uparrow, \beta, 2}, \\
& \Lambda_{q, \downarrow, \beta, 2}=\Lambda_{q, \uparrow, \beta, 1}, \quad \Lambda_{q, \downarrow, \beta, 3}=-\Lambda_{q, \uparrow, \beta, 2} . \tag{C20}
\end{align*}
$$

## APPENDIX D: DEFINITION OF COEFFICIENTS

The coefficients in Eq. (26) are given by

$$
\begin{align*}
A_{e \rightarrow s}= & \frac{1}{X_{s}}\left[\frac{1}{2}\left(Y_{0} \frac{T_{-}}{T_{+}}+P_{0}\right) \tau_{e}^{-1}\right. \\
+ & \left(1+\frac{T_{-}}{T_{+}}\right)\left(-\Gamma_{\downarrow, \alpha}^{(1)}+\Gamma_{\downarrow, \alpha}^{(2)}+\Gamma_{\downarrow, \beta}^{(1)}-\Gamma_{\downarrow, \beta}^{(2)}\right) \\
+ & \left.\left(1-\frac{T_{-}}{T_{+}}\right)\left(\Gamma_{\uparrow, \alpha}^{(1)}-\Gamma_{\uparrow, \alpha}^{(2)}-\Gamma_{\uparrow, \beta}^{(1)}+\Gamma_{\uparrow, \beta}^{(2)}\right)\right]  \tag{D1}\\
A_{m \rightarrow s}= & \frac{1}{X_{s}}\left[\left(1-\frac{T_{-}}{T_{+}}\right)\left(\Gamma_{\uparrow, \beta}^{(3)}-\Gamma_{\uparrow, \alpha}^{(3)}\right)\right. \\
& \left.+\left(1+\frac{T_{-}}{T_{+}}\right)\left(-\Gamma_{\downarrow, \alpha}^{(3)}+\Gamma_{\downarrow, \beta}^{(3)}\right)\right] \tag{D2}
\end{align*}
$$

and

$$
\begin{align*}
A_{s m \rightarrow s}= & \frac{1}{X_{s}}\left[\left(1-\frac{T_{-}}{T_{+}}\right)\left(\Gamma_{\uparrow, \beta}^{(3)}+\Gamma_{\uparrow, \alpha}^{(3)}\right)\right. \\
& \left.+\left(1+\frac{T_{-}}{T_{+}}\right)\left(\Gamma_{\downarrow, \alpha}^{(3)}+\Gamma_{\downarrow, \beta}^{(3)}\right)\right] \tag{D3}
\end{align*}
$$

where

$$
\begin{align*}
X_{s}= & \frac{1}{2}\left(P_{0} \frac{T_{-}}{T_{+}}+Y_{0}\right) \tau_{e}^{-1} \\
& -\left(\frac{T_{-}}{T_{+}}-1\right)\left(\Gamma_{\uparrow, \alpha}^{(1)}+\Gamma_{\uparrow, \alpha}^{(2)}+\Gamma_{\uparrow, \beta}^{(1)}+\Gamma_{\uparrow, \beta}^{(2)}\right) \\
& +\left(\frac{T_{-}}{T_{+}}+1\right)\left(\Gamma_{\downarrow, \alpha}^{(1)}+\Gamma_{\downarrow, \alpha}^{(2)}+\Gamma_{\downarrow, \beta}^{(1)}+\Gamma_{\downarrow, \beta}^{(2)}\right) . \tag{D4}
\end{align*}
$$

Further, the coefficients in Eq. (27) take the form

$$
\begin{gather*}
C_{e \rightarrow m}=A_{e \rightarrow m}+A_{e \rightarrow s} A_{s \rightarrow m} \\
C_{s m \rightarrow m}=A_{s m \rightarrow m}+A_{s m \rightarrow s} A_{s \rightarrow m} \tag{D5}
\end{gather*}
$$

where

$$
\begin{align*}
A_{e \rightarrow m} & =\left[\Gamma_{\beta}^{(1)}+\Gamma_{\alpha}^{(1)}-\Gamma_{\beta}^{(2)}-\Gamma_{\alpha}^{(2)}\right] / X_{m} \\
A_{s \rightarrow m} & =\left[\Gamma_{\beta}^{(1)}-\Gamma_{\alpha}^{(1)}+\Gamma_{\beta}^{(2)}-\Gamma_{\alpha}^{(2)}\right] / X_{m}  \tag{D6}\\
A_{s m \rightarrow m} & =\left[\Gamma_{\alpha}^{(3)}-\Gamma_{\beta}^{(3)}\right] / X_{m}
\end{align*}
$$

and

$$
\begin{align*}
X_{m}= & \tau_{M_{0}}^{-1}+\left[\Gamma_{\beta}^{(3)}+\Gamma_{\alpha}^{(3)}\right] \\
& -A_{m \rightarrow s}\left[\Gamma_{\beta}^{(1)}-\Gamma_{\alpha}^{(1)}+\Gamma_{\beta}^{(2)}-\Gamma_{\alpha}^{(2)}\right] \tag{D7}
\end{align*}
$$
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