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Summary 

As the number of power electronics converters increases due to the increase in variable 

renewable energy, it has a significant impact on the dynamics and stability of power 

systems. Since power systems are traditionally dominated by synchronous machine-based 

physics and control, the dynamics are also determined by the response of the dominant 

synchronous machine. With how power converters are more interconnected to the grid, the 

conventional modelling for power system dynamics is not enough to capture all the desired 

phenomena available in power systems. 

This thesis will examine the converter-driven stability of a Synchronverter-based wind 

energy conversion system (WECS) through a state-of-the-art stability assessment method: 

impedance-based stability analysis. The three main objectives of the thesis are: to derive 

the impedance model of WECS analytically; comparing the accuracy of the derived 

analytical model with the frequency sweep model; to perform the converter-driven stability 

analysis of WECS interconnection to an AC weak grid by implementing the impedance-

based stability analysis. 

A Synchronverter-based WECS, which is a type IV wind turbine connected to an infinite 

bus, will be modelled in Simulink. Both converter controls will use Synchronverter 

algorithms where Rotor Side Control will control the DC link voltage and Grid Side Control 

will control the active and reactive power transmitted to the grid. The model will be 

validated against the Texas Panhandle Wind Farm scenario. 

The impedance model of the Synchronverter-based WECS will be derived analytically using 

the mathematical model of Synchronverter. The accuracy of the impedance obtained will 

be compared with the impedance obtained through the Single-Tone Sinusoidal Frequency 

Sweep in Simulink. The impedances will be presented in the Modified Sequence Domain. 

Both impedances obtained will be used to assess the converter-driven stability of the WECS 

for weak AC grid interconnection. Generalized Nyquist Criterion (GNC) will be used to 

examine the systems' open-loop-pole characteristics. Sensitivity studies will be performed, 

where three parameters of the system will be varied: Short Circuit Ratio (SCR); virtual 

attenuation; and virtual inertia. 

The results show that variation of SCR affects the stability of the system to a large extent, 

and that virtual damping and virtual inertia do not really affect the converter-driven stability 

of WECS, especially for weak grid interconnection. The simple impedance model derived 

also performed satisfactorily for the converter-driven stability assessment since it captures 

all the desired stability phenomena. 

The simulation results also managed to show that the impedance-based technique 

combined with GNC is a powerful tool for assessing the power system's stability in the form 

of BIBO stability. 
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Sammendrag 

Ettersom antallet kraftelektronikkomformere øker på grunn av økningen i variabel fornybar 

energi, har det en betydelig innvirkning på dynamikken og stabiliteten til kraftsystemer. 

Siden kraftsystemer tradisjonelt domineres av synkron maskinbasert fysikk og kontroll, 

bestemmes dynamikken også av responsen til den dominerende synkronmaskinen. Med 

hvordan kraftomformere er mer sammenkoblet med nettet, er ikke den konvensjonelle 

modelleringen for kraftsystemdynamikk nok til å fange opp alle de ønskede fenomenene 

som er tilgjengelige i kraftsystemer. 

Denne oppgaven vil undersøke den omformerdrevne stabiliteten til et Synchronverter-

basert vindenergikonverteringssystem (WECS) gjennom en state-of-the-art 

stabilitetsvurderingsmetode: impedansbasert stabilitetsanalyse. De tre hovedmålene med 

oppgaven er: å utlede impedansmodellen til WECS analytisk; å sammenligne nøyaktigheten 

til den avledede analytiske modellen med frekvenssveip-modellen; å utføre den 

omformerdrevne stabilitetsanalysen av WECS-sammenkobling til et AC-svak nett ved å 

implementere den impedansbaserte stabilitetsanalysen. 

En Synchronverter-basert WECS, som er en type IV vindturbin koblet til en uendelig buss, 

skal modelleres i Simulink. Begge omformerkontrollene vil bruke Synchronverter-

algoritmer der Rotor Side Control vil kontrollere DC-linkspenningen og Grid Side Control vil 

kontrollere den aktive og reaktive kraften som overføres til nettet. Modellen vil bli validert 

mot Texas Panhandle Wind Farm-scenario. 

Impedansmodellen til Synchronverter-baserte WECS vil bli utledet analytisk ved å bruke 

den matematiske modellen til Synchronverter. Nøyaktigheten til impedansen som oppnås 

vil bli sammenlignet med impedansen oppnådd gjennom Single-Tone Sinusoidal Frequency 

Sweep i Simulink. Impedansene vil bli presentert i Modified Sequence Domain. 

Begge impedansene som oppnås vil bli brukt til å vurdere den omformerdrevne stabiliteten 

til WECS for svak AC-nettforbindelse. Generalisert Nyquist Criterion (GNC) vil bli brukt for 

å undersøke systemenes åpen-sløyfe-polkarakteristikk. Sensitivitetsstudier vil bli utført, 

hvor tre parametere til systemet vil varieres: Short Circuit Ratio (SCR); virtuell demping; 

og virtuell treghet. 

Resultatene viser at variasjon av SCR påvirker stabiliteten til systemet i stor grad, og at 

virtuell demping og virtuell treghet egentlig ikke påvirker den omformerdrevne stabiliteten 

til WECS, spesielt for svak nettsammenkobling. Den enkle impedansmodellen avledet 

utførte også tilfredsstillende for den omformerdrevne stabilitetsvurderingen siden den 

fanger opp alle de ønskede stabilitetsfenomenene. 

Simuleringsresultatene klarte også å vise at den impedansbaserte teknikken kombinert 

med GNC er et kraftig verktøy for å vurdere kraftsystemets stabilitet i form av BIBO-

stabilitet.
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Chapter1 

Introduction 

This chapter is written to make sure the reader has a better understanding of the 

background and the aim of the thesis. First, the motivation behind the thesis work is 

explained before the specific objectives are presented. The project significance is also 

elaborated together with the methodology, scope, limitations, and the overall thesis 

structure. 

1.1 Background and Motivation 

Energy has been one of the most significant drivers of economic growth. Due to the COVID-

19 pandemic, the world has gone into a recession which causes the global electricity 

demand to drop by around 124 TWh in 2020 [1]. In 2021, the global electricity demand 

grew by 6%, which in absolute terms, was the highest ever recorded with over 1500 TWh 

[1]. With the recovery of the world’s economy and extreme weather conditions, the 

electricity demand will inevitably keep growing by 2.7% per year on average until 2024 

[1]. 

However, the sharp increase in energy demand is not balanced with the sources of the 

electricity supply due to the energy crisis. It started with the COVID-19 pandemic when the 

lockdown was implemented around the globe, causing electricity and gas usage to fall 

steeply. The lockdown, combined with the overproduction of oil and gases, drove the prices 

to crash. The crashing prices of oil and gases resulted in oil and gas companies decreasing 

their production to ensure they were operating profitably. 

The electricity demand started recovering with the economic recovery, which drove the gas 

prices to hike. The prices, reaching a new high level [2], made the utilities operate in red 

without being able to pass the costs on since the government’s energy price cap was too 

low. For example, 26 energy companies have collapsed in the UK due to the policy, affecting 

almost 4.3 million domestic customers [3].  Due to this, Ofgem in the UK has set a new, 

fairer price cap mechanism that allows energy companies to pass on the high production 

costs while ensuring customers pay a fair share of their electricity usage. This new 

mechanism, in the short run, is successful in helping the energy companies alleviate their 

losses. However, it was too taxing for the customers since the price suddenly increased 

and was too high for them to afford, especially during the long winter period. 

This energy crisis reveals the bad energy policy being designed worldwide (especially in 

Europe), which focused only on one part of the energy trilemma: sustainability and 

environmental impacts, without putting too much attention on energy security. The EU 

aims to achieve at least a 40% share of renewable energy by 2030 [4], aiming to have net-

zero CO2 emissions by 2050 to establish Europe as the first climate-neutral continent in the 

world [5]. To achieve this, policymakers in Europe have focused on phasing-out 

conventional power plants such as coal and nuclear-based power plants. Also, they 
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emphasize reducing oil and gas production while increasing investment in wind farms and 

solar power plants. 

 

Figure 1.1 Example of The Energy Trilemma [6] 

With the massive focus on sustainability, the policymakers have reformed the supply-side 

of the energy system while the demand-side reformation lag behind [7]. Currently, the EU 

heavily depends on natural gas imports and LNG from other countries, such as Russia, the 

USA, and Norway [8]. With how things progress so far, the current energy crisis will not 

have a short fix, and the prices can be expected to stay high in the upcoming years. 

For that reason, the EU has announced another ambitious strategy called REPowerEU to 

make Europe independent from Russian fossil fuels before 2030 [9]. This strategy can be 

further discussed in two main parts: short-term and medium-term plans. The short-term 

program ensures that gas supply distribution is undisturbed by having the EU Energy 

Platform for common gas and LNG purchases. Also, the EU plans to have new energy 

partnerships with more reliable suppliers, rapid roll-out of solar and wind energy projects, 

and the approval of the first EU-wide hydrogen projects [9]. The support of the hydrogen 

project is an excellent move from the EU to ensure a variety of alternatives of green energy 

to keep the energy mix well-balanced. By having a more well-balanced energy mix, the 

intermittency of other VREs can be avoided, improving the continent's energy security while 

ensuring it is still affordable for consumers. 

 

Figure 1.2 LCOE of Renewable Energy and Conventional Technologies in 2021 [10] 
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In the medium-term, the EU plans to increase the share of renewables from the previous 

40% to 45% in 2030. Other things worth noting are the increase in investments in 

renewables and the new legislation and recommendations to accelerate renewable energy 

interconnections. The EU prepared a special solar energy strategy to double the installed 

capacity to 320 GW by 2025 and 420 GW by 2030 [9]. REPowerEU also wants wind energy 

to increase from 190 GW today to at least 480 GW in 2030. It is understandable since wind 

and solar power are already one of the cheapest forms of electricity generation in terms of 

LCOE [10].  

With how the EU plans to integrate more wind energy into the systems, it is apparent that 

the shift from conventional power plants to VRE sources is growing at an extreme pace. 

Unfortunately, wind energy has its drawbacks compared to traditional power plants. One of 

the most popular ones is intermittency, which causes the output power from the wind power 

plants to vary depending on the weather. This intermittency issue provides technical 

challenges in balancing the generation and demand at all times. Compared to other 

conventional, dispatchable sources which can store their energy in the form of their primary 

energy source (water for hydropower power plants or coal for coal-fired power plants), wind 

energy cannot be stored, so the output varies depending on the available wind at that 

particular time or non-dispatchable. Due to this, the output of the wind turbines cannot be 

directly integrated into the electrical grid. With varying wind speeds, the rotation of the 

wind turbines will also vary, generating a variable frequency AC waveform. 

By utilising power electronics converters, the integration of wind farms into the AC grid has 

been eased, and the AC waveforms can be converted to be compatible with the grid. 

However, as the number of power electronics converters increases, there is a significant 

impact on the power systems’ dynamics and stability. Since traditionally, power systems 

are dominated by synchronous machine-based physics and control, the dynamics are also 

determined by the response of the dominant synchronous machine. With how power 

converters are interconnected more to the grids (from here onwards will be called CIG- 

Converter Interfaced Generation), the conventional modelling for power systems dynamics 

is not enough to capture all the desired phenomena available in power systems [11]. 

 

Figure 1.3 Power Systems Dynamic Time Scales [12] 
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When CIGs are connected to the grid, it can be seen from [12] that inverter-based control 

exist. This happened since the converter are interacting with the existing grid dynamics. 

This interaction may cause a lot of problems, from oscillation to small-signal stability 

problems [13], [14]. To analyse the interactions and their small-signal dynamics, usually 

linearised modelling is utilised. From the linearised model, there are two main ways to 

conduct the stability analysis. The first one is conducted in the time domain with state-

space analysis method [15], and the second and the most recent and currently state-of-

the-art one is in the frequency domain with impedance-based analysis method [16].  

The difference between them is the state-space analysis comes from the differential 

equations of the state variables, obtained from a linearised model. Since the dynamics of 

the converter is modelled through the control systems, the physical components of the 

converter can be considered less important for dynamic studies. However, the control 

design is a very confidential information from the suppliers and will not be available. This 

will not be a problem if all converters came from the same vendor, since a general model 

then can be derived for the subsystems. In reality, there are many vendors supplying 

converters to the grid worldwide. Therefore, the TSO will have a challenge in obtaining data 

for each converters to conduct a proper and accurate dynamic studies [17].  

 

Figure 1.4 Illustration of the Challenge on Converter Interoperability [18] 

Impedance-based modelling will consider both the converter 1 and 2 in [18] from the 

terminal equivalent or the grid PCC. From here, the converter control dynamics will be 

modelled as a transfer function (or an impedance model), defined as the voltage divided 

by the current. The interaction will be modelled as a feedback loop formed by the grid 

impedance and the converter impedance. With this technique, it allows ‘black-box’ way of 

modelling so that the control dynamics can be characterised simply through the input-

output approach by transfer functions. 

Even though impedance-based modelling has been a quite common field of research at the 

moment, it usually studies only a certain type of control, such as VSG [19], VSC HVDC 

control [20], MMC-based HVDC [21], and GFI [22]. To the best of the author’s knowledge, 

there is no specific studies on impedance-based modelling and converter-driven stability 

analysis for Synchronverter-based WECS (from here onwards, WECS will refer to the 

Synchronverter-based control of WECS to simplify the terms). Therefore, in this thesis, an 

impedance-based modelling and converter-driven stability analysis will be conducted for 

the WECS. The thesis will propose and derive the analytical impedance model, so that it 

can be used as the baseline to tune the controller. Also, as a case study, it will be 
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demonstrated on how the impedance-based modelling combined with the GNC for 

converter-driven stability analysis can be utilised to investigate the impact of the WECS 

interconnection to a weak AC grid. 

 

1.2 Objectives 

The main objective of this master’s thesis is to investigate the converter-driven stability of 

a power systems consisting of a Synchronverter-based WECS by means of impedance-

based modelling and analysis. MATLAB/Simulink will be used to simulate the systems and 

implementing the method proposed. 

Therefore, the three major objectives of the thesis are  

• to analytically derive the impedance model of the WECS 

• to compare the accuracy between the derived analytical model with the frequency 

sweep model 

• to conduct the converter-driven stability analysis of the WECS connected to an AC 

weak grid by implementing the impedance-based stability analysis.  

 

1.3 Thesis Significance 

This thesis which studies the impedance-based modelling and stability analysis will 

contribute to the already established research on the topic by creating an analytical 

impedance model that can be used to investigate the Synchronverter small-signal dynamic 

response, and provide a detailed comparison between the model obtained from simulation 

and the derived analytical model. Furthermore, an in-depth study regarding the converter-

driven stability will be conducted, and the impact of the different control parameters to the 

interconnection with weak AC grids will also be explored. 

The result of this thesis will provide helpful feedback for the TSO to plan and prepare for 

the upcoming full transition to more power electronics-dominated power systems. The 

proposed, impedance-based method can also be designed and professionally implemented 

into a more well-known power systems analysis commercial software, such as DIgSILENT 

PowerFactory or PSCAD to conduct stability studies regarding CIGs. Another thing worth to 

mention is these studies will contribute indirectly to the environment and energy crisis since 

it will undoubtedly help alleviate one of the risks in VRE integration to the power systems. 

This will also benefit the electricity consumers since the research will help increase the 

reliability of the grids in terms of converter-driven stability of WECS. 

In addition, from this thesis, 3 scientific papers will be written and submitted for 

publication. 2 of them is directly related to the thesis and 1 of them is only related to a 

certain extent. 

• Low Inertia Power Systems: A Comprehensive Review, is currently in minor revision 

and is attached in Appendix 

• Sequence Domain Impedance Modelling of Synchronverter-based Wind Energy 

Conversion System, is currently in major revision and will not be attached in 

Appendix 

• Converter-Driven Stability Analysis of Synchronverter-based Wind Energy 

Conversion System for Weak AC Grid Integration, is currently in writing process, 

and will not be attached in the Appendix. 
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1.4 Method 

Literature review of VSMs (especially Synchronverter) will be carried out first, 

complemented with literature review of relevant articles and papers related to impedance-

based modelling and stability analysis of power electronics converters. The required 

mathematical modelling for the WECS will also be provided, including the mathematical 

concepts of wind turbine and the power extraction, the modelling of a synchronous 

generator and the Synchronverter control system. 

Provided with relevant mathematical and background theory, the detailed model of the 

WECS will be built in Simulink. A validation of the model will be conducted from the 

scenarios on Texas Panhandle Wind Power System [23]. 

Next, analytical impedance model of the WECS will be derived from the mathematical model 

of the Synchronverter and the control schemes. Normal linearization approach will be used, 

and the Bode Plot of the impedance magnitude and the phase will be shown. To validate 

the analytical impedance model, a frequency sweep will be simulated with Simulink. The 

obtained, frequency sweep model will be compared with the analytical model from the Bode 

Plots. 

Last, the converter-driven stability analysis will be conducted to see the impact of the 

WECS control parameters for the interconnection under weak AC grid conditions. A GNC 

method [24] will be used to analyse the converter-driven stability of the WECS. The Nyquist 

plot of both the impedance obtained from analytical model and the frequency sweep will 

be compared, and a time-domain simulation will also be performed to see the stability 

aspects in the form of active power, reactive power, frequency, and voltage waveforms. 

1.5 Scope and Limitations 

The scope of this thesis are as follows: 

• Get up to date on the new, extended, classification of power systems stability in a 

power electronics-dominated power system 

• Perform a comprehensive literature review on the state-of-art for Synchronverter 

• Model the control and the dynamics of the Synchronverter-based WECS 

• Derive analytically the impedance model of the WECS from the mathematical 

equation of Synchronverter 

• Conduct a single-tone frequency sweep to obtain the impedance model of the WECS 

from simulation 

• Use the obtained model to conduct a converter-driven stability analysis by means of 

the GNC 

• Carry out a sensitivity analysis by varying the parameters of the WECS to understand 

the impact of the parameters of the WECS for weak AC grid interconnection 

• Execute a time-domain simulation to analyse the current and voltage waveforms 

during the converter-driven stability studies 

Notable limitations include the following: 
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• Simulations will be carried out on an SMIB using MATLAB/Simulink, which basically 

means that all system parameters are hypothetical and there will be no physical 

hardware implementations.  

• An aggregated wind farm model is used, consisting of a wind turbine model, the GSC 

and RSC, the grid impedance, and the voltage source as the infinite bus. 

• The details related to the WECS tuning and control design are not considered. 

• The control of the wind turbine in detail, such as pitch control, aerodynamic model, 

tower model, gain scheduling control, etc are outside the scope of this thesis. 

• Only one type of VSM will be studied which is Synchronverter. There will be no 

comparison studies performed between other topologies of VSM with Synchronverter. 

• Only converter-driven stability is considered. Frequency, rotor angle, and voltage 

stability studies are thus not carried out. 

 

1.6 Thesis Structure 

The thesis follows a four-level format from the NTNU thesis template, in which A is the 

chapter number, B is the section number inside chapter A, and so on. Equations are 

formatted directly as (A) where A indicates the equation number, while figures, and tables 

are formatted as A.B, with B denoting the number of objects and A denoting the chapter. 

The bibliography at the last part of the thesis is formatted in IEEE citation style, and 

references are identified by their reference number inside square brackets. The reference 

number will correspond to the number in the bibliography, and the references will be listed 

in chronological order depending on when they are first referenced in the thesis. 

There are six chapters in this master's thesis, plus five appendices, including the 

introduction chapter. The format of the remaining five chapters and appendices, as well as 

a review of their contents, are given below. 

Chapter 2 introduces the background theory that will be used sfor the research that will 

be conducted in this thesis. Before the wind turbine and permanent magnet synchronous 

generator are mathematically modelled, an introduction to wind power is given. Then there 

will be a quick rundown on power electronic converters. The swing equation which is the 

basic fundamental theory of Synchronverter will be introduced once the synchronous 

machine is modelled. Also included is a brief introduction to VSM. Finally, an introduction 

to the new, expanded classification of power system stability is provided, as well as a 

discussion of one of the newest types of stability from the classification: converter-driven 

stability. 

Chapter 3 models the Synchronverter technique for both inverter control and rectifier 

control of the WECS. The system topology which will be modelled in Simulink is also 

described in detail, with the simulation and results of the validation from Texas Panhandle 

Wind Farm scenarios provided at the end of the chapter. 

Chapter 4 derives the impedance model of the WECS which is connected an infinite bus. 

First, a brief introduction on several methods of impedance modelling will be elaborated. 

Also, a concise explanation in regards to obtaining the impedance model from 

measurement will be provided. Then, the impedance model of both the GSC and the RSC 

will be derived analytically from the governing equations of the Synchronverter control. To 



Master’s thesis CHAPTER 1. INTRODUCTION 

8 Dept. of Electric Power Engineering 

validate the results, a single-tone frequency sweep will be conducted. The results and 

simulations providing insight into the system stability are provided, before being thoroughly 

discussed. 

Chapter 5 investigates the converter-driven stability of the WECS by means of the GNC. 

First, an introduction on stability analysis for interconnection to a weak grid will be given. 

Next, a concise explanation about the weak grids and impedance-based stability analysis 

is provided, with emphasis on the GNC method. Lastly, simulations which centred on 

sensitivity analysis of the WECS control parameters are carried out to understand the 

impact of the parameters for converter-driven stability in regards of interconnection to a 

weak AC grid. A time-domain simulation will then be executed to see the effect on the 

current and voltage waveform of the PCC. 

Chapter 6 present the conclusions for all the simulations and results obtained. Possible 

future works are also discussed based on the studies carried out in the thesis. 

Last part of the thesis contains the appendix, which is given to complete the thesis as a 

whole.
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Chapter2 

Background Theory 

This chapter lays the theoretical foundation for the research that will be done in this thesis. 

An introduction to wind energy is given before the wind turbine and permanent magnet 

synchronous generator are mathematically modelled. After that, a short overview of power 

electronic converters will be given. Once the synchronous machine model has been 

introduced, the swing equation, which is the core fundamental theory of Synchronverter, 

will be introduced. A quick introduction to VSM is also presented. Finally, a description of 

the new, expanded classification of power system stability is presented, as well as an 

introduction to one of the newest types of stability: converter-driven stability. 

2.1 Introduction to Wind Energy 

2.1.1 Overview of the Wind Turbine Technology and Architectures 

A wind turbine is a device which converts the wind energy into electricity [25]. A wind 

turbine consists of a tower and a nacelle that is mounted on top of the tower. This nacelle 

contains several components which is responsible for the energy conversion, such as the 

gearbox, the generator, and the transformer. When the wind blows past the wind turbine, 

the turbine blade will capture the energy and rotate. This rotation will rotate the shaft inside 

the hub. To increase the rotational speed, the shaft is connected to a gearbox, and this 

gearbox is connected to the generator to convert the kinetical energy to electricity. This 

electricity generated needs to be regulated by the power electronics converters to ensure 

it complies with the grid code. By having a larger rotor blade in terms of diameter, the 

energy it can capture will also be greater. However, larger rotor will needs higher tower to 

ensure that the height is high enough to capture faster winds so the rotor blade can rotate 

[26]. 

 

Figure 2.1 The Structure of Wind Turbine [27] 
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Wind turbines itself in general has 2 different orientation of the rotor shaft, more commonly 

known as VAWT and HAWT [28]. Even though VAWT can operate independently of the wind 

direction, in larger wind turbines in the modern era, VAWT have more disadvantages 

compared to the advantages such as dynamics issues, low efficiency, and weak wind speed 

issues [28]. In recent times, HAWT is the most dominating orientation type of wind turbine, 

especially for offshore applications where the sizes of the wind turbine itself is much larger 

compared to onshore applications. The largest as of January 2022, is the 14 MW GE 

Haliade-X with a rotor diameter of 220 meters [29]. 

Modern wind turbine generators can be categorised are into 2 categories as well depending 

on the operating type; fixed speed wind turbines (type I) and variable speed wind turbines 

(type II, III, and IV) [27]. Type I wind turbines uses an SCIG driven by a gearbox, and 

connected directly to the grid via a transformer. Therefore, the rotational speed of the 

generator is almost constant. To excite the SCIG, a PF compensator in forms of capacitor 

bank is required for reactive power supply to the SCIG. The disadvantage of such wind 

turbine is the low efficiency compared to the other types even though type I is cheaper and 

much simpler in terms of construction. 

 

Figure 2.2 Type I Wind Turbine [27] 

The difference between type II and the other two types (type III and IV) is on the way to 

achieve the variable speed operation. In type II wind turbine, the variable speed operation 

is obtained by controlling the rotor resistance of the WRIG. A variable resistor is connected 

to the WRIG in series, and it is controlled with a chopper circuit. From the way it operates, 

basically type II wind turbine is a modification from type I, where below the rated speed, 

it will act as type I wind turbine. Above the rated wind speed, the variable resistor will 

control the air-gap torque and slip speed, controlling the rotational speed of the generators 

[27]. 

 

Figure 2.3 Type II Wind Turbine [27] 

The most used topologies for variable speed wind turbines are type III and type IV, where 

type III is known as variable speed with partial power electronics conversion with typical 

DFIG configuration. This happened because the stator of the generator is connected in 

parallel with the converter. The variable speed operation is achieved by the use of a 
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controllable, variable frequency voltage in the rotor at a certain value of slip required. This 

effectively decoupled the mechanical speed of the DFIG with the grid frequency [27]. 

 

Figure 2.4 Type III Wind Turbine [27] 

Type IV is known as FRC-WT, since all the power from the wind turbine is now being sent 

directly to the converters. Therefore, the generator is effectively isolated from the grid. 

FRC-WT is very flexible and can have a variety of generator types, such as PMSG, SCIG, or 

WRSG. The control of the wind turbine itself depends on the converter type used, so in 

reality, there are various control strategies depending on what to achieve [27]. In this 

thesis, the PMSG will be used and a simple PMSG model will be derived in the following 

section. 

 

Figure 2.5 Type IV Wind Turbine [27] 

2.1.2 Wind Energy Conversion System Modelling 

As explained in the previous chapter, a Simulink model of the WECS will be built from 

scratch in this thesis. The model built will come from the mathematical formulation in this 

section. 

2.1.2.1 Wind Turbine 

In this thesis, without loss of generalisation, a simple wind turbine model will be used [30]–

[32]. For a wind turbine with radius 𝑅, the mechanical power available to be extracted 𝑃𝑚, 

is given by (1) 

 
𝑃𝑚 =

1

2
𝜌𝜋𝑅2𝑣𝑤

3𝐶𝑝(𝜆, 𝛽) (1) 
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where 𝜌 is the density of the air, 𝑣𝑤  is the wind speed and 𝐶𝑝  is the power coefficient. 𝐶𝑝 is a 

coefficient which is dependent on the pitch angle 𝛽, and the TSR 𝜆 as defined in (2) 

 
𝜆 =

𝜔𝑚𝑅

𝑣𝑤

 (2) 

From the aerodynamic and foil design, every wind turbine type has its own empirical model 

between 𝐶𝑝 as a function of 𝝀 and 𝛽. In this thesis, the empirical model used is cited from 

[31] and shown in (3). 

 
𝐶𝑝(𝜆, 𝛽) = 0.5 (

116

Λ
− 0.4𝛽 − 5) 𝑒

−21
Λ  (3) 

where, 

 1

Λ
=

1

𝜆 + 0.08𝛽
−

0.035

1 + 𝛽3
 (4) 

From the equation given above, it is clear that to extract maximum power at any given 

wind speed, the wind turbines need to operate at its maximum efficiency 𝐶𝑝,𝑚𝑎𝑥. To obtain 

this, the optimal TSR 𝜆𝑜𝑝𝑡 needs to be determined. By plotting the 𝐶𝑝 as a function of 𝜆 for 

various 𝛽, 𝜆𝑜𝑝𝑡 can be easily determined as shown in the following figure. 

 

Figure 2.6 Plot of 𝑪𝒑 vs 𝝀 

It can be seen from Figure 2.6 that the 𝜆𝑜𝑝𝑡 is around 8 (7.95 to be exact) and the 𝐶𝑝,𝑚𝑎𝑥 is 

around 0.41 for 𝛽 = 0. This value will be needed for the MPPT algorithm which will be used 

to extract the maximum power from the wind turbine at all times. 

2.1.2.2 Maximum Power Point Tracking (MPPT) 

As explained in the closing sentence of the previous section, an MPPT algorithm will be 

used to extract maximum power at all times, i.e., to ensure the wind turbine operates at 

𝐶𝑝,𝑚𝑎𝑥. MPPT algorithm works by adjusting the active power set-point, which would regulate 

the speed of the generator. By doing so, 𝜔𝑚 will be the adjusted to obtain the desired TSR 

following (2). The MPPT algorithm presented here is the optimal torque control as presented 

in [33], [34]. 

Again, rearranging (2), 

 
𝑣𝑤 =

𝜔𝑚𝑅

𝜆
 (5) 
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Substituting (5) to (1) results in 

 
𝑃𝑚 =

1

2
𝜌𝜋𝑅5

𝜔𝑚
3

𝜆3
𝐶𝑝(𝜆, 𝛽) (6) 

Reflecting back to the MPPT concept to operate the wind turbine at 𝐶𝑝,𝑚𝑎𝑥 and utilising the 

fact that 𝑃𝑚 = 𝜔𝑚𝑇𝑚, the following set of equations can be obtained. 

 
𝑃𝑚,𝑜𝑝𝑡 =

1

2
𝜌𝜋𝑅5

𝜔𝑚
3

𝜆𝑜𝑝𝑡
3 𝐶𝑝,𝑚𝑎𝑥 = 𝐾𝑝,𝑜𝑝𝑡𝜔𝑚

3  (7) 

 
𝐾𝑝,𝑜𝑝𝑡 =

1

2
𝜌𝜋𝑅5

𝐶𝑝,𝑚𝑎𝑥

𝜆𝑜𝑝𝑡
3  (8) 

If the wind speed measurement data is available, 𝑃𝑚,𝑜𝑝𝑡  will be straightforward since 𝐶𝑝,𝑚𝑎𝑥  

is known. 

 
𝑃𝑚,𝑜𝑝𝑡 =

1

2
𝜌𝜋𝑅2𝑣𝑤

3𝐶𝑝,𝑚𝑎𝑥 (9) 

   

2.1.2.3 Permanent Magnet Synchronous Generator (PMSG) 

PMSG is more or less a simplified version of a normal SG which will be explained further in 

section 2.3. The fundamental difference between SG and the PMSG is the rotor flux source. 

In a PMSG, the rotor flux is provided directly from the permanent magnet installed in the 

machine. Therefore, a PMSG does not need an external excitation to create the flux as 

compared to the normal SG [27]. 

Since the PMSG is a simplified version of the SG, the mathematical model is more or less 

the same as for the SG. Here, Ψ will be used to introduce as the permanent magnet-

generated flux. Therefore, the mathematical models of the PMSG are 

 𝑒 = Ψ𝜃�̇� sin 𝜃�̃� (10) 

 𝑇𝑒 = 𝑝Ψ〈𝑖, sin 𝜃�̃�〉 (11) 

 𝑃𝑔 = 𝜃�̇�Ψ〈𝑖, sin 𝜃�̃�〉 (12) 

 𝑄𝑔 = −𝜃�̇�Ψ〈𝑖, cos 𝜃�̃�〉 (13) 

Here, 𝜃�̇� is the time derivative of the generator angle, i.e., electrical speed of the generator 

which can be related to the mechanical speed of the rotor by the following relation 

 𝜔𝑒 = 𝑝𝜔𝑚 (14) 

where 𝑝 is the number of pole pairs of the machine. 

 

2.2 Power Electronics Converters 

As explained previously, to obtain a more proper and higher quality output from the wind 

turbines, power electronics converters are required. For wind turbine applications, the 

typical converters needed are rectifiers, inverters and DC-DC converters. There are several 

technical, operational, and economical requirements for the converters to be feasible to be 

used in wind turbine applications, such as initial cost, reliability and maintenance cost, 

efficiency, power quality, grid code compliance, power density and weight [27]. In reality, 
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power electronic converters are often divided into two parts; the physical part and the 

electronic part [35]. 

The switching devices and other physical components such as diodes, thyristors, capacitors 

and inductors make up the physical part of the converters. Because of their high current 

and voltage ratings, IGBTs are frequently employed in the converters for the applications 

in wind turbine [36], and the same component is also used for modelling in this thesis. 

For the electronic part, it consists of the DSP device, signal condition unit, sensors, and 

PWM drivers [37]. It also has a DAC and an ADC, as well as additional monitoring output 

connections. The electronic part also contains the control strategies for the converter. 

2.2.1 Back-to-Back Converters 

BTB converter is a type of series connection between rectifiers and inverters. Rectifiers are 

used to convert AC to DC signals while inverters are used to convert DC to AC signals. 

Between the rectifier and the inverter, there will be a DC connection and more commonly 

called as DC bus [38]. Therefore, the BTB converters will transform the variable frequency 

or voltage output from the generator to DC and back to AC with fixed frequency or voltage 

which is now complies with the grid code [27]. Such a converter is often called as a VSC. 

One thing worth to mention is in BTB converters, the power flow can be bidirectional. That 

is the reason why in type IV, various machine can be used, from SCIG, PMSG, and WRSG. 

Also, BTB can be classified as low voltage (less than 1 kV) and medium voltage (1 – 35 kV) 

[39]. An example of BTB configuration is shown in Figure 2.7 below. 

 

 

Figure 2.7 An Example of Type IV Wind Turbine with PMSG and LCL Filter 

 

2.2.2 Pulse Width Modulation Technique 

To control the IGBT of the converters, then the signal is commonly generated by a 

technique called PWM. There are several PWM techniques, such as sampling-based PWM 

with natural sampling or carrier-based, regular sampling PWM, SPWM, programmable PWM, 

and so on [35]. In general, the concept of PWM will be explained in the next paragraph. 

A modulating signal or reference signal will be compared to a triangular carrier signal which 

frequency is equal to the switching frequency 𝑓𝑠  of the IGBTs of the converters. This 

generates a sequence of pulses called the drive signals. The reference’s frequency will 

regulate the output voltage’s frequency, while the amplitude of the output voltage will be 

controlled by the modulation index [35]. The same concept applies to three-phase systems 

where three reference voltages are compared with the carrier, generating three sets of 

pulses to control the three different legs of the converter. 
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Figure 2.8 3-Phase Reference Signal, Carrier Signal, and the Control Signals [40] 

 

2.3 Synchronous Machine Modelling 

The model of synchronous machine is essential to be able to understand the Synchronverter 

control strategy that will be explained in Chapter 3. Even though SG and SM is similar, 

their mathematical models have some slight differences, and will therefore be described 

separately. The topology used in this thesis will be an ideal three-phase round-rotor 

machine i.e., all stator inductances are assumed to be constant. Additionally, the model 

has no damper winding, has one pole pair per phase, and there is assumed that no 

magnetic saturation effects in the core exist [41]. 

2.3.1 Synchronous Generator 

Consider the following figure, 

 

Figure 2.9 Ideal 3-phase Synchronous Generator [33] 
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From the assumption of an ideal round-rotor machine, it can be presumed that the air gap 

is uniform. In the section around the air gap, 3 stator windings are placed can assumed to 

be a concentrated coil with self-inductance 𝐿 and mutual inductance 𝑀 where 𝑀 > 0 [33]. 

Additionally, 𝑅𝑠 is the winding resistance, and 𝐿𝑓 is the rotor winding’s self inductance. 

As the rotor turns, the mutual inductance between the rotor and stator windings 𝑀𝑓 and 

the rotor angle 𝜃 varies. Therefore, 𝑀𝑓 can be defined as follows [41]. 

 𝑀𝑎𝑓 = 𝑀𝑓 cos 𝜃 (15) 

 
𝑀𝑏𝑓 = 𝑀𝑓 cos (𝜃 −

2𝜋

3
) (16) 

 
𝑀𝑐𝑓 = 𝑀𝑓 cos (𝜃 +

2𝜋

3
) (17) 

To make the equation concise, the following vector expression will be used in this thesis 

onwards 

 

cos �̃� =

[
 
 
 
 

cos 𝜃

cos (𝜃 −
2𝜋

3
)

cos (𝜃 +
2𝜋

3
)]
 
 
 
 

 sin �̃� =

[
 
 
 
 

sin 𝜃

sin (𝜃 −
2𝜋

3
)

sin (𝜃 +
2𝜋

3
)]
 
 
 
 

 (18) 

Furthermore, another 3-phase vector expressions for stator flux linkage Φ, the phase 

currents 𝑖, the EMF 𝑒, and the terminal phase voltages 𝑣 can be defined as 

 
Φ = [

Φ𝑎

Φ𝑏

Φ𝑐

] 𝑖 = [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] 𝑒 = [

𝑒𝑎

𝑒𝑏

𝑒𝑐

] 𝑣 = [

𝑣𝑎

𝑣𝑏

𝑣𝑐

] (19) 

From (19) and the Figure 2.9, the flux linkage can be derived as follows, 

 Φ𝑎 = 𝐿𝑖𝑎 − 𝑀𝑖𝑏 − 𝑀𝑖𝑐 + 𝑀𝑎𝑓𝑖𝑓 (20) 

 Φ𝑏 = −𝑀𝑖𝑎 + 𝐿𝑖𝑏 − 𝑀𝑖𝑐 + 𝑀𝑏𝑓𝑖𝑓 (21) 

 Φ𝑐 = −𝑀𝑖𝑎 − 𝑀𝑖𝑏 + 𝐿𝑖𝑐 + 𝑀𝑐𝑓𝑖𝑓 (22) 

 Φ𝑓 = 𝑀𝑎𝑓𝑖𝑎 + 𝑀𝑏𝑓𝑖𝑏 + 𝑀𝑐𝑓𝑖𝑐 + 𝐿𝑓𝑖𝑓 (23) 

It is noticeable from the expressions that subscript 𝑓 indicates rotor while subscript 𝑎𝑏𝑐 

indicates the stator. Also, in a balanced 3-phase circuits with no neutral line, the sum of all 

phase currents will be 0. By definition, 𝐿𝑠 = 𝐿 + 𝑀, therefore equation (20), (21), (22), and 

(23) can be re-written as 

 Φ = 𝐿𝑠𝑖 + 𝑀𝑓𝑖𝑓 cos �̃� (24) 

 Φ𝑓 = 𝐿𝑓𝑖𝑓 + 𝑀𝑓〈𝑖, cos �̃�〉 (25) 

By assuming that 𝑖𝑓 is constant, 𝑒 and 𝑣 can be defined as 

 𝑒 = 𝑀𝑓𝑖𝑓�̇� sin �̃� (26) 

 
𝑣 = −𝑅𝑠𝑖 −

𝑑ϕ

𝑑𝑡
= −𝑅𝑠𝑖 − 𝐿𝑠

𝑑𝑖

𝑑𝑡
+ 𝑒 (27) 
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The electromagnetic torque, 𝑇𝑒 generated by the SG is 

 𝑇𝑒 = 𝑀𝑓𝑖𝑓〈𝑖, sin �̃�〉 (28) 

To simplify the control implementation, the active power 𝑃𝑔 and reactive power 𝑄𝑔 will be 

expressed similar to (28) as follows, 

 𝑃𝑔 = �̇�𝑀𝑓𝑖𝑓〈𝑖, sin �̃�〉 (29) 

 𝑄𝑔 = −�̇�𝑀𝑓𝑖𝑓〈𝑖, cos �̃�〉 (30) 

 

2.3.2 Synchronous Motor 

Consider the following figure, 

 

Figure 2.10 Ideal 3-phase Synchronous Motor [33] 

It can be seen that Figure 2.10 is very similar to Figure 2.9. The main difference is that 

now, the currents are flowing into the motor. In SM, the EMF, 𝑒𝑚 and the electromagnetic 

torque 𝑇𝑒𝑚 still follows the same equation as explained in previous section.  

Based on Figure 2.10, the vector of currents flowing into the motor 𝒊𝒓 and the vector of 

voltages applied to the motor terminal  𝒗𝒓 can be defined as 

 
𝑖𝑟 = [

𝑖𝑟𝑎

𝑖𝑟𝑏

𝑖𝑟𝑐

] 𝑣𝑟 = [

𝑣𝑟𝑎

𝑣𝑟𝑏

𝑣𝑟𝑐

] (31) 

From the direction of the current which flows into the motor, equation (27) can be redefined 

as [34] 

 
𝑣𝑟 = 𝑅𝑠𝑖𝑟 + 𝐿𝑠

𝑑𝑖𝑟
𝑑𝑡

+ 𝑒 (32) 

For the active and reactive powers of SM, equation (29) and (30) are still valid. But with 

the current flows in reverse now compared to SG, it will cause the power calculated from 

equation (29) and (30) to be negative, i.e., power is consumed by the motor. 
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2.4 The Swing Equation 

Swing equation is one of the most fundamental equation in power systems stability [42], 

and one of the equation that builds the synchronverter [41]. In a typical SG, the driver and 

the drive train are the turbine and the shaft, respectively. Assuming a free-body rotation 

i.e. the turbine and generator inertia move together, the shaft can be modelled as a rigid 

body [43]. Under this assumption, a single mass model can be used to model the generator 

and each of the component inertias can be regarded as one total inertia 𝐽 [44]. By treating 

the turbine and the generator systems as a one unit, the following equation can be obtained 

[43]. 

 
𝐽
𝑑𝜔𝑚

𝑑𝑡
+ 𝐷𝑑𝜔𝑚 = 𝜏𝑡 − 𝜏𝑒 (33) 

From equation (33), it can be seen the relation between the rate of change of machine 

rotational speed 𝝎𝒎 is equal to the difference of the turbine torque 𝜏𝑡 and the electrical 

torque 𝜏𝑒  [43]. In synchronous operation, 𝝎𝒎  is equal to the synchronous speed 𝝎𝒔𝒎 . 

Therefore, the torques will be in balance, i.e. 

 𝜏𝑡 = 𝜏𝑒 + 𝐷𝑑𝜔𝑠𝑚 𝜏𝑚 = 𝜏𝑡 − 𝐷𝑑𝜔𝑠𝑚 = 𝜏𝑒 (34) 

where τm is the net mechanical torque applied to the shaft obtained after subtracting 

rotational losses during synchronous operation. Now, in a synchronous machine, the rotor 

position is defined based on a rotating reference frame. Therefore, the rotor angle 𝛿𝑚 is 

measured with respect to the rotating reference frame and the machine rotational speed 

now can be defined as 

 
𝜔𝑚 = 𝜔𝑠𝑚 + Δ𝜔𝑚 = 𝜔𝑠𝑚 +

𝑑𝛿𝑚

𝑑𝑡
 (35) 

where Δ𝜔𝑚 =
𝑑𝛿𝑚

𝑑𝑡
 is defined as the speed deviation of the shaft from the synchronous speed. 

By substituting equation (35) to equation (33), the swing equation can now be rewritten in 

terms of 
𝑑𝛿𝑚

𝑑𝑡
 as follows, 

 
𝐽
𝑑2𝛿𝑚

𝑑𝑡2
+ 𝐷𝑑

𝑑𝛿𝑚

𝑑𝑡
= 𝜏𝑚 − 𝜏𝑒 (36) 

Equation (36) can also be rewritten in terms of the machine’s angular momentum and 

active power. By using the expression of 𝑃 = 𝜏𝜔 and 𝜔𝑚 ≈ 𝜔𝑠𝑚, and multiplying both sides 

of the equation (36) with 𝜔𝑠𝑚, the swing equation in terms of rotor dynamics can be 

obtained as follows [44], 

 
𝑀𝑚

𝑑2𝛿𝑚

𝑑𝑡2
+ 𝐷𝑚

𝑑𝛿𝑚

𝑑𝑡
= 𝑃𝑚 − 𝑃𝑒 (37) 

where the angular momentum 𝑀𝑚 = 𝐽𝜔𝑠𝑚 and damping coefficient 𝐷𝑚 = 𝐷𝑑𝜔𝑠𝑚. From the 

relation, it is clear that the swing equation in the form of (37) is expressed in the form of 

mechanical properties of the machine. To express it in the form of electrical properties, 

however, it is algebraically simple since the angle and speed are related to the number of 

the pole pairs of the machine. 
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2.5 Virtual Synchronous Machines 

It has been explained in Chapter 1 that the proliferation of VRE is increasing significantly 

throughout the years. Besides the CIGs interaction with the grid impedance that have been 

shortly introduced in the beginning of this thesis, one of the most important aspects in 

interconnecting CIGs are the reduction of the inertia of the power grids. Inertia is a 

tendency for a moving object to remain in motion. In the context of power grids, inertia is 

almost similar, and it refers to the amount of kinetic energy it stored in spinning generators 

[44]–[46]. To understand this aspect better, consider the following figure, 

 

Figure 2.11 Visualisation of Synchronous Generators Operation in a Power Grid [45] 

It can be seen in Figure 2.11 that all conventional generators are connected via a ‘chain’, 

which basically is the EMF. These chains indicate that all spinning generators will contribute 

to the grid inertia. Inertia is important for grid stability and security because it gives the 

TSO a leeway to respond to contingencies during grid faults. This happened since inertia 

resist frequency changes by providing temporary energy extracted from the spinning 

generators. Inertia will give the TSO ample time to rebalance the supply and demand, 

maintaining the grid stability. 

By increasing more VRE and CIGs to the grid, it will reduce the available inertia since it 

does not provide power from a rotating machine. The following figure visualise what 

happened to a grid during a failure due to VRE penetrations. 

 

Figure 2.12 Frequency Trajectory for H=2, 5, and 8 s [47] 
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It can be seen from Figure 2.12 that with the reduction of inertia in the systems, the RoCoF 

will increase, causing the frequency nadir of the systems to decrease. The lower the 

frequency nadir, the more danger it brings to the power systems since in the worst case 

scenario, the UFLS can be triggered, causing a cascaded shutdown off the load, causing 

massive financial losses and immaterial losses. 

Since VREs and CIGs have very small or almost no rotating mass, massive penetration of 

them will affect the frequency stability of the power grids. One of the solutions to this is by 

implementing VSM. VSM, is a concept of controlling the converters of CIGs to provide the 

benefits of SG such as inertia, droop, and damping properties, by mimicking the behavior 

and dynamics of a real SG [48]. To provide the additional inertia, a short-term energy 

storage is needed to be able to discharge the energy in times of need [46]. Therefore, VSM 

actually refers to a complete set of the VRE sources, short-term energy storage, the 

converters, and the control algorithms [46], [48]. However, academic and industrial 

applications usually refer VSM as the control algorithms since the VRE sources are typically 

solar and wind, while the short-term energy storage are usually the DC-link capacitors. 

VSM is a relatively novel concept, and the first proposed algorithm was VISMA in [49]. 

VISMA is modelled by using the higher-order model of SG, and other VSM control 

algorithms modelled by utilising lower-order model of SG also started to bloom, such as 

VSYNC [50], Synchronous Power Controller [51], KHI [52], Ise’s [53], and Synchronverter 

[41] which will be studied further in Chapter 3. Also, VSM has also been studied for IM, 

with the algorithm called Inducverter [54].  

 

Figure 2.13 VSM Algorithms Tree 

An in-depth review of VSM topology can be read further in [55]. As have been explained a 

bit previously, one of the major difference lies in the mathematical model used. Some 

implements higher order model, and other algorithms implements the lower order model. 

Higher order model brings some disadvantages, such as prone to numerical instability. This 

happened because the SG model involves many derivative and integrative operation. 

Hence, by having higher order model, it brings issues in numerical instability, slow 

calculation time, and has higher complexity.  
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2.6 Introduction to Power System Stability 

The electric power systems are sometimes referred to be the world’s largest and the most 

sophisticated system ever made by human. A power system is a network of components 

that is designed to efficiently transmit and distribute electrical energy. Since power system 

usually spans a large area, such as a continent or a whole island, maintaining the balance 

between generation and demand is one of challenge of the TSO. A very complex system 

will be prone to disturbances and interactions; therefore, it is important to understand how 

the dynamics and the interactions in power system works.  

The formal definition of power system stability has been proposed by the IEEE PES Task 

Force. This definition is important to provide an easily understood and readily applied 

physical-based definition. The definition is as follows [12]: 

"Power system stability is the ability of an electric power system, for a given 

initial operating condition, to regain a state of operating equilibrium after being 

subjected to a physical disturbance, with most system variables bounded so that 

practically the entire system remains intact." 

In conventional power systems stability definition, The IEEE Task Force has classified the 

power system stability into 3 categories: rotor angle stability, voltage stability, and 

frequency stability [56]. This classification is important to conduct the stability analysis, 

identification of critical elements that cause instabilities, and stability improvement easier. 

This classification is based on the simplifications, devices, and methods used, as well as 

the time period, size of the disturbance, and level of detail required to explore the various 

stability phenomena. 

Rotor angle stability refers to the ability of the interconnected synchronous machine to 

remain in synchronism under normal operating conditions and to re-achieve synchronism 

after subjected to a small or large disturbances. This type of stability depends on the 

equilibrium between mechanical torque and electromagnetic torque based on the swing 

equation and the rotor dynamics [11]. 

Voltage stability refers to the ability of a power system to maintain steady voltage around 

the nominal value at all buses in the power systems after subjected to a disturbance. This 

type of stability depends on the equilibrium between load supply and load demand [11]. 

Frequency stability refers to the ability of a power system to maintain steady frequency 

after being subjected to a large contingency causing a significant imbalance between 

generation and load. This type of stability depends on the ability to restore equilibrium 

between system generation and load with minimum unintentional loss of load [56]. 

In 2016, due to the recognition of the issues brought by massive penetration of CIGs to 

the power systems, a task force has been created by IEEE to analyse the power system 

dynamics performance, resulting in a new, extended, classification of power system 

stability in 2020 [12]. This is important since CIGs bring different dynamic behavior 

compared to the conventional SG. There are 3 main causes for power system stability 

issues in CIGs: control interaction, reduction in inertia, low short circuit power [12]. While 

reduction in inertia is dominantly affecting the frequency stability and low short circuit 

power is dominantly affecting the voltage stability, the control interaction here is not 

properly discussed in the classic definition of power system stability in [56]. Therefore, 2 

new categories regarding the control interaction stability were added: resonance stability 

and converter-driven stability. 

The extended classification of power systems stability can be seen in the following figure. 
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Figure 2.14 New Classification of Power System Stability [11] 

Resonance stability refers to the ability of a power system and its component to maintain 

a non-oscillatory or a bounded, damped, oscillatory energy exchange periodically in terms 

of voltage or current or torque magnitude. Resonance stability here includes the classic 

interaction of SSR/SSO, which firstly proposed in 1979 [57]. This type of stability depends 

on the damping ability of the components [11]. Resonance can happened due to torsional 

interactions between series compensated transmission lines and the mechanical shaft of 

the generator’s turbine i.e. torsional resonance, or due to pure electrical resonance between 

the inductance of the IM and the series capacitor i.e. IGE [11]. 

In this thesis, converter-driven stability will be the focus, and will be explained further in 

detail in Section 2.7. 

 

2.7 Converter-driven Stability 

Converter-driven stability, as one of the newest classifications of power system stability is 

defined as the ability of the power systems to maintain its stability, generally in terms of 

synchronising stability and voltage stability in spite of the fast or slow dynamics of the 

converter controls. It has been explained that the dynamic characteristics of CIG is very 

different with conventional SG. To understand better, consider the following figure. 

 

Figure 2.15 Typical Converter Interface and the Control Scheme [12] 
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Figure 2.15 shows a typical converter interface and control schemes for CIGs. It can be 

seen that there are 4 major components in a CIGs [12]: 

1. The main circuit: consists of the DC bus (which is modelled as a general DC voltage 

source in Figure 2.15) and the inverter bridge which is responsible to convert the 

DC signal to AC for interconnection to the power grid. 

2. The PLL is responsible to sense and keep track of the frequency and the voltage of 

the grid to ensure synchronisation between the converter and the power grid. It 

generates the reference angle for variable transformations (from 𝑎𝑏𝑐 to 𝑑𝑞0) for 

control implementations. 

3. The high level inverter controls/the outer loop control is the essential control 

functions which basically provide all the basic and additional features of the 

converters such as voltage control, active power control, black-start capability, FRT 

capability, capacity firming, and other ancillary services. 

4. The inner loop control is the current control loop to be feeded to the grid based on 

the output of the outer loop control. This type of control is also known for the much 

faster response compared to the outer loop control. 

To evaluate the CIGs dynamic performance, there are several things that is important to 

be mulled over: 

1. CIGs can only provide limited short circuit current, from 0 p.u to 1.5 p.u [58].  

2. PLL and inner loop control is often to have an oscillatory response due to their typical 

high gain constant. Also, this might happen when the PLL cannot quickly synchronise 

with the grids. A typical SCR for this event to be possible is around 1.5 to 2 [12]. 

3. The overall dynamic response of CIGs is largely determined by the characteristics 

of the PLL, the inner loop control, and the outer loop control [12]. 

In power electronics switches, the switching frequency can vary in the kHz range, while 

most other controllers in power systems frequency is typically in around 1 to 10 Hz. 

Therefore, CIGs can impact a wide range of dynamic phenomena, ranging from 

electromagnetic phenomena to electromechanical phenomena as shown in Figure 1.3. The 

fast and slow interaction converter-driven stability are differentiated based on the 

frequency of the observed scenario [12]. A short overview on each of the two types of 

converter-driven stability will be discussed in the following sections. 

 

2.7.1 Fast-Interaction Converter-driven Stability 

As explained previously, fast-interaction converter-driven stability happened due to the 

fast dynamic interactions between the control systems of the converters with fast response 

component of power systems. The converters being discussed is not limited to CIGs, but it 

also includes HVDC, CIL, FACTS, etc. Fast response component of power systems refers to 

not only conventional components such as stator dynamics, LCL filters, or other converters. 

The typical frequency range for fast-interaction converter-driven stability is from >50 Hz, 

to hundreds and even kHz [12], [59]. This type of stability has also been referred to as 

harmonic stability [59]. 

Several examples of fast-interaction instability issues have been recorded and studied. For 

example, interactions that appears due to the coupling between converters and grids [60]. 

Another example is some high frequency oscillations due to large scale wind farms 

connected to VSC-HVDC [61], [62]. LCL filter interactions with its own converter controls 

and other nearby inverters can also cause high frequency oscillations [63]. Other example 

are interactions between STATCOM and weak grids in China, causing oscillations at 2.5 Hz 
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and 97.5 Hz [64]. Having a high frequency oscillation due to mutual interaction between 

the control loops of converters is also possible [65]. A high frequency oscillation is also 

recorded for a CPL in microgrid [66]. 

 

2.7.2 Slow-Interaction Converter-driven Stability 

While fast-interaction converter-driven stability happened due to the fast dynamic 

interaction, a slow-interaction converter-driven stability happened due to the slow dynamic 

interactions of the converter’s control systems such as PLL and the outer loop, with the 

slow response component of power systems i.e., generator AVR and governor. The typical 

frequency range for slow-interaction converter-driven stability is from <50 Hz, sometimes 

even reaching <10 Hz [12], [59]. Slow-interaction converter-driven stability in a sense is 

similar to voltage stability. The difference lies in the driver of the stability, i.e. for voltage 

stability, it depends on loads while for converter-driven, it depends on the converter 

controls [12]. 

One of the most important factor in a low frequency oscillation is the grid strength, 

indicated by the value of SCR. Typically, a weak grid has SCR < 2 or 3 [67]–[72], and the 

characteristics of a weak grid will be explained further in chapter 5. One thing that can be 

confirmed is that in a weak grid, low frequency oscillation have a higher tendency to appear 

and can grows into an undamped oscillation [12].  

Other factors that might have an effect on low frequency oscillation is due to the PLL. It 

has been recorded that the high gain value of PLL might introduce a negative admittance 

as seen from the system, causing an error in the value for angle tracking [16]. CIGs 

capacity and the control strategies and tuning parameter might also cause a low frequency 

oscillation as seen in [73]–[75].  
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Chapter3 

Synchronverter-based Technology for Wind 

Energy Conversion System 

This chapter will dive deeper to understand the Synchronverter control technique of both 

inverter and rectifier for WECS application. The SLD of the system will be explained in 

detail, and a model validation will be conducted as well with a simulation scenario from 

Texas Panhandle Wind Power System [23]. This chapter will mostly involve material from 

[33], [34], [41], [76] for the basic theory regarding Synchronverter-based WECS. 

3.1 Grid Side - Inverter Control 

Synchronverter was first introduced in 2011 as one of the earliest topology of VSM [41]. 

As explained in the previous chapter that a VSM is a control strategy for a converter to 

mimic a SM, Synchronverter can be considered one of the pioneer of the VSM [77].  

The first Synchronverter schemes being proposed at [41] discussed about the inverter 

application with an ideal DC voltage source. Therefore, the first section of this thesis will 

discuss the GSC or the inverter control part to introduce the basic knowledge of 

Synchronverter. Consider the following figure. 

 

Figure 3.1 Schematics of a Typical Inverter [41]  

From Figure 3.1, 𝐿𝑠 and  𝑅𝑠 are the stator inductance and resistance of the virtual SG [41]. 

Therefore, it can be deduced that the terminal voltages of the Synchronverter will be the 

capacitor voltages, and the output of the inverter will be the EMF, 𝑒. The capacitor here 

acts as a filter to alleviate the ripple effect. 

The Synchronverter controller will implement the mathematical model derived in Section 

2.3.1. Besides the swing equation, the 4 equations derived in Section 2.3.1, namely 

equation (26), (28), (29), and (30) will be used as well [41]. The output from the control 

system will generate a signal for the PWM, which will be used to control the IGBT switching 

of the inverter. The GSC’s objective here is for active and reactive power injection to the 
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grid. The GSC will consider the MPPT set-point, the grid voltage, and the frequency. The 

control scheme can be seen in the following figure. 

 

Figure 3.2 WECS-GSC Control Structure [34], [41], [78] 

There exist 2 main outer loops of the GSC control, the upper loop which regulates the active 

power (APL) and the lower loop which regulates the reactive power (RPL). The inner control 

of Synchronverter involves the 4 equations:  

 𝑒 = 𝑀𝑓𝑖𝑓𝜔 sin �̃� (38) 

 𝑇𝑒 = 𝑀𝑓𝑖𝑓〈𝑖𝑐,𝑔𝑟𝑖𝑑 , sin �̃�〉 (39) 

 𝑃 = 𝜔𝑀𝑓𝑖𝑓〈𝑖𝑐,𝑔𝑟𝑖𝑑 , sin �̃�〉 (40) 

 𝑄 = −𝜔𝑀𝑓𝑖𝑓〈𝑖𝑐,𝑔𝑟𝑖𝑑 , cos �̃�〉 (41) 

From the 4 equations given above and the control structure, it is clear that the GSC control 

need 4 inputs: 𝑃𝑟𝑒𝑓, 𝑄𝑟𝑒𝑓, 𝑖𝑐,𝑔𝑟𝑖𝑑, and 𝑣𝑝𝑐𝑐 where each of them are the active power reference, 

reactive power reference, output current from the inverter, and the PCC voltage 

respectively. In the WECS, it can also be seen from the schematics that the 𝑃𝑟𝑒𝑓 comes 

from the wind speed, 𝑣𝑤 which has been feeded to the MPPT algorithm as modelled in 

equation (9). In this thesis, the wind speed will be assumed constant. Hence, no MPPT 

algorithm modelling involved. 

The mechanical torque, 𝑇𝑚 is obtained from the following equation  

 
𝑇𝑚 =

𝑃𝑟𝑒𝑓

𝜔𝑛

 (42) 

where 𝜔𝑛 is the nominal frequency. 𝑄𝑟𝑒𝑓 is defined by the TSO’s request since usually power 

plants are operating in (P,PF) control mode. In this thesis, 𝑄𝑟𝑒𝑓 is set as 0, assuming that 
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the WECS operate at unity PF. The grid parameters such as current and voltage are 

obtained through measurement sensors. 

 

3.1.1 Active Power Control 

As introduced previously, the APL is one of the outer loop controls that is shown in the 

upper part of the GSC control structure. The APL is utilising the swing equation using the 

𝑇𝑚, 𝑇𝑒 and 𝐷𝑝𝜔 as follows, 

 
�̇� =

1

𝐽
(𝑇𝑚 − 𝑇𝑒 − 𝐷𝑝𝜔) (43) 

where 𝑇𝑚 can be calculated using equation (42), 𝑇𝑒 using equation (39). 𝐷𝑝 is the frequency 

droop coefficient which can be considered as the droop coefficient of a conventional SG 

[33]. By feeding the difference of the torque and the 𝐷𝑝𝜔 into an integrator with an inertia 

constant 
𝟏

𝑱
, it will result in the converter speed 𝜔. The droop constant is defined as 

 
𝐷𝑝 = −

Δ𝑇

Δ𝜔
 (44) 

Conventionally, droop constant in power system dynamics is referred to the percentage 

that extracts the full rated power from the SG, 𝑅. This droop constant 𝐷𝑝 is related to that 

by the following equation. 

 1

𝑅
=

2𝜋𝑆𝑛

𝐷𝑝𝜔𝑛

 (45) 

where 𝑆𝑛  is the full power of the power plants, 𝜔𝑛  in this equation is the synchronous 

angular frequency of the grid [79]. 

From the swing equation and the control structure, the frequency regulation strategy can 

be explained. The droop feedback will be depending on the error between the converter 

speed and the frequency reference. If, for example, the error is positive i.e., 𝜔 > 𝜔𝑛, the 

droop feedback will be negative. This will deliver a decrease of torque set-point in the 

Synchronverter, achieving the required frequency regulation. The same can be explained 

if the error is negative i.e., 𝜔 < 𝜔𝑛. In this case, the droop feedback will be positive and the 

torque set-point will be increased to achieve the required frequency. 

By integrating the obtained 𝜔, the phase angle 𝜃 can be obtained. From this, equation (38), 

(39), (40), and (41) can be utilised to obtain the desired variable of 𝑒, 𝑇𝑒, 𝑃, and 𝑄. 

 

3.1.2 Reactive Power Control 

While the APL is in the upper part of the control scheme, the lower part is the RPL and it is 

the other part of the outer loop control. It has 2 main parts, which are the voltage droop 

part and the reactive power regulation part. As explained previously, the 𝑄𝑟𝑒𝑓 is set by the 

TSO since power plants are usually operating at (P,PF) control mode. The actual reactive 

power injected to the grid will be calculated from equation (41). By feeding the reactive 

power error to the 
1

𝐾𝑞
 integrator block, the virtual excitation 𝑀𝑓𝑖𝑓  will be obtained. This 

virtual excitation will be used to calculate the 𝑒, 𝑇𝑒, 𝑃, and 𝑄. 

The voltage droop works similarly as in the frequency droop of the APL. The error of the 

voltage amplitude between the PCC voltage, 𝑣𝑚,𝑝𝑐𝑐 and the reference voltage 𝑣𝑚,𝑔 will be 

feeded to the voltage droop constant, 𝐷𝑞. This will serve as one of the inputs to the reactive 
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power error measurements. Switch B is included to set the operating mode of the GSC, 

whether to operates in droop control mode or in islanded (isochronous) mode. The 𝐷𝑞 is 

also similar to 𝐷𝑝 as follows, 

 
𝐷𝑞 = −

Δ𝑄

Δ𝑉
 (46) 

where ∆Q is the required change in reactive power needed to change the voltage ∆V volts. 

Note that the voltage droop in Figure 3.2 can be disabled by opening switch B. The voltage 

regulation strategy is also very similar to the frequency regulation strategy, i.e., positive 

error will result in negative damping to decrease the reactive power injection, leading to 

decrease in voltage. 

It can be seen that the RPL resulting in 𝑀𝑓𝑖𝑓 . Considering that the inner control of 

Synchronverter consist of equations involving 𝑀𝑓𝑖𝑓 and 𝜔, both APL and RPL is a must to 

ensure that the Synchronverter operation works. 

 

3.1.3 Amplitude Detection 

From the RPL, it has been explained that the voltage droop works by comparing the voltage 

amplitude. Therefore, an amplitude detection system needs to be implemented as well 

inside the control strategy. Usually, a PLL is used to obtain this variable. However, in this 

thesis, the converter will not implement PLL at all. The synchronisation strategies without 

PLL will be explained in the next section and this section will focus on technique to obtain 

the voltage amplitude without utilising PLL. 

Here, the Clarke transform will be used to obtain the voltage amplitude. The Clarke 

transform will transform the 𝑎𝑏𝑐 signals to 𝛼𝛽𝛾 signals. The transformation matrix is as 

follows [80], 

 

𝑣𝛼𝛽𝛾 = [

𝑣𝛼

𝑣𝛽

𝑣𝛾

] =
2

3

[
 
 
 
 
 1 −

1

2
−

1

2

0
√3

2
−

√3

2
1

2

1

2

1

2 ]
 
 
 
 
 

[

𝑣𝑎

𝑣𝑏

𝑣𝑐

] (47) 

In a balanced three phase system, 𝒗𝜸 = 0. Therefore, the transformation matrix can be 

simplified as 

 

𝑣𝛼𝛽 = [
𝑣𝛼

𝑣𝛽
] =

2

3
[
 
 
 1 −

1

2
−

1

2

0
√3

2
−

√3

2 ]
 
 
 

[

𝑣𝑎

𝑣𝑏

𝑣𝑐

] (48) 

From equation (48), it is clear that 

 
𝑣𝛼 =

2

3
𝑣𝑎 −

1

3
(𝑣𝑏 + 𝑣𝑐) (49) 

 
𝑣𝛽 =

√3

3
(𝑣𝑏 − 𝑣𝑐) (50) 

The amplitude will then obtainable from simple resultant as 

 
𝑣𝑚 = √𝑣𝛼

2 + 𝑣𝛽
2 (51) 
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3.1.4 Self-Synchronisation 

It was mentioned in the previous section that PLL is not being implemented in this thesis. 

Therefore, a new strategy to synchronise with the grid without PLL will be presented here 

in this section [76]. 

The active and reactive powers injected to the grid by an SG as follows, 

 
𝑃 =

3𝑉𝑔𝐸

2𝑋
𝑠𝑖𝑛(𝜃 − 𝜃𝑔) (52) 

 
𝑄 =

3𝑉𝑔

2𝑋
[𝐸𝑐𝑜𝑠(𝜃 − 𝜃𝑔) − 𝑉𝑔] (53) 

Here, the variables in the equation are in the forms of amplitude i.e., 𝑉𝑔 is the grid voltage 

amplitude and 𝐸 is the amplitude of the SG’s EMF. Also, 𝜃 is the phase angle of machine 

and 𝜃𝑔 is the phase angle of the grid, and 𝑋 is the synchronous reactance of the machine. 

To synchronise the converter with the grid, there are 3 things that need to be considered: 

voltage, frequency, and phase angle. Since the frequency can be tracked later after the 

synchronisation with the grid, the only variables needed to be considered now is the voltage 

and the phase angle [76]. Mathematically, it can be expressed as 

 𝐸∠𝜃 = 𝑉𝑔∠𝜃𝑔 (54) 

To fulfil equation (54), it can be seen that 𝐸 = 𝑉𝑔 and 𝜃 = 𝜃𝑔. And by having those two 

conditions, equation (52) and (53) will be 0. In the synchronverter algorithm, it is simple 

to realise this by setting 𝑃𝑟𝑒𝑓 and 𝑄𝑟𝑒𝑓 as 0.  

However, before the converter is connected to the grid, the output current of the inverter 

will be 0 as well. Therefore, 𝑖𝑐,𝑔𝑟𝑖𝑑 will not be able to be used as the feedback variable of 

the control algorithms. Hence, a virtual impedance will be implemented to obtain a virtual 

synchronising current 𝒊𝒔, creating a specific self-synchronisation algorithm which will be 

switched-off when the converter has synchronised with the grid successfully. The formula 

can be seen as described below. 

 
𝑖𝑠 =

1

𝑠 × 𝐿𝑠𝑦𝑛𝑐 + 𝑅𝑠𝑦𝑛𝑐

(𝑒 − 𝑣𝑝𝑐𝑐) (55) 

This synchronising current will be feeded to the control system to track the 𝑒 so that 

equation (54) can be satisfied i.e., GSC synchronised with the grid. It is noticeable that 𝑖𝑠 

will be controlled to be 0 so that the condition for equation (54) fulfilled, i.e., 𝑒 = 𝑣𝑝𝑐𝑐. 

From equation (55), 𝑅𝑠𝑦𝑛𝑐 is the virtual resistor and 𝐿𝑠𝑦𝑛𝑐 is the virtual inductor. The virtual 

impedance value can be chosen arbitrarily since the virtual synchronising current will only 

used to control the 𝑒. Small values of the virtual impedance might cause a large transient 

current that might hasten up the synchronisation process. However, if the chosen values 

of the virtual impedance is too small, it might cause oscillations [76]. Normally, the virtual 

impedance value will be slightly smaller than the stator impedance. 

It is also worth to note that during the synchronisation process, the virtual impedance block 

acts as a filter [76]. Therefore, the chosen values of the virtual impedance have an impact 

for filtering the harmonics in 𝑣𝑝𝑐𝑐 at the synchronisation process. The cut-off frequency of 

the filter can be determined from the ratio of the virtual impedance, i.e., 
𝑅𝑠𝑦𝑛𝑐

𝐿𝑠𝑦𝑛𝑐
. 

3.1.5 Set-Point Limiter and Saturation 

During the operation of the GSC, sometimes the control algorithms might cause the 

operating point to operate beyond the capability curve of the converters. This might cause 
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an issue since converters are one of the most expensive components and it is prone to 

damages due to the power electronics component. Therefore, an algorithm to ensure the 

injected power of the converter will not exceed the rated apparent power is needed and 

will be described below. The desired operating point is 

 
√𝑃𝑠𝑒𝑡

2 + 𝑄𝑠𝑒𝑡
2 ≤ 𝑆𝑛 (56) 

From the Synchronverter mathematical model, the desired set-point can be re-expressed 

as 

 𝑃𝑠𝑒𝑡 = (𝑇𝑚 − 𝐷𝑝(𝜔 − 𝜔𝑛))𝜔𝑛 (57) 

 𝑄𝑠𝑒𝑡 = 𝑄𝑟𝑒𝑓 + 𝐷𝑞(𝑉𝑚,𝑔 − 𝑉𝑚,𝑝𝑐𝑐) (58) 

An IF logic is implemented if equation (56) not fulfilled. By prioritising active power over 

reactive power, a simple resultant operation can be used to determine the 𝑄𝑠𝑒𝑡. 

 
𝑄𝑠𝑒𝑡 = √𝑆𝑛

2 − 𝑃𝑠𝑒𝑡
2  (59) 

To ensure the GSC does not absorb reactive power, it can be added other criteria of 𝑄𝑠𝑒𝑡 as 

𝑄𝑠𝑒𝑡 ≥ 0. In this case, the GSC will always operate in inductive (generator inductive, not load 

inductive, i.e., will never absorb reactive power) mode. Hence, the GSC will operate only 

on the 1st quadrant of the capability curve shown below. Dotted line indicates the III and 

the IV-quadrant, in which the inverter will not operate. 

 

Figure 3.3 Inverter Capability Curve 

 

3.2 Rotor Side - Rectifier Control 

In this thesis, the RSC part of the WECS will also be using Synchronverter algorithm. While 

for GSC it mostly for active and reactive power control, the RSC will be utilised for the DC 

link voltage control. The rectifier now will be operated as an SM instead of the rectifier 

where it was operated as an SG. Consider the following schematics. 
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Figure 3.4 Schematics of a Typical Rectifier 

From Figure 3.4,  𝐿𝑠 and  𝑅𝑠 are the rotor inductance and resistance of the virtual SG, similar 

to the GSC part. It can also be deduced that the terminal voltages of the converter will be 

the EMF, 𝑒. The Synchronverter controller will implement the mathematical model derived 

in Section 2.3.2. The control scheme can be seen in the following figure.  

 

Figure 3.5 WECS-RSC Control Structure [33], [78] 

It can be seen (and have been explained in the previous chapter and section) that the inner 

loop control is exactly the same as in the GSC part. The only difference is the control 

objective and the input. The output from the control system will generate a signal for the 

PWM, which will be used to control the IGBT switching of the rectifier. The RSC will consider 

the DC link voltage, the rectifier current, 𝑄𝑟𝑒𝑓, and the mechanical rotation speed as the 

input.  

3.2.1 DC Voltage Control 

From the control topology, it can be seen that the DC voltage control loop is located at the 

upper loop and is utilising the swing equation for frequency droop. To obtain the mechanical 

torque as the reference for the swing equation, the DC voltage error will be feeded to a PI 

controller. The PI controller will be a typical PI controller, i.e., 𝐾𝑝,𝐷𝐶 +
𝐾𝑖,𝐷𝐶

𝑠
. 
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For the frequency, the motor rotational speed 𝜔𝑚 will be multiplied by the pole pairs to 

obtain the electrical frequency of the motor 𝜔𝑒. All the other parameters, such as 𝐷𝑝𝑚 and 

𝐽𝑚 have the same definition as the GSC counterpart. 

 

3.2.2 Reactive Power Control 

The RPL of the RSC part is also in the lower part, similar to the GSC control part. The 

difference is that there is no droop control mode being implemented in the RSC part. This 

is due to the interaction of the RSC is not with the grid directly, but with the DC link 

capacitor and the GSC. Therefore, a droop control mode is not required. 

Again, similar to the GSC counterpart, the reactive power error will be feeded to an 

integrator with the gain of 
1

𝐾𝑞,𝑚
. This will create a virtual excitation 𝑀𝑓𝑖𝑓 which will be used 

to obtain every parameter required in the inner loop control. 

3.2.3 Self-Synchronisation 

The synchronisation is required for the RSC to synchronise with the frequency and the 

voltage of the PMSG. This is important since previously, the rectifier works as an 

uncontrolled 3-phase diode rectifier [81]. Therefore, it is necessary to limit the high inrush 

currents flowing into the rectifier from the PMSG due to the transients [81]. 

The synchronisation method applied here is similar as shown in section 3.1.4. By applying 

virtual impedance, then the virtual synchronising current will be 

 
𝑖𝑠 =

1

𝑠 × 𝐿𝑠𝑦𝑛𝑐 + 𝑅𝑠𝑦𝑛𝑐

(𝑣𝑝𝑚𝑠𝑔 − 𝑒) (60) 

But since it is a SM, then the feedback current will be −𝑖𝑠. Therefore, the virtual current will 

need to be rearranged as follows, 

 
𝑖𝑠 =

1

𝑠 × 𝐿𝑠𝑦𝑛𝑐 + 𝑅𝑠𝑦𝑛𝑐

(𝑒 − 𝑣𝑝𝑚𝑠𝑔) (61) 

𝑖𝑠 will then be feeded to the control system to track the 𝑒 so that 𝑒 = 𝑣𝑝𝑚𝑠𝑔 by setting 𝑖𝑠 = 0. 

 

3.3 System Schematics 

Both of the GSC and RSC control techniques based on Synchronverter have been explained 

in Sections 3.1 and 3.2 and will be used to control a wind farm which will be connected to 

the grid. The full system schematics (both the SLD and the control block) is shown at Figure 

3.6. 

The system being studied in this thesis depicts an SMIB which instead of a SG connected 

to the grid, will consists of a type IV wind turbine connected to an infinite bus. The wind 

turbine is driving a PMSG. On the DC link between the converters, there is a capacitor, 𝐶𝐷𝐶, 

and a chopper resistor, 𝑅𝑐ℎ𝑜𝑝𝑝𝑒𝑟. The chopper resistor is connected using a controlled IGBT, 

and the objective of 𝑅𝑐ℎ𝑜𝑝𝑝𝑒𝑟 is to protect the DC link from overvoltage [82]. Excess energy 

can be dissipated in the chopper resistor instead of the converters by connecting the 

resistor when the DC voltage reaches a certain threshold, preventing damage to the 

converters. 𝑅𝑐ℎ𝑜𝑝𝑝𝑒𝑟  is designed based on the rated power of the system and can be 

calculated as follows [83], 
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𝑅𝑐ℎ𝑜𝑝𝑝𝑒𝑟 =

𝑉𝐷𝐶,𝑟𝑒𝑓
2

𝑃𝑟𝑎𝑡𝑒𝑑

 (62) 

Besides the WECS and the grid part (which includes 𝑅𝑔 and 𝐿𝑔 as the grid impedance), the 

system also has a filter. This filter is used to filter harmonics so the power quality from the 

WECS will comply with the grid codes [84]. 
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Figure 3.6 Complete System Schematics [78] 
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3.4 Simulations and Results 

The model explained in this chapter will be the base model which will be used for all studies 

in this thesis. Therefore, a validation needs to be conducted to ensure that the WECS built 

here works properly. 

The scenario to conduct the experiment will be based on Texas Panhandle Wind Power 

Systems validation scenario with some modifications [23]. The operating mode of the 

WECS will be in droop mode. However, the impact of the voltage droop here will be 

assessed and analysed. 

The simulation scenario is as follows: 

1. With initial wind speed of 12 m/s, all IGBT off to let the RSC operates as a diode 

rectifier i.e., self-sync mode with 𝑄𝑟𝑒𝑓 = 0. 

2. GSC also operates at self-sync mode with 𝑃𝑟𝑒𝑓 = 𝑄𝑟𝑒𝑓 = 0 and CB opened. 

3. At 𝑡 = 0.5 𝑠 , IGBT of RSC operates with 𝑄𝑟𝑒𝑓 = 0 . 𝑉𝑟𝑒𝑓 = 1126.8 𝑉  as stated in the 

Appendix. 

4. At 𝑡 = 1 𝑠, IGBT of GSC operates with 𝑃𝑟𝑒𝑓 = 𝑄𝑟𝑒𝑓 = 0 and CB closed. 

5. At 𝑡 = 2 𝑠, DC load is disconnected and GSC operates with 𝑃𝑟𝑒𝑓 = 0.8𝑃𝑤 and 𝑄𝑟𝑒𝑓 = 0. 

6. At 𝑡 = 3.5 𝑠, 50% grid voltage drop is applied, which is recovered after 5 cycles. 

 

3.4.1 WECS with Voltage Droop 

The following simulation results for the simulation of the WECS under voltage droop mode 

are obtained. 

 

Figure 3.7 Active and Reactive Power in p.u. Injected to the Grid (Voltage Droop Mode) 
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Figure 3.8 DC Link Voltage (Voltage Droop Mode) 

 

Figure 3.9 Grid Frequency (Voltage Droop Mode) 
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Figure 3.10 Wind Turbine Power Coefficient (Voltage Droop Mode) 

 

Figure 3.11 RSC Mechanical Torque (Voltage Droop Mode) 



Master’s thesis CHAPTER 3. THE SYNCHRONVERTER CONTROL TECHNIQUE 

38 Dept. of Electric Power Engineering 

 

Figure 3.12 PCC Voltage in p.u. (Voltage Droop Mode) 

 

Figure 3.13 PMSG Shaft Mechanical Speed (Voltage Droop Mode) 
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Figure 3.14 PCC Voltage in V (Voltage Droop Mode) 

 

Figure 3.15 PCC Current in A (Voltage Droop Mode) 
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As shown in the figures above, both the GSC and the RSC works properly. It can be seen 

that the DC link voltage is regulated properly. It can also be seen that during the 

synchronisation process of the GSC, the dynamics of the power being injected oscillates a 

bit and settles in less than 0.5 s, indicating that the synchronisation works properly. 

Furthermore, the successful synchronisation can be assured from the PCC voltage and 

current which shows no unstable oscillation. Hence, the self-synchronisation technique by 

utlising virtual impedance proposed in this thesis works successfully. 

It is interesting to see that at t = 2s, the PMSG rotates faster (the grid frequency increased 

as well) while the torque and the power coefficient decreases. It is due to the sudden load 

that felt by the wind turbine, in which after a quick moment, the PMSG slows down and the 

torque increases, and active power is started to be injected to the grid. 

At t = 3.5s, when the voltage drops to 0.5 p.u, the active power sent to the grid drops to 

around 0.4 p.u while the reactive power increases to almost 0.7 p.u. This shows that the 

voltage droop works by injecting reactive power to properly balance the voltage according 

to the droop constant being used. When the voltage recovers, transient period exist for 

both the active and reactive power, reaching the initial stable condition. 

The simulation results show that the WECS model built with voltage droop worked as 

expected. 

 

3.4.2 WECS without Voltage Droop 

The following simulation results for the simulation of the WECS without voltage droop mode 

are obtained. 

 

Figure 3.16 Active and Reactive Power in p.u. Injected to the Grid (Without Voltage 

Droop Mode) 
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Figure 3.17 DC Link Voltage (Without Voltage Droop Mode) 

 

Figure 3.18 Grid Frequency (Without Voltage Droop Mode) 
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Figure 3.19 Wind Turbine Power Coefficient (Without Voltage Droop Mode) 

 

Figure 3.20 RSC Mechanical Torque (Without Voltage Droop Mode) 
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Figure 3.21 PCC Voltage in p.u. (Without Voltage Droop Mode) 

 

Figure 3.22 PMSG Shaft Mechanical Speed (Without Voltage Droop Mode) 



Master’s thesis CHAPTER 3. THE SYNCHRONVERTER CONTROL TECHNIQUE 

44 Dept. of Electric Power Engineering 

 

Figure 3.23 PCC Voltage in V (Without Voltage Droop Mode) 

 

Figure 3.24 PCC Current in A (Without Voltage Droop Mode) 
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It is shown clearly the differences between the voltage droop implementation and without 

the voltage droop implementation. With the voltage droop implementation, the reactive 

power is tracked to ensure that the grid voltage is intact. Without the voltage droop, the 

reactive power is forced to be 0, and it turns out that forcing the reactive power to be 0 

will not let the active power to be a bit less than 0.8 p.u. This indicates that the system’s 

voltage stability is already at the limit, and when the grid voltage is dropping to 0.5 p.u, 

the knee point/critical point of the P-V curves is passed, causing voltage collapse of the 

system. Since voltage stability is out of scope of this thesis, it will not be discussed further. 

An example of PV-QV curves are attached here to visualise the reader. 

It is interesting to see that even though the WECS is unstable, the DC link voltage is still 

regulated although the response is not as good as with the voltage droop implementation. 

The rotor part of the WECS operates as if the GSC operates in self-sync, but the response 

oscillates compared to the initial condition during the energisation period. Therefore, the 

dynamic operation between the RSC and the GSC can be assumed as decoupled (this will 

be an important point of assumption for Chapter 4 and 5). 

In the nutshell, it is confirmed that the WECS works as modelled and as expected. 

 

Figure 3.25 PV-QV Curves Example [85] 
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Chapter4 

Impedance Modelling and Measurement of 

the Synchronverter-based Wind Energy 

Conversion System 

This chapter will analytically derive the impedance model of the WECS that have been 

developed in the previous chapter. Theoretical explanation regarding the small-signal 

impedance modelling and how the common representation of impedance modelling in 3-

phase systems will be explained. Also, the frequency sweep simulation will also be 

explained. This chapter last part will analyse and compare the impedance obtained 

analytically with the frequency sweep results. 

4.1 Introduction 

As mentioned in Chapter 1, there are two main ways to conduct the stability analysis. While 

the state space method is more established and more commonly used, it brought 

complexity on the analysis, especially if the systems being studied are too complex which 

easily bring the dimension of the state space matrix to over bound. Therefore, an 

impedance-based approach will be explored and investigated in this thesis. 

Impedance-based approach in detail can be divided into 3 domains of representations: 

Modified Sequence Domain, Sequence Domain, and dq-Domain as can be seen in Figure 

4.1. It will be explained further in the following sections. 

A concise explanation on how to obtain the impedance model by simulation will also be 

elaborated in this chapter. 

 

Figure 4.1 Methods for Stability Analysis of Power Electronics-dominated Grids 
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4.2 Small-Signal Impedance Modelling 

Small-signal analysis has been commonly used in electronics and control theory to study 

the system response due to a small excitation or perturbation around a certain operation 

point. The analysis can be done either in the time domain, s domain, or the frequency 

domain. Therefore, small-signal impedance measures the time, s, or the frequency domain 

response of a small disturbance that is applied to a power systems terminal. Consider the 

following figure for more clarity. 

 

Figure 4.2 DC Voltage Source with Small Signal Voltage Perturbation and Norton 
Representation of Subsystem 

A small sinusoidal voltage component is injected to the system, in which the voltage coming 

from the sources in time domain will be 

 𝑣(𝑡) = 𝑉𝑑𝑐 + 𝑣𝑖𝑛𝑗 sin(𝜔𝑖𝑛𝑗𝑡),             𝑣𝑖𝑛𝑗 ≪ 𝑉𝑑𝑐  

The assumption 𝒗𝒊𝒏𝒋 ≪ 𝑽𝒅𝒄 is due to the small-signal assumption. By superposition theorem 

at the steady state condition, the subsystem will produce an output current of 

 𝑖(𝑡) = 𝐼𝑑𝑐 + 𝑖𝑖𝑛𝑗 sin(𝜔𝑖𝑛𝑗𝑡 + 𝜙),             𝑖𝑖𝑛𝑗 ≪ 𝐼𝑑𝑐  

Then the small-signal impedance can be defined as 

 𝑍(𝑗𝜔𝑖𝑛𝑗) =
𝑣𝑖𝑛𝑗

𝑖𝑖𝑛𝑗

𝑒𝑗𝜙 (63) 

Other than frequency domain, by moving to a s domain, similar expression can also be 

obtained. 

 
𝑍(𝑠) =

𝑉(𝑠)

𝐼(𝑠)
 (64) 

One thing worth an attention is that, the representation and the derivation works for both 

the Norton equivalent or Thevenin equivalent of the subsystem. It is easy to show that 

both of the impedance is actually the same with circuit theory. Therefore, the 

representation of the subsystem does not really affect the small-signal impedance definition 

per se [86]. 
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4.3 Impedance Modelling of 3-phase AC Systems 

To do the impedance modelling in 3-phase AC systems, it is a bit similar but will be more 

complex than the DC modelling shown previously. There are 2 main factors why 3-phase 

AC systems impedance modelling will be more complex [18]: 

1. AC systems are oscillating along the fundamental frequency. Therefore, there is no 

equilibrium point for the variables i.e., time-varying state variables. 

2. Since it is 3-phase, then the subsystem will be represented as a 3x3 matrix 

compared to a DC system which only consists of 1-phase. 

For the time-varying state variables, it is solvable by transforming from the 𝑎𝑏𝑐-domain 

into the 𝑑𝑞0-domain or the 012-domain (sometimes can be written as 0𝑝𝑛 as well, and it 

will interchangeably used in this thesis). And the system dimension can also be reduced to 

a 2x2 by assuming that the system being studied is in balance condition. In this thesis, the 

012-domain or the sequence domain will be focused on, therefore the 𝑑𝑞0-domain will not 

be discussed further. 

 

4.3.1 Impedance Modelling in the 012-domain 

As explained previously, transforming the 3-phase signals from the 𝑎𝑏𝑐-domain into the 

012-domain will help reducing the complexity of the systems. The transformation is called 

the Fortescue’s transformation [87], or the symmetrical component transformation and 

mathematically can be expressed as 

 

[

𝑉0(𝑗𝜔)
𝑉1(𝑗𝜔)

𝑉2(𝑗𝜔)
] =

1

3
[
1 1 1
1 𝑎 𝑎2

1 𝑎2 𝑎
] [

𝑉𝑎(𝑗𝜔)
𝑉𝑏(𝑗𝜔)

𝑉𝑐(𝑗𝜔)
] (65) 

where a is the 120°  degree phase shift, i.e., 𝑎 = 1∠120° . 𝑉𝑎 , 𝑉𝑏 , and 𝑉𝑐  are the phase 

voltages, and 𝑉0, 𝑉1, and 𝑉2 are the zero, positive, and negative sequence components. The 

frequency domain is used here to indicate that the Fortescue’s transform is valid for any 

frequency. 

Equation (65) is also valid for current, and mathematically can be presented as 

 

[

𝐼0(𝑗𝜔)
𝐼1(𝑗𝜔)

𝐼2(𝑗𝜔)
] =

1

3
[
1 1 1
1 𝑎 𝑎2

1 𝑎2 𝑎
] [

𝐼𝑎(𝑗𝜔)
𝐼𝑏(𝑗𝜔)

𝐼𝑐(𝑗𝜔)
] (66) 

Having the sequence domain expression for both the voltages and the currents, then the 

sequence domain impedance will be 

 
𝑍1(𝑗𝜔) =

𝑉1(𝑗𝜔)

𝐼1(𝑗𝜔)
 (67) 

 
𝑍2(𝑗𝜔) =

𝑉2(𝑗𝜔)

𝐼2(𝑗𝜔)
 (68) 

In 𝑠-domain, the sequence domain impedance will be [88] 

 
𝑍1(𝑠) =

𝑉1(𝑠)

𝐼1(𝑠)
 (69) 

 
𝑍2(𝑠) =

𝑉2(𝑠)

𝐼2(𝑠)
 (70) 
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The sequence domain definition of the impedance for application in power electronics was 

brought to light for the first time in [88], and has been the foundation of impedance-based 

modelling and stability analysis. In [89], sequence impedance of grid-feeding converters 

has been derived, while for grid connected VSC has been explored in [16]. Sequence 

impedance for HVDC transmission and AC collection system has also been explored in [20]. 

Also, sequence impedance modelling has been studied in an MMC as shown in [90]. 

One assumption in the sequence domain is that there is no coupling between the positive 

and the negative sequences, resulting in 𝑍1 = 𝑍2. However, it has been studied in [18], [87], 

and [91] that it is not necessarily true. Some components and controllers in power systems 

have been known to introduce a coupling between the positive and negative sequences at 

2 distinct frequencies, which are [18]: 

1. PLL 

2. Converter current control 

3. DC-link voltage control 

4. Active power and reactive power control 

5. Salient-pole SM 

By extending the derived sequence domain impedance definition, it will be possible to 

capture this phenomenon. The extended definition is called the Modified Sequence Domain, 

and will be concisely explained in the following section. 

 

4.3.2 Impedance Modelling in the Modified Sequence Domain 

As have been mentioned in the previous section, MSD is the extension of the original 

sequence domain, which mathematically expressed as follows, 

 
[
𝑉1(𝑠 + 𝑗𝜔1)
𝑉2(𝑠 − 𝑗𝜔1)

] = 𝒁12(𝑠) [
𝐼1(𝑠 + 𝑗𝜔1)
𝐼2(𝑠 − 𝑗𝜔1)

]  

 
𝒁12(𝑠) = [

𝑍11(𝑠) 𝑍12(𝑠)
𝑍21(𝑠) 𝑍22(𝑠)

] (71) 

where 𝜔1  indicates the fundamental frequency. The impedance matrix indicates the 

following: 

1. 𝑍11:  response of the positive sequence voltage at 𝑠 + 𝑗𝜔1  induced by a positive 

sequence current at 𝑠 + 𝑗𝜔1 

2. 𝑍12: response of the positive sequence voltage at 𝑠 + 𝑗𝜔1  induced by a negative 

sequence current at 𝑠 − 𝑗𝜔1 

3. 𝑍21: response of the negative sequence voltage at 𝑠 − 𝑗𝜔1  induced by a positive 

sequence current at 𝑠 + 𝑗𝜔1 

4. 𝑍22: response of the negative sequence voltage at 𝑠 − 𝑗𝜔1 induced by a negative 

sequence current at 𝑠 − 𝑗𝜔1 

This coupling phenomena was first investigated in [92], and the impact on the MSD is 

studied in detail in [18] and [86] and can be referred for further details. 

To obtain the MSD impedance model, the general framework is by utilising the harmonic 

transfer function/harmonic state space, or harmonic linearisation [20], [59]. In this thesis, 

however, an analytical derivation based on the Synchronverter mathematical equation will 

be used. The drawback of such method will be in accuracy compared to the harmonic state 

space or harmonic linearisation, but it offers simplicity in deriving the impedance model of 

the systems. 
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One assumption is also used in this thesis, in which there is no mirror frequency coupling, 

i.e., 𝒁𝟏𝟐 = 𝒁𝟐𝟏 = 0. This is because the analytical model derived will not be able to capture 

such phenomena, and hence will be disregarded and will not be discussed any further. 

 

4.4 Impedance Model Measurement 

After obtaining the impedance models of a system, a validation needs to be conducted to 

ensure the accuracy. One advantage of impedance-based technique is that the impedance 

model can be obtained purely using the current and voltage measurement at the terminals, 

so that a ‘black-box’ modelling is possible. 

The concept to obtain the small-signal impedance model by measurement, is by measuring 

the changes in the terminal voltage and the terminal current. By Ohm’s Law, then the small 

signal impedance will be the ratio of the voltages and the current, as shown in Equation 

(63). By that concept, several techniques exist to obtain the impedance model by 

measurement, which can be categorised into 2: passive and active methods. Short 

introduction will be presented in the following sections. 

 

4.4.1 Passive Methods 

Passive methods are called passive since they utilise disturbances which are already exist 

in the systems. In other words, passive methods will not introduce a new disturbance 

source to the system. Hence, the methods will not violate the grid codes, especially the 

power quality compliance. 

One of the earliest example that falls under the passive method can be traced back to 

2009, and called the Linear Regression Method [93]. This method will construct a set of 

linear equations from the measurements of several operating point, then linear regression 

will be utilised to obtain the approximate equivalent grid impedance. 

Another example is called the Error Function Method [94]. This method works by making 

use of a grid model, in which a measured voltage perturbation will be inputted. Therefore, 

a current estimate will be produced, and the error between the measured current and the 

estimated current will be used to update the model parameters. 

Even though such methods will not violate the power quality compliance, it has several 

disadvantages. For example, in the Error Function Method, a solid assumption regarding 

the grid model needs to be obtained. Or else, the simulation will just iterate indefinitely 

without producing a fruitful result. 

Another disadvantage that is valid for all passive methods is that it relies on the existing 

disturbance in the power grids. This is a very sound disadvantage since the operation of 

the grid itself fully focused on having high security and reliability. Therefore, the 

disturbance that exist might be not high enough to be measured and utilised. 

 

4.4.2 Active Methods 

While passive methods are utilising existing disturbances in the grids, active methods will 

be injecting the disturbances to the grids. From there, the response will be analysed as 

explained. Therefore, these methods offer flexibilities on choosing the disturbances signals 
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being injected (can be either voltage or current injection, flexibility on the amplitude, 

phase, and frequency). 

Active methods can be further classified into two sub-categories: Transient methods and 

Steady-state methods. The difference lies on the amount of the signal being injected. 

Transient methods inject a single signal or a few signals while steady-state methods inject 

repeated periodic signals. 

One example of transient method is called Pulse Injection as shown in [95]. The pulse 

injected is a current impulse and is implemented in the control systems of the converter. 

Since the pulse injected is a single pulse, it results in a very fast simulation time, and so 

far, has been considered as the fastest method for impedance estimation. Other than pulse 

injection, Load Switching has also been studied previously in [96]. The concept behind it is 

that switching on-off the load (or any components) results in voltage and current changes, 

in which the impedance can be obtained. In [96], the OLTC is varied. 

For steady-state method, several methods exist, such as Maximum Length Binary 

Sequences (MLBS) [97], Pseudo-Random Binary Sequences (PRBS) [98], and Sinusoidal 

Sweep [99]. MLBS and PRBS are similar to the pulse injection of the transient method. 

However, the difference lies in the sequence of pulses. PRBS is actually the generalisation 

of MLBS, in which the duty cycle can be determined from the number of bits and ones while 

for MLBS, the duty cycle is 
1

2
 [100]. As the name indicates, sinusoidal sweep injects 

sinusoidal signals of different frequencies.  

Sinusoidal sweep itself have 2 variants: single-tone and multi-tone. Single-tone injects the 

perturbation at a single frequency to calculate the system's response at that frequency. 

Therefore, the simulation will be iterated for a range of frequencies. Multi-tone will 

superimpose all the frequencies, resulting in a combined perturbation signal. The 

advantage is that in the multi-tone, the simulation time will be much faster compared to 

the single-tone. However, in this thesis, a single-tone sinusoidal frequency sweep (from 

here onwards will be referred simply as frequency sweep) will be used since it is much 

simpler. The explanation of how to obtain the response will be explained in the following 

section. 

 

4.4.3 Single-Tone Frequency Sweep 

As the previous section explains, the sinusoidal signal being injected can be a voltage or 

current. Therefore, two ways of injecting the perturbation signals into the system will be 

shown in the schematics below. 

 

Figure 4.3 Illustration of the 2 Injection Method 
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In an ideal, numerical simulation condition, choosing between series or shunt injection has 

negligible impact on the results. But practically, injection method should be selected in 

accordance to the most important subsystem [18]. For example, if an impedance model of 

VSC is the point of interest, then series voltage injection is recommended. This is due to 

the perturbation voltage injected will be distributed between the two subsystems in 

proportion to their impedance. Since usually VSC have higher impedance than the grid, 

series voltage injection will be resulting in higher accuracy compared to shunt current 

injection. If a subsystem impedance is significantly lower, then using shunt current injection 

will be the best choice since almost all the perturbation current will flow to the respective 

subsystem, yielding higher voltage response measurement, hence a higher impedance 

accuracy will be obtained. 

Also, since this thesis will measure the impedance in MSD, it will be impossible to obtain a 

2x2 impedance matrix with a single frequency sweep. Therefore, 2 linear independent 

sweeps will be performed. The detailed flowchart of the steps on doing the frequency sweep 

in this thesis is shown in Figure 4.4. 

First, a vector of frequencies is created to estimate the impedance. The frequency value 

can be chosen arbitrarily. Then, the 2 perturbation signals will be injected independently. 

A pure positive sequence signal will be the first injection, and a pure negative sequence 

signal will be the second injection. In this thesis, series voltage injection is used, therefore 

the signals being injected will be in the form of 

 

𝑣𝑖𝑛𝑗,𝑝 = [

𝑣𝑖𝑛𝑗,𝑝,𝑎

𝑣𝑖𝑛𝑗,𝑝,𝑏

𝑣𝑖𝑛𝑗,𝑝,𝑐

] = 𝑉𝑖𝑛𝑗

[
 
 
 
 
 
 sin ((𝜔𝑖𝑛𝑗 + 𝜔1)𝑡)

sin ((𝜔𝑖𝑛𝑗 + 𝜔1)𝑡 −
2𝜋

3
)

sin ((𝜔𝑖𝑛𝑗 + 𝜔1)𝑡 +
2𝜋

3
)
]
 
 
 
 
 
 

  

 

𝑣𝑖𝑛𝑗,𝑛 = [

𝑣𝑖𝑛𝑗,𝑛,𝑎

𝑣𝑖𝑛𝑗,𝑛,𝑏

𝑣𝑖𝑛𝑗,𝑛,𝑐

] = 𝑉𝑖𝑛𝑗

[
 
 
 
 
 
 sin ((𝜔𝑖𝑛𝑗 − 𝜔1)𝑡)

sin ((𝜔𝑖𝑛𝑗 − 𝜔1)𝑡 +
2𝜋

3
)

sin ((𝜔𝑖𝑛𝑗 − 𝜔1)𝑡 −
2𝜋

3
)
]
 
 
 
 
 
 

 (72) 

where the subscript p and n indicate positive and negative sequence signals respectively. 

As shown in the equation (72), the series voltage injection will exist in each phase. If the 

injection signals used are shunt current instead, equation (72) can easily be changed into 

the current by changing the magnitude. After injecting the perturbation signals, the voltage 

and current signal will be stored. The data required after injecting the signals is shown in 

Figure 4.3. In the case of a series voltage injection, the load subsystem voltage, 𝑣𝐿 and the 

sources subsystem voltage, 𝑣𝑆 are required. Also, the line current, 𝑖 is also required. 

Next, an FFT will be conducted to convert the voltages and the current to the frequency 

domain. Since the impedance here will be presented in the MSD, then the 𝑎𝑏𝑐-waveforms 

will be applied for the FFT. After obtaining the complex spectra, Fortescue’s transform will 

be conducted to convert the voltages and current into the sequence domain. Before 

conducting the FFT for the voltages and current, an FFT will be conducted first for the 

terminal voltage to obtain the fundamental frequency voltage angle, 𝜃1. This is required to 

shift the sequence components to be consistent with its dq-domain counterparts (it will not 

be explored in this thesis, however the author decided it is needed to ensure consistency 

for future works).  
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After obtaining 𝜃1 , conducting FFT for the voltages and the current, and performing 

Fortescue’s transform, phase shifting will be done by the following set of expressions 

 𝑉𝑝 = 𝑉𝑝
′𝑒−𝑗𝜃1   𝑉𝑛 = 𝑉𝑛

′𝑒𝑗𝜃1  

 𝐼𝑝 = 𝐼𝑝
′ 𝑒−𝑗𝜃1  𝐼𝑛 = 𝐼𝑛

′ 𝑒𝑗𝜃1 (73) 

where prime indicates the old sequence components before shift, which are obtained 

directly from the FFT and the Fortescue’s transform. After obtaining the sequence domain,  

a component extraction from the FFT results for each frequency depending on the sequence 

will be conducted. For positive sequence, it will be extracted at 𝑓 + 𝑓1 and 𝑓 − 𝑓1 for the 

negative sequence. Attentive reader might notice that for 𝑓 < 𝑓1, 𝑓 − 𝑓1 will be negative. In 

this case, the negative sequence components can be transformed to positive sequence with 

the same frequency with positive sign and conjugated phase angles [101]. 

Last step is to calculate the impedance at frequency 𝑓 from the following formula 

 
[
𝑍𝑝𝑝(𝜔) 𝑍𝑝𝑛(𝜔)

𝑍𝑛𝑝(𝜔) 𝑍𝑛𝑛(𝜔)
] = [

𝑉𝑝1(𝜔 + 𝜔1) 𝑉𝑝2(𝜔 + 𝜔1)

𝑉𝑛1(𝜔 − 𝜔1) 𝑉𝑛2(𝜔 − 𝜔1)
] [

𝐼𝑝1(𝜔 + 𝜔1) 𝐼𝑝2(𝜔 + 𝜔1)

𝐼𝑛1(𝜔 − 𝜔1) 𝐼𝑛2(𝜔 − 𝜔1)
]
−1

 (74) 

Here, the subscript 1 and 2 refer to the injection 1 or injection 2. 
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Figure 4.4 Single-Tone Frequency Sweep Flowchart 
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4.5 Analytical Impedance Modelling of the WECS 

Based on the result from chapter 3, it has been concluded that the dynamic interaction 

between the GSC and the RSC is decoupled. Since this thesis are focused on the converter-

driven stability for WECS and grid interaction, the main point of focus will be on the GSC 

and the grid part. 

In this section, impedance for the grid subsystems and the GSC will be mathematically 

derived. Impedance for the RSC part will also be derived even though it will not be studied 

further in section 4.6 and Chapter 5. This is for the whole completeness of the thesis and 

can be referred later on for future works. 

 

4.5.1 Grid Impedance Modelling 

In this thesis, the perturbation is injected right at the converter terminal. Therefore, the 

grid impedance refers to the filter and the original grid impedance of the infinite bus. 

The filter itself, as mentioned in section 3.3, consists of an RC connected in parallel. 

Therefore, 

 1

𝑍𝑓𝑖𝑙𝑡𝑒𝑟

=
1

𝑅𝑓𝑖𝑙𝑡𝑒𝑟

+
1

1
𝑠𝐶𝑓𝑖𝑙𝑡𝑒𝑟

 
 

 
∴ 𝑍𝑓𝑖𝑙𝑡𝑒𝑟 =

𝑅𝑓𝑖𝑙𝑡𝑒𝑟

1 + 𝑠𝐶𝑓𝑖𝑙𝑡𝑒𝑟𝑅𝑓𝑖𝑙𝑡𝑒𝑟

 (75) 

Therefore, in MSD, the filter impedance will be 

 

𝒁𝒇𝒊𝒍𝒕𝒆𝒓 =

[
 
 
 
 

𝑅𝑓𝑖𝑙𝑡𝑒𝑟

1 + (𝑠 + 𝑗𝜔1)𝐶𝑓𝑖𝑙𝑡𝑒𝑟𝑅𝑓𝑖𝑙𝑡𝑒𝑟

0

0
𝑅𝑓𝑖𝑙𝑡𝑒𝑟

1 + (𝑠 − 𝑗𝜔1)𝐶𝑓𝑖𝑙𝑡𝑒𝑟𝑅𝑓𝑖𝑙𝑡𝑒𝑟]
 
 
 
 

 (76) 

The non-diagonal elements of filter impedance are 0 since the components are passive 

components of RC, i.e., there will be no coupling. It is also worth mentioning that equation 

(75) is the original sequence domain form of 𝑍𝑓𝑖𝑙𝑡𝑒𝑟, where 𝑍𝑓𝑖𝑙𝑡𝑒𝑟,𝑝 = 𝑍𝑓𝑖𝑙𝑡𝑒𝑟,𝑛 =
𝑹𝒇𝒊𝒍𝒕𝒆𝒓

𝟏+𝒔𝑪𝒇𝒊𝒍𝒕𝒆𝒓𝑹𝒇𝒊𝒍𝒕𝒆𝒓
. 

The original grid impedance consists of an RL connected in series. Therefore,  

 𝑍𝑔 = 𝑅𝑔 + 𝑠𝐿𝑔 (77) 

Similarly, the MSD of the original grid impedance will be 

 
𝒁𝒈 = [

𝑅𝑔 + (𝑠 + 𝑗𝜔1)𝐿𝑔 0

0 𝑅𝑔 + (𝑠 − 𝑗𝜔1)𝐿𝑔
] (78) 

The filter and the original grid impedance are in parallel with each other. Therefore, the 

grid impedance will be 

 𝒁𝒈𝒓𝒊𝒅 = (𝒁𝒇𝒊𝒍𝒕𝒆𝒓
−𝟏 + 𝒁𝒈

−𝟏)
−𝟏

 (79) 

 

 

 



Master’s thesis  CHAPTER 4. IMPEDANCE MODELLING OF THE WECS 

 

56 Dept. of Electric Power Engineering 

 

4.5.2 GSC Impedance Modelling 

To derive the GSC impedance analytically, we will start from the Ohm’s law of the SG model 

in equation (27) as shown below, 

 
𝑒𝑎𝑏𝑐 − 𝑅𝑠𝑖𝑎𝑏𝑐 − 𝐿𝑠

𝑑𝑖𝑎𝑏𝑐

𝑑𝑡
= 𝑣𝑎𝑏𝑐 (80) 

where  

 𝑒𝑎𝑏𝑐 = 𝑀𝑓𝑖𝑓𝜔 sin �̃� (81) 

The excitation can be derived as follows, 

 
𝑀𝑓𝑖𝑓 =

1

𝑠𝐾𝑞

(𝑄𝑟𝑒𝑓 − 𝑄 + 𝐷𝑞𝑉𝑚,𝑔 − 𝐷𝑞𝑉𝑚,𝑝𝑐𝑐) (82) 

Now, going back to the swing equation of the GSC, the following expressions will be 

obtained, 

 
𝐽
𝑑𝜔 

𝑑𝑡
= 𝑇𝑚 − 𝑇𝑒 − 𝐷𝑝(𝜔 − 𝜔𝑛) (83) 

Since 𝑇𝑚 =
𝑃𝑟𝑒𝑓

𝜔𝑛
, equation (83) can be rewritten as 

 
𝐽
𝑑𝜔

𝑑𝑡
=

𝑃𝑟𝑒𝑓

𝜔𝑛

− 𝑇𝑒 − 𝐷𝑝𝜔 + 𝐷𝑝𝜔𝑛 (84) 

Substituting equation (28) and (82) to (84), and assuming that 𝑄𝑟𝑒𝑓 = 𝑄 = 0, also taking the 

Laplace transform, the swing equation of the GSC will be 

 
𝑠𝐽𝜔 =

𝑃𝑟𝑒𝑓

𝜔𝑛

−
(𝐷𝑞𝑉𝑚,𝑔 − 𝐷𝑞𝑉𝑚,𝑝𝑐𝑐)

𝑠𝐾𝑞

𝑖𝑎 sin 𝜃 − 𝐷𝑝𝜔 + 𝐷𝑝𝜔𝑛 (85) 

Notice that in equation (85), only 1-phase is being considered. This is due to the balanced 

system being simulated; hence all phase is equal. Rearranging equation (85),  

 
(𝑠𝐽 + 𝐷𝑝)𝜔 =

𝑃𝑟𝑒𝑓

𝜔𝑛

+ 𝐷𝑝𝜔𝑛 −
(𝐷𝑞𝑉𝑚,𝑔 − 𝐷𝑞𝑉𝑚,𝑝𝑐𝑐)

𝑠𝐾𝑞

𝑖𝑎 sin 𝜃 (86) 

Since 𝑃𝑟𝑒𝑓 and 𝜔𝑛 is constant for a certain wind speed, linearising (86) will results in 

 
�̃� =

𝐷𝑞𝐼𝑎0 sin 𝜃0

𝑠𝐾𝑞(𝑠𝐽 + 𝐷𝑝)
𝑣�̃� −

𝑀𝑓0𝐼𝑓0 sin 𝜃0

(𝑠𝐽 + 𝐷𝑝)
𝑖�̃� (87) 

where the tilde indicates the small-signal. sin 𝜃0 = 1 from the assumption that 𝑄𝑟𝑒𝑓 = 𝑄 = 0. 

Now, 𝑒𝑎 needs to be expressed in terms of 𝑣�̃� and 𝑖�̃� by linearising equation (81). 

 𝑒�̃� = (𝑀𝑓𝑖�̃�𝜔0 + 𝑀𝑓0𝐼𝑓0�̃�)  

 ∴ 𝑒�̃� = 𝐺𝑣,𝐺𝑆𝐶𝑣�̃� + 𝐺𝑖,𝐺𝑆𝐶𝑖�̃� (88) 

where 

 
𝐺𝑣,𝐺𝑆𝐶 =

𝑀𝑓0𝐼𝑓0𝐷𝑞𝐼𝑎0

𝑠𝐾𝑞(𝑠𝐽 + 𝐷𝑝)
−

𝐷𝑞𝜔0

𝑠𝐾𝑞

 (89) 

 
𝐺𝑖,𝐺𝑆𝐶 = −

(𝑀𝑓0𝐼𝑓0)
2

(𝑠𝐽 + 𝐷𝑝)
 (90) 
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Substituting (88), (89), and (90) back to (80) will results in 

 𝐺𝑣,𝐺𝑆𝐶𝑣�̃� + 𝐺𝑖,𝐺𝑆𝐶𝑖�̃� − 𝑅𝑠𝑖�̃� − 𝑠𝐿𝑠𝑖�̃� = 𝑣�̃�  

 
∴ 𝑍𝐺𝑆𝐶 = −

𝑣�̃�

𝑖�̃�
=

𝑅𝑠 + 𝑠𝐿𝑠 − 𝐺𝑖

1 − 𝐺𝑣

 (91) 

Therefore, in MSD, the GSC impedance will be 

 

𝒁𝑮𝑺𝑪 =

[
 
 
 
 
𝑅𝑠 + (𝑠 + 𝑗𝜔) × 𝐿𝑠 − 𝐺𝑖(𝑠 − 𝑗𝜔)

1 − 𝐺𝑣(𝑠 − 𝑗𝜔)
0

0
𝑅𝑠 + (𝑠 − 𝑗𝜔) × 𝐿𝑠 − 𝐺𝑖(𝑠 + 𝑗𝜔)

1 − 𝐺𝑣(𝑠 + 𝑗𝜔) ]
 
 
 
 

 (92) 

where 𝐺𝑖(𝑠 − 𝑗𝜔) indicates 𝐺𝑖 as a function of (𝑠 − 𝑗𝜔), not a multiplication. 

 

4.5.3 RSC Impedance Modelling 

Deriving the RSC impedance is similar to the GSC counterpart. Starting from the Ohm’s law 

as in equation (32), 

 
𝑒𝑎𝑏𝑐 + 𝑅𝑟𝑖𝑎𝑏𝑐 + 𝐿𝑟

𝑑𝑖𝑎𝑏𝑐

𝑑𝑡
= 𝑣𝑎𝑏𝑐 (93) 

Recalling equation (81), 

 𝑒𝑎𝑏𝑐 = 𝑀𝑓𝑖𝑓𝜔 sin �̃�  

And with the same assumption as in previous section, the excitation can be derived as 

 
𝑀𝑓𝑖𝑓 =

1

𝑠𝐾𝑞

(𝑄𝑟𝑒𝑓 − 𝑄) (94) 

Now, going back to the swing equation of the RSC, the following expressions will be 

obtained, 

 
𝐽𝑚

𝑑𝜔 

𝑑𝑡
= 𝑇𝑚 − 𝑇𝑒 − 𝐷𝑝𝑚(𝜔 − 𝜔𝑛) (95) 

From the RSC control schematics, the 𝑇𝑚 is obtained from the PI controller, regulating the 

DC link voltage. Therefore, 

 𝑇𝑚 = 𝐻𝑣𝐷𝐶(𝑠) × (𝑉𝐷𝐶 − 𝑉𝐷𝐶,𝑟𝑒𝑓) (96) 

where  

𝐻𝑣𝐷𝐶(𝑠) = 𝐾𝑃,𝐷𝐶 +
𝐾𝑖,𝐷𝐶

𝑠
 

Here, 𝐾𝑃,𝐷𝐶 and 𝐾𝑖,𝐷𝐶 are the proportional and the integral constant. Substituting equation 

(96) back to equation (95) and taking the Laplace transform will results in, 

 𝑠𝐽𝑚𝜔 = 𝐻𝑣𝐷𝐶𝑉𝐷𝐶 − 𝐻𝑣𝐷𝐶𝑉𝐷𝐶,𝑟𝑒𝑓 − 𝑇𝑒 − 𝐷𝑝𝑚𝜔 + 𝐷𝑝𝑚𝜔𝑛 (97) 

Recalling equation (28) and (94), and assuming that 𝑄𝑟𝑒𝑓 = 𝑄 = 0, equation (97) can be re-

written as 

 (𝑠𝐽𝑚 + 𝐷𝑝𝑚)𝜔 = 𝐻𝑣𝐷𝐶𝑉𝐷𝐶 − 𝐻𝑣𝐷𝐶𝑉𝐷𝐶,𝑟𝑒𝑓 + 𝐷𝑝𝑚𝜔𝑛 (98) 

Since 𝑉𝐷𝐶,𝑟𝑒𝑓 and 𝜔𝑛 is constant, linearising (98) will results in 
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�̃� =

𝐻𝑣𝐷𝐶

(𝑠𝐽𝑚 + 𝐷𝑝𝑚)
𝑣𝐷�̃� (99) 

Now, the 𝑣𝐷�̃� needs to be represented in terms of 𝑣�̃� and 𝑖�̃�. By considering that the power 

sent from the DC side should be equal to the power received in the AC side, i.e., 𝑃𝐴𝐶 = 𝑃𝐷𝐶 

then mathematically, 

 𝑣𝐷𝐶
2

3𝑅
= 𝑣𝑎𝑖𝑎 (100) 

𝑅 comes from the power generated by the wind. For a certain wind speed, the output power 

will be constant, and can be assumed as a constant power load. Therefore, it will be 

represented by an impedance 𝑅. Linearising equation (100) gives, 

 
𝑣𝐷�̃� =

3𝑅

2𝑉𝐷𝐶

(𝑉0𝑖�̃� + 𝐼0𝑣�̃�) (101) 

Substituting (101) to (99), and substituting further back to equation (81) will results in 

 𝑒�̃� = (𝑀𝑓𝑖�̃�𝜔0 + 𝑀𝑓0𝐼𝑓0�̃�)  

 ∴ 𝑒�̃� = 𝐺𝑣,𝑅𝑆𝐶𝑣�̃� + 𝐺𝑖,𝑅𝑆𝐶𝑖�̃� (102) 

where 

 
𝐺𝑣,𝑅𝑆𝐶 =

3𝑅𝑀𝑓0𝐼𝑓0𝐻𝑣𝐷𝐶𝐼𝑎0

2𝑉𝐷𝐶(𝑠𝐽𝑚 + 𝐷𝑝𝑚)
 (103) 

 
𝐺𝑖,𝑅𝑆𝐶 =

3𝑅𝑀𝑓0𝐼𝑓0𝐻𝑣𝐷𝐶𝑉𝑎0

2𝑉𝐷𝐶(𝑠𝐽𝑚 + 𝐷𝑝𝑚)
 (104) 

Substituting further to equation (93) yields 

 𝐺𝑣,𝑅𝑆𝐶𝑣�̃� + 𝐺𝑖,𝑅𝑆𝐶𝑖�̃� + 𝑅𝑟𝑖�̃� + 𝑠𝐿𝑟𝑖�̃� = 𝑣�̃�  

 
∴ 𝑍𝑅𝑆𝐶 =

𝑣�̃�

𝑖�̃�
=

𝑅𝑟 + 𝑠𝐿𝑟 + 𝐺𝑖,𝑅𝑆𝐶

1 − 𝐺𝑣,𝑅𝑆𝐶

 (105) 

Therefore, in MSD, the RSC impedance will be 

 

𝒁𝑹𝑺𝑪 =

[
 
 
 
 
𝑅𝑟 + (𝑠 + 𝑗𝜔) × 𝐿𝑟 + 𝐺𝑖(𝑠 − 𝑗𝜔)

1 − 𝐺𝑣(𝑠 − 𝑗𝜔)
0

0
𝑅𝑟 + (𝑠 − 𝑗𝜔) × 𝐿𝑟 − 𝐺𝑖(𝑠 + 𝑗𝜔)

1 − 𝐺𝑣(𝑠 + 𝑗𝜔) ]
 
 
 
 

 (106) 

where 𝐺𝑖(𝑠 − 𝑗𝜔)  indicates 𝐺𝑖  as a function of (𝑠 − 𝑗𝜔) , not a multiplication. Notice the 

difference of the impedance formula in GSC and RSC regarding the negative sign. This is 

due to the fact that in GSC, it is considered as a power dissipating component, in which it 

generates power. For RSC, as a power absorbing component, it dissipates power. Therefore, 

there is no negative sign in the RSC impedance formula. 
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4.6 Simulations and Results 

As mentioned previously, this chapter will focus on the simple impedance derivation 

analytically, and validation by frequency sweep of the system. The frequency sweep 

simulation’s configuration are as follows: 

1. Series voltage injection is used 

2. 24 injection frequencies will be used between 1 and 5000 Hz. The specific frequency 

was determined by logarithmic spacing, and are a multiple of 1 Hz 

3. Duration of FFT is 1 second 

4. Simulation time step is 20 μs 

5. Injection magnitude is 0.01 p.u 

 

4.6.1 Grid Impedance 

The result of the simulation for the grid impedance can be seen in the following figure, 

 

Figure 4.5 Grid Impedance Analytical Calculation and Frequency Sweep 

As can be seen from Figure 4.5, the frequency sweep results and the analytical derivation 

is aligned perfectly, indicating that all components are estimated accurately. The positive 

sequence and the negative sequence component of the grid impedance also shows some 

differences. For the positive sequence, the resonant frequency is at around 170 Hz; while 

for negative sequence, there exist 2 resonant frequencies at 50 Hz and 270 Hz. It can also 

be seen that for the positive sequence, the response is similar to a simple second-order 
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system while for negative sequence, the response is similar to a fourth-order system. This 

indicates that the usual assumption used in similar previous research of 𝑍𝑝 = 𝑍𝑛 is invalid. 

 

4.6.2 GSC Impedance 

The result of the simulation for the GSC impedance can be seen in the following figure, 

 

Figure 4.6 GSC Impedance Analytical Calculation and Frequency Sweep 

It can be seen from Figure 4.6 the frequency sweep and the analytical calculation differs to 

a certain extent. By analysing the bode plots, the analytical and frequency sweep is aligned 

at 𝑓 > 27 𝐻𝑧 while for negative sequence, it is aligned at 𝑓 > 50 𝐻𝑧. This indicates that the 

analytical derivation is not really accurate for the low frequency region. 

From the frequency sweep, it can also be seen that the impedance response is similar to a 

capacitive circuit at the low frequency, and to an inductive circuit at the high frequency. 

While for the analytical calculation, it shows a similar response to an RL circuit with a certain 

resonant frequency. This is understandable and an expected results since Synchronverter 

itself is a VSM algorithm which mimic the characteristic of an SG. Since SG is an inductive 

component, the analytical derivation of Synchronverter will be similar an SG characteristic 

as well. 

For accuracy in doing the stability analysis for chapter 5, a new impedance model for the 

GSC part based on curve fitting will be used. This will also be assessed with the derived 

analytical model to see the difference on stability analysis accuracy between the two 

models. The curve fitting model for the GSC impedance is as follows, 
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𝒁𝑮𝑺𝑪,𝒇𝒊𝒕 = [

𝑍11,𝑓𝑖𝑡 0

0 𝑍22,𝑓𝑖𝑡
] (107) 

where 

𝑍11,𝑓𝑖𝑡 = 

0.001082𝑠6 + 23.49𝑠5 + 2120𝑠4 − 2.354 × 104𝑠3 + 1.792 × 106𝑠2 − 1.058 × 107𝑠 − 2.649 × 108

𝑠5 + 2.348 × 104𝑠4 + 1.494 × 106𝑠3 + 1.815 × 107𝑠2 − 6.395 × 106𝑠 − 1.745 × 108
 

and 

𝑍22,𝑓𝑖𝑡 = 

0.0007705𝑠6 + 2.946𝑠5 + 3.097 × 104𝑠4 + 3.324 × 105𝑠3 + 4.407 × 106𝑠2 + 7.535 × 108𝑠 +  5.429 × 108

 𝑠5 + 3081𝑠4 + 3.406 × 107𝑠3 − 8.991 × 107𝑠2 − 1.195 × 109𝑠 − 2.077 × 109
 

  

The result of the curve fitting is shown below, 

 

Figure 4.7 GSC Positive Sequence Impedance by Curve Fitting 
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Figure 4.8 GSC Negative Sequence Impedance by Curve Fitting 
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Chapter5 

Impedance-based Converter-driven Stability 

Analysis under Weak AC Grid Conditions 

This chapter puts forward a sensitivity analysis of the WECS’ parameters for converter-

driven stability. First, an introduction of the chapter regarding the existing methods for 

impedance-based stability analysis of power electronics systems will be presented. Then, 

a concise explanation of weak grid’s characteristics will be given, along with the concept 

for Generalised Nyquist Criterion (GNC). Lastly, simulations are carried out to investigate 

the effect of several parameters of the WECS for converter-driven stability. 

5.1 Introduction 

With the increasing amount of renewable energy to the grids, it has been explained that 

there are a lot of impacts it will bring that changes the overall power systems scenario 

worldwide. 

Connecting renewable energy power plants will be constrained by geographic location, in 

which they need to be connected to a location where the resources are abundant. However, 

these areas are typically very distant from the main grids. These far distances cause the 

grid impedance as seen from the VRE power plants to be very high, and is usually referred 

to a weak grid. Weak grid might cause issues, ranging from steady-state issues to dynamic 

issues [102]. As elaborated in Chapter 2, stability issues due to interaction between the 

converters and/or converter-grid interactions is referred as converter-driven stability and 

will be the main focus on this chapter. 

To investigate the converter-driven stability based on impedance analysis, there are several 

methods such as GNC [103], Impedance Specification [104], Impedance Sum 

Criterion/Impedance Network Model [105], and Multi-loop Nyquist Stability Criterion [106]. 

There are several advantages and disadvantages regarding each of the method. For 

example, in Impedance Sum Criterion and Impedance Specification, it is assumed that no 

open loop RHP pole exist in the impedance ratio and the impedance sum. For multi-loop 

NSC, it heavily depends on the system topology, in which for a complex system, the loop 

might be too complex to select [107]. This thesis will focus on GNC as one of the most 

basic techniques derived from the standard Nyquist criterion. This will be explained further 

in section 5.3. 

Since this section will deal with converter-driven stability for weak AC grid, characteristics 

of a weak grid will also be explained so the reader can have deeper understanding regarding 

the issues. 
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5.2 Characteristics of a Weak Grid 

Weak AC grids (from here onwards will be referred simply as weak grids) are a power 

systems/grids that are very vulnerable to sudden changes in operating conditions [108]. 

This indicates that any major changes in the operating conditions, such as active power set 

point might result in significant voltage and frequency fluctuations. Whereas, strong grids 

are more robust to any changes in the system. In other words, strong grids are more 

resilient to faults and disturbances. 

The grid strength is commonly defined by the SCR, and this is conceptually incorrect. Grid 

strength is actually determined by its impedance and mechanical inertia [109]. SCR is only 

a numerical ratio which compares the system’s short circuit AC power compared to real 

power injection. However, this ratio turns out as a good measurement in checking the 

robustness to changes of the grid. Therefore, SCR is now an acceptable approximation of 

the grid strength [110].  

As mentioned in previous paragraph, SCR can be determined mathematically as 

 
𝑆𝐶𝑅 =

𝑆𝑆𝐶

𝑃𝑛

 
(108) 

where 𝑆𝑆𝐶 is the 3-phase short circuit power as seen from the PCC and 𝑃𝑛 is the nominal 

power of the power plants. By modelling the grid as a Thevenin circuits, 𝑆𝑆𝐶  can be 

mathematically expressed as 

 
𝑆𝑆𝐶 =

𝑉𝑃𝐶𝐶
2

𝑍𝑡ℎ

 (109) 

Here, 𝑉𝑃𝐶𝐶 is the PCC voltage. Assuming that the power plants nominal power is 1 p.u., 

then the SCR can be simplified to 

 
𝑆𝐶𝑅 =

1

𝑍𝑇ℎ

 (110) 

For a grid to be defined as weak, usually the SCR < 2 - 3 [67]–[72]. One thing worth to 

understand is that SCR is dynamic. Therefore, grid strength can be very much different 

depending on the bus we are trying to analyse. Also, during transient conditions such as 

contingencies or fault, SCR will also change. 

Integrating a wind farm which have limited capability curve to a weak grid can cause several 

issues, such as [68]: 

1. Decreased voltage stability limits 

2. Limited active power transfer capability due to the SIL and the PV stability limit 

3. Limited ramp rate capability of the active and reactive power, causing poor 

frequency and voltage regulation 

4. Instability of the control loops of the WECS 

5. Tripping on TOV during fault recovery period 

6. Poor FRT response 
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5.3 Generalised Nyquist Stability Criterion and Its Application 

in Power Systems 

NSC is one of the most basic graphical techniques to determine a stability of dynamical 

system. Other graphical techniques include Root Locus, Bode Plot, and Nichols Plot. The 

stability criterion is used when the dynamical system is described by a closed-loop negative 

feedback transfer function. Consider the following system for more clarity. 

 

Figure 5.1 General Block Diagram of a Closed-Loop Negative Feedback Dynamic Systems 

Then, the CLTF can be mathematically expressed as 

 
𝐶𝐿𝑇𝐹 =

𝐺

1 + 𝐺𝐻
 (111) 

Here, the denominator of the CLTF, i.e., 1 + 𝐺𝐻 is known as characteristic equation, and the 

roots of this polynomial is called pole, while the roots of the polynomial in the numerator is 

called zero. From control theory, it is known that the stability of the system is determined 

by the real-part of the located in the RHP. 

In Nyquist diagram, the OLTF, 𝐺𝐻 will be plotted in the complex plane with 𝑠 as a variable. 

This 𝑠 will be varied from zero to infinity, then to minus infinity, and back to zero. This will 

create a vector with origin at (-1,0), coming from the characteristic equation of the CLTF. 

From here, the NSC can be formally stated as [103] 

"A closed-loop system is stable if the number of RHP poles in GH equals the 

number of counter-clockwise encirclements of the point (-1,j0) by the Nyquist 

plot of GH" 

Interestingly, the CLTF discussed above is assumed to be proper, i.e., the order of the 

numerator will be less than the order of the denominator. In the case of an improper CLTF, 

then the Inverse Nyquist Stability Criterion is valid, and can be formally stated as [103] 

"A closed-loop system is stable if the Nyquist plot of in 
1

𝐺𝐻
 has number of counter-

clockwise encirclements of the point (-1,j0) equals to the number of RHP zeros 

of GH" 

If we take a closer look at Figure 5.1, then it is clear the dynamic system modelled is SISO. 

However, dynamic systems especially in power systems application are usually modelled in 

MIMO. Therefore, the NSC definition needs to be extended to MIMO system, resulting in 

GNC. Consider the following figures, 
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Figure 5.2 General Block Diagram of a Closed-Loop Negative Feedback MIMO Systems 

Then, the CLTM can be mathematically expressed as 

 𝐶𝐿𝑇𝑀 = [𝑰 + 𝑮𝑯]−1𝑮 (112) 

 𝑂𝐿𝑇𝑀 = 𝑮𝑯 (113) 

where bold indicates a transfer matrix. Therefore, the GNC can be formally expressed as 

[103] 

"A closed-loop system is stable if the Nyquist contour of GH with P RHP poles 

has P number of counter-clockwise encirclement of (-1,j0) made by all the 

eigenvalue loci of GH" 

Note that the GINC is also valid here by taking 𝑮−𝟏𝑯 as the OLTM, and performing GNC to 

such OLTM. 

In the applications for power systems studies, consider the following figure. 

 

Figure 5.3 Impedance Model of WECS Connected to the Grid 

Take a closer look at Figure 5.3, the current that flows in the system can be mathematically 

expressed using Ohm’s law as follows, 

 𝒊 = (𝒊𝒄⃗⃗⃗ ⃗ − 𝒀𝒄𝒗𝒈⃗⃗ ⃗⃗ ⃗)[𝑰 + 𝒀𝒄𝒁𝒈]
−1

 (114) 

From the impedance derived in chapter 4, the WECS admittance is equal to 

 𝒀𝒄 = 𝒁𝒈
−𝟏 = 𝒁𝑾𝑬𝑪𝑺

−𝟏  (115) 

By using the GNC in 𝒀𝒄𝒁𝒈, the converter-driven stability of the WECS interaction with the 

power grids can be analysed. 
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5.4 Simulations and Results 

As mentioned previously, this chapter will conduct sensitivity analysis to study the several 

parameters of the WECS which might be related to the converter-driven stability. There 

are 3 parameters being studied: 

1. Grid strength 

2. Virtual damping 

3. Virtual inertia 

For the modelling in this chapter, the previous assumption regarding the decoupling of the 

dynamics of both GSC and the RSC is still valid. This section will only model the GSC part 

with a constant DC voltage source and the external grid. Therefore, the impact of the DC 

link capacitor and voltage regulator will not be studied since it is under the RSC control 

schemes. 

 

5.4.1 Default Parameters 

First, an assessment of the stability for the default case will be done, and shown as below. 

 

Figure 5.4 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (Default Parameter) 
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As can be seen from Figure 5.4, the Nyquist plot does encircle point (-1,j0) 2 times. Without 

knowing the characteristic equations, we might make a mistake by deducing that the 

system is unstable. However, encircling the (-1,j0) might still make the system stable if 

there exist 2 open loop poles in the RHP. By combining the analysis with the time domain 

response, we can reassure if the system is stable or not as follows, 

 

Figure 5.5 Time Domain Simulation Results (Default Parameter) 

From Figure 5.5, it is shown that the system response is stable. Therefore, from eigenvalue 

loci of the OLTM, there exists at least 2 open loop poles on the RHP. This comes from the 

SISO NSC encirclement condition as follows, 

 𝑁 = 𝑃 − 𝑍 (116) 

where 𝑁 indicates the number of encirclements. 𝑁 can be positive and negative depending 

on the direction of the encirclements. In the case of equation (116), 𝑁 indicates the number 

of encirclements in counter-clockwise directions. 𝑃 and 𝑍 is the number of RHP poles and 

RHP zeros respectively. 

Since it is clear that from Figure 5.4 the Nyquist plot encircle the critical point (-1,j0) 2 

times, it can be concluded that at least 2 RHP poles exist on the OLTM. 

It can also be seen that some oscillation exist which might happen due to harmonics, and 

it might cause instability if some parameters that govern the stability are varied. 

Qualitatively speaking from the Nyquist plot, it is clear that the gain margin of the open 

loop system is relatively small since the Nyquist contour is located really close to the critical 
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point (-1,j0). Hence, the system is clearly very prone to instability, as hypothesised in 

previous chapters. 

Now, it is interesting to see the difference of performance in stability assessment between 

the impedance obtained from analytical derivation and the impedance obtained from 

frequency sweep directly. The Nyquist plot of the analytical derivation can be seen in the 

following figure. 

 

Figure 5.6 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (Default Parameter) 

Even though the Nyquist contour shape is quite different between the analytical impedance 

and between the frequency sweep, turns out the most important features are exactly the 

same. From Figure 5.6, it is clear that the Nyquist contour cut through the critical point (-

1,j0) 2 times. Therefore, same conclusion can be achieved either by applying GNC to the 

simple analytical derivation of impedance or the frequency sweep impedance. 

Also, since the Nyquist plot of Figure 5.6 cut through the critical point directly, it can be 

deduced that the system is marginally stable with very low stability margin. Hence, the 

WECS interconnection to the grid is very prone to instability. 

In the following section, the sensitivity analysis regarding the grid strength will be 

conducted to see the impact of the interconnection to the weak AC grid. 
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5.4.2 Grid Strength Sensitivity 

First, the SCR of the default case will need to be calculated. By taking the grid equivalent 

impedance as the parallel connection between the filter and the original grid impedance as 

derived in the previous chapter, the SCR of the default case is 

 
𝑆𝐶𝑅𝑑𝑒𝑓 =

1

|𝑍𝑒𝑞|
=

1

(
1

𝑅𝑓𝑖𝑙𝑡𝑒𝑟

1 + 𝑠𝐶𝑓𝑖𝑙𝑡𝑒𝑟𝑅𝑓𝑖𝑙𝑡𝑒𝑟

+
1

𝑅𝑔 + 𝑠𝐿𝑔
)

−1 = 2.8168 

 

Considering that the SCR is already quite low in the region of typical weak AC grid, it will 

be interesting to vary the SCR further to the region of ultra-weak grid (SCR = 1) and the 

region of strong grid (SCR = 10). To vary the SCR, the grid inductance, 𝐿𝑔 will be varied. 

From MATLAB equation solver, we obtain 𝐿𝑔 = 0.00275 𝐻 for SCR = 1 and 𝐿𝑔 = 0.000275 𝐻  for 

SCR = 10. 

The Nyquist plot obtained from the frequency sweep for SCR = 1 are as follows, 

 

Figure 5.7 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (SCR = 1) 
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As seen from Figure 5.7, there are a lot of encirclement around the critical point (-1,j0). 

Considering that the grid’s strength is under ultra-weak condition, we can safely deduce 

that the system will be unstable. Even though there is still possibility for the system to be 

stable according to the encirclement condition N = P-Z, it is safer to assume that the system 

is unstable due to the weak grid vulnerability characteristics.  

However, with GINC, we can check whether the stable is system or not. The GINC results 

are as follows, 

 

Figure 5.8 Inverse Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (SCR = 1) 

From the inverse Nyquist plot, obtained by using GINC, it is crystal clear that the critical 

point (-1,j0) is not encircled. Therefore, we can now be certain that the encirclement in 

Figure 5.7 is still stable since there exists RHP zeros. 

To ascertain our deduction, analysing the time domain simulation results is a must and the 

results are as follows, 
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Figure 5.9 Time Domain Simulation Results (SCR = 1) 

It can be seen clearly from the time domain results that it is marginally stable. It can be 

considered marginally stable since from the results, the oscillation is pretty bad for all 4 

important parameters in power systems, in terms of grid codes compliance. However, the 

oscillation itself is clearly bounded. Hence, it can be deduced that impedance-based stability 

analysis is only concerned on the harmonics or oscillation behaviour, but it cannot stand 

alone and needs to be equipped with other stability assessment and the grid codes to fully 

understand the impact on the grids. 

In the nutshell, it is correct according to the theory regarding the weak grid characteristics. 

The system is unstable (from the power system’s perspective) since the grid’s strength is 

very low and can be considered as an ultra-weak grid. While interconnecting the WECS, a 

variation of active and reactive power during the transient period causes the system’s 

voltage stability margin to be violated, hence an oscillation happened. This scenario 

successfully shows how the GNC combined with time domain results can ascertain the 

converter-driven stability of the WECS. 

The Nyquist plot for the same scenario of the analytically derived impedance is as follows, 
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Figure 5.10 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (SCR = 1) 

It can be seen that Figure 5.10 have a very similar shape and characteristics with Figure 

5.7. It is predictable since for the high frequency part, the analytical derivation and the 

frequency sweep is actually quite consistent with each other. Therefore, the difference in 

shape is due to the low frequency differences. It can also be seen from Figure 5.10 that 

the critical point (-1,j0) is being cut through by the Nyquist contour. Therefore, the system 

can be deduced as marginally stable or unstable, consistent with the previous obtained 

results. 

Now, we would like to investigate the WECS interconnection in a strong grid with SCR = 

10. Again, the Nyquist plot obtained from the frequency sweep for SCR = 10 is as follows, 
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Figure 5.11 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (SCR = 10) 

As seen from Figure 5.11, there is no encirclement around the critical point (-1,j0). Hence, 

we can conclude that the system is stable. No encirclement indicates that there are no 

unstable open loop poles in the RHP. 

By visually analysing the figure, we can also conclude that the stability margin of the system 

with SCR = 10 is better than the default scenario, where the stability margin is very low. 

This indicates that the system with higher SCR have a higher ‘spare-capacity’ for flexibility 

operation during contingencies to prevent fault.  

To reaffirm our deduction on the system’s converter-driven stability, the time domain 

simulation responses are as follows, 
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Figure 5.12 Time Domain Simulation Results (SCR = 10) 

It can be seen clearly from the time domain results that it is stable. Therefore, it is correct 

according to the theory regarding the weak grid characteristics. The system is now stable 

since the grid’s strength is relatively high and can be considered as a strong grid. In this 

scenario, for interconnecting the WECS, a variation of active and reactive power during the 

transient period will not violates the system’s stability margin, hence no significant 

oscillation happened. This scenario, again, successfully shows how the GNC combined with 

time domain results can ascertain the converter-driven stability of the WECS. 

It is interesting to see that the amplitude of the small oscillation that occurs in Figure 5.12 

is higher compared to the default parameters in Figure 5.5. This might happen due to the 

control tuning which is not optimised for the varying value of SCR. However, this will not 

affect the results much, hence the stability is still confirmed. 

The Nyquist plot for the same scenario of the analytically derived impedance is as follows, 
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Figure 5.13 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (SCR = 10) 

It can be seen that Figure 5.13 have a very similar shape and characteristics with Figure 

5.11. It is predictable since for the high frequency part, the analytical derivation and the 

frequency sweep is actually quite consistent with each other. Therefore, the difference in 

shape is due to the low frequency differences. It can also be seen from Figure 5.13 that 

the critical point (-1,j0) is not being encircled by the Nyquist contour. Therefore, the system 

can be deduced as stable, consistent with the previous obtained results. 
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5.4.3 Virtual Damping Sensitivity 

In this section, one of the most important parameters for the WECS will be assessed which 

is the virtual damping, 𝐷𝑝. A sensitivity analysis will be conducted for 2 varying values of 

𝐷𝑝, which is 𝐷𝑝 = 50 and 𝐷𝑝 = 1500. The default value of 𝐷𝑝 is 506.6059. 

The Nyquist plot obtained from the frequency sweep for 𝐷𝑝 = 50 is as follows, 

 

Figure 5.14 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (Dp = 50) 

As seen from Figure 5.14, there are a lot of encirclement around the critical point (-1,j0). 

Therefore, we have difficulties on determining the stability, similar to previous section. To 

help our analysis, we can utilise again the GINC plot. 

The result of the GINC plot is as follows, 



Master’s thesis  CHAPTER 5. IMPEDANCE-BASED STABILITY ANALYSIS 

78 Dept. of Electric Power Engineering 

 

Figure 5.15 Inverse Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (Dp = 50) 

As seen from Figure 5.15, there is no encirclement around the critical point (-1,j0). Hence, 

we can conclude that the system is stable. No encirclement indicates that there are no 

unstable open loop poles in the RHP. 

Virtual damping is one of the most important aspects in the Synchronverter control since it 

is directly involved with the frequency regulation. With reduced damping, we can infer that 

the oscillation will be higher. 

To reaffirm our deduction on the system’s converter-driven stability, the time domain 

simulation responses are as follows, 
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Figure 5.16 Time Domain Simulation Results (Dp = 50) 

It can be seen clearly from the time domain results that it is stable since the oscillation is 

bounded. It is worth to note as well that the oscillation does indeed get higher compared 

to the default case. This is well-expected since as explained previously, the virtual damping 

affects the frequency regulation and plays a significant part in the APL of the GSC part of 

the WECS.  

This scenario successfully shows how the GNC combined with time domain results can 

ascertain the converter-driven stability of the WECS. 

The Nyquist plot for the same scenario of the analytically derived impedance is as follows, 
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Figure 5.17 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (Dp = 50) 

It can be seen that Figure 5.17 have a very similar shape and characteristics with Figure 

5.14. It is predictable since for the high frequency part, the analytical derivation and the 

frequency sweep is actually quite consistent with each other. Therefore, the difference in 

shape is due to the low frequency differences. It can also be seen from Figure 5.17 that 

the critical point (-1,j0) is being cut through by the Nyquist contour. Therefore, the system 

can be deduced as either marginally stable or unstable. Now we do know that the system 

is marginally stable, but we are now interested whether the inverse Nyquist plot for the 

analytical impedance derivation in case of 𝐷𝑝 = 50 will be consistent with the previous 

obtained results. 

The result for the GINC plot is as follows, 
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Figure 5.18 Inverse Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (Dp = 50) 

Again, from Figure 5.18, it is clear that the critical point (-1.j0) is not encircled. Therefore, 

the system is indeed stable with a pretty low stability margin, inferred from the figure. 

Now, we would like to investigate the case where the 𝐷𝑝 = 1500. Since for case of low 𝐷𝑝 

itself the system is stable, we can figure that with higher 𝐷𝑝, the system will still be stable 

with higher stability margin. The simulation results can be seen in the next pages. 
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Figure 5.19 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (Dp = 1500) 

From Figure 5.19, we can see 4 encirclements around the critical point (-1,j0). Similar to 

the previous cases, we do not know the exact characteristic of the open loop poles and 

zeros, therefore, visual inspection of the Nyquist plot cannot be used to determine the 

stability unless it is a totally non-encirclement. 

We have our hypothesis that for higher virtual damping, the system will still be stable with 

higher stability margin. To confirm our hypothesis, the following GINC plot will be analysed.  
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Figure 5.20 Inverse Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (Dp = 1500) 

As expected, from the GINC plot, our hypothesis can be affirmed as true. However, it turns 

out that the stability margin is not differ by much even though it still increases compared 

to the stability margin when 𝐷𝑝 = 50. This indicates that even though the 𝐷𝑝 might plays an 

important part for the frequency regulation, 𝐷𝑝’s part in the oscillation response due to the 

converter-driven stability is not as much as we thought. 

Next, the time domain simulation results will be analysed and the results are as follows, 
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Figure 5.21 Time Domain Simulation Results (Dp = 1500) 

It can be seen clearly from the time domain results that it is indeed stable. One thing worth 

an attention is that the 𝐷𝑝’s role for the slow response of the system to achieve the steady 

state. This makes sense since from basic control theory, damping plays a major part in the 

transient response. With higher damping, the time constant of a control system will be 

higher, resulting in slower time to achieve steady state. 

This scenario, again, successfully shows how the GNC combined with time domain results 

can ascertain the converter-driven stability of the WECS. 

The Nyquist plot for the same scenario of the analytically derived impedance is as follows, 
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Figure 5.22 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (Dp = 1500) 

It can be seen that Figure 5.22 have a very similar shape and characteristics with Figure 

5.19. It has been consistent so far since for the high frequency part, the analytical 

derivation and the frequency sweep is actually quite consistent with each other. Therefore, 

the difference in shape is due to the low frequency differences. It can also be seen that the 

critical point (-1,j0) being cut-through by the Nyquist contour. Therefore, the system can 

be deduced as either stable or unstable depending on the open-loop pole characteristics.  

To ascertain our conclusion, the GINC of the analytical impedance is shown below. 
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Figure 5.23 Inverse Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (Dp = 1500) 

It is crystal clear that from the GINC of the analytical derivation of impedance, the system 

is stable since there is no encirclement around the critical point (-1,j0).  We can conclude 

that the system is clearly stable. 

These results shows the advantage of using simple analytical derivation of impedance. So 

far, all the results obtained have been consistent regarding the stability, whether by 

analytical derivation or frequency sweep. 

In the last section, we will analyse the impact of the virtual inertia to the converter-driven 

stability of the WECS based on the GNC. 
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5.4.4 Virtual Inertia Sensitivity 

In this section, the impact of virtual inertia, 𝐽 on converter-driven stability will be assessed. 

A sensitivity analysis will be conducted for 2 varying values of 𝐽, which are 𝐽 = 0.5 and 𝐽 =

20. The default value of 𝐽 is 2. 

The Nyquist plot obtained from the frequency sweep for 𝐽 = 0.5 is as follows, 

 

Figure 5.24 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (J = 0.5) 

As shown in Figure 5.24, there is no encirclement around the critical point (-1,j0). 

Therefore, we can conclude that the system is stable in this condition. Similar to previous 

section. We will see the results of the time domain simulation to see the actual response. 

The time domain results are as follows, 
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Figure 5.25 Time Domain Simulation Results (J = 0.5) 

As can be seen from Figure 5.25, the response is indeed stable. There is no oscillation, and 

the oscillation shown in the figure is a ripple coming from the power electronics switching. 

Virtual inertia is one of the most important aspects in the Synchronverter control since it is 

directly involved with the swing equation. Together with virtual damping, it is in charge for 

the frequency regulation of the Synchronverter. 

This scenario successfully shows how the GNC combined with time domain results can 

ascertain the converter-driven stability of the WECS. 

Again, we would like compare the Nyquist plot of the frequency sweep and the analytical 

derivation to see the accuracy. The analytical derivation Nyquist plots are as follows, 
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Figure 5.26 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (J = 0.5) 

It can be seen that Figure 5.26 have a very similar shape and characteristics with Figure 

5.24. It is again, accurate since for the high frequency part, the analytical derivation and 

the frequency sweep is quite consistent with each other. Therefore, the difference in shape 

is due to the low frequency differences. It can also be seen from Figure 5.26 that the critical 

point (-1,j0) is being cut through by the Nyquist contour. Therefore, the system can be 

deduced as either marginally stable or unstable.  

Now we do know that the system is stable, but we are interested whether the inverse 

Nyquist plot for the analytical impedance derivation in case of 𝐽 = 0.5 will also be consistent 

with the previous obtained results and other cases. 

The result for the GINC plot is as follows, 
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Figure 5.27 Inverse Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (J=0.5) 

Similar to the results from all other sections, the Inverse Nyquist plot of the analytical 

impedance derivation is not encircling the critical point (-1.j0). Therefore, the system is 

indeed stable. 

Now, we would like to investigate the case where the 𝐽 = 20. Since for case of low 𝐽 itself 

the system is stable, we can figure that with higher 𝐽, the system will also be stable. The 

simulation results can be seen in the next pages. 
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Figure 5.28 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (J=20) 

From Figure 5.28, we can see that there is no encirclement around the critical point (-1,j0). 

Therefore, the system can be deduced as stable. 

However, visually, it is still a bit difficult to be certain whether there is encirclement or not. 

Therefore, by GINC, we obtain the following figure in the next page. 
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Figure 5.29 Inverse Nyquist Plot of 𝑌𝑐𝑍𝑔 by Frequency Sweep (J = 20) 

As expected, from the GINC plot, our hypothesis can be affirmed as true. However, it turns 

out that the stability margin is not differ by much even though it still increases compared 

to the stability margin when 𝐽 = 0.5. This indicates that the virtual inertia, 𝐽 may not affect 

the converter-driven stability much. 

Next, the time domain simulation results will be analysed and the results are as follows, 
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Figure 5.30 Time Domain Simulation Results (J = 20) 

It can be seen clearly from the time domain results that it is indeed stable. One thing worth 

an attention is that with increasing 𝐽, the oscillation is getting much lower. This is because, 

with increasing inertia, the changes in the frequency are resisted (similar to damping). The 

difference between damping and inertia, is the physical meaning between those two. 

Damping, comes from the mechanical friction of an SG while inertia is the stored energy in 

the form of rotating mass. Despite the physical differences in meaning and definition, the 

responses of both of the parameter to frequency changes are very similar. 

This scenario, again, successfully shows how the GNC combined with time domain results 

can ascertain the converter-driven stability of the WECS. 

The Nyquist plot for the same scenario of the analytically derived impedance is as follows, 
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Figure 5.31 Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (J = 20) 

It can be seen that Figure 5.31 have a very similar shape and characteristics with Figure 

5.19. This has been explained previously, which comes from the similarities of the 

impedance obtained in high frequency, while both of the impedance model differs in the 

low frequency region.  

It can also be seen that the critical point (-1,j0) being cut-through by the Nyquist contour. 

Therefore, the system can be deduced as either stable or unstable depending on the open-

loop pole characteristics.  

To ascertain our conclusion, the GINC of the analytical impedance is shown below. 
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Figure 5.32 Inverse Nyquist Plot of 𝑌𝑐𝑍𝑔 by Analytical Derivation (J = 20) 

It is crystal clear that from the GINC of the analytical derivation of impedance, the system 

is stable since there is no encirclement around the critical point (-1,j0).  We can conclude 

that the system is clearly stable. 

Once again, these results prove the advantage of using simple analytical derivation of 

impedance. So far, all the results obtained have been consistent regarding the stability, 

whether by analytical derivation or frequency sweep. 

By using simple analytical derivation, a simple stability assessment of a CIG or CIL can be 

conducted without loss of generalisation. It offers simplicity due to no sophisticated 

mathematical techniques required to obtain the impedance model. However, for in-depth 

studies, it is not recommended to be used since for proper interconnection or other power 

systems studies, an accurate model is required to obtain a holistic approach and response 

of the interactions between the components, and between the WECS and the power grids.
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Chapter6 

Conclusions 

This chapter will outline conclusions for the Synchronverter-based WECS modelling, 

impedance derivation based on the analytical model and the frequency sweep, and the 

impedance-based stability analysis based on GNC for interconnection to a weak AC grid. 

The goals and specific contribution of the thesis will be connected to the findings. Finally, 

based on the conclusions and analyses offered by the research presented in this thesis, 

suggestions for further study will be put forth. 

6.1 Concluding Statements 

In this thesis, the Synchronverter control strategy has been implemented to a type IV 

WECS, in which a B2B converter is used for grid interconnection. Both of the converters 

are controlled with Synchronverter strategy, but each of them regulates different variables. 

The RSC is controlling the DC link voltage, and the GSC is regulating the active and reactive 

power transfer to the grid. 

By building the model, it is clear that the operation of Synchronverter-based WECS is 

similar to a synchronous machine. It is also clear that the voltage droop block for voltage 

regulation is vital in the GSC part to ensure the reactive power is tracked properly, 

especially in case of weak grid interconnection where slight change in voltage might cause 

voltage collapse to the system. 

The first main objective of this thesis was to derive the impedance model of the 

Synchronverter-based WECS analytically. It was done by deriving it directly from the 

Synchronverter mathematical model combined with linearisation technique. The impedance 

obtained is validated with a single-tone sinusoidal frequency sweep for some ranges of 

frequency, and the results are compared.  

The results show that for the high frequency part, both model shows resemblance while for 

the low frequency part, it differs to a certain extent. This indicates that the low frequency 

response of the WECS cannot be captured simply by the mathematical model, and a more 

sophisticated technique is needed, such as Harmonic Linearisation or Harmonic State 

Space. However, this analytical derivation technique is also advantageous, in a way that it 

offers simplicity on obtaining an impedance model. Therefore, it is a matter of simplicity vs 

accuracy between a simple model or a more sophisticated model. 

The last main objective was to investigate the converter-driven stability of the WECS for 

interconnection under weak AC grid conditions. This was done by implementing Generalised 

Nyquist Criterion (GNC), a fundamental technique in control theory which was extended 

from the classic Nyquist Criterion. 

The object of interest in analysing the converter-driven stability is on the effect of the 

WECS parameters for weak AC grid integration. There are several WECS parameters that 

can be studied, but this thesis will focus on 3 main aspects on the GSC part of the WECS 

and the grid interconnection: Grid Strength (SCR), Virtual Damping, and Virtual Inertia. 
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From the results obtained, varying the SCR affects the systems stability greatly. Having 

low SCR indicates that the bus is weak, and is prone to instability. It is shown in this thesis 

on how the impact of varying SCR to the WECS interconnection converter-driven stability 

by means of impedance-based analysis.  

It is also shown that virtual damping and virtual inertia does not really affect the converter-

driven stability of the WECS, especially for grid interconnection. Some interesting 

responses are also obtained and can be seen in section 5.4.3 and 5.4.4 for more details. 

Another important finding is that the simple analytical derivation impedance model used in 

this thesis has a pretty good accuracy for stability analysis, as shown by comparing the 

results with the Nyquist plot of the impedance obtained from the frequency sweep. 

Therefore, for simple stability studies, a sophisticated technique might not be needed to 

save computing power and resources. 

Other important finding regarding the GNC technique, is that this technique is focused on 

assessing the stability of the response in terms of bounded input-bounded output (BIBO). 

As we know, the definition of the stability in control theory might differ a bit compared to 

the power systems stability. From the simulation, it is clear that in converter-driven stability 

based on GNC technique, the output might still be considered stable as long as it is BIBO. 

However, in regards for classical power system stability, such condition might be 

considered as unstable especially if the swing is way too high. One suggestion to help solve 

this, is by applying the impedance-based technique together with the classical power 

systems stability theory to ensure that the stability in both of the theory is fulfilled 

These objectives and the intended the thesis significance were successfully linked. The 

analytical impedance model that could be used to investigate the WECS small-signal 

response were successfully developed, and a detailed comparison between the simple 

analytical model derived and the frequency sweep model was shown. Then, the impedance 

obtained is used to assess the converter-driven stability of the WECS, analysing the various 

parameters which affect the synchronising stability of WECS for interconnection to an AC 

weak grid.  

Regarding the aims and targeted contributions of the thesis, in relation to the 

aforementioned findings, there is no doubt that the goals have been well met and that the 

targeted contributions have been made. 

 

6.2 Future Works 

Based on the results, discussions and conclusions in Chapters 4 and 5, as well as Section 

6.1, several improvements and new direction for further research topics to improve based 

on this thesis can be pointed out. The suggested future works can be seen in the following 

list. 

• One of the most signification assumptions in this thesis is by assuming static wind 

speed, subsequently resulting in a constant active power extracted from the wind 

turbine. In real life operation, wind speed is always varying. Therefore, it will be a 

challenge and will be interesting to assess the stability of such scenario. While for 

larger transient studies, a sudden change in wind speed might be required, a small 

change in wind speed is enough for small-signal stability studies of the WECS. 
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• This thesis focuses only on one of the VSM topology, which is Synchronverter. It will 

be interesting to analyse other VSM topology based on the simple mathematical 

model impedance derivation to affirm the potency in this simple way of modelling. 

• This thesis only focused on assessing the converter-driven stability while not 

designing or tuning a controller to help alleviate the issues. Therefore, further studies 

regarding the accuracy of the impedance-based model used for control design will be 

needed. 

• The WECS modelling used in this thesis is an SMIB model. To understand the impact 

of the parameters better, the test case should be extended to a larger area, such as 

the use of IEEE 3-bus with several converters and other SG/SM interconnection. A 

fully renewable-based studies are also possible to investigate the use of impedance-

based modelling for power electronics-dominated power systems. 

• For a more detailed power system studies, a more realistic and real-life 

representations might be needed. 

• For a more programming type of work, an automation of impedance-based modelling 

and stability might be interesting to study, in which the results can be used as a 

baseline for commercial development to be used by power system engineers 

worldwide.
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Appendix A 

Per Unit Systems 

𝑆𝑏 3-phase rated VSM power 

𝑉𝑏 Rated grid LG peak voltage 

𝐼𝑏 =
𝑆𝑏

√3
2

𝑉𝑏

√
2

3
 Base current = peak value of rated RMS current 

𝑍𝑏 =
𝑉𝑏

𝐼𝑏
 Base impedance 

𝑓𝑏 = 𝑓𝑛 Base frequency = nominal grid frequency 

𝜔𝑏 = 𝜔𝑛 Base angular speed = nominal angular speed 

𝑀𝑓𝑖𝑓𝑏
=

𝑉𝑏

𝜔𝑏

 Base flux excitation 

𝐿𝑏 =
𝑍𝑏 

𝜔𝑏

 Base inductance 

𝑅𝑏 = 𝑍𝑏 Base resistance 

𝐶𝑏 =
1 

𝑍𝑏𝜔𝑏

 Base capacitance 

𝑇𝑏 =
𝑆𝑏

𝜔𝑏

 Base torque of electrical system 

𝑉𝐷𝐶𝑏
= 2𝑉𝑏 Base DC link voltage 

𝑇𝑏,𝑤𝑖𝑛𝑑 =
𝑃𝑟𝑎𝑡𝑒𝑑,𝑡𝑢𝑟𝑏

𝜔𝑟𝑎𝑡𝑒𝑑,𝑡𝑢𝑟𝑏

 Base torque of wind turbine 

   

  



  

  

 

Appendix B 

System Parameters 

B.1 Base Values for Per Unit Calculations 

Base Values for Per Unit Calculations 

Parameter Value 

Electrical system base power, 𝑆𝑏 1 MVA 

Electrical system base frequency, 𝑓𝑏 50 Hz 

Electrical system base frequency, 𝜔𝑏 100𝜋 rad/s 

Electrical system base torque, 𝑇𝑏 3183.1 Nm 

Wind turbine mechanical base power, 𝑃𝑚𝑒𝑐ℎ,𝑏 1.0603 MW 

Wind turbine mechanical base rotational speed, 

𝜔𝑚𝑒𝑐ℎ,𝑏 

79.59 rad/s 

Wind turbine mechanical base torque, 𝑇𝑚𝑒𝑐ℎ,𝑏 13332 Nm 

Base AC voltage, 𝑉𝑏 563.3826 V 

Base AC current, 𝐼𝑏 1183.3 A 

Base impedance, 𝑍𝑏 0.4761 Ohm 

Base inductance, 𝐿𝑏 0.0015 H 

Base resistance, 𝑅𝑏 0.4761 Ohm 

Base capacitance, Cb 0.0067 F 

Base DC voltage, VDC,b 1126.8 V 

Base DC current, Ib 887.4963 A 

Base resistance DC link, RDC,b 1.2696 Ohm 

Base capacitance DC link, CDC,b 0.0025 F 

Base flux excitation, Mfif,b 1.7933 Vs 



 

 

B.2 Wind Turbine and PMSG Parameters 

Turbine parameters 

Parameter Value 

Turbine radius, R 1.2 m 

Number of turbines, aggregated model 550 

Air density, ρ 1.2 kg/m3 

Optimal tip speed ratio, λopt 7.95 

Maximum power coefficient, Cp,max 0.411 

Rated wind speed, vw,rated 12 m/s 

Aggregated rated mechanical power, Pmech,rated 1.0603 MW 

 

PMSG parameters 

Parameter Value 

Number of pole pairs PMSG, p 2 

Permanent magnet flux, Ψ 1.7933 Vs 

Inertia of the PMSG, J 5.4713 kgm2 

Friction factor of the PMSG, D 0 Nms 

  

B.3 Power Grid Parameters 

Grid parameters 

Parameter Absolute Value Per Unit Value 

Grid inductance, Lg 1.1 mH 0.7 

Grid resistance, Rg 0.0476 Ohm 0.1 

Filter capacitance, C 494.75 µF 0.074 

Parallel resistance, RC 1000 Ohm 2100.4 

"Stator"/filter inductance, Ls 0.15155 mH 0.1 

Grid side "stator"/filter resistance, 

Rs 

0.4761 mOhm 0.001 

Rotor side resistance, Rs,rotor 0.0024 Ohm 0.005 



  

  

 

DC link capacitance, CDC 0.1003 F 40 

Chopper resistance, Rchopper 2.1583 Ohm 1.7 

Breaker resistance, RB 0.001 Ohm 0.0021 

 

Electrical parameters 

Parameter Value 

Rated power, Srated 1.0MVA 

Nominal Line-Line voltage, Vgn,L−L 690V 

Nominal DC link voltage, VDC,ref 1126.8V 

Nominal DC link current, In,DC 177.5A 

Nominal grid frequency, fn 50Hz 

  

B.4 Synchronverter Parameters 

Inverter Controller Parameters. 

Parameter Value 

J 2 

Kq 40000 

Dp 506.6059 

Dq 17750 

Virtual synchronising resistance, Rsync 0.0476Ω 

Virtual synchronising inductance, Lsync 0.53042mH 

Switching frequency, fs 5kHz 

 

 

Rectifier Controller Parameters 

Parameter Value 

Jm 
4.0528 

Kqm 
223050 



 

 

Kp,dc 
18.3624 

Ki,dc 
45.9061 

Dpm 
2026.4 

Switching frequency, fs 5kHz 

Virtual synchronising resistance, Rsync 0.0024Ω 

Virtual synchronising inductance, Lsync 0.75774mH 

  



  

  

 

Appendix C 

Simulink Models 

C.1 Original System 

C.1.1 Full Original System 

 

Figure C.1: Full system Simulink model. 

C.1.2 Wind turbine 

 

Figure C.2: Wind turbine Simulink model. 



 

 

C.1.3 Drive Train and PMSG 

 

Figure C.3: Drive train and PMSG Simulink model. 

 

Figure C.4: PMSG Generator Simulink model. 



  

 

C.1.4 Grid Side Controller 

 

Figure C.5: Grid Side Control Simulink model. 

 

Figure C.6: Synchronverter core constituting the Synchronverter calculations. 

 

 



 

  

C.1.5 Rotor Side Controller 

 

Figure C.7: Rotor Side Control Simulink model
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Abstract—With massive penetration of Converter-Interfaced 

Generation (CIGs), new challenges emerge regarding the inertia 

of the systems. Since CIGs have no rotating part, it provides no 

inertia to the system, bringing several issues such as low short 

circuit level (SCL), higher ROCOF, lower frequency nadir and 

more significant frequency deviations. Low-inertia has been 

investigated since a few years ago. However, the new framework 

regarding this has just been developed in 2021, contained in the 

official publication of IEEE PES TR-77. With the massive research 

on the CIGs, especially in low inertia, this paper tries to discuss 

holistically the transition of power systems and what impacts this 

low inertia brings to the systems in terms of stability. Several 

solutions that have been proposed by researchers worldwide are 

also reviewed, and possible future works and challenges in low-

inertia systems are also proposed and advised. 

 
Index Terms—Low-Inertia, Stability, Frequency, Rotor Angle, 

Virtual Inertia, Deloaded, Hidden Inertia,  

I.  INTRODUCTION 

ONVERTER based renewable energy systems have been 

massively integrating in power systems, which causes the 

displacement of conventional generating units, hence 

reducing system inertia. This emerging grid is known as a low 

inertia power system. An ample amount of inertia is significant 

to make sure a secure and reliable power supply. A decade ago, 

the low inertia power systems were just a theoretical concept 

that is now a reality [1]. Some countries have more than 100% 

of their demand from solar or maybe from wind [1]. In 

traditional power systems, the inertia is provided by the rotating 

masses, and the system operators evaluate the system inertia by 

the approximate method based on the part of the resource or 

based on a simplified empirical relation [2]. However, the 

massive involvement of CIG system operators requires more 

reliable and more flawless methods to estimate instantaneous 

and forecast future inertia. This paper has discussed the 

importance of inertia estimation and further research on inertia 

estimation techniques. Also, inertia plays a vital role in power 

system stability, especially in rotor angle stability and 

frequency stability. Here in this paper, both stability issues are 

briefly explained. Furthermore, the current measures for low 

inertia power systems and future works are also articulated in 

this paper. 

 
C. D. Widjaja and M. Amin is with the Department of Electric Power Engineering, Norwegian University of Science and Technology (NTNU), Trondheim, 
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II.  EVOLUTIONS OF THE POWER SYSTEMS 

A.  Power Systems Transition 

In the last couple of years, the contribution from renewable 

energy resources has been increased eminently. Because of the 

environmental protection rules, less availability of fossil fuels, 

and uninterrupted power supply for future [3]. The traditional 

power system uses a synchronous generator that provides 

robust frequency and voltage control. On the other hand, 

converter dominated power systems uses variable generation 

and has more fragile and volatile frequency and voltage control. 

The traditional power systems have large rotational inertia, self-

synchronisation, slow actuation and control. However, the 

converter-based power systems do not have rotational inertia 

and self-synchronisation. Even for the transmission systems, 

the modern transmission is based on converters such as Flexible 

AC Transmission Systems (FACTS) and High Voltage DC 

(HVDC) transmission systems [4]. One report published by 

EPRI stated that "the 21st century is the golden age for applying 

power electronics technology". 

B.  Impact of CIGs Penetration on the Grid 

The significant advancement of scientific and technological 

power electronics made a massive transition from conventional 

energy to renewable energy [5].  The use of power electronics 

in power systems have increased immensely in recent years, 

and it is expected to be more in the future [6]. The increase of 

CIGs penetration to the grid will create lots of issues. The power 

electronics control plays a vital role in grid connection also in 

defining the device level characteristics. Multiple control loops 

are used to control power electronics devices such as outer 

control loop, inner control loop, pulse width modulation 

(PWM). Hence the control algorithm other than the physical 

characteristic like the traditional devices determines the steady-

state response, dynamic response, and response in the fault 

conditions [7]. The inertia support from the CIGs is low 

compared to the SGs. The SGs or prime movers are decoupled 

from the grid due to the power electronics converter interface, 

resulting in no inertia support based on rotational kinetic 

energy. The inertia support from the traditional SGs is very high 

compared to the power electronics converter [3]. The short 

circuit current for CIGs is low compared to SGs. When a short 

circuit fault occurs, there is no sub transient process in power 

electronics devices. The short circuit current for the initial state 

is very low, normally 1.5pu range, but it decreases very fast for 
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the steady state short circuit current because of aloft internal 

reactance and prompt controllable reference current [8]. This 

causes challenges for the control and protection devices. 

III.  INERTIA AND ITS RELEVANCE IN POWER SYSTEMS 

A.  Inertia from Power Systems Perspective 

Most of the power generating modules are from gas, coal, 

nuclear, hydroelectric power for a typical power system. The 

typical device in all these power generating modules is the 

Synchronous generator. The rotating parts of these SGs stores 

kinetic energy, which plays an important role in the dynamics 

of frequency and stability. Synchronous generators have a built-

in property of inertia support. When there is a supply/demand 

variation, or a grid fault, the SGs change the rotational speed 

based on the controllers' actions and rotor inertia. The SGs 

make sure grid synchronism and protect the grid from 

collapsing or a possible blackout [3]. During any frequency 

variation, the SGs absorb or supply kinetic energy to the grid 

through the rotational mass [9].  

When the system's frequency starts to fall, the SGs release 

their stored kinetic energy even before the primary frequency 

controllers are activated to restore the frequency deviation. 

System frequency change will always be the proportion to the 

system inertia in any power system for a supply/demand 

mismatch.  

Utterly, the resistance to the change in the rotational speed of 

the SG is defined as the inertia of a power system [10]. 

The inertia of the synchronous generators can be written as, 

𝐽 = ∫ 𝑟2𝑑𝑚 =  𝑟2𝑑𝑚  

Where r (in m) is the radius of the rotating part and m is the 

mass (in kg) 

The kinetic energy can be written as, 

𝐸𝐾 =
1

2
𝐽𝑤𝑚

2  

The rate of change of kinetic energy of the power system is 

equal to the difference between the mechanical power and 

electrical power, which is known as the swing equation of the 

power system [11] and can be expressed as, 
𝑑

𝑑𝑡
(

1

2
𝐽𝜔𝑚

2 ) = 𝑃𝑚 − 𝑃𝑒 

From the swing equation, it can be expressed that if the 

average acceleration power is zero, the power system is in 

stable operation. Any discrepancy between the mechanical and 

absorbed electrical power will generate dislodgement in the 

steady-state angular rotor speed [12]. The moment of inertia 

constant can be expressed then, 

𝐻 =
𝐸𝐾𝐸

𝑆
=

1
2

𝐽𝜔𝑚
2

𝑆
 

B.  Inertia and Power Systems Stability 

Power system stability is the ability to go back to initial or 

normal operation after having some disturbances. From 

classical point of view, power system instability means loss of 

synchronism when the system subjected to some disturbances 

[13]. Addition of CIGs in the power systems means reduction 

of inertia hence issues in the stability of the power system. If 

the renewable energy sources penetration is equivalent to or 

greater than the capacity of the SG, then the power system 

stability related issues arise [14]. A new definition and 

classification for power system stability have been given by 

IEEE PES-TR77 [15].  

 
Fig. 1. New classification of power system stability [15] 

C.  Impact of Inertia on Rotor Angle Stability 

Rotor angle stability is defined as the ability of the power 

systems to maintain synchronism after a disturbance happens. 

Rotor angle stability itself can be divided in two main 

categories, which is generally more known as Transient 

Stability and Oscillatory Stability (or Small-signal Stability). 

These two categories are defined based on the severity of the 

disturbance. These severity levels of disturbance affect the 

linearisation of the system equations, resulting in the two most 

significant methods used worldwide: Equal Area Criterion 

(EAC) for transient stability and the Modal-based approach for 

small-signal stability. 

EAC comes from the swing equation as follows, 

𝑑2𝛿

𝑑𝑡2
=

𝜔𝑠

2𝐻
(𝑃𝑚 − 𝑃𝑒) 

By integrating the above equation, we can obtain what we 

called the Critical Clearing Time (CCT), or the time to reach 

Critical Clearing Angle (CCA) as follows 

𝐶𝐶𝑇 = √
2𝐻(𝛿𝑐𝑟 − 𝛿0)

𝜋𝑓𝜔𝑠

 

Where the CCA is defined as the maximum fault clearance 

angle, where the Equal Area Criterion can still be satisfied 

without loss of synchronism. CCT and CCA are used as system 

transient stability indicators, since the difference between the 

actual clearing time and clearing angle with the CCT and CCA 

measures the transient stability margin of the system [16]. 

From the previous equation, it is clear that inertia affects the 

CCT proportionally, where the increase in inertia will increase 

the CCT. However, we need to recall that this is only valid for 

the SMIB system, where this formula for CCT is mainly 

derived. If, say, the network is extended into two-machine two-

area systems, it can be seen that the distribution of the inertia 

also plays a role in the change of CCT, depending on the type 

of the load [17]. The test system is as follows, 
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Fig. 2. Two-area two-machines test systems [17] 

By implementing the extended EAC [18] and also changing 

the load types (constant power and constant impedance), we can 

obtain the following contour plots distribution of CCT 

 
Fig. 3. Contour plots of CCT for constant power and constant impedance 

load [17] 

From the results, we can see that in constant power load, 

increasing both inertia constants of the two generators give rise 

to the CCT, while in constant impedance load, the higher CCT 

is obtained by reducing the inertia constant of generator 1 while 

increasing the inertia constant of generator 2. Therefore, we can 

safely conclude that to improve the system's transient stability 

better, a simple increase in inertia might not be the optimal 

solution since many parameters also play a part. Further study 

is required in this, by investigating the system's overall inertia 

to arrive in much convincing conclusion. 

 For small-signal stability, it is related to the Eigenvalues 

mode due to the linearisation near the operating point of the 

system equations. In SMIB, the relation between the natural 

frequency and damping ratio of the rotor angle mode and the 

inertia is given according to the following equation [11].  

𝜔 = √
𝑃 𝑚𝑎𝑥cos (𝛿0)𝜔𝑠

2
√

1

𝐻
 

𝜁 =
𝐾𝐷

2√𝑃 𝑚𝑎𝑥 cos(𝛿0)𝜔𝑠) 
√

1

𝐻
 

 From the two equations, we can see that the inertia constant 

will be inversely proportional to the rotor angle mode's natural 

frequency and damping ratio. However, similar to what the two-

area two-machines study case shows in transient stability, the 

electro-mechanical modes for the two area systems are as 

follows [17], 

 
Fig. 4. Eigenvalue loci for two-area systems, where 𝐻1 = 4 𝑠 and 𝐻2 is 

varied from 4 to 8 s in steps of 0.5 s [17] 

 Again, we can see from Fig. 3. that the damping ratio is 

determined not simply by inertia but also by damping torque 

coefficients. 

D.  Impact of Inertia on Frequency Stability 

In the case of frequency stability, it is already widely 

discussed in the industry and academia and a consensus has 

been reached that low inertia will increase the rate of change of 

frequency (ROCOF), decreasing the nadir frequency response 

further as follows. 

 
Fig. 5. Frequency response with varying total systems inertia [19] 

As can be seen in Fig. 4, lower inertia of the systems will 

cause the nadir to be lower, and the ROCOF to be faster to reach 

the nadir, causing the deviation from the nominal frequency to 

be higher. This is true according to the formula 

𝑅𝑂𝐶𝑂𝐹 =  −
∆𝑃𝑓𝑛

2𝐻𝑠𝑦𝑠

 

Where ∆𝑃 is the power imbalance in the system, 𝑓𝑛 is the 

nominal frequency, and 𝐻𝑠𝑦𝑠 is the total inertia of the system. 

IV.  CURRENT MEASURES FOR LOW-INERTIA POWER SYSTEMS 

A.  Synchronous Condensers 

Synchronous condensers are synchronous machines that are 

connected to a high voltage network. By controlling the field 

current of the synchronous condenser, the reactive power and 

voltage are controlled [17]. Its main objective is to control the 

voltage by injecting or absorbing the reactive power but as it is 

a rotating machine, inertia support is an inherent feature of it 
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[20]. SC normally operates in motoring mode but it can be 

transferred to the generation mode if the frequency drops [21]. 

It contributes to the limitations of ROCOF. The SC can absorb 

or release the kinetic energy stored in its rotating mass during a 

disturbance to protect the system from frequency instability. 

For instance, if a generator suddenly tripped then the system 

frequency will start to drop as the demand increases because of 

the loss of a generator then the SC will release the rotational 

energy to the grid to against the frequency drop. On the 

contrary, if load or demand decreases, the SC will absorb extra 

active power from the network to stop the frequency increase. 

The inertia constant for a typical SC is 1-1.25 s [22]. The 

increased use of SCs in low inertia power systems helps limit 

the ROCOF and frequency discrepancy [23]. SCs are capable 

of providing other services like short circuit level to enhance 

system strength [24], [25], fault-ride through capability [26], 

[27], oscillation damping and so on. Because of these reasons 

this device becoming very popular globally. However, there are 

some disadvantages of SCs like for instant load changes it 

cannot be controlled fast enough and it requires high cooling 

for thermal consideration [22]. In this perspective the thermal 

and hydroelectric power plants that is going to be retired can be 

converted to synchronous condensers for inertia support [28]. 

To improve the system's inertia, the Australian authorities plan 

to install SCs to ensure large integration of renewable energy 

sources. In ref [29] it is stated that with the increase of SCs the 

frequency nadir starts to get better. With the increase of system 

inertia, the frequency deviation starts to decrease. That buys 

more time to deploy headroom which finally makes sure 

improvement of frequency nadir. It also needs to be considered 

that adding of SCs in power systems is not cheap which requires 

further study for cost reduction. In Fig. 6 it can be seen that the 

frequency nadir without SC is 48.0 Hz but if SC is added then 

the frequency nadir increases to 48.2 Hz.  

 
Fig. 6. Comparison of frequency nadir with and without the synchronous 

condenser 

B.  Demand-side Management 

For many years it was assumed that the demand side of a 

power system is uncontrollable, so the system's stability is only 

manageable by controlling the generation side or the generators 

only [30]. But now because of the high integration of RES in 

grids, the generation side also becomes uncontrollable, leading 

to a frequency deviation. Hence control of the generation side 

or the demand side is imminent. Self-regulating loads can 

regulate when there is a power imbalance from the demand side 

of the power system. This helps decrease the frequency 

deviation created from a power imbalance by injecting active 

power support from the demand side [31]. In a demand side 

management plan the participating clients decrease their 

consumption to maintain system stability when there is an 

effective loss of generation. Demand side management plan has 

been implemented in GB, and trials have been given to see the 

effectiveness [32]. On the demand side, there are many motors 

connected with the system which provide inertia to the system 

and this inertia is a potential contribution for a low inertia power 

system [33]. Self-regulating loads or to be more specific, 

thermostatically controlled loads like freezers, refrigerators, 

air-conditioner tracks the frequency and turn on or turn off the 

device accordingly [34]. These devices have relays and these 

relays calculate frequency deviation and ROCOF during a 

power imbalance and turn the device off.  

Implementation of demand-side management is a cost-

effective solution for a low inertia power system, and many 

TSOs recommend it. Initial implementation cost for DSM is 

high as it requires a redesign of power system with a 

communication channel. With the addition of a communication 

channel, some drawbacks arise, like it is challenging to manage 

the communication channel when it reaches the maximum 

number of ports; thus, it can lead to the failure of the channel, 

and the whole grid can collapse because of that. 

C.  Energy Storage 

Energy storage systems are becoming popular for inertia 

support to the power system. For renewable energy plants, the 

energy storage systems can be used to improve the uses of the 

plants by storing energy at night when there is less demand and 

can be discharged and sent to the grid in the daytime when the 

demand increases. This will balance the supply/ demand criteria 

and will balance the system [35]. Batteries operate at direct 

current, so a power electronics converter must control it to get 

inertia supports from batteries. Nevertheless, inertia support 

from batteries depends on what type of battery is being used. 

Sodium-sulfur batteries usually have a response time of 1 ms, 

which is good for inertia emulation control [36]. However, 

hydrogen-based energy systems have greater response time and 

cannot be used in inertia support [37]. Lithium-ion batteries 

have a faster response time, and it is used in inertia support. But 

an unexpected draw of power puts large stress on it and can 

affect the battery's lifetime. Ultra-capacitors are a kind of 

energy storage that can store a large amount of and can 

discharge the same amount within a short period. To reduce 

this, ultra-capacitor can be used with the lithium-ion battery. 

So far, the prominent energy storage system is pumped hydro 

energy storage. PHES method is the lowest cost energy storage 

system available in the market [38]. PHES storing energy 

principle is transferring water between lower and upper 

reservoir [39]. PHES can support for inertia both in generation 

and pumping modes. One major advantage of LHES is it can be 

used as synchronous condenser when it is not using for 

pumping or generating. By this PHES can support inertia to 

limit the ROCOF when there is a disturbance in power system. 

The inertia constant for a typical PHES is 2-4 s and it can also 
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take or give power from the system. But its response time is not 

fast enough to compare with super-capacitors.  

Compressed air energy storage is another method of energy 

storage that can be use in inertia support. This helps to connect 

large RES into grid. CAES is the technic in which air is 

compressed and pressurised by using electrical power and then 

it is stored in a chamber which air tight. To get electrical energy 

this pressurised air is then supply through an air turbine [40]. 

Inertia constant for CAES is 3-4s [3]. But there is a challenge 

of building it in any location as it has geographical restriction. 

D.  Inertia Emulation Techniques for Inverter (Virtual 

Synchronous Generator) 

Inertia emulation techniques, or much more familiar to be 

called virtual inertia, are a control method to imitate the inertial 

characteristics of rotating machines. In general, the virtual 

inertia techniques for inverters mimics two machines: induction 

machine, which is called inducverters [41] and synchronous 

machine. Currently, the research trend is more focused on 

synchronous machines, which can be categorised further into a 

higher order model pioneered by VISMA [42] and a lower order 

model such as synchronverter [43]. Higher order and lower 

order model indicates the order of the machine model being 

implemented, with higher order sometimes refer to the 5th order 

or 7th order and lower order usually utilise the 2nd order of the 

model of SG. This virtual inertia technique combines renewable 

energy systems, short-term energy storage, power electronics 

components, and controller combined. In this case, the inertia 

constant can be defined as 

𝐻 =
𝐶𝐷𝐶𝑉𝐷𝐶

2

2𝑆
 

Where 𝐶𝐷𝐶 is the capacitance of the DC-link capacitor, 𝑉𝐷𝐶 

is the DC bus voltage, and S is the apparent power of the VSG 

[44]. 

E.  Inertia Emulation Techniques for Wind Turbine 

There are 4 types of wind turbines currently used worldwide. 

Type 1 and type 2 wind turbines are connected directly to the 

grid through an induction generator. Hence the rotation of the 

wind turbine and the rotation of the induction generator will 

contribute to the total inertia of the systems even though the 

value might be too small compared to conventional generators. 

However, in type 3 and type 4 wind turbines, it is connected 

via a converter that can regulate the rotation speed. Hence, by 

utilising a control algorithm, this variable can be regulated to 

contribute to the system's inertia by extracting the kinetic 

energy from the rotor. This is referred to as the 'hidden' inertia 

of wind turbines [45]. The 'hidden' inertia techniques can be 

employed by either 1 control loop or 2 control loops (ROCOF 

only, or ROCOF and frequency) [46]. 

F.  Inertia Emulation Techniques for PV Array 

The techniques being used to emulate inertia in PV array are 

similar to VSG, such as synchronverter [47]. Other than the 

VSG techniques, a deloading control method can also be 

implemented to regulate the power by increasing the DC bus 

voltage so it works outside the maximum power point, a 

technique that can also be implemented in wind turbines [48]. 

 
Fig. 7. Deloading operation for PV array [47] 

V.  POSSIBLE FUTURE WORKS 

A.  Main Challenges in Low-Inertia Solution Research 

With the increase of RES integration in power systems 

stimulate low inertia challenges. Different control technologies 

(like VSG) that can mitigate this inertia problem are now used 

and will be greatly used in future power systems. Addition of 

these new technologies in modern power systems can be 

harmful to the existing one. Hence intense research is needed in 

this area to ensure smooth operation of the grid. Virtual 

synchronous generators give inertial support, which entirely 

depends on the frequency and ROCOF. Therefore, immaculate 

measurements of these values are obligatory. These values will 

be obtained from different nodes of the power systems, and 

under the transient mode, these values can vary for different 

measurement windows. Thus, high-speed measurement devices 

with an upper computing method are required for the smooth 

operation of VSGs. Further robust research is needed for these 

measurement devices and computing methods. 

B.  Inertia Estimation 

Inertia estimation has become an essential role for the stable 

operation of future low inertia power systems. Inertia support 

from the RESs is variable, and it is increasing with the increase 

of high penetration of RES in the power systems. Hence 

estimation of inertia from RES is necessary to keep the power 

system stable. Proper and financially affordable inertia 

estimations will help the system operators analyse the 

characteristic of the system's frequency response [49]. Based on 

time, inertia estimation can be categorised in three different 

categories [49].  

I. Offline, post-mortem inertia estimation: In this 

method, inertia is estimated after a significant 

frequency disturbance has already been taken place, 

and because of that, the power imbalance related to 

ROCOF is accurately known [49].  

II. Online inertia estimation:  In this method, the real-

time measurements are done in real-time. It 

provides almost close to the real-time inertia 

information in the power system. This method has 

three more methods to estimate real-time inertia. 1) 

Total inertia from transmission-system-connected 

synchronous generation units. 2) Discrete inertia 

estimation. 3) Continuous inertia estimation [50].  

III. Estimation of expected inertia (forecasting): This 

method estimates expected inertia that will be 

present in future [51]. Grid operators cannot always 

operate or take actions based on real-time values, so 
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they need to know how much inertia will be present 

in future to reflect fast on frequency disturbance.  

C.  Virtual Synchronous Generator 

Virtual synchronous generator combines power electronics 

devices, control systems, storage systems, and renewable 

energy sources that provide inertia like a conventional power 

system [52]. For the low inertia power systems, it can be said 

that the VSG will be the future [53]. The VSG control technique 

can be implemented in all the rectifiers and inverters, which can 

maintain the stability of the power system. The rectifier in an 

HVDC transmission system can behave like a synchronous 

machine, and the Inverter at the grid connection point can act 

like an SG unit through inertia emulation control.  

D.  Economic and Standard Assessment for Virtual Inertia 

Inertia support provided by the virtual inertia control units 

needs to be correctly valued. In a typical power system, inertia 

support is inherently provided. So, it is not recognised as a 

valuable resource that needs to be quantified. But now, with the 

increase of CIG, the virtual inertia control support will be 

quantified, and there can be a fair price for this support. By 

doing this, the demand for inertia service will increase. The 

virtual inertia control unit requires additional cost, so virtual 

inertia should be traded [54]. To determine the economic value 

of the inertia in the power system, an economic valuation toll 

was developed in [55]. 

But further research should be done to build a proper fair 

model considering both the investment cost and the provisional 

income of trading the inertia. Then also who will pay for the 

inertia service e.g. the consumer or the distributor. Some 

standard and regulation needs to be developed for connection 

of large RESs. It is necessary to maintain certain level of 

reliability for safe operation of the grid. Policy for integration 

of virtual inertia control units needs to be changed. Some of the 

key aspects that needs to be included can be VSG units location, 

the amount of inertia support and for how long, the size of the 

grid with capacity [56].  

VI.  CONCLUSION 

To conclude, the high-level penetration of RESs in the power 

system will create stability issues. To maintain the stability of 

the power system, the inertia support needs to be maintained. 

This study focused on the challenges due to low inertia and their 

possible solution. Also, some inertia emulation control 

techniques are briefly discussed in this review. Current inertia 

support techniques, along with some future work, has also been 

discussed in this study. A brief study of an economic and 

standard assessment for virtual inertia has also been presented 

here. Furthermore, this study also recommends some further 

research on low inertia power systems. 
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