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Abstract

Recently, growing electrical energy demand and increasing integration of renewable en-

ergy sources in power system have led to new challenges for the transmission system

operators and on the network planning step. Thus, it is required to investigate and ana-

lyze properly the impacts of integrated RES on the power system. By connecting power

sources like wind and solar to the grid using converters, there will be a significant impact

on the performance and reliability of the electricity grid. This is largely because of the

variability of renewable resources and lack of large-scale economical storage capability.

At the same time the amount of high voltage direct current (HVDC) links connecting

the Nordic power system to other grids is increasing. When importing power, this also

contributes to imbalance power in the system. In addition, flexible load and increasing

energy consumption have also problem in the stability of the power network. One way

of controlling those sudden changes in the network is by real-time digital simulation and

accurate dynamic load model. This is to provide a response at exact time to return the

system in stability. In this thesis, a dynamic load model is developed and implemented

in the Python Dynamic Power System Simulation (DynPSSimpy).

Real-time digital simulation is specially designed hardware and software integrated com-

puter system used to study Electromagnetic Transient ( EMT) Phenomena in power sys-

tems. As the name implies, it can perform power system simulations at computational

speeds equal to real-time operation. However, modelling of detailed networks in RTS

would require many hardware resources. The main goal of this thesis is to develop an

equivalent dynamic load model for the stability analysis of the networks in RTS, which

should not only enhance RTS’s capability of simulating large power systems, but more

importantly, improve the accuracy of model networks. The accuracy of dynamic load

modelling plays a very important role in analyzing the stability systems. To respond for

every event in the system with accurate injection or extraction of desired power to the

network.

The system used in the study is the Nordic 44 model, which is an aggregated model

of the Nordic power system. All simulations are performed in a static and dynamic

power system simulation tool in Python script and dynamic load model, which are

built using differential equations. In the future the Nordic power system supply will be

dominated by renewable energy sources (RES) to achieve zero-carbon emissions, where

the integration of wind and PV is increasing. At the same time, the demand side is

more flexible due to new technology, such as electric vehicles, electrification of transport

etc. Therefore, real-time simulation and accurate dynamic load models are the key to

control the complex power system in real-time.
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Chapter 1

Introduction

Since the turn of the century, power system stability has been recognized as a demand-

ing concern for secure system operation. Many major blackouts caused due to power

system instability have illustrated the importance of voltage stability [1]. For many

decades, the utilities have been the primary concern for angle instability. However, in

the last two decades power systems have operated under much more stressed conditions

than they usually had in the past. There are number of factors responsible for this,

such as continuing growth in interconnections, the use of new technologies, bulk power

transmissions over long transmission lines and environmental pressures on transmission

expansion. Other examples are increased electricity consumption in heavy load areas,

new system loading patterns due to the opening up of the electricity market, growing

use of induction machines and large penetration of wind generators and local uncoordi-

nated controls in systems. Under these stressed conditions a power system can exhibit a

new type of unstable behaviour, namely, voltage instability. Therefore, in recent years,

voltage stability has become a major research area in the field of power systems after a

number of voltage instability incidents were experienced around the world.

The power system consists of a power plant, substations, transmission and distribution

network and electric power load. Models of generator, transformer and electrical grid

have made significant progress, while the load model is comparatively the most chal-

lenging because of its diversity and stochastic behavior. Power system modelling was

long mostly focused on accurately representing generation and transmission, whereas

load modelling did not develop at the same pace [2]. The credibility of power system

simulation was significantly reduced by the discrepancy between stringent generator,

transformer, and transmission network models and imprecise load models. Further-

more, the contribution of the renewable energy resources and flexible load has greatly

increased the stability of the power system. Therefore, load modeling is the process

1
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to ensure model structure and parameters according to electric power response to the

change of load bus voltage and frequency.

2
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1.1 Background and Motivation

According to Andrei [3], the power system is frequently recognized as the largest and

most complicated human invention. It consists of numerous equipments like power

transformers, synchronous generators, cables, capacitor banks, transmission lines, power

electronic devices, thousands of buses etc. Those equipments enable safe and efficient

generation, transmission and delivery of power to local and remote areas. As a result of

this complexity, it is crucial to conduct various assessments of potential disturbances to

make sure the system is reliable and maintain a state of stability. However, due to the

continuous operation of power system and the high cost of equipment, most researchers

are developing computer programs designed for simulations of the real system such that

safety of the equipment and human interaction is not compromised. However, simulation

of power system helps network operators and planners to forecast possible disturbances,

provides adequate protection schemes and aids realistic future grid expansion.

As stated in [4], it is proposed that power system simulation is a critical element in

power system planning and operation. The simulation results depend to a great extent

on models of the system components, e.g, models of generator, excitation systems, trans-

formers, lines, loads, capacitor banks, and other related equipment. One of the most

challenging element to model in a power system is the system load, due to its diversity

and complexity. Understanding the load is specially crucial when power systems are

operated close to their stability limits. The load comprehends the devices in a power

system that consume electrical energy, for instance, motors, lamps, office equipment,

home appliances and so on. A common practice among Transmission System Operators

(TSO) and Distribution System Operators (DSO) is to represent the loads with the ag-

gregated models, as it would be unrealistic to represent every power consuming device

in detail in such large systems [5].

Nowadays, the power system network has became more and more complicated due to

the integration of renewable generation and new types of load [6]. The power generated

by wind turbines and solar panels is a fluctuating variable. Modern non-linear power

electronic loads, such as electric automobiles and transport electrification, are among the

new forms of loads that are now accounting for a major portion of the total load. Due

to more variable, renewable power generation and flexible demands, the Nordic TSOs

foresee increasing challenges in the operation of the power system in future. In order

to better analyze the power system stability, it is necessary to build accurate dynamic

load model with correct parameters. However, the number of load model parameters is

proportional to the size of the power system. Therefore, for a large power system, it is

required a significant amount of human and financial resources to develop accurate load

model parameters for every bus in the system. Among these load model parameters,
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some may have a significant influence on the power system stability, while others may

have an influence that can be neglected. Therefore, only the important parameters need

to be modelled accurately and the level of accuracy of simulation will not be affected.

The contribution of flexible load and renewable energy sources has significantly ex-

panded the power system network over the past decades. Recent reports suggest that

the nations like Germany and the Nordic nations have covered a substantial amount

of their energy requirements completely through the use of renewable energy sources.

Consequently several technical challenges are being faced by utilities with respect to

planning and operations of the modern power system, as highlighted in [7]. Due to the

deployment of renewable energy sources and reduced carbon emissions, the structure of

the modern power system is becoming increasingly complicated. These challenges are

mainly attributed to high penetration of RES in the grid sections that have low demands.

However, such situations have led to numerous efforts on research that investigates the

influence of high influx of power electronic components in power systems. The major

challenge of large scale integration of RES, especially at the distribution system level, is

their behaviour and response to faults and other disturbances that might occur in the

transmission system.

Despite the fact that the network of the power system gradually becomes ever more

complex. At the same time, modern technology offers us new opportunities to monitor

and predict the state of the network in real-time, and the ability to initiate automatic

response to stabilize critical parameters to avoid system collapse. Thus, accurate dy-

namic load model and real-time simulation are the main important tools in this thesis

to prevent the system from hazardous blackout.
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1.2 Literature Review

When a power system engineer is required to investigate complex power system phenom-

ena, simulation is one of the most effective methods at their disposal. For quicker and

more accurate results, the power system community has recently concentrated mostly

on dynamic power grid simulations or transient stability analysis, as explained in [8].

Simulation of power system dynamics is defined as an old bread-and-butter technol-

ogy in power system engineering. There are many distinct simulation tools, including

transient network analyses (TNA), artificial transmission line(ATL), analogue simulator,

electromagnetic transients program (EMTP), transient stability analysis and long term

dynamic simulation program, dispatcher training simulator (DTS), etc [9]. Over the

past few decades, feed in from renewable energy sources has increased while at the same

time more and more thermal generation units have been shuttered. As a result, ensuring

a secure and reliable operation of power systems has been a challenging task. Real-time

simulation tools are a robust and practical way to face these challenges. In addition,

real-time simulation tools offer the computational speed advantage and allow studying a

very large number of operational scenarios in less time. Moreover, such tools can provide

real-time synchronized simulations and allow interfacing with external physical devices,

which can be used to validate physical controllers, improve designs and even develop

models [10].

In power system stability studies, the models of generators, and the characteristics of

the loads are important variables influencing system stability [9]. Prior to two decades

ago, representation of the generating unit received the majority of focus in power perfor-

mance, whereas that of the loads received only a minor amount of attention. However,

the load subsystem shows a significant impact on the performance of the power system

even if they are static loads. This is due to the loads’ active and reactive power depen-

dencies on the system’s voltage and frequency. Therefore, improvement of power system

stability studies requires a careful consideration of the load types and their appropri-

ate modelling. This is of special importance due to the widespread use of new power

generation and power electronics technologies in the power system[11]. Therefore, the

representation of the effective power demand at the high voltage buses is necessary. Typ-

ically, this also takes into account the aggregate effect of numerous static and dynamic

load devices. Furthermore, modern power systems also implement a number of control

mechanisms and technologies to ensure the system is controlled and operated safely.

The Nordic power system , as represented by the TSOs in 2018, has a mixture of energy

sources, with hydro, nuclear, and wind power being the main sources. this is described in

article [12]. It comprises the interconnected power systems of Norway, Sweden, Finland
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and parts of Denmark. Also, the Nordic region has many energy intensive industries

and a large share of electricity heated houses. In fact, the electricity consumption and

electricity’s share of total power used here in Nordic region is higher than that of the

rest of the EU. As well as development of electricity consumption is highly influenced

by the weather during the year, with lower electricity demand in summer and increased

consumption in wintertime. In addition, the uncertainty and variability of wind and

solar generation can pose challenges for the grid operators. Variability in generation

sources can require additional actions to balance the system [13]. Greater flexibility in

the system may be needed to accommodate supply-side variability and the relationship

between generation levels and loads. Sometimes wind generation will increase as load

increases, but in cases in which renewable generation increases when load levels fall (or

vice versa), additional actions to balance the system are needed. Another challenge

occurs when wind and solar generation is available during low load levels. In some cases

conventional generators may need to turn down to their minimum generation levels [13].

The result is a power system with new properties and challenges. These challenges are

identified and described in [5], where they conclude that the main challenges in the

period leading up to 2025 are meeting the demand for flexibility, ensuring adequate

transmission and generation capacity to guarantee security of supply. In addition to

meet the demand of the market, maintaining a good frequency quality and sufficient

inertia in the system to ensure operational security.
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1.3 Objectives of this Thesis

The main objectives of this thesis are real-time simulation control for a dynamic load

model after interconnection of advanced technologies. At the same time, dynamic load

model is needed for several purposes, where I want to study load control and model the

power electronic loads. The particular items are as follows:

1. Identify and simulate a real-time flexible load model and observe the changes in the

power network.

2. Design the load model, where I should be able to represent different kind of loads

that have dynamic response and be able to represent flexible loads.

3. Develop a realistic load model of the system in Python DynPSSimPy and test the

controls designed within real-time simulation.

1.4 Thesis Organization

This chapter gives a general synopsis of the purpose of this thesis. Chapter 2 presents

fundamental concepts regarding real-time simulation and evolution of digital real-time

simulation, as well as a brief explanation on the Digital Twin. In chapter 3, the first

section describes existing load modelling methodologies, whereas the second section is

about the identification of load model parameters and the last section explains how the

the dynamic load model is implemented in laboratory model. Relevant results from

this investigation are analysed and presented in chapter 4. Lastly, chapter 5 presents

the conclusions derived from the performed analyses as well as suggestions for further

research.
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Chapter 2

Real-Time Simulation

2.1 Introduction

Numerous improvements in computational and simulation tools have led to tremendous

progress in the field of designing, testing and analysing technologies[14]. In addition to

those improvements, with the advent of computers and various easily accessible software

packages, computer aided teaching tools have become an essential part of both the

classroom lectures and laboratory experiments in any kind of education curriculum.

It has been investigated by many researchers. In order to plan and develop electrical

systems, simulators have been widely used for many years. The development of a broad

range of applications, from aerospace to domestic appliances, has been significantly

assisted by simulation, from the architecture of transmission lines in large-scale power

systems to the optimization of motor drives in transportation.

For the last three decades, the evolution of simulation tools have been driven by the rapid

evolution of computing technologies[15]. Computer technologies have rapidly increased

in performance and spread extensively at constantly falling prices. Consequently, simu-

lation tools have likewise experienced notable performance improvements and consistent

cost reductions. This, in turn, has lead to the emergence of highly sophisticated sim-

ulation software applications that not only enable high-fidelity simulation of dynamic

systems and related controls, but also automatic code generation for implementation in

industrial controllers. In addition, high-performance simulation tools were previously

out of range for all but the largest manufactures and utilities are now available to aca-

demics and engineers at reasonable prices.

This thesis introduces the role and the benefits of using real-time simulation in electri-

cal system with a focus of electromagnetic transient (EMT), power system modeling,
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and simulation, and control prototyping techniques. It also discusses the technological

aspects and the concept of contemporary real-time digital simulators. In addition, I will

describe the recent evolution of real-time simulators and define the digital twin with

improvements and challenges in electric power system.

2.1.1 What is Real-Time Simulation

Based on the American Heritage Dictionary of the English language definition of a

simulation, which is a representation of the operation or features of a system through the

use or operation of another media. ” Real-time simulation of the electric power system

is the reproduction of output (voltage or currents) waveform, with the desire accuracy,

that are representative of the behavior of the real power system being modeled”. To

achieve such a goal, a digital real-time simulator needs to solve the model equations for

one time-step within the same time in real-world clock[16]. This is commonly known as

fixed time-step simulation. It is important to note that other techniques exist that use

variable time-steps. Such techniques are used for solving high frequency dynamics and

non-linear systems, but are unsuitable for real-time simulation. To obtain mathematical

expressions at a given time-step, each variable or system state is computed successively

as a function of variables and stated at the end of the proceeding time-step.

In both Belanger′s articles [14, 16], discrete-time simulations were investigated. The

amount of real-time required to compute all equations and functions representing a sys-

tem during a given time-step may be slower or faster than the duration of the simulation

time-step as predicted in Figure 2.1 and Figure 2.2. As shown in Figure 2.1, the comput-

ing time is shorter than the fixed time-step (also referred to as accelerated simulation)

while in Figure 2.2 the computing time is longer. These two situations are referred to

as offline simulation. In both cases, the moment at which a result becomes available

is irrelevant. Typically, when performing offline simulation, the objective is to obtain

results as fast as possible. The system solving speed depends on available computation

power and the system’s mathematical model complexity.
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Figure 2.1: Offline simulation: Faster than real-time

Figure 2.2: Offline simulation: slower than real-time

Figure 2.3: real-time simulation: Synchronized

Conversely, in real-time simulation, computation accuracy depends not only on a correct

dynamic representation of the system but also on how long it takes to provide results, as

shown in Figure 2.3. For a real-time simulation to be valid, the real-time simulator used

must accurately produce the internal variables and outputs of the simulation within the

same length of time that its physical counterpart would [15]. In fact, the time required to

compute the solution at a given time step must be shorter than the wall clock duration of

the time-step. This permits the real-time simulator to perform all operations necessary

to make a real-time simulation relevant, including driving inputs and outputs to and

from externally connected devices. For a given time-step, any idle-time preceding or

following simulator operations is lost, whereas opposed to accelerated simulation, where

idle time is used to compute the equations at the next time-step. In such a case, the

simulator waits until the clock ticks to the next time-step. However, if the simulator

operations are not at all achieved within the required fixed time-step, the real-time

simulation is considered erroneous. This is commonly known as an ”overrun”. Based

on these basic definitions, it can be concluded that a real-time simulator is performing

as expected if the equations and states of the simulated system are solved accurately,

with an acceptable resemblance to its physical counterpart, without the occurrence of

overruns.

According to articles [14][15], digital real-time simulation is based on discrete time-steps

in which the simulator solves model equations successively. To appropriately represent

the frequency response of the system up to the quickest transient of interest, the appro-

priate time-step duration must be established. When the simulator achieves real-time

without overruns, simulation results can be verified. Every time-step, the simulator
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executes the same series of operations: first, read inputs and produce outputs; second,

solve model equation; then, exchange results with other simulation nodes, and at last,

wait for the beginning of the subsequent step. A simplified explanation of this routine

suggests that the states of any externally connected device is sampled once at the be-

ginning of each simulation time-step. Consequently, the state of the simulated system

is communicated to external devices only once per time-step. Overruns happen when

difference between the simulator results and their physical counterparts responses are

seen when some of the real-time simulation timing constraints are not met.

Other research, [16], has examined the use of real-time simulation in engineering fields for

a variety of purposes, such as Rapid Control Prototyping (RCP), Hardware-in-the-Loop

testing (HIL), Rapid Batch Simulation (RBS) and others. Take into account a regulated

process, which consists of a plant that is being acted upon by a controller. For instance

in RCP applications, an engineer will use a real-time simulator to quickly implement a

controller and connect it to the real plant. While HIL acts in an opposite manner, it

refers to the condition where parts of the fully digital real-time simulation have been

replaced with actual physical components. Its main purpose is to test actual controllers

connected to a simulated plant. Of course, it is crucial to remember that human beings

are the main role in the category of controllers. Hence, HIL simulation combines a

simulated system with the actual hardware. For instance, a software simulation of the

system plant is augmented with actuators and sensors from the designed system, while

RBS is typically used to accelerate simulation in massive batch run tests. Since the

real-time simulator operates in real-time, it continuously outputs data that accurately

depicts the state of real system. A real-time simulator also allows the user to test actual

hardware. Therefore, it is of great importance to understand the features and roles of

the advanced simulator technologies [17].

Power electronic systems, electric drives, and their controls have become increasingly

complicated over time, and they are now used more and more frequently across all

industries, including power system networks, commercial, residential, and industrial

electronics [18]. Real-time simulations are utilized extensively in many technical disci-

plines, including industry, education, and research organisations, thanks to development

of software tools like MATLAB/SIMULINK with its Real-Time Workshop (RTW) and

Real-Time Windows Target (RTWT). The progress of real-time simulation from ana-

logue to fully digital is discussed in the following section.
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2.2 Evolution of Digital-RTS

It was suggested in the article [19] that simulators have been extensively used in the

planning and design of transmission system for decades. From physical and analogue

simulators (HVDC simulators, TNA’s) for electromagnetic transients and protection and

control studies have given way to hybrid TNA and analogue digital simulators that can

investigate electromechanical transient behavior, as well as completely digital real-time

simulators.

In order to imitate certain elements of a physical system, amplifiers, resistors, capacitors,

diodes were utilized in the 1960s. The physical connections between the TNA and HVDC

simulators base are made in a way that reflects the real system [14][18]. This type of

simulators has benefit of creating a close link between physical simulators and actual

system parts. This feature enables system engineers to construct the simulation by

mapping with the parameters of̊components of the target physical systems while putting

the least amount of work into mapping and translation [20]. However, users of physical

simulation often struggle to solve those issues related to the computer rather than the

simulation as a technique. For instance, users for physical simulation need to scale all

the equations (differential equations) and shall grasp the necessary and often advanced

solution, which implies transforming those equations from the problem domain into the

physical component of the computer.

Whilst digital simulations imitate the physical system of the goal through mathematical

representation. For these software-based simulations, methods were developed as early

as 1969 and employed in certain well-known systems, reference article [18]. However,

these early digital simulators work in a non-real-time manner as opposed to their analog

counterparts, which may operate in real-time. As previously mentioned, real-time opera-

tion requires that a simulator must simulate an event that occurs in a physical system in

less than one second. Unfortunately in the early digital simulators, those computations

necessary to solve the required mathematical equations might take many seconds or even

minutes rather than within one second to meet the real-time simulation requirement.

With the quick development of micro-process, digital signal processing (DSP), together

with improvement of software modelling techniques digital real-time simulators started

to replace its physical counterparts in 1980s [16].

Digital real-time simulation researchers have employed relatively fast computers to ac-

complish real-time operation for short period of time, although these simulators are

limited to rather simple systems [15]. The fundamental problem with these simulators

is their scalability. The number of equations to solve increases as the represented sys-

tem grows more realistic and sophisticated. Similarly, the number of computations that
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must be done limits the applicability of these simulators. many digital signal processors

can work in parallel to share the computing efforts required to solve the underlying

equations in the simulation models to accomplish real-time operations for digital simu-

lators. This DSP-based real-time simulators are developed with proprietary hardware

and are commercially accessible. Because proprietary hardware limits its usefulness,

certain alternative digital real-time simulators based on commercial supercomputers are

developed, such as HYPERSIM [21] from Hyrdo-Quebec DO. Other attempts to run

real-time simulations on low-cost ordinary PCs have been expedited by the introduc-

tion of low-cost Commercial Off-The-Shelf (COTS) multi-core processors. COTS en-

abled digital simulators can do complicated parallel simulations while lowering reliance

on the inter-computer communications, and they are commonly used to model large-

scale microgrids, aircraft and power system, according to [16]. The lack of efficiency,

low-cost inter-computer communication lines made such advancement extremely chal-

lenging. Conversely, the advent of low-cost, readily accessible multi-core processors [22]

from INTEL and AMD, and related COTS computer components have directly resolved

the problem, creating opportunities for the establishment of significantly lower cost and

easily scaled real-time simulators.

In source [23] it is highlighted that COTS-based high-end real-time simulators equipped

with multi-core processor have been used in aerospace, robotics, automotive and power

electronic system design and testing for a number of years. Such simulators are currently

available to simulate EMT in large-scale power grids, micro-grids, wind farms and power

systems installed all-electric ships and aircraft. These simulators, which can run on

Windows, LINUX and standard real-time operating systems, have the potential to be

compatible with a wide range of commercially available power system analysis software

tools, such as PSS/E, EMTP-RV and PSCAD, as well as multi-domain software tools

like SIMULINK and DYMOLA. The integration of multi-domain simulation tools with

electrical simulators allows for the investigation of interactions between electrical, power

electronic, mechanical and other systems.

In article [24] it was described that today’s advancement in real-time simulation lies in

running simulation models directly on Field-Programmable Gate Array (FPGAs) and

graphics processing unit (GPU). FPGA and GPU are gaining foundation as a computa-

tion hardware for real-time simulation. This relatively new trend allows full utilization

of the parallel nature of FPGAs so that the time-step for the real-time simulation can

be set to very small and complicated system can be simulated by many small models

[24][22]. Because of the parallel nature of FPGAs, calculation time inside each time-step

is practically independent of system size in this simulator. Besides, once the model is

running and the temporal constraints are fulfilled, overruns are not possible. Finally,

and most critically, the simulation time-step can be very small, in the range of 250
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nanoseconds. Model size is still limited since the number of gates in FPGAs is limited.

However, this method has interesting prospects for investigation in the field of real-time

power system simulation. Recently, PMU technology has been used to the power system,

allowing to detection of line-outages using PMU real-time data.

Although it was stated in source [25] that real-time digital simulators are extremely ad-

vantageous when actual power system equipment are to be involved in the test program

or research. This is referred to as a closed loop testing method [26], which represents an

accurate and detailed way to evaluate the performance of the physical device(s) under

actual operating conditions prior to their installation in the real network. The simulator

can correctly simulated the response of the power system to the operation of the device

under investigation, in addition to analyzing the performance of the real device.
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2.3 Real-Time Simulation Techniques

Real-time simulation is an innovation of power semiconductors that plays an essential

part in the simplification of electric power components. Simultaneously, advances in

digital controllers such as Microprocessor, Digital Signal Processors (DSP) [27], Field

Programmable Gate Array (FPGA),dSPACE and other Artificial Intelligence (AI) such

as Fuzzy and Neural, can now be implemented for real-time applications [28]. For

a long time, system validation was accomplished by non-real-time simulation of the

concept early in the design process, followed by testing the system once the design was

implemented. This approach has two significant drawbacks. First, the leap in the design

process, from off-line simulation to real prototype is so large that it is prone to various

issued and challenges associated to the simultaneous integration of several modules.

Second, for any somewhat complicated system, the off-line, non-real-time simulation

may become tediously long, particularly for electrical machine drives with switching

power electronics.

There are various techniques that can be used for real-time control and simulation of

electrical machines and drives. Several examples of this are Rapid Control Prototyp-

ing (RCP), Hardware-in-the -Loop (HIL) and Software-in-the-loop (SIL), and so on.

Real-time simulators are commonly used in three types of applications [15]. In RCP

applications, for instance, a plant controller is implemented using a real-time simulator

and is connected to an actual plant. RCP provides various advantages over implement-

ing an actual controller prototype. A controller prototype developed using a real-time

simulator is more adaptable, quicker to implement and simpler to troubleshoot. In HIL

applications, a physical controller is connected to a virtual plant running on a real-time

simulator, rather than an actual plant. A minor modification to HIL and implementa-

tion of a controller using RCP is connected to a virtual plant through HIL. In addition

to the advantages of RCP, HIL allows for early controller testing when physical test

benches are unavailable.

Software-in-loop (SIL) [29] is another technique to represent, which represents the third

logical step beyond the combination of RCP and HIL. With a sophisticated simulator,

both controller and plant can be simulated in real-time in the same simulator. Unlike

RCP and HIL, SIL does not employ inputs and outputs, preserving signal integrity.

Besides, since both the controller and plant models are operated on the same simulator,

synchronizing with the outside world is no longer a concern. It may be slower or faster

than the real-time without affecting the validity of the results, making SIL excellent for

accelerated simulation. In accelerated mode, a simulation runs quicker than real-time,

enabling for a high number of tests to be done in short amount of time. As a result,

SIL is highly suited for statically testing, such as Monte-Carlo simulations. SIL can
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also run at slower rate than real-time. In this situation, if the real-time simulator lacks

computational capability to approach real-time, a simulation may still be executed at a

fraction of real-time, generally quicker than on a desktop computer.

2.3.1 Hardware-In-the-Loop Technique

The importance and evolution of the simulation were described in the preceding section.

In general, a successful real-time simulation platform must have two key characteristics,

fixed-step real-time processing and user-friendly interface to real hardware. Therefore

fixed-step real-time operating systems such as QNX/Neutrino take the lead. Allowing

real hardware to be in the simulation loop to communicate and exchange data with

computing software in real time makes it possible to validate the design performance

in a close-to real testing environment, which constitutes the so-called Hardware-in-the-

Loop (HIL) simulation

[30]. As previously stated, HIL is an essential technique which is now used as a stan-

dard test and functional evaluation technology for control systems. It is widely used

in automotive, aerospace and power generating and distribution industries [31]. HIL

simulation entails incorporating actual physical hardware, most commonly a test con-

troller or collection of distributed and networked controllers, but also real loads or other

components, into a closed-loop real-time simulation of the plant. The simulated plant

generates feedback and monitoring signals for the control systems in real-time, and the

controllers respond by delivering control outputs and fault indicators back to the simu-

lated plant. Thus, controller functionality can be tested and validated without putting

safety or equipment at risk. In addition, fault conditions that are difficult to established

in actual operation can be simulated, allowing controller responses to such conditions to

be assessed. To give accurate controller responses, the simulation must precisely imitate

the dynamic behavior of the plant, and the plant model must be performed in real-time

with an adequate integration time-step. The integration time-step, which is dictated

by the stability requirements of the highest frequency component, must be carefully set

since it must be short enough to assure numerical accuracy yet large enough to allow

all model calculations to be completed within it. For accurate simulation of complex

electrical systems, step-sizes in the 10 to 30 milliseconds range are recommended to ob-

tain acceptable accuracy for transients with frequency components from 3KHz to 10KHz

[31].

An HIL simulations can help reduce development cycles and risk during RD, as well as

lower total cost, and thoroughly test a subsystem before incorporating it into the sys-

tem. Furthermore, increased system reliability by through extensive fault testing, better
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system performance through optimum tuning under a range of operating situations, and

increased service efficiency through commissioning and troubleshooting training. More-

over, when a given decision is exceedingly difficult to represent, it is more practical to

utilize it directly in simulations than for modeling it [32].
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2.4 Digital Twin

In [33] defined a phrase digital twin, which signifies digital transformation featuring a

variety of sophisticated technologies such as machine learning and the Internet of Things.

One such technology that recently gained visibility is the concept of the digital twin.

This thesis will introduce digital twin, outline their idea, and discuss the advantages of

implementing them in future power systems. The term digital twin was first introduced

by Grieves in 2002 as a new concept in product life cycle management. Although it was

first referred to as Mirrored Space Models in 2003, the concept subsequently evolved into

information mirroring models in 2005 and eventually into digital twins in 2011. In 2012,

the concept of digital twin was revisited by the National Aeronautics and Space Admin-

istration (NASA). They characterized the digital twin as a multiphysics, multi-scale,

probabilistic, ultra-fidelity simulation that replicates the condition of a corresponding

twin based on the historical data, real-time sensor data, and physical model. In 2016,

Grieves defined the digital twin as a set of virtual information constructs that fully de-

scribes a potential or actual physical manufactured product from the micro atomic level

to macro geometrical level. At its optimum, any information that could be obtained

from inspecting a physical manufactured product can be obtained from its digital twin

[33].

In the recent years, the term digital twin gained prominence, and the Internet of Things

and the digital transformation in general makes this concept interesting and accessible

to a wide variety of sectors and applications. A digital twin is usually a description of a

process or a system that has been supplemented with real-time. The description itself

might range from a simple system schematic to a dynamic numerical simulation model,

but it becomes a digital twin the instant it is linked to real-world data.

18



Chapter2 Section 4

2.4.1 Definition, Background and Evolution of DT

According to Wikipedia, a digital twin is a live digital coupling of the state of a physical

asset or process to a virtual representation with a functioning output. In terms of

manufacturing, the concept can be explain in different ways, whilst in a simple words,

it is a digital replica or representation of a physical object or an intangible system that

can be studied, edited and tested without interacting with it in the real world, hence

avoiding negative consequences. The fundamental premise is that a real thing or asset

has a digital counterpart in the virtual world. DT can be useful for researching control

systems for generating and regulating supervisory step-points in order to improve power

plant performance. It is also contributes to another effort to increase the flexible power

plant operations [34].

As mentioned in the earlier paragraph, digital twin is a method of creating a physical

prototype and a virtual simulation from that prototype to be connected in real-time.

From the researchers’ and engineers’ point view, digital twin is a simulation technology

that acts as a bridge between a physical and digital world, offering industrial firms

new options to carry out smart production and precision management. Digital twin

is a virtual copy of the system containing all the components connecting to the same

logic controller in real-time. Some physical devices require interconnection in order

to optimize intelligent systems. In turn this, the basic concept of digital twin is a

simulation method that incorporates several disciplines, multiple physical quantities and

numerous scales. It works with today’s most popular smart sensors, 5G connectivity,

cloud platforms, big data analysis, artificial intelligence and other technologies. Based

on massive data resources, a virtual model in digital space is constructed, the mapping

link between digital virtual body and physical entity is established, and a ”mirror” of

entity is formed [35]. In reality, digital twins are digital Clones created from a device

or system. This Clone is also known as called digital twin. It is a virtual and dynamic

simulation of solid things built on an information platform. Ideally, the digital twin can

provide all information measured from the actual product.

The digital twin is an intermediary step between the digital world and the physical worlds

that is rapidly progressing beyond information modeling and enabling asset-centric or-

ganizations to converge their engineering, operational, and information technologies for

immersive visualization and analytic visibility [35]. A digital twin, in most cases, may

be continually updated from numerous sources, such as sensors and continuous surveys,

to represent its near real-time status, operating condition, or position. The goal of a

digital twin is to recreate the power system in real-time. The simulations generated will

aid in the development and planning of future prospects and upgrades within the process

or product. This technology reduces production costs by eliminating the need for costly
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physical testing or modifications to items or processes. The prospects of this technology

also bring more confidence to increase production performance and help complicated

decisions, minimizing costly downtime to robotics or machines [34].
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2.4.2 Challenges and Motivation of Digital Twin in Power System

Network

The power system network is a highly complicated man-made system. The utilities

spend a significant amount of time and energy to manually maintaining, updating and

exchanging information between various systems.. Inconsistencies in data communi-

cation, as well as a lack of data interchange, can have drastic implications, such as

increased expenses, redundant work, poor system performance, and even system-wide

outages [36]. Whilst the capabilities of the digital twin technique pair with improved

resolution, data sources are theoretically bigger for analysing the regulation of power

system stability. Scenario planning and decision optimisation utilizing a live data model

provide operators with a unique chance to improve network dependability and customer

experience. DT technology can be used to intelligently control power plants. The virtual

power plants are built by creating high-fidelity simulation models of many subsystems

of actual power plants. Real-time monitoring, fault diagnosis, and accurate operation

of the power plant equipment may be accomplished through the operation and admin-

istration of the virtual power plant, assuring the safe and stable operation of the power

plant.

To realize the true potential of digital twin idea, a comprehensive strategy to DT data

storage, administration, analysis, and validation is required. Because modeling dynamic

power system phenomena is fairly complicated, determining the detail-level of the power

system model might be a significant issue for digital twin implementation. While an

overly simplified model may not reveal the value that a digital twin promises, taking

into account plenty of electrical equipment data, measurement devices, and a massive

amount of signals to enrich the digital representation of the power system.
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Load Modelling

3.1 Introduction

Load modelling has long been recognised as one of the most critical aspect of power

system modelling. The majority of the existing load models were built many years

ago, after considerable changes in load structure and characteristics over time. Load

modeling is the representation and application of electrical equipment for power system

studies, either individual or as a group [2] [37]. Considering loads have a substantial

influence on the system, power system planners and operators attempt to precisely

estimate loads in order to examine system stability. However, accurately describing

loads in a mathematical model is quite challenging. For load modeling, there are two

primary approaches: component-based modeling and measurement-base modeling. The

former is based on bus load components, whereas the latter is based on power system

measurements. In load modeling, there are two important factors. The first factor is

the determination of the mathematical model that represents the load characteristics.

The second factor is the estimation of the parameters of the determined mathematical

model. The composite load model is addressed in this chapter and also the accuracy

of dynamic load model. It has both static and dynamic load characteristics. The ZIP

model and the induction motor model are used for the static and dynamic load models,

respectively.
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3.2 Importance of Load Modelling

Due to the blackout power system in many countries, operators began to pay more

attention to load modelling. Inappropriate representation of system loads has usually

lead to the discrepancies between the recorded and simulated system responses. There

is a renewed interest in both industry and academic for load modelling, due to appear-

ance of new types of loads and modern nonlinear electrical and electronic equipment

offering increased efficiency and controllabillity, such as LED light sources, adjustable

speed drives, inverter-interfaced distributed generation, and also plug-in-electric vehicle

chargers. Planners and operators of power systems require results from stability studies

in order to make appropriate decisions in the short and long term basis [38]. These

studies are required to evaluate the performance and limitations of the power system

components when subjected to several operating conditions that may compromise the

stability of the system. Their results often verify the level of financial investment, capital

expenditures and other economic costs. Selections are performed to ensure continuous

operation of the power system. Therefore, adequate, modelling of all component is more

complex to compute a correct and realistic results. Among all components of the elec-

trical power system, load characteristics should be accurately modeled as a result of

their significant impact on the dynamic behavior of the power system. Historical inci-

dences of inadequate load modelling could disastrous consequences, including Sweden

blackout [39] and the collapse of Tokyo network [40] which occurred in 1983 and 1987,

respectively.

Due to the aforementioned consequences, from the operators’ perspective, they try to

accurately model loads in order to analyse their system stability. Considering that loads

have significant impact on the system and have a variety of components. In addition,

it is very difficult to exactly describe loads in mathematical method. It is presented

as a composite load model or an aggregated load model. They can be calculated by

estimating the parameters of the specified model and replacing large portions of the

distribution system, in the dynamic equivalent. As a result, the computational efforts

would be also significantly reduced.
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3.3 Implementation of Load Models

The existing load models can be divided into two groups, there are the static load models

and dynamic load models. The static and dynamic load models are classified according

to the effect of the voltage on the load. If the load variation depends only on the

instantaneous voltage input and is unrelated to the preceding voltage inputs, the static

load model is used. However, if the load characteristics are affected by all of the voltage

inputs over time, the dynamic load model needs to be used. For example, an electric

lamp represents a static load, whereas an induction motor represents dynamic load.

The word ’static’ and ’dynamic’ refers to the type of studies these models are suitable

for. The static studies are about the steady state analysis of the system, hence static

load models would suffice, while the dynamic studies are about the transient analysis of

the system, where modelling of loads using differential equations is required to capture

variation of the response with time.
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3.3.1 Static Load Model

Static load model is one of the two main category of load models. It is mostly used for

representing general residential loads that do not consist of large induction motors and

drives. the static load model is used when the load variation is only dependent on the

current voltage input and is unrelated to the preceding voltage input. The static load

models for active and reactive power are stated in [1, 2, 37, 41, 42], as a function of the

bus voltage and frequency at any instant. In this paper we are only consider voltage

dependence.

3.3.1.1 Exponential Static Load Model

The static exponential load model is one of the most frequently used load models around

the world. It is described by Equation 3.1.

P = P0

(
V

V0

)np

Q = Q0

(
V

V0

)nq
(3.1)

Where P and Q are active and reactive power of the load at voltage V . P0, and Q0

are normally taken as the values at the initial operating conditions. The parameters of

this model are the exponents np and nq, with these exponents equal to 0, 1 and 2, the

load can be represented by constant power,constant current and constant impedance,

respectively. For composite loads, their values depend on the aggregated characteristics

of the load components. Static load models are often sufficient to represent the system

response some seconds after a disturbance, but for longer time scale phenomena such as

voltage recovery, models that reflect these dynamics may be required.

3.3.1.2 Polynomial Static Load Model

In addition to static exponential load model, another frequently used static load model is

polynomial load model. It can be implemented in different forms, either with frequency

dependence considered or not. In this thesis, frequency dependence is neglected, and

the voltage dependent form of the polynomial load model is as follows in Equation 3.2

P = P0

[
a1

(
V

V0

)2

+ a2

(
V

V0

)
+ a3

]

Q = Q0

[
a4

(
V

V0

)2

+ a5

(
V

V0

)
+ a6

] (3.2)
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This load model is also referred to as the ZIP load model, which is consisting of the sum of

the constant impedance (Z), constant current (I) and constant power (P ) terms. Where

V0, P0 and Q0 are normally taken as the value at the initial operating conditions. The

parameters of this polynomial model are the coefficients (a1 to a6) and the power factor

of the load. In this thesis we consider that the active power are voltage dependent so

that we neglected the reactive power terms from the ZIP model. As a result the equation

becomes Equation 3.3.

P = P0

[
a1

(
V

V0

)2

+ a2

(
V

V0

)
+ 1

]
(3.3)

When the traditional static load models are not sufficient to represent the behavior of

the load, the alternative dynamic load models are necessary.
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3.3.2 Dynamic Load Models

In many research dynamic load model defined as a model that expresses the active

and reactive powers at any instant of time as functions of bus voltage magnitude and

frequency at a past instant of time and, usually, including the present instant. Dynamic

loads are loads whose responses are dependent on the states in which the system and load

previously were in time. Their models are usually expressed in different equation forms

relating the real and reactive power with voltage and frequency. Here, also frequency

dependence is neglected. They are often used to represent loads that have substantial

amount of induction motors and electric drives. The general mathematical formula of

dynamic load model are almost similar to those of static load model. The difference is

based on the addition of time dependency factor.

3.3.2.1 Exponential Dynamic Load Model

Authors Karlsson and Hill of [1] have proposed a load model with exponential recovery,

due to the large amount of electric heating loads in Sweden and its effect on voltage

stability. Equation 3.4 and 3.5 are for a widely used exponential load model, which is

based on generic forms representing the responses observed by induction motors, heating

loads and tap-changers after a voltage change[43]. The exponential recovery load model

aims to capture the load restoration characteristics with an exponential recovery process

expressed as an input-output relationship between powers and voltage, where the real

power consumed by the load are assumed to be related to the voltage in the following

nonlinear manner [44] and [45].

Ps(v) = P0

(
V

V0

)nps

(3.4)

Pt(v) = P0

(
V

V0

)npt

(3.5)

Tp

(
dPr

dt

)
+Pr = Ps(v)-Pt(v) (3.6)

Pl = Pr+P0

(
V

V0

)npt

(3.7)
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3.3.2.2 Dynamic Load Model of Induction Motor

Among the dynamic load of a power system, induction motors constitute the major

portion, and it is generally accepted that, for transient voltage stability, their effect

prevails [1]. The induction motor (IM) is the most widely used and customary type of

electric machine in home, business and industry. According to statistically, about (50-

70)% of all electrical demand is consumed by electric motors with about (90)% of this

being used by induction motors. Such motors dominate industrial loads to a far greater

degree than they do commercial or residential loads [2]. The single-phase induction

machine is utilized for the majority of domestic uses, whereas three-phase induction

machines are needed for higher power industrial applications including electric ships,

pumps, and compressors. In this model, the active and reactive power is represented

as a function of the past and present voltage magnitude of the load bus. Commonly

derived from the equivalent circuit of an induction motor, shown in Figure 3.1.

Figure 3.1: Simplified equivalent circuit of induction motor

Where Rs and Rr are static and rotor resistances, respectively, Xs, Xr and Xm are the

static, rotor and magnetizing reactance, respectively, and s is the rotor slip defined as

s = (ωs−ω)
ωs

. The induction motor model is considered as a physical-based model.
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3.4 Load Model Parameter Identification

For load modeling, two approaches have been used. First, a field test-based approach,

also known as a measurement-based approach, obtains the load model by measuring the

system’s response without the need for prior knowledge of the load’s physical character-

istics. It uses sensors like smart metering or phasor measurement units (PMUs). The

second approach is component-based , in which the load model is obtained by aggre-

gating the models of individual components. In general, both approaches can be used

when a load models has several components, such as the ZIP load model and induction

motor load model executing together. If the load only consists of one component, the

measurement-based approach is normally used [46].

3.4.1 Measurement-Based Approaches

The measurement based approach is a top-down method or behavior-based approach. In

this methodology the system events at substations or feeders of interest are recorded to

obtain data representing the characteristics of the connected load. These events could be

small or large disturbances such as switching or lightning events that changes the system

bus voltage and frequency. The recorded power system events and disturbances are used

to drive the required load models. In order to develop load models and estimate credible

parameters, it is necessary to postulate the initial load model structure in advance. The

load response indicates that active and reactive power fluctuations are monitored by

measuring devices when the disturbance occurs. The data collecting tools implemented

in the real power grid, such as phasor measurement units (PMU), current voltage

transformers, smart-metering and power quality meters [46].

The key advantages of this approach are the use of dynamic response data of the load

from actual grid system and the simplicity of applying it to any kind of load. However,

the drawback of this approach is the lack of large disturbance measurement data needed

for appropriate parameter estimation due to the robustness of the system [7]. The

measurement-based methods use voltage and active power measurements data from

the smart meters or phasor measurement units. The following subsections provide a

description of certain measuring equipment.
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3.4.1.1 Phasor Measurement Units

A Phasor Measurement Unit (PMU)is a device that collects data from a specific location

on the electric grid in order to measure the phasor, magnitude and phase angle of voltage

and current. The measurement is coordinated with a shared time source. Synchrophasor

refers to the estimated phasor that has been time-synchronized. It was calculated by

applying the Fourier Transform to the alternating signal. When timestamped, a phasor

turns into a synchrophasor. Therefore, a precise time source is required e.g. a Global

Positioning System (GPS) or Precision Time Protocol (PTP). PMU reporting rate are

normally below 60 frames per second [47], although they can be higher. The sampled

measurement values are digitized and packet into frames for transmission and streamed

to a substation or control center phasor data concentrator (PDC – sometimes also called

synchrophasor vector processor [48]).

PMU sensor networks improve the power system’s observability, allowing for the mon-

itoring of transient and dynamic events. A PDC does the necessary data processing,

essential aggregating and time-aligning the samples for subsequent analysis. These read-

ings are shown by the PDP module in the control room, which also allows the operator

to see power fluctuations as well as frequency and angle deviations. Many sophisticated

applications, such as dynamic security improvement and online monitoring of system

dynamics, are achieved in control center by phasor data processing.

Tens of thousands of PMUs have recently been installed in transmission networks all

around the world. PMU offers the chance to switch out the conventional manual adjust-

ments required by SCADA systems with a system that makes decisions and transmits

control signals by itself.
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3.4.1.2 Smart-Metering

In article [49] highlighted that smart metering has been recognized as a major part

of the smart grid system. It has been regarded as a tremendous, hopeful possibility

that would allow residential electric customers to reduce their usage and lower their

prices. In actually, a smart metering system is composed of smart meters, control

devices and a communication link. The main goal of the smart metering system is to

lower greenhouse gas emissions while also lowering monthly fees for consumers. The

key element of this system is the smart meter which is the combination of all energy

metering and intelligence. Ordinary electromechanical meters and smart meters are

fundamentally different from one another. However, there are a number of issues with

the electromechanical meters that we use today, such as their lack of configurability and

poor accuracy. With varied working temperatures and conditions, they have several

moving parts that are prone to wear down over time. They just offer statistics on

how much energy is being measured, and these data are useless for encouraging energy

efficiency. in order to improve energy efficiency, demand control, and energy saving,

smart meters were implemented. Smart meters have the ability to communicate with

one another and carry out local and distant command signals. they provide practical

methods for resolving issues with the outdated grid.
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3.4.2 Component-Based Approaches

This approach, also known as the the bottom-up approach or knowledge-based approach,

depends on the understanding of individual load components to construct an aggregate

load model. The component based method is illustrated in Figure 3.2 with a typical load

model structure and an exemplary set of parameter values. According to this figure, the

load may be decomposed into several sectors such as residential, industrial, commercial,

and agricultural depending on load consumption. In order to accurately represent their

mix within the overall load demand, they are further separated by types such as resistive,

inductive, power electronics, etc.

The main advantage of this approach is its independence on the field measurements of

the power system and may be used to establish composite load models. Nevertheless, its

main drawback is that it does not account for changes in load structure or composition

over time caused by seasonal, behavioral or weather related fluctuations. Moreover,

determining the composition of load is quite challenging anymore.

Figure 3.2: Component based load modelling approach example

32



Chapter3 Section 5

3.5 Composite Load Model

The composite load models are intended to take into account the effects of various

components. It is a combination of a static load, a generic dynamic recovery load and

an aggregate induction motor load. An adequate load model should incorporate both

static and induction motor components. Many research have been conducted on the

composite load model, which comprises of both static and dynamic load characteristics.

There are several variants to composite load models due to the choice of their exact

composition [50][51]. All the static load components are accounted for by the static

load and expressed by d and q current components of resistive and capacitive loads, or

by a ZIP model as implemented in [37]. To represent the dynamic attributes of load,

most composite load models use the equations of a third order IM model due to their

predominance. Figure 3.3 shows the equivalent circuit of the ZIP model with separated

constant impedance, current and power components in parallel with a basic illustration

of an induction motor model. The ZIP part representing the static loads can be described

Figure 3.3: Composite load model

similarly as equation 3.1 and 3.2.

A new power system load model is proposed [2] which will be an improvement in the

accuracy of the static and detailed dynamic load models. This new load model must

fulfill the following requirement

1. The model must be as simple as possible

2. Model must accurately represent the dynamics of composite power system load

3. Model must adapt easily to existing stability programs

4. Model must have parameters which are identical from actual power system load mea-

surement
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Furthermore, in our load modeling experience, we have discovered that, in addition to

these above objectives, there are more particular issues that must be addressed. The first

one is the intended applications of the load model. The load model we built is mainly

for power system stability simulation and control, whereas this thesis focuses only on

voltage stability and should easily compile in DynPSSimPy program tool. The second

concern is the application range in which the model is applicable. In fact, there is no

universal load model that can be applied to all cases. Since the load consists of various

components with different characteristics. For instance, under worse cases, such as those

near the voltage collapse point or dramatic voltage dips lasting for several seconds, some

load components may show highly nonlinear characteristics, and some motors will drip

off. We wish to design a general load model based on the aforementioned load model

aspects that should be valid in most cases in power system stability analysis. In this

thesis, we developed an aggregate dynamic load model.

3.5.1 Accuracy of Dynamic Load Model

In this thesis we have developed a dynamic load model that describes real power re-

sponses to voltage step. This model was selected because it is suitable as demonstrated

by a large number of trials at different substations for modeling any type load with a

considerable component of load devices. The model is presented here for completeness

of discussion. First order differential equations, which are described in Equation 3.10,

are used to develop the mathematical formula that defines the interplay between voltage

and load power.

In voltage stability studies [52], the dependence of both active and reactive power on

frequency is generally assumed negligible because of the limited variation of the latter;

by representing their rated levels by a zero subscript, only considering on the active

power absorbed at the bus of interest can be then expressed as follows

Ps(v) = P0

(
V

V0

)nps

(3.8)

Pt(v) = P0

(
V

V0

)npt

(3.9)

Pd = xp + Pt(v) (3.10)

Tpẋp = Ps(v)− Pd (3.11)

Furthermore, a load model is proposed in state space form to provide parameters which

can easily be determined by an identification process and to facilitate incorporation
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Figure 3.4: Dynamic load model

of the equations into the stability program solution. The most frequently used is the

exponential composite load model, which is aggregate loads consisting of a static load

model in parallel with the equivalent dynamic load model. The model is developed as a

non-linear first-order equation to represent the load response as shown in Figure 3.4.
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Simulation Results

In this study, time domain simulation is applied to study the dynamics of voltage sta-

bility. The system used for carrying out the dynamic simulation is the Nordic 44 Test

system. Figure 4.2 shows a one-line diagram of the test system. The programming was

also tested on a simple network, the Kundur Two Area system. The dynamic load model

is implemented in Hasle station or on Bus 9, shown in Figure 3.4. It is also described

in Chapter 3 as a function of voltage dependence only. Voltage stability studies are one

of the major concerns in power system operation, where the ability of a power system

to maintain an acceptable voltage at all nodes in the system under normal conditions

and after being subjected to disturbances is analyzed. There are three case studies in

this thesis regarding the variation of the dynamic load response with dependence on

the three parameters. The parameters are nps for steady state load exponent, npt for

transient load exponent, and Tp for load recovery time constant.

The power system network model and the dynamic information are integrated into the

simulation software DynPSSimPy, Dynamic Power System Simulation Python, which

is used as a simulating environment in this thesis. In our case, the Nordic 44 Test or

Kundur Two Area test systems are first solved in steady-state to observe their stability.

This system will be a revised system with a new composite load connected at Bus 5101

or at Bus 9 with load composition and dynamic parameters at every run, respectively,

in the Nordic 44 Test and Kundur Two Area Test. Initially, the power system network

is brought to a steady-state condition in order to test the voltage variation following a

fault or disturbance in the system.

In this thesis, simulation time series from the Nordic 44 Test or Kundur Two Area are

used to test the dynamic load model. Our presumption is that utilities and system

operators routinely assess N-1 contingencies. The system is already safeguarded from

these unforeseen events. As a result, we first provide a brief overview of the DynPSSimpy
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and networks. Next, three separate simulation tests are run using the Kundur Two Area

system 0r Nordic 44, and the results of each test are shown in the subsections that follow.

4.1 Dynamic Power System Simulator in Python

This program, DynPSSimpy, is an alternative to the DigSilent PowerFactor program

and this software tool has been developed by Doctoral student Hallvar Haugdal [53]. It

is mostly used to simulate electric power transmission network. It offers several valuable

features and is mostly used for steady state (load flow) and dynamic studies (fault appli-

cation). Moreover, it is utilized to develop and implement dynamic models as well as to

simulate power systems. Article [54] covers the working principles of the software, which

is an open-source package for running dynamic RMS simulations of preferably small to

medium-sized power systems. This software have several benefits, including flexibil-

ity, transparency, and expandability. As a consequence, the package could arguably

benefit researchers and students by providing a foundation for developing an intuitive

understanding of power system operation and control due to the requirement of creating

self-made models that require real-time interaction and a fundamental understanding of

their operation. Furthermore, the package is entirely built within a Python environment,

promoting the use of built-in Python packages and libraries, which proves to be tedious

and complicated to interact with for other available software [54]. The package relies

on the Differential-Algebraic Equations (DEAs) describing the dynamics of the system.

The set of dynamic equations from generating units and dynamic loads be represented

by Equation 4.1 and the set of network equations be represented by Equation 4.2

ẋ = f(x, y) (4.1)

0 = g(x, y) (4.2)

It is further based on solving linear equations on the form Y V = Iinj , where Y is

the system admittance matrix, V is bus voltage and Iinj is the injected bus current.

Therefore, current injection models are favoured because of their easy of interaction with

the rest of the system. The dynamic simulations, on the other hand, rely on solving

Ordinary Differential Equations (ODEs) and allowing the use of any suitable integration

method, allowing the user to describe on the trade-off between computational burden and

solving accuracy by selecting appropriate solvers in the Python environment. This thesis

is utilizing an new version of the package 2021, the dynamic load models are presented

by class shown in Figureure 4.1. It substantially simplifies the implementation of new

models and provides a more visible and understandable framework. The model given

by 3.4 has been validated for all the cases presented.
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Figure 4.1: Class of Dynamic Load Model in Python

4.2 Network Description

In this section, two networks are presented and tested in the case studies. The first

network is a simple network, which is known as Kundur Two Area System. This net-

work has only two area modes. The second network is complex and realistic network,

which is known as Nordic 44 Test system. The network model comprises information on

buses (total numbers and types), line and shunt impedances, the power generated and

load demands. Dynamic information includes transient characteristics of generators,

exciters, governors, and loads. The dynamic simulation is valid in both networks for

testing the system stability. Therefore, in this thesis we prefer to use a simple network

system to verify the dynamic load model. The following subsections are presented in

the description of both networks.
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4.2.1 Nordic 44 Test System

Nordic 44 Test is an aggregate dynamic power system simulation model designed for

analysis of dynamic phenomena in the Nordic power grid. This network was initially

developed at the Norwegian University of Science and Technology (NTNU) and had

gone through many iterations before reaching its current version [55], and the system

parameters used for this thesis can be found in Appendix [A]. The Nordic 44 Test is

among the largest and most complicated systems, including Norway, Sweden and Finland

as shown in Figure 4.2. It is divided into distinct areas, ie. in Norway there are eight

areas [NO1, NO2, NO3, NO4, NO5, NO6, NO7 and NO8], Sweden is divided in four

areas [SE1, SE2, SE3 and SE4] and only two areas in Finland [FI1 and FI2]. The total

number of buses in this network is 44, implying that the name of the network is derived

from those buses. There are a total of 12 transformers in the network, with nine of them

in Norway, and the rest in Sweden. It consists of 61 generators with various control

systems such as exciter, turbine, governor and stabilizer. However, not all generators

are installed with governors and AVRs, and for those with these control systems, they

will be the same for all generators. It also comprises 67 transmission lines with 420

kV and 300 kV, as well as 43 loads in various nodes. Furthermore, this test network is

used to evaluate the performance of the different implemented units in a large and more

complicated system than the estimate and straightforward Kundur Two Area system.

It is presumed that the dynamic load model is connected at Hasle station in this test

network.

Figure 4.2: Nordic 44 Test System one-line diagram
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4.2.2 Kundur Two Area System

Kundur Two Area Test system is a simple and an estimate power system model that

is used for a wide range of research related to operation and control. It was originally

developed by Kundur in 1991 for simulating the interactions between different areas

connected by weak grids [56]. It consists of 11 buses, 4 generators with different control

systems exciter, turbine, governor and stabilizer, and 8 transmission lines with 230

kV and 20 kV, and only two loads in Bus 7 and Bus 9. The overall parameters of this

network are list in Appendix [B]. Furthermore, a slightly modified of the system is shown

in Figure 4.3. Dynamic load model represent any load component having a controllable

power injection to the network. For this thesis, Kundur Two Area will mostly be used for

testing purposes and for verifying the implemented models as expected in the simulation

results.

Figure 4.3: A single line diagram of Kundurs Two-Area System
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4.3 Case Study

In this simulation study, three different case studies are tested. The first case test is a

single line trip on the system, with different parameters of the dynamic load model. In

this case study the system will be verified as a dynamic load model. The second case

study is the impact of the load model on the voltage stability. By applying multiple

transmission lines trips with different values of recovery time constants and a comparison

of the results at different values of the steady-state load exponent, ie. nps = 0 and

nps = 2. The third case study is on the impact of the load models on the power

oscillation. On the third case, a short circuit event is applied. The dynamic load model,

which is briefly described in Chapter 4, is connected in Hasle station or Bus 9 at zero

second, respectively, in Nordic 44 Test or Kundur Two Area Test. Their initial parameter

of power input and nominal bus voltage of the dynamic load model in Kundur Two Area

are constant and their values are 0.058 p.u. and 1 p.u., respectively.

4.3.1 Case 1: To Verify the Load Models

In this case we used a Kundur Two Area network, to verify the dynamic load model

response when an incidence occurred in the system. The load model is known as dynamic

load model, only if the steady-state and transient load exponents are not equal. Thus,

we test this combination of load exponents, and consider the steady-state load exponent

equal to zero, ie. the value of nps = 0, whereas the transient state load exponent was

equal to two, i.e npt = 2, while the recovery time constant would be varied [0.1, 1 10], as

the parameters are shown in Table 4.1. In Kundur network, the dynamic load model was

connected in Bus 9 and their initial input power was set P0 = 0.0586. For a particular

operating point in Kundur network, additional load in a specific pattern increases, which

causes a voltage collapse. It is called the load margin. For this network the load margin

was 58.6MW . This indicates that the power generated must be equal to the demand

plus the line losses. In the power system network there are many factors that the system

would oscillate and voltage-step is achieved due to sudden load change, short circuit and

line outages.

In this case, L-7-8-1, one of the double transmission lines between Bus 7 and Bus 8,

was tripped, at 1 second. The objective of this case study , as stated in the preceding

paragraph, is to validate the dynamic load response caused by step-voltage in the system

with different recovery time constant. As is common knowledge, the system’s bus voltage

is lowest in the area that is overloaded. The weakest bus voltage in the Kundur Two

Area system was on Bus 8. This is due to the long transmission line. It can be seen

from a single line diagram Kundur network that the power flowing between these lines
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are equal to 400MW. A line outage of one of these tie lines is presumed to impact

the dynamic load model response, however, the system stability was not significantly

influenced.

Figure 4.4: Case 1: One line was tripped in Kundur Two Area System, L-7-8-1.
Voltage drop at Bus 8. When the steady-state load exponent is equals to zero, transient
load exponent equal to two and recovery time constant are varied. Dynamic load model
respond were varied due to the recovery time constant. Left and right vertical axis refers

to voltage magnitude and desired power response, respectively.
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Table 4.1: Parameters of the dynamic load models with different recovery time con-
stant

V0 P0 ntp nps Tp

1 0 2 0 0.1
1 0 2 0 1.0
1 0 2 0 10

Table 4.2: Parameters of the constant resistive load models with different recovery
time constant.

V0 P0 ntp nps Tp

1 0 2 2 0.1
1 0 2 2 1.0
1 0 2 2 10

The simulation result in Figure 4.4 presents the dynamic load model response to the

step-voltage due to the one line outage in the system. The voltage magnitude at Bus

8 was step reduction, after a single line was tripped. Figure 4.4 presents the voltage

magnitude and dynamic load model response in one Figure with two scales, left and

right vertical axis, respectively. The solid lines refer to the voltage magnitude and the

dotted lines refer to desired power. The voltage magnitude at Bus 8 has dropped from

0.925 p.u. to 0.785 p.u., by 15.13% when the steady-state load exponent equals to zero

and the transient load exponent equals two. However, the recovery time constant varies

in this case test, the voltage magnitudes at the weakest node are approximately equal.

These overlapping curves of different values of recovery time constant [0.1, 1.0 10] are

highlighted in solid red, green and blue colors, respectively. On the other hand, when

the steady-state load exponent is equal to two, the voltage magnitude at the weakest

bus in the system is reduced by 11.89% in all recovery time constant parameters Tp.

This is reflecting that the voltage magnitude was not influenced by the recovery time

constant when both the steady-state load exponent and transient load exponent were

resistive loads, ie. nps = 2 and npt = 2, as shown in Table 4.2. Therefore, the CRL

model is in quadratic relation with the voltage magnitude. As a result the load response

is fluctuated with voltage variation. Furthermore, this model could not be affected by

the recovery time constant. Both the step voltage and dynamic load response were

presented in Figure 4.4. From this case study, a voltage-step occurred in the overloaded

area in the system due to a small disturbance and the dynamic load model response

appropriately as a load-voltage dependence. Thus, the power system state returns to

identical or close the pre-disturbance operating point.

43



Chapter4 Section 3

Figure 4.5: Case 1 One line was tripped in Kundur Two Area System, L-7-8-1, and
dynamic load model response varies according to the recovery time constant

Furthermore, the dynamic load model is used to detect the events and provide a response

depending on the recovery time constant as shows in Figure 4.5. When the recovery

time constant was extremely small, the dynamic load model was responding rapidly as

compared to the longer recovery time constant. From the simulation results, the solid

red line has small recovery time constant and desired power responses quickly. It reaches

quickly initial power input of the dynamic load model and fast oscillation as compared

with the longer recovery time constant. When a longer recovery time constant was

applied in the system, dynamic load model response was slower and it took time to

reach its initial input power, for example the solid blue line has 10 seconds of recovery

time constant. It is observed that the recovery time constant is an important parameter

for the dynamic load response. When the steady-state load exponent was set to two,

the system was still stable, but the desired output power, Pd did not reach the input

power, P0. This shows that the model refers to a static behaviour.

In general, the network systems have been designed to fulfill the N-1 contingency, re-

flecting that the system was stabilized after several seconds even if a single line was

disconnected. However, the transmission line was overloaded and all the power will flow

across the remaining line as shown in Figure 4.7. This indicates that the system has not

met the reactive demand, and the short length of the transmission line helps the sys-

tem in stabilizing. Usually, but not always, voltage collapse involves system conditions

with heavily loaded lines. From the previous simulation results, our load models were

presented for flexible loads as a dynamic load model. The dynamic load model can be

injected or extracted as power into the system. When the system was overloaded in a

specific bus, the dynamic load model detects and responds sufficient amount of power

into the system.
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Figure 4.6: Case 1 One line was tripped in Kundur Two Area System, L-7-8-1, and
dynamic load model response varies according to the recovery time constant and load

exponent

Figure 4.7: Case 1 One line was tripped in Kundur Two Area System, L-7-8-1. The
load flow of the transmission line, L7-8-2, was overloaded and the desired power output
of dynamic load model respond differently according to the recovery time constant, left
vertical axis scale refers to load flow, while the right vertical axis refers to desired power

output of dynamic load model.

The total power transfer from Area 1 to Area 2 was increased by 0.0586 p.u due to an

injection of dynamic load model at Bus 9. This amount of power is transferred through

the double transmission lines and share the load flow. When a fault was applied in

the system, all power transferred from Area 1 to Area 2 through one line. As a result

the remaining line was overloaded. Figure 4.7 presents both the load flow though the

remaining line and the desired power output of the dynamic load model. Vertical axes

are presented with different scales for load flow and desired power Pd, left and right,

respectively.
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In the earlier event, the network system was stable after one transmission line was

tripped. To verify this, the dynamic load model could also be tested in instability

condition. Therefore, in addition to the transmission line being tripped, a sudden load

change was applied to the system. Due to those two events, the system might collapse.

This depends on the amount of sudden load change in Bus 9. Moreover, it also slightly

depends on the recovery time constant as we have shown in Table 4.3. Therefore, sudden

load change causes system instability. For instance, additional load was applied in Bus

9, 303 MW and one breaking line was still in the system. This will also lead to voltage

collapse, and the node voltage of the system decreases continuously until voltage collapse

finally appears. Figure 4.8 shown only the main part of the simulation. Both the desired

power output and voltage magnitude at Bus 9 were oscillated and collapsed, right and

left vertical axes indicate the scales, respectively. For small recovery time constant, the

system was quickly oscillated and voltage collapsed. In order to prevent voltage collapse,

the dynamic load model injects positive current into the system and the system will be

stable near the operating point. Therefore, dynamic load model can work like a controller

by taking action to stabilize the system, by either injection or extraction. In case where

the loads are supposed to be reduced based on the measurements in the system, this

is simulated by having the dynamic load model inject positive current to the system,

which in turn adjusts the net power demand at this bus. For case where an increase in

the load demand is needed, injection of negative current to the grid represents increased

power demand at the current bus. This action can be performed by moving the control

button right or left, as shown in Figure B.1.

Table 4.3: Sudden load changes and boundary limits

V0 P0 ntp nps Tp Not Oscillated Oscillated

1 0 2 0 0.1 < 286 > = 286

1 0 2 0 1 < 289 > = 289

1 0 2 0 10 < 295 > = 295

1 0 2 2 0.1 < 303 > = 303

1 0 2 2 1 < 303 > = 303

1 0 2 2 10 < 303 > = 303
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Figure 4.8: Case 1 One line was tripped in Kundur Two Area System, L-7-8-1 and
sudden load change in the system at Bus 9 with 303 MW. Thus, the system was collapse
and the desired power output of dynamic load model respond differently according to

the recovery time constant.
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4.3.2 Case 2: Impact of Load Models on the Voltage Stability

This case study is intended to demonstrate the impact of dynamic load models on

performance of voltage stability. It is based on the load exponents, ie. nps and npt.

Parameter values were the same as in the previous case. The dynamic load model was

applied at Bus 9 from the beginning of the simulation and the initial power input is

set 0.058 p.u.. In this case, line outages cause instability of the system and voltage

collapse. The double transmission lines, L-7-8-1 and L-8-9-1 between Bus 7 and Bus 9,

were tripped at 1 second and total simulation time was 50 seconds. In all load models

the system was unstable and oscillated in different time frames regarding the recovery

time constant. However, the simulation results were presented only the main part of

the simulation in Figure 4.9, illustrating the tripped lines occurred at 1 second. Special

attention should be given to the weakest bus voltage areas in the system. The voltage

magnitude at the weakest bus voltage will drop rapidly. It shows that the system was

collapsing rapidly when the recovery time constant was extremely small. The solid

red line was oscillated rapidly, because its recovery time constant was only 0.1 second,

whereas the other simulations were also oscillated later. This delay is depending on the

recovery time constant. This is reflecting that the dynamic load model was depending

on the recovery time constant. When the recovery time constant has long duration, the

voltage at a bus drops slowly and takes time to collapse the system.

Figure 4.9: Case 2: when two lines were disconnected in Kundur Two Area System,
L-7-8-1 and L-8-9-1. Voltage magnitude at Bus 8 was collapsed drops to zero. When
the steady-state load exponent is equals to zero, transient load exponent equal to two
and recovery time constant were varied [0.1, 1.0 and 10]. Solid black line refers to the

constant resistive load model, ie. nps=2 npt=2
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From the simulation results, we observe that when the steady-state load exponent was

zero, nps = 0, the voltage magnitude at most loaded area was dropped and oscillated

rapidly beyond the limitation. This indicated that the system reached its reactive de-

mand, as a result the system was collapsing. Area 1 and Area 2 were splitted and the

rotor angle of the generators was rising. Where the steady-state load exponent was

set to two, nps=2, it implies CRL model. In this model, the voltage magnitude at

Bus 8 was decreased slowly and it reached stable condition, which was almost 0.24 p.u

below the initial voltage magnitude as shown in Figure 4.9. There was not a voltage

collapse and the system was stabilized in new equilibrium condition. This is reflecting

that the voltage magnitude of CRL model did not depend on the values of recovery

time constant. Thus, this load model did not depend on the recovery time constant,

only if the steady-state load exponent and the transient load exponents were equal val-

ues. Mathematically, the desired output power of the resistive load model has an input

only from the transient state as a function of voltage, Pt. The transfer function of the

model product was zero. Because both the steady-state power and transient power have

equal values, they cancel each other. Thus, the desired output power of CRL model was

depending on the transient power, Pd = Pt. This refers to static load model.
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Figure 4.10: Case 2: Two lines were disconnected in Kundur Two Area System,
which is L-7-8-1 and L-8-9-1. then compare the voltage magnitude at bus 8 when the
steady-state load exponent were set zero and two, ie. nps=0 and nps=2, while the
transient load exponent was set two, npt=2. And recovery time constant was set ten,

Tp=10.

The dynamic load model detected the system disturbance and provided the response

regarding the values of the recovery time constant parameters. Thus, the smallest Tp
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in our tests equals to 0.1, and the dynamic load model provided a more rapid response

than other values of Tp. First disturbance occurred due to the initial input power of

the dynamic load model set 0.058 p.u. The system has small oscillation and becomes

stable at close the operating point. The main fault in this case was two line outages

at 3 seconds, but the simulation result shows only the main part of the simulation.

From the simulation results, the desired output power of the dynamic load model varied

according to the recovery time constants. Thus, when the recovery time constant was

set to small values, the desired output power reached rapidly the initial input power of

the dynamic load model. In contrast to small recovery time constant, in large recovery

time constant the desired output power was somehow delaying the time of which the

instability was presented. It can be shown as in Figure 4.11 that the desired output

power of the dynamic load model oscillates, since the system was collapsing. Therefore,

the desired power output of the dynamic load model is also depending on the recovery

time constant when the steady-state load exponent value was not equal to the transient

load exponent. However, the resistive load models did not depend on the recovery time

constant and the system was still in stable condition. The desired output power was

responding slowly, but it did not reach to the initial input power. The solid black line

in Figure 4.11 shows the resistive load model response.

Figure 4.11: Case 2: Two line were disconnected in Kundur Two Area System, L-7-
8-1 and L-8-9-1. The dynamic load model were response in different scales. The desired
output of power depends on the parameter of the dynamic load model, such as nps,
npt, and Tp. In this case both the steady-state load exponent and transient exponent
are constant values zero and two, respectively, while the recovery time constant were
varied [0.1, 1.0and 10]. Whereas, the solid black line refers load flow of the constant

resistive load model was applied in the system
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The load flow on the remaining transmission line becomes overloaded, which is L-7-8-2

and L-8-9-2. It was almost double compared to the pre-fault condition, especially when

the recovery time constant was selected as a large value. This is reflecting that all the

transferred power from Area 1 to Area 2 flows through the remaining transmission line.

Figure 4.12 shows that the line-outages occurred at 3 seconds. As a result, the simulation

of the solid blue color, Tp = 10, was oscillated later since the recovery time constant was

larger than for the solid red and green color, Tp = 0.1 and Tp = 1.0, respectively.

Figure 4.12: Case 2: Two transmission lines were disconnected in Kundur Two Area
System, L-7-8-1 and L-8-9-1. The load flow across the remaining transmission line,
L-7-8-2 and L-8-9-2, were double and oscillated. The steady-state load exponent was
equal to zero, the transient load exponent was two and the recovery time constant were
varies [0.1, 1.0 and 10]. Whereas, the solid black line refers load flow of the constant

resistive load model was applied in the system.
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4.3.3 Case 3: Impact of Load Models on the Damping and Power

Oscillation

In this case we consider that the entire load of the Nordic 44 network will be replaced

with either constant power load model, constant current load model, constant impedance

load model or dynamic load model as presented in Table 4.4. All generators connected

to an AC interconnected transmission system are synchronous with each other at the

same frequency, 50 [Hz]. Due to the gradual reducing of the entire load in the system

and gradually rising the load models in the system, immediately following a system

disturbance, the generators begin to oscillate relative to each other, causing fluctuations

in the system frequency, line loading and system voltages. During the transition of load

models, there were oscillations and the frequency variations were approached or near to

the nominal frequency. Since these changes are small disturbances, they can not cause

loss of synchronism unless the system is operating at, or very near, its steady-state

stability limit.

The entire load in Nordic 44 system was represented by CRL Z as shown in the Appendix

[A]. It should also be replaced with a CRL model, ie Znew. The main idea is to change

the load in the system so that the load characteristics are changing from season to season,

weekdays to week-ends and from hour to hour. Moreover, today’s demand system was

dominated by CPLs, such as electric vehicles, Tv, computers etc. In Nordic countries,

most types of loads are CPL model in summer times, while in winter times resistive

load dominate the demand. To compare which of these models were worst or best

damping, the comparison should begin in the same level of the initial operating point.

Therefore, replacing of load process was applied in the beginning of the simulation and

their duration was 150 seconds in this case.
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Table 4.4: Type of load Models

Types of load models Nps Npt

Constant Power load model 0 0

Constant Current load model 1 1

Constant Resistive load model 2 2

Dynamic load model 0 2

Figure 4.13 presents the load replacing the load system into the designed load model

that is used in this thesis. It presents only the first few seconds of the simulation shown

in the plot. From this simulation it was observed that the solid black color refers to CPL,

which was a small damping of oscillation compared with other models. In the beginning,

there was a fluctuating of the generator speed, but the system was stable after some

seconds in all replacing models, either above or below the near operating point. At 60

seconds of the simulation, different load models were almost equal frequency. Thus, the

events were applied at 60 seconds in this case. There are many factors contributing

to the system losing its synchronism, such as short circuit, line outage or load change.

From those events, a short circuit happens often from time to time and these are cleared

rather quickly. The fault duration time was the major factor in determining the system

stability.

Figure 4.13: The entire load of the system will be replaced by the load models. Where,
CPL represents for Constant Power Load Model, CCL- Constant Current Load Model,
CRL - Constant Resistive Load Model and DLM- Dynamic Load Mode nps=0npt=2,
solid green, black, red and blue color line, respectively. There is a small fluctuation in

the system and different damping of oscillation.
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Different load models have varied critical clearing time based on the system stability,

as obtained from the simulation result by trial and error analysis of the system in

DynPSSimpy software. The critical clearing time, CCT, is defined as the maximum time

interval by which the fault must be cleared in order to preserve the system stability. In

other words, CCT is the time when the rotor would have moved to the critical clearing

angle. If the clearing time of the fault is beyond the critical clearing time the system will

be unstable. Figure 4.14 shows that different clearing time has different oscillation, and

the voltage system becomes only oscillated when the clearing time is below CCT, for

example 50ms and 200ms. On the other hand, if the clearing time is 300 ms or beyond

the CCT, the voltage system collapses. Therefore, the total time duration by the fault

should be less than the CCT for stable operation of the system. The CCT lies obviously

in between 200ms and 300ms. It is assumed that 200ms of the clearing time would be

used in the case of all models, ie. 10 cycles. This helps to check which load model would

be higher damping or less.

Figure 4.14: Impact of clearing time on voltage stability at Bus 3359. A short circuit
is applied at Bus 5100 and the fault duration were lasting 50ms,200ms and 300ms,

represent in black dashed, solid green and solid red, respectively.
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Table 4.5 summarizes critical clearing time obtained for the system with different load

models. Those values are the maximum fault duration for which the system remains

transiently stable. This is reflecting that CPL has higher CCT than the CRL. Because

the load is not dependent on the voltage in CPLM, it is a constant load. As the voltage

decreases due to the fault, the power load is kept constant when the reactive current in

the system is increasing. The negative incremental resistance instability of CPLs can

cause the voltage to collapse or the system to oscillate by small signal stability problems.

Thus, the CCT takes longer in CPL as compared to other models. Whereas, load in

CRL is depending on the voltage squared so that it has very short CCT. When the

voltage decreased in the CRL, it might lead to transient instabilities or rapid voltage

collapse.

Table 4.5: Critical clearing time of load Models

Types of load models Critical clearing time

Constant Resistive load model 210ms

Constant Current load model 270ms

Constant Power load model 255ms

Dynamic load model at Nps =0 & npt =2 205ms

In order to show the effect of the load model on damping of the oscillation system,

different load models are replaced in the Nordic 44. The load exponents npsand npt

will be altered for each simulation in order to see how the damping in the system get

affected by the different characteristics. The areas vulnerable to voltage collapse or

the critical loads can be identified with participation factors. Eigenvector is not as

effective as the participation factor, as demonstrated by the results of varying the load

parameters. Participation factors reveals that generator G3359-1 contributes the most to

this poor damped oscillation mode. Even though, these eigenvalues lie in the LHP (left

hand plane) and correspond to oscillatory stable modes. Eigenvalues analysis approach

is used to evaluate the power oscillation λ = α + jβ and it was obtained from the

participation factor, using those Equation 4.4 and 4.3, to evaluate the damping ratio

and frequency of oscillation, respectively.

ω0 =
β

π
(4.3)

ξ =
−α√
α2 + β2

(4.4)

Different models are represented in Table 4.6, to compare those models after the short

circuit was applied in the system. From the simulation results in Figure 4.15, it turns

out that a CPL has shorter oscillation than the other load models. It is clearly seen
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Table 4.6: Generator 3359-1, Eigenvalues, natural frequency and damping for electro-
mechanical modes.

Load Model Nps Npt Eigenvalue Nat.freq rel.damping Percentage
α+ jβ ω0 ξ %

[ radsec ] [Hz]

CPL 0 0 -1.11+j8.4 8.4 1.3369 0.1310 13.10 %
DLM1 0 1 -1.1+j8.4 1 8.41 1.3385 0.1297 12.97 %
DLM2 0 2 -1.02+j8.69 8.69 1.3831 0.1166 11.66 %

DLM3 1 0 -1.11+j8.4 8.4 1.3369 0.1310 13.10 %
CCL 1 1 -1.07+j8.53 8.53 1.3576 0.1245 12.45 %
DLM4 1 2 -0.996+j8.57 8.57 1.3639 0.11544 11.54 %

DLM5 2 0 -1.11+j8.4 8.4 1.3369 0.1310 13.10 %
DLM6 2 1 -1.06+j8.55 8.55 1.3608 0.1230 12.30 %
CRL 2 2 -1.03+j8.6 8.6 1.3687 0.1189 11.89 %

that the load model has a great effect on the speed responses, and CPL has a larger

damping ratio as compare with the CRL or other models. This model is invariant and

allows loads with a stiff voltage characteristics nps = npt = 0 to be represented. From

this model, it is observed that replacing the loads with CPL worsens the response of

the system oscillation. Whereas, the CRL has a low damping ratio and high oscillation.

Therefore, the stability of the power system for changes in dynamic load parameters is

determined by comparison. Depending on the load parameters, damping might be worse

or best.

Figure 4.15: Impact of different load model in speed response in system. A short
circuit is applied at Bus 5100 and the fault duration was lasting 10 cycles
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Figure 4.16 and 4.17 represent the speed response and the voltage variation due to the

impact of the percentage of CPL in the system, respectively. This was chosen to study

the effect of CPLs on the system when the short circuit was applied into the system.

Percentages of CPLs were zero, quarter, half and full in the system, and the rest were

represented in the network CRLs. These 4 scenarios were simulated in 0%, 25%, 50%

and 100 % of CPL. In the first transition period, the speed of the generators oscillated

higher in 100% CPL. After a couple of seconds the system was returned to equilibrium

point faster when CPL was 100%. From the simulation it is observed that when the

percentage of the CPL increased gradually from 0% to 100%, the system was closer to the

initial operating point. The results indicate that for a larger percentage of CPL, there

is a larger stability margin in the system. As mentioned previously, the voltage dips on

the CPL was a worse case than the others. When the percentage of the CPL increased

in the load system, it was difficult to control the voltage drops, because the load power

was constant and independent on the voltage. Actually, the CCL is unnecessary as it

is nearly equivalent to 50 percent CRL combined with 50 percent CPL, as shown in

Figure 4.18 and 4.19. It has been found convenient to retain the CCL as it is simple to

understand and is frequently used in the absence of more complete data. It is interesting

that CCL can be represented by a combination of CRL and CPL with adequate accuracy

because this simplifies the load representation.
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Figure 4.16: Impact of increasing constant power load model percentage in Speed
response after a short circuit is applied at Bus 5100 and the fault duration was lasting
10 cycles. Solid black, green, blue and red colors refers to zero, quarter, half and full

percentage of the constant power load in the system.

Figure 4.17: Impact of increasing constant power load model percentage in Voltage
variation after a short circuit is applied at Bus 5100 and the fault duration was lasting
10 cycles. Solid black, green, blue and red colors refers to zero, quarter, half and full

percentage of the constant power load in the system
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Figure 4.18: Impact of load model on power oscillation after a short circuit is applied
at Bus 5100 and the fault duration was lasting 10 cycles. Solid black, green, blue and
red colors refers to CPL, CCL and CRL 100 percent, respectively, of the entire load in

the system

Figure 4.19: Impact of load model on power oscillation after a short circuit is applied
at Bus 5100 and the fault duration was lasting 10 cycles. Solid black, green, blue and
red colors refers to 0% CPL, 50% CPL and 100% CPL, respectively, of the entire load

in the system
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Changing the entire load in the system with different percentages of CPL had a fluctu-

ation on the power transfer. It was presented in the Figure 4.20 that the load flow from

Hasle Bus 5101 in Norway to Ringshal Bus 3359 in Sweden was constant When there

was 100% CPL in the system. Whereas, a combination of different load models had a

fluctuation in the transfer of power from one station to the other station. Observing that

the increasing of CPLs in the system had a detrimental effect on the voltage stability. As

a consequence, fast reactive power compensation will increase the power transfer capa-

bility of the power system and can, in this sense, help increase the robustness. Besides,

it helps the stability margins of the power system.

Figure 4.20: Impact of increasing constant power load model percentage in load flow
from Bus 5101 to Bus 3359 after a short circuit is applied at Bus 5100 and the fault

duration was lasting 10 cycles.

From this simulation it is observed that the system was affected by replacing with CPL.

This is reflecting that as the percentage of penetration increases, there is a worse response

of the system to restore the voltage. Moreover, this is related to the low sensitivity of

these loads and there is a greater amount of fixed power. As the voltage gradually

decreases there is a huge amount of current flow through the transmission line. If the

step voltage occurred in the system, this model is more difficult to return the voltage to

its original state.
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Both voltage recovery and load recovery of dynamic load model are depend on the load

exponents and recovery time constant. As aforementioned, the recovery constant has

a significant issues in the voltage stability, and power response has also influenced by

recovery time constant. Here, we used recovery time only Tp=10, and the simulation

result shown in Figure 4.21 and 4.22.

Figure 4.21: Load recovery after short circuit was applied in Bus 5100. Different
values of load exponents has variety responses such as a converter response when steady-

state load exponent was 1 and transient load exponent equals zero.

Figure 4.22: Voltage recovery after short circuit was applied in Bus 5100. Differ-
ent values of load exponents has variety responses, for example a converter response
when steady-state load exponent and transient load exponent are 1 and 0, respectively,

ie.nps=1 npt=zero. Recovery time constant was 10.
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4.4 Discussion

This section covers the discussion and summarizes the findings from the results and

simulations. The dynamic load model was once again validated by checking how the

model responds to a fault in both the Kundur Two Area and the Nordic 44 Test. The

Nordic 44 test system is an aggregated model, and by default the load was a CRL.

To check the model was working as load-voltage dependence, a short circuit fault was

applied in Nordic 44. The load model responses were varied according to the selected load

exponents. Therefore, the developed model is an acceptable, simplified representation of

the detailed load characteristics. However, certain things should be clarified regarding

the simulation results.

The simulation tool used in this thesis is DynPSSimpy. This is one example of open

source software. This supports static analysis such as power flow analysis, contin-

gency analysis, etc. and dynamic analysis such as fault analysis, stability analysis,

etc. DynPSSimpy contains extensive libraries for generators and their control systems,

as well as static and dynamic load models. Working with DynPSSimpy gives you a

lot of freedom. This allows you to implement all the models you might want, without

getting caught within the confines of the models implemented in commercial software.

It also has the capability to work in graphical user interface (GUI) mode. Further-

more, this software applies the linear analysis tools to find the eigenvalues of matrix A,

participation factors, and mode shape.

In this thesis, the impact of load models on voltage stability has been investigated. The

frequency dependency of the load is ignored in voltage stability studies because it has

little impact. Due to a fault condition, we obtained a step voltage in the system. It deals

with the modeling of high-voltage bus load models for use in voltage stability studies.

As mentioned, the load models used in this investigation are static and dynamic load

models. Both types of load models play a significant role in voltage stability. When

the entire load is only constant impedance, there will be no stability issue due to loads.

Because the power consumed by the constant impedance type of load decreases with

the system voltage, However, constant power load models mostly affected the voltage

stability. In this type of load, the total power consumed by the load was constant

irrespective of the fluctuation in bus voltage. When the voltage of the system decreases

due to a fault or contingency, the CPLs draw more current to keep the load constant. As

a result, the additional current drawn from the system increases the system losses and

voltage drop in the transmission line, which further decreases the bus voltage. Thus,

CPL supports the voltage instability phenomenon. Moreover, the nature of the nonlinear

dynamic loading model has been shown to be an important factor in determining voltage
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fault dynamics. We observed that the voltage stability of the power system depends not

only on the load composition but also on the recovery time constant.

Impact of load model on the power oscillation has been simulated. From the simu-

lation result, the most important characteristic of a CPL is its negative incremental

resistance. This indicates that the consumed power remain constant when voltage de-

creases gradually due to a fault, the load current increases gradually, and vice versa.

The negative resistance reduces system damping and can lead to instability or unac-

ceptable oscillation response when a significant of system power is consumed by such

CPL. Thus, CPL has a critical damping in system and difficult to find the unstable

mode. For the CRL, if the load voltage decreases, then the load current also increases,

ie. it has positive incremental resistance relationship. Thus, the importance of the load

model uncertainty was considered. to accomplish this, load parameters were randomly

adjusted, with damping determined for each set of load exponents. This study indi-

cated that the predicted damping levels might have a broad range. It was shown that

dynamic load modes might not only impact the damping of electromagnetic modes, but

also which generators participated in the mode. This participation may fluctuate as the

load characteristics change.
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Conclusion

This chapter contains the primary study outcomes, as well as development and imple-

mentation of a dynamic load model and real-time simulation, together with dynamic

simulations conducted in Python. This thesis has illustrate the study of voltage stabil-

ity performance obtained by accurate dynamic load model. It is critical that the power

system operators grasp power system stability concepts. Despite the fact that teaching

power system is challenging owing to the limited availability of actual network trials, dy-

namic simulation experiences have proven to be beneficial for new operations in dealing

with forthcoming power system management and operational issues. Furthermore, the

training simulator is an excellent tool for familiarizing operators with a potentially se-

vere situation. In this thesis, the DynPSSimpy software provides various advantages for

operators and researchers. The performance of the installed DLOADs is validated using

a series of non-linear simulations that take into account the differential-and algebraic-

equations that describe the system’s dynamic.

The ultimate goals of this thesis was to produce appropriate dynamic load model for

voltage stability studies. Accurate dynamic load models enable more exact estimates

of power system controls and stability limits, which are essential in the power systems

planning and operation. While inaccurate load modelling could lead to a power system

operating in modes that result in actual system collapse or separation. In static load

model, where the load is represented as a constant impedance, constant current and

constant power, or a combination of these three, are commonly used in current stability

and control computer programs. From system stability point of view, the CPL type

load representation is the most severe representation. Because of its effect in amplifying

voltage oscillations, a drop in voltage will cause an increase in load current resulting

in further voltage drop. Conversely, CRL s have a decided damping effect of voltage

oscillations. These static load models are adequate for some types of dynamic analysis,
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but not for others. Therefore, it is a strong need to develop an accurate dynamic load

model.

Further, since only voltage dependent loads have been used in this thesis, another im-

portant issue that will be investigated in the future will be the inclusion of both voltage

and frequency dependent load in the power system. With the advent of communication

methodologies over the last decade, instrumentation and automatic records are now

available which may make it feasible for utilities to obtain load characteristics without

test. Further work By installing the PMUs at specific buses, whenever a system distur-

bance occurs, pertinent data can be recorded and even transmitted to a digital computer

for analysis. Thereby, the innovative Digital Twin is one of the most promising concepts

as it addresses increasing requirements in terms of dynamic effects, modelling accuracy

and operator awareness.
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Appendix A

This appendix provides the system data of Nordic 44 test network and Kundur Two

Area test network used throughout this thesis.

A.1 Nordic 44 Test

A.1.1 Generator Parameters Nordic 44

The generator data for the Kundur Two Area test network are presented in Table A.1

A.1.2 Transmission Line Parameters Nordic 44

The transmission line data for the Kundur Two Area test network are presented in Table

A.2.

A.1.3 Load Parameters Nordic 44

The load data for the Kundur Two Area test network are presented in Table A.3.

A.1.4 Transformer Parameters Nordic 44

The transformer data for the Kundur Two Area test network are presented in Table

A.4.
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Table A.1: Generator Parameter Nordic 44

name bus Sn Vn P V H D Xd Xq Xdt Xqt Xdst Xqst Td0t Tq0t Td0st Tq0st

G3000-1 3000 1300 0 550 1 5.97 0 2.22 2.13 0.36 0.468 0.225 0.225 5 1 0.05 0.05
G3000-2 3000 1300 0 550 1 5.97 0 2.22 2.13 0.36 0.468 0.225 0.225 5 1 0.05 0.05
G3000-3 3000 1300 0 0 1 5.97 0 2.22 2.13 0.36 0.468 0.225 0.225 5 1 0.05 0.05
G3115-1 3115 1450.62 0 1175 1 4.741 0 0.946 0.565 0.29 0.565 0.23 0.23 7.57 1 0.045 0.1
G3115-2 3115 1450.62 0 1175 1 4.741 0 0.946 0.565 0.29 0.565 0.23 0.23 7.57 1 0.045 0.1
G3115-3 3115 1450.62 0 1175 1 4.741 0 0.946 0.565 0.29 0.565 0.23 0.23 7.57 1 0.045 0.1
G3245-1 3245 1234.57 0 1000 1 3.3 0 0.75 0.5 0.25 0.5 0.15385 0.15385 5 1 0.06 0.1
G3249-1 3249 1357 0 1042 1 4.543 0 1.036 0.63 0.28 0.63 0.21 0.21 10.13 1 0.06 0.1
G3249-2 3249 1357 0 1042 1 4.543 0 1.036 0.63 0.28 0.63 0.21 0.21 10.13 1 0.06 0.1
G3249-3 3249 1357 0 1042 1 4.543 0 1.036 0.63 0.28 0.63 0.21 0.21 10.13 1 0.06 0.1
G3249-4 3249 1357 0 1042 1 4.543 0 1.036 0.63 0.28 0.63 0.21 0.21 10.13 1 0.06 0.1
G3249-5 3249 1357 0 1042 1 4.543 0 1.036 0.63 0.28 0.63 0.21 0.21 10.13 1 0.06 0.1
G3249-6 3249 1357 0 1042 1 4.543 0 1.036 0.63 0.28 0.63 0.21 0.21 10.13 1 0.06 0.1
G3249-7 3249 1357 0 1042 1 4.543 0 1.036 0.63 0.28 0.63 0.21 0.21 10.13 1 0.06 0.1
G3300-1 3300 1100 0 998.734 1 6 0 2.42 2 0.23 0.4108 0.16 0.16 10.8 1 0.05 0.05
G3300-2 3300 1100 0 998.734 1 6 0 2.42 2 0.23 0.4108 0.16 0.16 10.8 1 0.05 0.05
G3300-3 3300 1100 0 998.734 1 6 0 2.42 2 0.23 0.4108 0.16 0.16 10.8 1 0.05 0.05
G3359-1 3359 1350 0 1110 1 4.82 0 2.13 2.03 0.31 0.403 0.1937 0.1937 4.75 1 0.05 0.05
G3359-2 3359 1350 0 1100 1 4.82 0 2.13 2.03 0.31 0.403 0.1937 0.1937 4.75 1 0.05 0.05
G3359-3 3359 1350 0 1100 1 4.82 0 2.13 2.03 0.31 0.403 0.1937 0.1937 4.75 1 0.05 0.05
G3359-4 3359 1350 0 0 1 4.82 0 2.13 2.03 0.31 0.403 0.1937 0.1937 4.75 1 0.05 0.05
G3359-5 3359 1350 0 0 1 4.82 0 2.13 2.03 0.31 0.403 0.1937 0.1937 4.75 1 0.05 0.05
G3359-6 3359 1350 0 0 1 4.82 0 2.13 2.03 0.31 0.403 0.1937 0.1937 4.75 1 0.05 0.05
G5100-1 5100 1200 0 972.437 1 3.9871 0 1.1332 0.68315 0.24302 0.68315 0.15135 0.15135 4.9629 1 0.05 0.15
G5300-1 5300 1574.89 0 1275.661 1 3.5 0 1.14 0.84 0.34 0.84 0.26 0.26 6.4 1 0.05 0.15
G5300-2 5300 1574.89 0 1275.661 1 3.5 0 1.14 0.84 0.34 0.84 0.26 0.26 6.4 1 0.05 0.15
G5400-1 5400 1611.516 0 1305.328 1.007 4.1 0 1.02 0.63 0.25 0.63 0.16 0.16 6.5 1 0.05 0.15
G5400-2 5400 1611.516 0 1305.328 1.007 4.1 0 1.02 0.63 0.25 0.63 0.16 0.16 6.5 1 0.05 0.15
G5500-1 5500 1450 0 1131.563 1.004 3 0 1.2364 0.65567 0.37415 0.65567 0.22825 0.22825 7.198 1 0.05 0.15
G5600-1 5600 1538.265 0 1245.995 1.01 3.5 0 1 0.51325 0.38 0.51325 0.28 0.28 7.85 1 0.05 0.15
G5600-2 5600 1538.265 0 1245.995 1.01 3.5 0 1 0.51325 0.38 0.51325 0.28 0.28 7.85 1 0.05 0.15
G6000-1 6000 896.59 0 735.73 1.005 3.5 0 1.28 0.94 0.37 0.94 0.28 0.28 9.7 1 0.05 0.15
G6100-1 6100 1634.96 0 1329.061 1 3 0 1.2 0.73 0.37 0.73 0.18 0.18 9.9 1 0.05 0.15
G6100-2 6100 1634.96 0 1329.061 1 3 0 1.2 0.73 0.37 0.73 0.18 0.18 9.9 1 0.05 0.15
G6100-3 6100 1634.96 0 1329.061 1 3 0 1.2 0.73 0.37 0.73 0.18 0.18 9.9 1 0.05 0.15
G6100-4 6100 1634.96 0 1329.061 1 3 0 1.2 0.73 0.37 0.73 0.18 0.18 9.9 1 0.05 0.15
G6100-5 6100 1634.96 0 1329.061 1 3 0 1.2 0.73 0.37 0.73 0.18 0.18 9.9 1 0.05 0.15
G6500-1 6500 1100 0 814.333 1 3.558 0 1.0679 0.642 0.23865 0.642 0.15802 0.15802 5.4855 1 0.05 0.15
G6500-2 6500 1100 0 814.333 1 3.558 0 1.0679 0.642 0.23865 0.642 0.15802 0.15802 5.4855 1 0.05 0.15
G6500-3 6500 1100 0 814.333 1 3.558 0 1.0679 0.642 0.23865 0.642 0.15802 0.15802 5.4855 1 0.05 0.15
G6500-4 6500 1100 0 0 1 3.558 0 1.0679 0.642 0.23865 0.642 0.15802 0.15802 5.4855 1 0.05 0.15
G6700-1 6700 2144.444 0 1753 1.02 3.592 0 1.1044 0.66186 0.25484 0.66186 0.17062 0.17062 5.24 1 0.05 0.15
G6700-2 6700 2144.444 0 1753 1.02 3.592 0 1.1044 0.66186 0.25484 0.66186 0.17062 0.17062 5.24 1 0.05 0.15
G7000-1 7000 1278 0 1085.5 1 5.5 0 2.22 2.13 0.36 0.468 0.225 0.225 10 1 0.05 0.05
G7000-2 7000 1278 0 1085.5 1 5.5 0 2.22 2.13 0.36 0.468 0.225 0.225 10 1 0.05 0.05
G7000-3 7000 1278 0 1085.5 1 5.5 0 2.22 2.13 0.36 0.468 0.225 0.225 10 1 0.05 0.05
G7000-4 7000 1278 0 1085.5 1 5.5 0 2.22 2.13 0.36 0.468 0.225 0.225 10 1 0.05 0.05
G7000-5 7000 1278 0 1085.5 1 5.5 0 2.22 2.13 0.36 0.468 0.225 0.225 10 1 0.05 0.05
G7000-6 7000 1278 0 1085.5 1 5.5 0 2.22 2.13 0.36 0.468 0.225 0.225 10 1 0.05 0.05
G7000-7 7000 1278 0 0 1 5.5 0 2.22 2.13 0.36 0.468 0.225 0.225 10 1 0.05 0.05
G7000-8 7000 1278 0 0 1 5.5 0 2.22 2.13 0.36 0.468 0.225 0.225 10 1 0.05 0.05
G7000-9 7000 1278 0 0 1 5.5 0 2.22 2.13 0.36 0.468 0.225 0.225 10 1 0.05 0.05
G7100-1 7100 1000 0 715.333 1 3.2 0 0.75 0.5 0.25 0.5 0.15385 0.15385 5 1 0.06 0.1
G7100-2 7100 1000 0 715.333 1 3.2 0 0.75 0.5 0.25 0.5 0.15385 0.15385 5 1 0.06 0.1
G7100-3 7100 1000 0 715.333 1 3.2 0 0.75 0.5 0.25 0.5 0.15385 0.15385 5 1 0.06 0.1
G8500-1 8500 1300 0 994 1.02 7 0 2.42 2 0.23 0.4108 0.17062 0.17062 10 1 0.05 0.05
G8500-2 8500 1300 0 0 1.02 7 0 2.42 2 0.23 0.4108 0.17062 0.17062 10 1 0.05 0.05
G8500-3 8500 1300 0 0 1.02 7 0 2.42 2 0.23 0.4108 0.17062 0.17062 10 1 0.05 0.05
G8500-4 8500 1300 0 0 1.02 7 0 2.42 2 0.23 0.4108 0.17062 0.17062 10 1 0.05 0.05
G8500-5 8500 1300 0 0 1.02 7 0 2.42 2 0.23 0.4108 0.17062 0.17062 10 1 0.05 0.05
G8500-6 8500 1300 0 0 1.02 7 0 2.42 2 0.23 0.4108 0.17062 0.17062 10 1 0.05 0.05
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Table A.2: Transmission Line Parameter Nordic 44

Name from bus To bus length Sn Vn units R X B

L3000-3020 3000 3020 1 0 0 p.u. 0 0.006 0
L3000-3115 3000 3115 1 0 0 p.u. 0.045 0.54 0.5
L3000-3245 3000 3245 1 0 0 p.u. 0.0048 0.072 0.05
L3000-3245 3000 3245 1 0 0 p.u. 0.0108 0.12 0.05
L3000-3300 3000 3300 1 0 0 p.u. 0.0036 0.048 0.03
L3000-3300 3000 3300 1 0 0 p.u. 0.0054 0.06 0.025
L3100-3115 3100 3115 1 0 0 p.u. 0.018 0.24 0.11
L3100-3200 3100 3200 1 0 0 p.u. 0.024 0.144 0.2
L3100-3200 3100 3200 1 0 0 p.u. 0.024 0.144 0.2
L3100-3200 3100 3200 1 0 0 p.u. 0.024 0.144 0.2
L3100-3249 3100 3249 1 0 0 p.u. 0.018 0.258 0.16
L3100-3359 3100 3359 1 0 0 p.u. 0.048 0.3 0.25
L3100-3359 3100 3359 1 0 0 p.u. 0.024 0.138 0.24
L3115-3245 3115 3245 1 0 0 p.u. 0.027 0.3 0.14
L3115-3249 3115 3249 1 0 0 p.u. 0.009 0.12 0.08
L3115-6701 3115 6701 1 0 0 p.u. 0.024 0.24 0.1
L3115-7100 3115 7100 1 0 0 p.u. 0.024 0.078 0.13
L3200-3300 3200 3300 1 0 0 p.u. 0.012 0.12 0.06
L3200-3359 3200 3359 1 0 0 p.u. 0.006 0.12 0.07
L3200-8500 3200 8500 1 0 0 p.u. 0.006 0.102 0.06
L3244-6500 3244 6500 1 0 0 p.u. 0.006 0.12 0.06
L3249-7100 3249 7100 1 0 0 p.u. 0.012 0.045 0.078
L3300-8500 3300 8500 1 0 0 p.u. 0.012 0.138 0.06
L3300-8500 3300 8500 1 0 0 p.u. 0.0072 0.162 0.1
L3359-5101-1 3359 5101 1 0 0 p.u. 0.0096 0.156 0.09
L3359-5101-2 3359 5101 1 0 0 p.u. 0.012 0.132 0.06
L3359-8500 3359 8500 1 0 0 p.u. 0.0072 0.162 0.1
L3359-8500 3359 8500 1 0 0 p.u. 0.015 0.192 0.09
L3701-6700 3701 6700 1 0 0 p.u. 0.15 1.2 0.03
L5100-5500 5100 5500 1 0 0 p.u. 0.0162 0.156 0.044
L5100-6500 5100 6500 1 0 0 p.u. 0.048 0.54 0.06
L5101-5102 5101 5102 1 0 0 p.u. 0.0048 0.06 0.09
L5101-5103 5101 5103 1 0 0 p.u. 0.006 0.084 0.04
L5101-5501 5101 5501 1 0 0 p.u. 0.006 0.09 0.55
L5102-5103 5102 5103 1 0 0 p.u. 0.0024 0.042 0.03
L5102-5304 5102 5304 1 0 0 p.u. 0.0102 0.144 0.07
L5102-6001 5102 6001 1 0 0 p.u. 0.018 0.276 0.13
L5103-5304 5103 5304 1 0 0 p.u. 0.012 0.15 0.07
L5103-5304 5103 5304 1 0 0 p.u. 0.0078 0.12 0.06
L5300-6100 5300 6100 1 0 0 p.u. 0.0126 0.132 0.01
L5301-5304 5301 5304 1 0 0 p.u. 0.006 0.12 0.06
L5301-5305 5301 5305 1 0 0 p.u. 0.0042 0.072 0.031
L5301-6001 5301 6001 1 0 0 p.u. 0.0078 0.12 0.05
L5304-5305 5304 5305 1 0 0 p.u. 0.006 0.09 0.05
L5304-5305 5304 5305 1 0 0 p.u. 0.0078 0.0102 0.04
L5400-5500 5400 5500 1 0 0 p.u. 0.0054 0.564 0.05
L5400-6000 5400 6000 1 0 0 p.u. 0.0198 0.216 0.025
L5401-5501 5401 5501 1 0 0 p.u. 0.0105 0.162 0.08
L5401-5602 5401 5602 1 0 0 p.u. 0.0096 0.153 0.09
L5401-6001 5401 6001 1 0 0 p.u. 0.00384 0.06 0.028
L5402-6001 5402 6001 1 0 0 p.u. 0.00042 0.006 0.003
L5500-5603 5500 5603 1 0 0 p.u. 0.03 0.36 0.05
L5600-5601 5600 5601 1 0 0 p.u. 0.018 0.204 0.02
L5600-5603 5600 5603 1 0 0 p.u. 0.012 0.132 0.02
L5600-5620 5600 5620 1 0 0 p.u. 0 0.006 0
L5600-6000 5600 6000 1 0 0 p.u. 0.012 0.12 0.07
L5603-5610 5603 5610 1 0 0 p.u. 0 0.006 0
L6000-6100 6000 6100 1 0 0 p.u. 0.0204 0.252 0.03
L6500-6700 6500 6700 1 0 0 p.u. 0.102 1.08 0.1
L6500-6700 6500 6700 1 0 0 p.u. 0.06 0.78 0.12
L7000-7010 7000 7010 1 0 0 p.u. 0 0.006 0
L7000-7020 7000 7020 1 0 0 p.u. 0 0.006 0
L7000-7100 7000 7100 1 0 0 p.u. 0.024 0.072 0.13
L7000-7100 7000 7100 1 0 0 p.u. 0.024 0.072 0.13
L7000-7100 7000 7100 1 0 0 p.u. 0.024 0.084 0.13
L8500-8600 8500 8600 1 0 0 p.u. 0 0.006 0
L8500-8700 8500 8700 1 0 0 p.u. 0 0.006 0
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Table A.3: Loads Parameter Nordic 44

Name bus P Q Model

L3000-1 3000 1420.656 567 Z
L3000-2 3000 1420.656 567 Z
L3000-3 3000 1420.656 567 Z
L3020-1 3020 1219 616 Z
L3100-1 3100 621 110 Z
L3115-1 3115 621 650 Z
L3249-1 3249 2265 650 Z
L3300-1 3300 1217.358 400 Z
L3300-2 3300 1217.358 400 Z
L3359-1 3359 1460.829 600 Z
L3359-2 3359 1460.829 600 Z
L3359-3 3359 1460.829 600 Z
L3359-4 3359 1460.829 600 Z
L3360-1 3360 -330 262 Z
L5100-1 5100 1154.17 70 Z
L5300-1 5300 2651 -70 Z
L5400-1 5400 1149.765 100 Z
L5500-1 5500 2203.415 200 Z
L5500-2 5500 2203.415 200 Z
L5600-1 5600 674.862 125 Z
L5600-2 5600 674.862 125 Z
L5610-1 5610 1412 363 Z
L5620-1 5620 414 175 Z
L6100-1 6100 1199.755 400 Z
L6100-2 6100 1199.755 400 Z
L6500-1 6500 1013 333 Z
L6500-2 6500 1013 333 Z
L6500-3 6500 1013 333 Z
L6700-1 6700 2489 150 Z
L7000-1 7000 1593.526 70 Z
L7000-2 7000 1593.526 70 Z
L7000-3 7000 1593.526 70 Z
L7000-4 7000 1593.526 70 Z
L7000-5 7000 1593.526 70 Z
L7010-1 7010 -1219 600 Z
L7020-1 7020 343 -4 Z
L7100-1 7100 1431.684 200 Z
L7100-2 7100 1431.684 200 Z
L8500-1 8500 1240 433 Z
L8500-2 8500 1240 433 Z
L8500-3 8500 1240 433 Z
L8600-1 8600 546 10 Z
L8700-1 8700 628 0 Z
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Name frm bus To bus Sn Vn from Vn to R X Ratio

T3244-3245 3244 3245 1000 0 0 0.005 0.02 1
T3701-3249 3701 3249 1000 0 0 0.02 0.5 1
T3359-3360 3359 3360 1000 0 0 0.005 0.02 1
T5101-5100 5101 5100 1000 0 0 0.0008 0.0305 1
T5300-5301 5300 5301 1000 0 0 0.0016 0.061 1
T5400-5401 5400 5401 1000 0 0 0.0032 0.12 1
T5400-5402 5400 5402 1000 0 0 0.0004 0.015 1
T5500-5501 5500 5501 1000 0 0 0.0004 0.015 1
T5601-6001 5601 6001 1000 0 0 0.0002 0.0076 1
T5603-5602 5603 5602 1000 0 0 0.0008 0.0305 1
T6000-6001 6000 6001 1000 0 0 0.0004 0.015 1
T6700-6701 6700 6701 1000 0 0 0.005 0.02 1Table A.5: Governor Parameter Nordic 44

Name Gen R Dt Vmin Vmax T2 t3 T4 Pm0 Tw

GOV2 G3000-1 0.05 0 0 1 0.36 6 67.6 0.424 1
GOV3 G3000-2 0.05 0 0 1 0.36 6 67.6 0.424 1
GOV4 G3000-3 0.05 0 0 1 0.36 6 67.6 0.1 1
GOV5 G5400-1 0.05 0 0 1 0.36 6 67.6 0.81 1
GOV6 G5400-2 0.05 0 0 1 0.36 6 67.6 0.81 1
GOV7 G6700-1 0.05 0 0 1 0.36 6 67.6 0.82 1
GOV8 G6700-2 0.05 0 0 1 0.36 6 67.6 0.82 1
GOV9 G7100-1 0.05 0 0 1 0.36 6 67.6 0.715 1
GOV10 G7100-2 0.05 0 0 1 0.36 6 67.6 0.715 1
GOV11 G7100-3 0.05 0 0 1 0.36 6 67.6 0.715 1

A.1.5 Governor Parameters Nordic 44

The governor data for the Kundur Two Area test network are presented in Table A.5.

A.1.6 AVR Parameters Nordic 44

The AVR data for the Kundur Two Area test network are presented in Table A.6.

A.1.7 Dynamic Load Model parameters Nordic 44

The dynamic load model data for the Kundur Two Area test network are presented in

Table ??.
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Table A.6: AVR Parameter Nordic 44

Name gen K Ta Tb Te Emin Emax

AVR2 G3000-1 100 2 10 0.5 -3 3
AVR3 G3000-2 100 2 10 0.5 -3 3
AVR4 G3000-3 100 2 10 0.5 -3 3
AVR5 G5400-1 100 2 10 0.5 -3 3
AVR6 G5400-2 100 2 10 0.5 -3 3
AVR7 G6700-1 100 2 10 0.5 -3 3
AVR8 G6700-2 100 2 10 0.5 -3 3
AVR9 G7100-1 100 2 10 0.5 -3 3
AVR10 G7100-2 100 2 10 0.5 -3 3
AVR11 G7100-3 100 2 10 0.5 -3 3
AVR18 G6100-1 100 2 10 0.5 -3 3
AVR19 G6100-2 100 2 10 0.5 -3 3
AVR20 G6100-3 100 2 10 0.5 -3 3
AVR21 G6100-4 100 2 10 0.5 -3 3
AVR22 G6100-5 100 2 10 0.5 -3 3
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Table A.7: Dynamic Load Model Parameters Nordic 44

Name Bus nps npt Tp P0

Load1 3000 0 2 2 0
Load2 3020 0 2 2 0
Load3 3100 0 2 2 0
Load4 3115 0 2 2 0
Load5 3200 0 2 2 0
Load6 3244 0 2 2 0
Load7 3245 0 2 2 0
Load8 3249 0 2 2 0
Load9 3300 0 2 2 0
Load10 3359 0 2 2 0
Load11 3360 0 2 2 0
Load12 3701 0 2 2 0
Load13 5100 0 2 2 0
Load14 5101 0 2 2 0
Load15 5102 0 2 2 0
Load16 5103 0 2 2 0
Load17 5300 0 2 2 0
Load18 5301 0 2 2 0
Load19 5304 0 2 2 0
Load20 5305 0 2 2 0
Load21 5306 0 2 2 0
Load22 5401 0 2 2 0
Load23 5402 0 2 2 0
Load24 5500 0 2 2 0
Load25 5501 0 2 2 0
Load26 5600 0 2 2 0
Load27 5601 0 2 2 0
Load28 5602 0 2 2 0
Load29 5603 0 2 2 0
Load30 5610 0 2 2 0
Load31 5620 0 2 2 0
Load32 6000 0 2 2 0
Load33 6001 0 2 2 0
Load34 6100 0 2 2 0
Load35 6500 0 2 2 0
Load36 6700 0 2 2 0
Load37 6701 0 2 2 0
Load38 7000 0 2 2 0
Load39 7010 0 2 2 0
Load40 7020 0 2 2 0
Load41 7100 0 2 2 0
Load42 8500 0 2 2 0
Load43 8600 0 2 2 0
Load44 8700 0 2 2 0
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B.1 Kundur’s Two Area System Parameters

B.1.1 Line Parameter K2A

The line impedance data for the Kundur Two Area for the test network is presented in

Table B.1.

B.1.2 Generator Parameters K2A

The generator data for the Kundur Two Area test network are presented in Table B.2.

B.1.3 Transformer Parameters K2A

The transformer data for the Kundur Two Area test network are presented in Table B.3.

Table B.1: Line Parameter K2A

From To Length Sn[MVA] Vn[kV] unit R X B

B5 B6 25 100 230 pu 0.0001 0.001 0.00175
B6 B7 10 100 230 pu 0.0001 0.001 0.00175
B7 B8 110 100 230 pu 0.0001 0.001 0.00175
B7 B8 110 100 230 pu 0.0001 0.001 0.00175
B8 B9 110 100 230 pu 0.0001 0.001 0.00175
B8 B9 110 100 230 pu 0.0001 0.001 0.00175
B9 B10 10 100 230 pu 0.0001 0.001 0.00175
B10 B11 25 100 230 pu 0.0001 0.001 0.00175
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Table B.2: Generator Parameter K2A

Gen Bus Sn Vn P V H D Xd Xq Xd’ Xq’ Xd” Xq” Td0’ Tq0’ Td0” Tq0”

G1 B1 900 20 700 1.03 7 0 1.2 0.9 0.3 0.55 0.25 0.25 5 0.1 0.03 0.05
G2 B2 900 20 700 1.01 7 0 1.2 0.9 0.3 0.55 0.25 0.25 5 0.1 0.03 0.05
G3 B3 900 20 719 1.03 5 0 1.8 1.7 0.3 0.55 0.25 0.25 8 0.4 0.03 0.05
G4 B4 900 20 700 1.01 5 0 1.8 1.7 0.3 0.55 0.25 0.25 8 0.4 0.03 0.05

Table B.3: Transformer Parameter K2A

Name From To Sn[MV A] V1[kV] V2[kV] R [Ω] X [Ω]

T1 B1 B5 900 20 230 0 0.15
T2 B2 B6 900 20 230 0 0.15
T3 B3 B11 900 20 230 0 0.15
T4 B4 B10 900 20 230 0 0.15

Table B.4: Load Parameter K2A

Name Bus Vn[kV ] P [MW] Q [MVAr] Model

L1 B7 230 967 100 Z
L2 B9 230 1767 100 Z

Table B.5: Shunt Parameter K2A

Name Bus Vn[kV ] Q [MVAr] Model

C1 B7 230 200 Z
C2 B9 230 350 Z

B.1.4 Load Parameters K2A

The load data for the Kundur Two Area test network are presented in Table B.4

B.1.5 Shunts Parameter K2A

The shunt impedance data for the Kundur Two Area test network are presented in Table

B.5

B.1.6 Governor Parameters K2A

The governor data for the Kundur Two Area test network are presented in Table B.2

B.1.7 AVR Parameter K2A

The AVR data for the Kundur Two Area test network are presented in Table B.7.

75



ChapterB Section 1

Table B.6: Governor Parameter K2A

Gen Name R Dt Vmin Vmax T1 T2 T3

G1 GOV1 0.05 0.02 0 1 0.1 0.09 0.2
G2 GOV2 0.05 0.02 0 1 0.1 0.09 0.2
G3 GOV3 0.05 0.02 0 1 0.1 0.09 0.2
G4 GOV4 0.05 0.02 0 1 0.1 0.09 0.2

Table B.7: AVR Parameter K2A

Gen Model K TA TB TE Emin Emax

G1 AVR1 100 2 10 0.05 -3 3
G2 AVR2 100 2 10 0.05 -3 3
G3 AVR3 100 2 10 0.05 -3 3
G4 AVR4 100 2 10 0.05 -3 3

Table B.8: PSS Parameter K2A

Gen Model K T T1 T2 T3 T4 Hlim

G1 PSS1 50 10 0.5 0.5 0.05 0.05 0.03
G2 PSS2 50 10 0.5 0.5 0.05 0.05 0.03
G3 PSS3 50 10 0.5 0.5 0.05 0.05 0.03
G4 PSS4 50 10 0.5 0.5 0.05 0.05 0.03

Table B.9: Dynamic Load Parameter K2A

Name Bus nps npt Tp P0

Load5 B5 0 2 3 1
Load6 B6 0 2 3 1
Load7 B7 0 2 3 1
Load8 B8 0 2 3 1
Load9 B9 0 2 3 1
Load10 B10 0 2 3 1
Load11 B11 0 2 3 1

B.1.8 PSS Parameters K2A

The PSS data for the Kundur Two Area test network are presented in Table B.8.

B.1.9 Dynamic Load Model Parameters K2A

The dynamic load model data for the Kundur Two Area test network are presented in

Table B.9
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Figure B.1: Real-time simulation of time series to stabilized the system manually by
injection or extraction of dynamic load model control button.
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[33] Peter Palensky, Milo Cvetković, Digvijay Gusain, and Arun Joseph. Digital twins

and their use in future power systems. Digital Twin, 2021.

[34] Carlos Miskinis.

[35] Anne-Marie Walters. How digital twins will drive innovation in the energy sector.

2019.

[36] Huaming Pan, Zhenlan Dou, Yanxing Cai, Wenzhu Li, Xing Lei, and Dong Han.

Digital twin and its application in power system. In 2020 5th International

Conference on Power and Renewable Energy (ICPRE), pages 21–26, 2020. doi:

10.1109/ICPRE51194.2020.9233278.

[37] Power system stability and control.

[38] D.J. Hill. Nonlinear dynamic load models with recovery for voltage stability studies.

IEEE Transactions on Power Systems, 8(1):166–176, 1993. doi: 10.1109/59.221270.

[39] Roger Kearsley. Restoration in sweden and experience gained from the blackout

of 1983. IEEE Power Engineering Review, PER-7(5):48–48, 1987. doi: 10.1109/

MPER.1987.5527255.

[40] T. Ohno and S. Imai. The 1987 tokyo blackout. In 2006 IEEE PES Power Systems

Conference and Exposition, pages 314–318, 2006. doi: 10.1109/PSCE.2006.296325.

[41] Mircea Eremia and Mohammad Shahidehpour. Handbook of electrical power system

dynamics: modeling, stability, and control, volume 92. John Wiley & Sons, 2013.

[42] Leonard L Grigsby. Power system stability and control. CRC press, 2007.

[43] I.R. Navarro, O. Samuelsson, and S. Lindahl. Automatic determination of param-

eters in dynamic load models from normal operation data. In 2003 IEEE Power

Engineering Society General Meeting (IEEE Cat. No.03CH37491), volume 3, pages

1375–1378 Vol. 3, 2003. doi: 10.1109/PES.2003.1267352.

81



Bibliography Section 1

[44] Alireza Rouhani and Ali Abur. Real-time dynamic parameter estimation for an

exponential dynamic load model. IEEE Transactions on Smart Grid, 7(3):1530–

1536, 2016. doi: 10.1109/TSG.2015.2449904.

[45] Ines Romero. Dynamic load models for power systems-estimation of time-varying

parameters during normal operation. 2002.

[46] Yue Zhu. Power System Load Models and Load Modelling, pages 19–47. Springer

International Publishing, Cham, 2020. ISBN 978-3-030-37786-1. doi: 10.1007/

978-3-030-37786-1 2. URL https://doi.org/10.1007/978-3-030-37786-1_2.

[47] Ieee standard for synchrophasor measurements for power systems. IEEE Std

C37.118.1-2011 (Revision of IEEE Std C37.118-2005), pages 1–61, 2011. doi:

10.1109/IEEESTD.2011.6111219.

[48] Edmund O. Schweitzer and David E. Whitehead. Real-time power system con-

trol using synchrophasors. In 2008 61st Annual Conference for Protective Relay

Engineers, pages 78–88, 2008. doi: 10.1109/CPRE.2008.4515048.

[49] KSK Weranga, Sisil Kumarawadu, and DP Chandima. Smart metering design and

applications. Springer, 2014.

[50] P. Regulski, D. S. Vilchis-Rodriguez, S. Djurović, and V. Terzija. Estimation of
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load modelling based on measurements in medium voltage distribution network.

Electric Power Systems Research, 78(2):228–238, 2008. ISSN 0378-7796. doi:

https://doi.org/10.1016/j.epsr.2007.02.003. URL https://www.sciencedirect.

com/science/article/pii/S0378779607000272.

[52] A. Borghetti, R. Caldon, A. Mari, and C.A. Nucci. On dynamic load models for

voltage stability studies. IEEE Transactions on Power Systems, 12(1):293–303,

1997. doi: 10.1109/59.574950.

[53] Hallvar Haugdal, Kjetil Uhlen, and Hjörtur Jóhannsson. An open source power
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