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A B S T R A C T   

Decision-making in emergency situations is a risky and uncertain process due to the limited information and lack 
of time. Some key problem parameters, such as the time required to complete important response tasks, must be 
estimated and are therefore prone to errors. Other parameters, such as the probability of occurrence of a 
consequential event, will typically change as the response operation progresses. As a result, there should be a 
dynamic probabilistic risk assessment framework to assess the risk level of decision scenarios and facilitate the 
decision-making process. 

In this paper, a methodology for dynamic probabilistic risk assessment of decision making in emergencies for 
complex marine systems is proposed. In this method, a dynamic event sequence diagram is introduced that helps 
to quantify events probabilities as a function of time, as well as environmental and operational variables, 
considering events interdependencies and uncertainties. In addition, the effects of time required1 and time 
available2 for performing a decision in emergency are considered in the risk model. In this methodology, 
probabilistic models including Bayesian network and Monte Carlo simulation are utilized to quantify the un
certain behavior of the decision-making process in complex marine systems. 

A computational study is also conducted to evaluate the methodology performance, in terms of effectiveness 
and efficiency. Computational results show that the proposed approach can obtain optimal solutions for large 
and practical problem sizes.   

1. Introduction 

Industrial accidents may cause losses of life or injury, social and 
economic disorders, or environmental pollution. When an incident oc
curs, the relevant decision makers need to decide what actions to take 
instantly to mitigate or minimize the potential negative effects. In most 
cases, the decision-making process in incidents, especially in emergency 
cases,3 are complicated due to the limited time and information. As time 
passes, more information may become available; however, the conse
quences of the incident would be worse. Therefore, having more 

information about system health status and risk level of decision-making 
process at the early stages is an important research topic in complex 
systems. 

In many risk assessment and management studies, the main focus is 
on the static risk, i.e., the risk and safety level of different scenarios 
without considering the dynamic nature of the system (Zhang et al., 
2017) (Norazahar et al., 2017). Over the past decades, studies have been 
conducted to deal with dynamic risk assessment problems. Often, dy
namic event trees connected to fault trees/BNs are used to analyze the 
dynamic behavior of complex systems in the risk assessment process 
(Hakobyan et al., 2008; Barua et al., 2020; Zhang et al., 2018; Kanes 
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et al., 2017; Meng et al., 2019; Li et al., 2019a, 2019b; Norazahar et al., 
2018). Devooght et al. (Devooght and Smidts, 1996) were among the 
first pioneers that presented the dynamic event tree method. Tombuyses 
et al. (1998) and Kloos et al. (Kloos and Peschke, 2006) coupled the 
dynamic event tree method with Monte Carlo simulation for dynamic 
reliability problems. 

Bi et al. (Bi and Si, 2012) proposed a dynamic risk model based on 
the Master Logic Diagram (MLD) for an oil spill scenario. Events in the 
MLD diagram are valued based on the simulation results. This diagram is 
used to identify the consequence contributors of an oil spill scenario, 
which was then tracked and grouped into classes, including environ
mental damage, asset loss, health impact, social effect and their 
contributing individual events in the bottom hierarchy of the MLD. 
Other methods include Go-Flow (Matsuoka and Kobayashi, 1988), Dy
namic Flow Methodology (DFM) (Yau and Guarro, 1996), and dynamic 
simulation of the complex system coupled with a risk assessment model 
(Cojazzi, 1996; Izquierdo and Labeau, 2004; Vorobyev and Kudinov, 
2011). For instance, Wang et al. (2016) proposed a dynamic risk 
assessment method for chemical processes. The model is updated 
continuously by monitoring key variables in a process. In addition, the 
consequences are estimated using dynamic loss functions considering 
multiple key state variables. 

One of the main risk elements in risk assessment of decision-making 
process is human factors. In (Boring and Gertman, 2016), principles of 
human reliability analysis and quantification are presented; and in 
(Kolaczkowski, 2005a) good practices for implementing these principles 
are discussed. The U.S. Nuclear Regulatory Commission (NRC) has 
developed a guideline for quantification of Human Reliability Analyses 
(HRAs) to support risk-informed regulatory decision-making (US Nu
clear Regulatory Commission, 2006). In these studies, human reliability 
is analyzed using Bayesian Networks (BNs)/Fault Trees (FTs)/Event 
Trees (ETs) or Standardized Plant Analysis Risk-Human Reliability 
Analysis (SPAR-H) method. The SPAR-H method is used as a part of risk 
assessment in different applications ranging from nuclear power plants 
(Boring and Gertman, 2016) to fire accidents in complex systems (Lewis 
et al., 2010). SPAR-H method helps to quantify the effect of performance 
shaping factors on the Human Error Probability (HEP). One of the 
important performance shaping factors is the available time at the time 
of incident. In (Hogenboom et al., 2021), the importance of time in the 
risk of dynamic positioning operations has been pointed out by 
analyzing time using different methods. In this study, different in
terviews with dynamic positioning operators have been performed and 
results illustrate that the effects of time available and time should be 
considered in human reliability analysis. Having more information 

about the system health status and risk level could help operators to 
make better decisions in a shorter time, decreasing HEP significantly in 
emergency situations. 

The time required4 and time available5 are two time-related factors 
that affect human error and probability and decision-making process 
during an incident. In real incidents, the decision-making and system 
response process needs some time to be performed, which is known as 
time required. In addition to time required, time available should be 
estimated and addressed in a decision-making risk model. If the time 
available far exceeds the time required and there are not multiple 
competing tasks, the estimated HEP is not expected to be strongly 
influenced by time. However, if there is not enough or barely enough 
time to act, the estimated HEP is expected to be quite high (Kolacz
kowski, 2005b), which may lead to failure in the emergency 
decision-making. Available time could be evaluated using system dy
namic simulation based on available sensor data at the time of incident 
(initial event); and the time required could be estimated based on 
human response time models. 

Even though contributions have been proposed to define and 
consider time available and time required in the decision-making pro
cess (Murchison and Gilmore, 2018; Wreathall et al., 2003; Joe et al., 
2015; Swain and Guttmann, 1983), there is no concrete quantification 
method for evaluating HEP as a function of time available and time 
required. 

In addition, interdependencies among response time6 of decision- 
making steps (detection, diagnosis, decision-making, and execution) is 
barely addressed. Decision-making steps are highly interdependent and 
response time of each step affect the other steps performance. Moreover, 
system operation is affected by decisions dynamically. As a result, to 
have an accurate decision-making model, the interactions among 
decision-making steps, as well as human machine interactions, should 
be considered in the modeling procedure. The interactions between 
system and human in a dynamic environment are considered in a study 
carried out by Chang et al. (Chang and Mosleh, 2007a, 2007b, 2007c, 
2007d, 2007e). 

The objective of the present study is to develop a decision-making 
risk assessment framework that considers the dynamic nature of 
decision-making steps and their interdependencies with considering 
time available and time required for each step. In the proposed frame
work, the probability of a scenario is calculated as a function of previous 
events’ probabilities and occurrence time (Utne et al., 2011). The 
method is based on a Dynamic Event Sequence Diagram (DESD) that 
gets inputs from response time models and Bayesian networks in order to 
quantify the occurrence time and probability of each event, respectively. 
There are multiple alternative decision scenarios in an emergency situ
ation with different risk levels. The novelties of the proposed dynamic 
probabilistic risk assessment method are the ability to:  

• Calculate the decision-making failure probability as a function of 
time available and time required (operator response time), and other 
performance shaping factors.  

• Consider human-machine interdependencies by updating time 
available for next decision-making events based on the current sys
tem and operator(s) status and operating conditions. 

Table of nomenclature 

Symbol Description 
α Shape parameter 
β Inverse scale parameter 
ati Time allocated to Event (i) 
BN Bayesian Network 
CP Conditional probability 
HEP Human error probability 
Kp ​ Modified Bessel function 
m SPAR-H multiplier 
Pi Probability of Event (i) 
Pi− (i+1) Connection probability between Event (i) and events 

Event (i+1) 
PSF Performance shaping factor 
RT Response time 
ti Occurrence time for Event (i) 
t* Time required for Event (i)  

4 Time required refers to the time needed to perform each level of decision- 
making process (detection, diagnosis, decision-making, execution). 

5 Time available is the time remaining before an accident happens in a sys
tem. It is derived from the dynamic simulator of the system. The dynamic 
simulator calculates the time remaining before a collision based on the system 
components status, operation and environmental conditions at the time of 
incident.  

6 In this study, the response time is equal to the time required to perform 
human related events. 

T. Parhizkar et al.                                                                                                                                                                                                                              



Ocean Engineering 237 (2021) 109653

3

• Use data-driven response time models to evaluate time required for 
all decision-making events including detection, diagnosis, decision- 
making, and execution.  

• Consider environmental, system and human factors uncertainties 
using Bayesian Network models.  

• Utilize the Monte Carlo method to model the stochastic behavior of 
variables such as operators’ detection, diagnosis, decision-making, 
and execution response times. 

The paper is organized as follows: Section 2 presents the general 
form of the proposed methodology. Section 3 models the operator(s) 
decision-making process in a Dynamic Positioning (DP) drilling unit as a 
case study. 

In Section 4, an emergency situation is described and based on the 
developed model in Section 3, the probability of failure of decision- 
making process is evaluated. In this section, the effects of available 
time and incident complexity on the decision-making risk level is 
analyzed. Then, Section 5 discusses the outcomes and proposes future 
research directions. Finally, in Section 6, conclusions are presented. 

2. Methodology 

Different temporal orderings of events could potentially lead to 
different scenarios. As a result, it is crucial to know the allocated time 
available in an incident. According to the reviewed literature (Villa 
et al., 2016), current dynamic Event Sequence Diagrams (ESDs) can only 
handle time delays in this regard. However, this study extends the dy
namic ESD framework to consider time allocated7 to each event and 
update the following events accordingly. 

Fig. 1 presents a dynamic event sequence diagram. As can be seen, 
there are different phases (phase i, phase i+1, etc.) defined based on 
time intervals. Phases include multiple event alternatives in a time in
terval, e.g., Event (i) represents an event that happens between time ti 
and ti+1. The probability of each event is denoted by P, i.e., the proba
bility of Event (i) is Pi. The time allocated to each event is presented as 
at, i.e., the time allocated to Event (i) is ati. 

As presented in Fig. 1, the connections between events are proba
bilistic. According to the figure, after Event (i), two different events 
(Event (i+1)1 and Event (i+1)2), with different probabilities (Pi-(i+1)1, Pi- 

(i+1)2) can occur. These connection probabilities depend on the system’s 
environmental and operating conditions (Parhizkar et al., 2020a; Par
hizkar., Mosleh.), as well as time allocated to the previous events. 

The “constraints” presented in the figure illustrates the environ
mental and operational conditions, system boundary, and requirements 
that affect connection probability quantifications. 

Fig. 2 presents an event flow diagram of a decision-making process in 
an emergency. In this figure, different phases of the decision-making 
including detection, diagnosis, decision-making, and execution are 
presented. In each phase, there are various events that should be defined 
for the case under study. In Fig. 2, some event examples for different 
phases are presented. 

The presented phases in Fig. 2 are:  

• Detection: The first step of the decision-making process, presented as 
a first phase (column) in the event flow diagram (Fig. 2). This event 
presents that the initiating event should be detected first, then other 
steps of the decision making could be performed.  

• Diagnosis: The next step is diagnosis that could be performed based 
on different methods, such as monitoring and/or communication. 
Each method could be presented as one or multiple events in the 
diagnosis column.  

• Decision-making: After the diagnosis process, different scenarios of 
recovery are proposed and compared in this phase.  

• Execution: The last step of the decision-making process is execution. 
Actions could be performed manually, automatically, or combined, 
which are presented in this phase. 

In the proposed method, events convey two important types of in
formation, i.e., probability and time. The probability of an event is the 
measure of the chance that the event will occur, and it depends on 
environmental and operational factors including technical, human, and 
organizational risk factors that should be defined based on the scope of 
the study. The event probability can be calculated using a BN that is 
presented in Fig. 3. Different BN structures could represent human 
behavior/error. In order to quantify a BN, conditional probabilities 
among all the nodes should be available. In this study, the structure of 
the BN is simplified to enable quantification of all conditional proba
bilities accurately. The affecting factors (Performance Shaping Factors 
(PSF)) on human behavior/error are determined according to (Whaley 
et al., 2011). In this study, it is assumed that PSF factors are 
independent. 

In the Bayesian network, Bayes rule is utilized to quantify the child 
node (human behavior error in Fig. 3). In the bayes rule, we need the 
probability of parent nodes and conditional probabilities of each arc 
(connection between nodes) to quantify a child node. 

The probabilities of the parent nodes of the BN (Fig. 3) are defined 
based on the available evidence such as sensor data, at the time of 
incident. 

Conditional probabilities of the BN can be calculated based on SPAR- 
H method (Byeet al., 2017). SPAR-H method is a human reliability 
assessment tool that uses PSFs to quantify the probability of human 
error. PSFs are the aspects of human behavior and the environment that 
can affect human performance, such as stress, level of training, and task 
complexity. Based on this method, the HEP can be quantified using Eq. 
(1). 

CP=
∏

PSFs (1) 

When 3 or more negative PSF influences are present, in the equation 
above, the conditional probability should be computed as a composite 
PSF score used in conjunction with the adjustment factor. Negative PSFs 
are present anytime a multiplier greater than 1 is selected. The com
posite PSF score is computed by multiplying all the assigned PSF values. 
Then the adjustment factor below is applied to compute the conditional 
probabilities. The first term of the equation presents PSFs for human 
errors related to the diagnosis tasks (e.g., detection, diagnosis, making a 
decision) and the second term is PSFs of human errors related to action 
tasks (e.g., execution), (Groth and Swiler, 2012). 

CP=
0.01 ×

∏
PSFs

0.01 × (
∏

PSFs − 1) + 1
+

0.001 ×
∏

PSFs
0.001 × (

∏
PSFs − 1) + 1

(2)  

where, 0.01 and 0.001 are nominal human error probabilities for 
detection/diagnosis and action/execution tasks, respectively. These 
numbers are derived based on several studies on human behavior and 
human error quantifications (Byeet al., 2017). PSFs are multipliers of 
each parent node that impact the human performance. These values are 
highly dependent on the type of event and their values could be found in 
related references. (Byeet al., 2017) has presented PSFs for operator(s) 
on board in a dynamic positioning drilling unit. For instance, for stress 
PSF factor, there are three SPAR-H levels as follow that can be used to 
quantify stress PSF at different situations. 

Extreme: A level of disruptive stress in which the performance of 
most people will deteriorate drastically. This is likely to occur when the 
onset of the stressor is sudden, and the stressing situation persists for 
long periods. This level is also associated with the feeling of threat to 
one’s physical well-being or to one’s self-esteem or professional status 
and is qualitatively different from lesser degrees of high stress (e.g., 

7 Time allocated is the time spent on an event. When there is a sufficient time, 
time allocated to each event is equal to the time required. 
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Fig. 1. Dynamic event sequence diagram example.  

Fig. 2. Dynamic event sequence diagram of decision-making in emergency.  

Fig. 3. Bayesian network of human behavior events (Detection, Diagnosis, Decision-making, Execution) presented in Fig. 2.  
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catastrophic failures can result in extreme stress for operating personnel 
because of the potential for radioactive release). In this situation the 
stress PSF factor is equal to 25, (Byeet al., 2017). 

High: a level of stress higher than the nominal level (e.g., multiple 
instruments and annunciators alarm unexpectedly and at the same time; 
loud, continuous noise impact’s ability to focus attention on the task; the 
consequences of the task represent a threat to facility safety). In this 
situation the stress PSF factor is equal to 5, (Byeet al., 2017). 

Nominal: The level of stress that is conducive to good performance. 
In this situation the stress PSF factor is equal to 1, (Byeet al., 2017). 

For other PSFs such as fitness for duty, complexity, ergonomics, etc. 
there are different categories and PSF values accordingly. The PSF 
values are used in Eqs. (1) and (2) to quantify conditional probabilities 
of each parent nodes. 

These conditional probabilities as well as parent nodes’ probabilities 
are taken as inputs in Bayes rules in the Bayesian network to calculate 
the human behavior (child node) probability. The human behavior node 
could particularly model the detection (Section 3.1), diagnosis (Section 
3.2), decision-making (Section 3.3), and execution processes (Section 
3.4). 

One of the main innovations of the proposed methodology is in the 
quantification process of conditional probability of the “Time” node. 
The time refers to the time allocated to the event. The conditional 
probability as a function of the time allocated to an event could follow 
different patterns. In this study, a linear function based on the SPAR-H 
method principles is proposed. 

In SPAR-H method, the failure probability of an event (diagnosis or 
action tasks) is calculated using Eqs. (1) and (2), (Byeet al., 2017). 
Table 1 presents the SPAR-H multiplier (presented as PSFs in Eqs. (1) 
and (2)) and event probabilities for four different allocated times 
(Byeet al., 2017). 

The values in the table give four probabilities at four different allo
cated times (red dots presented in Fig. 4). In order to make the condi
tional probability function continuous, it is assumed that the function 
follows a linear pattern at the other allocated times, as presented in 
Fig. 4. 

The functions of linear lines between dots could be calculated based 
on the time required and time allocated to the tasks. For instance, for 
diagnostic tasks, the linear functions could be calculated as Eqs. (3)–(6). 

CPtime =
(1 − 0.3355)

t*/3
× at at <

1
3
× t* (3)  

CPtime =(1− 0.3355)+
(1 − 0.0917)− (1 − 0.3355)

t*
×at

1
3
×t*<at<

2
3
× t* (4)  

CPtime = (1 − 0.0917)+
(1 − 0.01) − (1 − 0.0917)

t*
× at

2
3
× t* < at< t*

(5)  

CPtime = 1 − 0.01 t* < at (6) 

For action tasks, the constants of the linear equations, should be 
updated based on the numbers presented in Table 1. As can be seen, the 
linear functions depend on the time required (t*) and time allocated (at) 
to each task. In the case study section, these functions are updated ac
cording to the required time for each task. 

The time allocated (at) to each event depends on the nature of the 
event. Events with a technical basis, such as automatic shutdown of a 
system, engine part load operation, etc. could have a specific time 
required that depends on the machinery limitations. However, there are 
other types of events with human interference, such as monitoring, 
diagnosis, execution, etc.; in these cases, time allocated is a function of 
various environmental, operational, and behavioral parameters such as 
experience, training, stress level, etc., and this creates parametric un
certainties that evolve in complexity as one moves from one complex 
emergency to another. The time allocated could be evaluated using data- 
driven probabilistic models. For instance, in (Hockley, 1984; Batur et al., 
2018; Zandt, 2002) different distributions for human response time 
(allocated time) are proposed. For instance, a human response time 
could follow inverse gamma, lognormal, gamma or generalized gamma 
distributions. Operators allocate time to the remaining decision-making 
events based on the remaining time available. For instance, when there 
is enough time available (nominal time according to Table 1), recovery 
action could be performed. However, in situations with barely adequate 
time (defined in Table 1), emergency actions, such as emergency shut
down are performed to avoid accidents. At the time of incident, time 
available is derived from the dynamic simulator of the system. The dy
namic simulator consists of dynamic models8 of system components and 
calculates the time remaining before accident/failure based on the sys
tem components status, operation, and environmental conditions at the 
time of incident. As time passes, the time available decreases based on 
the time allocated to each event. 

In the proposed methodology, the effect of remaining time on the 
upcoming decision-making events’ probabilities are quantified using 
Eqs. (3)–(6). The derived conditional probabilities will be used as the 
conditional probabilities of the time node in the Bayesian network 
(Fig. 3). In addition, the conditional probabilities of other Bayesian 
network nodes such as fitness for duty, stress, complexity, etc. will be 
evaluated using Eqs. (1) and (2). All conditional probabilities will be 
used to quantify the child node (HEP) of the Bayesian network using 
Bayes rules. In the quantification process of the Bayesian network, it is 
assumed that parent nodes of the Bayesian network are independent. 

Fig. 5 presents the flow diagram of the proposed methodology. In the 
response time model, the time allocated to each decision-making event 
is evaluated. The allocated times are used to calculate the conditional 
probability of the “Time” node based on Table 1 and Eqs. (3)–(6). 

The dynamic simulator performs basic calculations to derive avail
able time using sensor data. Sensor data include all data from different 
sensors installed in the system that are used to measure system operating 
conditions and performance such as temperature, pressure, mass flow 
rate, position, velocity, power, etc. the sensor data is used to estimate the 
available time before an accident. For instance, in a vessel, using sen
sors, the vessel velocity and its distance from an obstacle can be 

Table 1 
SPAR-H time multipliers and probabilities for four allocated time (Byeet al., 
2017).  

SPAR-H levels m SPAR-H 
multipliers 

1 − (Pd)i 
Diagnosis task 
failure  

1 − (Pd)i 
Action task 
failure  

Inadequate time: If the 
operator cannot 
diagnose the problem in 
the amount of time 
available, no matter 
what s/he does, then 
failure is certain. 

- 1 1 

Barely adequate time: 1/3 
the average time 
required to diagnose the 
problem is available. 

50 0.01 × 50
0.01 × 49 + 1

=

0.3355  

0.001 × 50
0.001 × 49 + 1  

Barely adequate time: 2/3 
the average time 
required to diagnose the 
problem is available. 

10 0.01 × 10
0.01 × 9 + 1

=

0.0917  

0.001 × 10
0.001 × 9 + 1  

Nominal time: on average, 
there is sufficient time 
to diagnose the 
problem. 

1 0.01 0.001  
8 Dynamic models help understand the system behavior. These models are 

either from fundamental relationships (first principles, physics-based) or/and 
derived from data (empirical) that rely on knowledge of the process. 
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measures. In the vessel dynamic simulator, available time before colli
sion is estimated using these sensor data. In addition to sensor data that 
can be used for available time calculation, crew characteristics are used 
in the SPAR-H model to calculate parent nodes’ probabilities (PSF fac
tors) of BNs. For instance, according to a crew member behavior, we can 
estimate the probability of fitness for duty, stress level, etc. of the crew 

member. These probabilities are used to calculate human error proba
bility using the BN (Fig. 3). 

In addition, the system under study could have technical compo
nents, such as engine, control system, etc. The failure/success proba
bility of these technical components could be calculated using fault tree 
methods. The output of fault trees, in addition to human error 

Fig. 4. “Time” node conditional probability as a function of time allocated for events with human involvement (t* is the time required for the event.).  

Fig. 5. Flow diagram of the proposed methodology based on Hybrid Causal Logic (HCL) methodology.  

Fig. 6. Explicit coverage of complex interdependencies of risk events by HCL modeling technique.  
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probability, are used to calculate failure/success probabilities of the ESD 
events, and consequently to evaluate the probability of end states in the 
framework using Hybrid Causal Logic (HCL) methodology. 

The HCL methodology contains algorithms that convert ETs and FTs 
into equivalent Binary Decision Diagrams (BDDs). A BDD is a rooted, 
directed, acyclic graph with an unconstrained number of in-edges and 
two out-edges – one for each two states (such as ‘true’ or ‘false’) of any 
given variable. A BDD is a binary decision tree over the Boolean vari
ables where identical Boolean expressions are unified. Thus, a BDD has 
two terminal nodes labeled 0 (false) and 1 (true), representing the final 
value of the logical expression (Røed et al., 2009). 

The HCL algorithm is a major extension of BDDs. The HCL layers of 
ESDs or ETs and FTs are included through transformation into BDDs and 
linked to the BNs layer by properly handling the dependencies (Wang, 
2007). As we can see in Fig. 6, linking BNs to EDS and FT models pro
vides a way for explicitly accounting for potentially complex and often 
hidden interdependencies of risk models elements. As an example, we 
note that basic events B and C which appear in different FTs of Fig. 6 are 
in fact interdependent as they are both linked to the same BN (of other 
risk factors). 

The main outcome of the methodology (Fig. 5) is the probability of 
the end states of the presented ESD in Fig. 2. The end states could be 
system failure or success, and the methodology proposed in the paper 
evaluates the success/failure probabilities of the decision-making pro
cess in emergency situations. 

As mentioned, the allocated time to each event is a stochastic vari
able and could take different values, depending on environmental, 
operational, and human characteristics. Therefore, there is not a single 
result for end state probabilities. A method to consider the stochastic 
behavior of allocated times is Monte Carlo (MC) method. MC is a class of 
computational algorithm that performs repeated random sampling. 
Samples are randomly selected from a distribution/dataset, then the 
samples are taken as model inputs, and results are generated accord
ingly. In the presented methodology (Fig. 5), samples could be randomly 

selected from response time distributions of each event (i.e., the samples 
include four random allocated times for detection, diagnosis, decision- 
making and execution process, derived from their response time distri
butions). Then, end state probabilities are calculated using the presented 
methodology in Fig. 5. The random sampling process is repeated for the 
predefined total number of MC simulations. The output of MC is a dis
tribution of end state probabilities, presenting all model outputs for 
every samples. This is further exemplified in the next Section with a case 
study on a Dynamic Positioning (DP) system in a Mobile Offshore Dril
ling Rig Unit (MODU). 

3. Case study 

The proposed methodology is applied to a DP system in a MODU. The 
DP is a computer-controlled system used to automatically maintain a 
ship or vessel’s position and heading by using its own propellers and 
thrusters. The studied DP system enables positioning of an offshore 
drilling unit. An offshore drilling unit operates in a green zone inside a 
yellow limit, presented in Fig. 7, (Chen et al., 2008). When an initiating 
event happens, the vessel loses the capability to maintain position and 
may enter the yellow zone. Whenever the vessel passes the yellow limit, 
the operation of the unit must be stopped, and the operator starts to 
prepare for disconnection. When the vessel passes the red limit, emer
gency disconnection must be initiated to disconnect the riser and shut in 
the well. Failure of disconnection may lead to damage of riser, blowout 
preventer or wellhead and hydrocarbon influx (kick), which can cause 
vessel downtime, significant financial losses and environmental 
damages. 

The event flow diagram for the case study is presented in Fig. 8. As 
can be seen at the first level, the abnormalities should be detected. Then 
the operator starts monitoring to diagnose any undesired deviations in 
the system. In the decision-making stage, crews may share some 
knowledge-based information that could help them in the next step of 
making a decision. Then, one or some of the recovery tasks, i.e., change 

Fig. 7. DP drilling operation zones (Chen et al., 2008).  
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position reference, recalibrate reference origin, and deselect faulty 
sensor is to be executed. The formulated tasks are transformed into 
sequenced muscle movements, and the tasks are executed in the last 
stage. If any of the events fails, the drilling unit will pass the red limit; 
and the disconnection should be performed. Disconnection could be 
performed by the operator either manually or automatically. In both 
cases, there is a probability of failure; therefore, possible end states are 
DC (disconnect properly), MD (mechanical damage to due disconnection 
failure) and OK (system maintains position and returns to safe zone). 

In auto and manual disconnection level, the failure of hardware, 
software, and human components are modeled using fault trees (Sec
tions 3-5 and 3-6, respectively). The hardware components are the 
power system including power generation units, switches, UPS, and 
hardware parts of the control system computer. Software component 
includes the software parts of the control system computer. However, in 
all other levels (detection, diagnosis, decision-making, execution, and 
disconnection execution), it is assumed that there is no failure in hard
ware and software, and the only possible failure is due to human factors. 

The next step is the quantification of events, which is presented in the 
following subsections for each event. 

3.1. Detection 

At the first stage, the operator should detect deviations from normal 
operation (first phase/column presented in Fig. 8). The probability of 
detection Pdetection depends on time, fitness for duty, stress, complexity, 
ergonomics, training, and work processes; and could be calculated based 
on the BN presented in Fig. 9. The conditional probabilities of all parent 
nodes except “Time” are quantified using Eqs. (1) and (2), and the 
multipliers of each parent node are derived from (Byeet al., 2017). 

The conditional probability of the “Time” node, i.e., allocated time to 
the detection, could be calculated based on Eqs. (3)–(6). According to 
(Byeet al., 2017), the detection of an initiating event in a DP drilling unit 
takes approximately 23 s. Therefore, based on Table 1 and Eqs. (3)–(6), 
the conditional probability function of the “Time” node for the detection 
event can be calculated. 

According to the reviewed literature, the Response Time (RT) of 
operator(s)’ detection follows the Gamma distribution (Palmer et al., 
2011). The gamma distribution is a two-parameter category of the 
continuous probability distributions. Eq. (7) presents a general form of 
the gamma distribution. The gamma distribution can be parameterized 
in terms of a shape parameter α and an inverse scale parameter β = 1/θ. 

f (x; α, β) = βαxα− 1e− βx

Γ(α) (7) 

In (Palmer et al., 2011), it is shown that the best value for shape and 
scale parameters for the detection response time are 2 and 400, 
respectively. Fig. 10 presents the shape of the gamma distribution with 
these parameters, and the mean value of 23 s. 

Based on the presented distribution, allocated time to the detection 
process can be estimated, and using the estimated allocated time, the 
conditional probability of the “Time” node for the detection event can be 

calculated (Eqs. (3)–(6)). 

3.2. Diagnosis 

In this step, the operator tries to diagnose failures and errors in the 
system by monitoring vessel screens and the environment (second 
phase/column presented in Fig. 8). After the detection of an initiating 
event, the DP operator monitors deviations based on the data perceived 
from one or several information sources, including alarm/event list, 
vessel position plot from the DP console, hydro acoustic position refer
ence system screen, position reference system information from DP 
console, thruster output, power consumption, vibration of bridge and 
acoustic noise (depending on vessel size and bridge location). In addi
tion, the DP operator(s) will actively search and process the information 
in order to perform failure diagnosis. Generally, according to these data, 
the DP operator(s) could determine likely failures and the severity of the 
situation. 

The probability of diagnosis depends on multiple factors and could 
be calculated using the BN model, as presented in Fig. 11. The condi
tional probabilities of all the parent nodes, except the “Time” node are 
quantified using Eqs. (1) and (2), and the multipliers are derived from 
(Byeet al., 2017). Based on expert judgment, it is assumed that the 
highlighted nodes have the most impact. Thus, higher conditional 
probabilities are assigned to these nodes in comparison to other parent 
nodes. 

The time required for the diagnosis process is about 20 s (Chen et al., 
2008). Therefore, according to Table 1 and Eqs. (3)–(6), the conditional 
probability of the “Time” node could be calculated. 

The time allocated to the diagnosis process is stochastic. According 
to (Ma et al., 2016), the best distribution that fits human response time is 
the generalized inverse gamma distribution. In probability theory and 

Fig. 9. The Bayesian network of detection probability.  

Fig. 10. RT (time allocated) distribution of the detection process.  
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statistics, the Generalized Inverse Gaussian distribution (GIG) is a 
three-parameter category of continuous probability distributions. The 
general form of the GIG distribution is presented in Eq. (8). 

f (x)=
(a/b)p/2

2Kp
( ̅̅̅̅̅

ab
√ )x(p− 1)e− (ax+b/x)/2, x > 0, (8) 

Where, Kp is a modified Bessel function of the second kind, a >0, b >
0 and p are real parameters of the function. In this study, the time 
allocated to the diagnosis process is assumed to follow the GIG distri
bution. a, b and p are considered to be equal to 1, 1, − 0.5 respectively. 
These factors give a narrow tail that shows that there are some diagnosis 
processes that may take longer time. In addition, these factors give the 
mean value of the distribution equal to 20 s, which is the average time 
required for the diagnosis process, according to (Chen et al., 2008). 

Based on the presented distribution, allocated time to the diagnosis 
process can be estimated, and using the estimated allocated time, the 
conditional probability of the “Time” node for the diagnosis event can be 
calculated (Eqs. (3)–(6)). 

3.3. Decision-making 

In this step, crews communicate and interact to understand the sit
uation in a better way and to be able to make an appropriate decision in 
a short time (third phase/column presented in Fig. 8). Finally, the re
covery tasks are concluded by an operator based on the gathered in
formation and time and operational constraints. Three main decisions 
could be performed as recovery tasks in a DP drilling unit in short time 
(Chen et al., 2008).  

1. Change position reference, i.e., deselect the faulty position reference 
and select an alternative position reference.  

2. Recalibrate reference origin in DP control system.  
3. Deselect faulty vessel sensor. 

The probability of successful decision-making depends on multiple 
factors and could be calculated using the BN presented in Fig. 13. The 
conditional probabilities of all parent nodes, except the “Time” node are 
quantified using Eqs. (1) and (2) and the multipliers are derived from 
(Byeet al., 2017). Based on expert judgment, it is assumed that the 
highlighted red node has the most, and highlighted blue nodes have the 
least impact on successful decision-making process. 

The decision-making process takes about 5 s (Chen et al., 2008); 
therefore, based on Table 1 and Eqs. (3)–(6), the conditional probability 
of the “Time” node for the decision-making event can be evaluated. 

The time spent at this step follows the GIG distribution, as the 
diagnosis step. However, as the time required for this step is shorter than 
previous steps (Chen et al., 2008), a, b and p parameters are considered 
equal to 2, 1 and 0, respectively. Fig. 14 presents the GIG distribution for 
time allocated to the decision-making. The mean value of the distribu
tion is equal to 5 s (Chen et al., 2008). 

Based on the presented distribution, allocated time to the decision- 
making process can be estimated, and using the estimated allocated 

time, the conditional probability of the “Time” node for the decision- 
making event can be calculated (Eqs. (3)–(6)). 

3.4. Execution 

At this phase, the formulated recovery task from the previous step is 
executed (fourth phase/column presented in Fig. 8). The probability of 
execution depends on multiple factors, including time, fitness for duty, 
stress, ergonomics, training, and work processes and can be calculated 
using the BN presented in Fig. 15. The conditional probabilities of all 
parent nodes, except the “Time” node are quantified using Eqs. (1) and 
(2) and the multipliers are derived from (Byeet al., 2017). 

The execution time process takes about 3 s (Chen et al., 2008); 
therefore, based on Table 1 and Eqs. (3)–(6), the conditional probability 
of the “Time” node for the execution event can be evaluated. 

The response time of execution follows GIG distribution as in pre
vious stages. However, as the time required for this step is shorter than 
previous ones, a, b and p parameters are considered equal to 2, 1 and 0, 
respectively, with 3 s mean value (Chen et al., 2008). 

Based on the presented distribution, allocated time to the execution 
process can be estimated, and using the estimated allocated time, the 
conditional probability of the “Time” node for the execution event can 
be calculated (Eqs. (3)–(6)). 

3.5. Auto DC 

If the vessel movement could not be controlled, it will enter the red 
zone (fifth phase/column presented in Fig. 8). After entering the red 
zone, the vessel must be disconnected. Disconnection can be performed 
automatically or manually. The probability of auto disconnection mostly 

Fig. 11. Bayesian network of diagnosis probability.  

Fig. 12. RT (time allocated) distribution of the diagnosis process.  
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depends on technical factors of the DP drilling unit and can be calculated 
using the fault tree presented in Fig. 17, (Parhizkar et al., 2020b). The 
frequencies of basic events are presented in (Parhizkar et al., 2020b). 

3.6. Manual DC 

Another option, after entering the red zone, is manual disconnection 
(fifth phase/column presented in Fig. 8). The probability of manual 
disconnection depends on technical and human factors. The related fault 
tree and BN of the manual disconnection is presented in Fig. 18 and 
Fig. 19, respectively, (Parhizkar et al., 2020b). The frequencies of the 
fault tree basic events are presented in (Parhizkar et al., 2020b). 

As shown, one of the initial events of the fault tree is human error 
that could be quantified using the BN shown in Fig. 19, (Parhizkar et al., 
2020b). The fault tree and BN are developed based on International 
Marine Contractors Association (IMCA) annual reports on station 

keeping incidents from 2004 to 2016 analysis (Parhizkar et al., 2020b). 
It should be noted that the parent nodes are connected to all human error 
types; however, for simplicity, this is not included in the figure. 

3.7. Disconnection execution 

After selecting the method of disconnection, the disconnection (DC) 
execution will be performed (sixth phase/column presented in Fig. 8). 
The probability of DC execution follows the same function as presented 
for the execution stage. In addition, the time allocated to DC execution 
consists of two main intervals. 

One is the time allocated to activating the emergency disconnection 
by the operator/controller, which is an execution process, and its 
response time follows the same pattern as the execution stage. This time 
interval is denoted by “disconnection execution” in the results section. 

The other time interval is the time it takes for the vessel to be 
disconnected and get back into a stable position. According to (Chen 
et al., 2008), it takes the vessel approximately 40 s to be disconnected 
and get back to a stable position. This time interval is denoted by 
“disconnection” in the results section. 

3.8. End states 

End states are the states at the end of the pathways (last phase/col
umn presented in Fig. 8). They are classified into groups that can lead to 
successes or severity of consequences. In the case under study, three 
possible end states are considered as follow:  

• OK: The drilling unit could maintain position and return to green 
region to operate normally.  

• DC (disconnection): The drilling unit is disconnected appropriately.  
• MD (mechanical damage): The drilling unit is not disconnected 

appropriately; and as a result, mechanical and/or environmental 
damages occur. 

3.9. General solution algorithm 

In the proposed model for the case study, Bayesian networks and 
fault trees, presented in Section 3, are solved and failure probabilities of 
each event is calculated; and finally based on Fig. 8 system end state 

Fig. 13. Bayesian network of successful decision-making probability.  

Fig. 14. RT (time allocated) distribution of the decision-making process.  

Fig. 15. Bayesian network of execution probability.  
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probabilities are calculated. 
The data flow starts with the Monte Carlo method. The time allo

cated to each event is a random value from a gamma/GIG distribution. 
In order to have a more realistic result, the Monte Carlo method is used 
and random times required for detection, diagnosis, decision making, 
and execution are selected from the generated distributions (Figs. 10, 
Figure 12, Fig. 14, and Fig. 16). 

Time available is calculated based on the sensor data (ambient and 
operational conditions) using the dynamic simulator. In the dynamic 
simulator, the operational and environmental conditions of the DP 
system, including wave, current power system, control system and 
propulsion system characteristics, are taken as inputs. Using dynamic 
simulation, the position and the velocity of the DP system over time are 
calculated. The position and velocity of the DP system are used to 
calculate the time available before collision happens. 

The required times (random numbers selected from distributions) 
and the time available are used to evaluate conditional probabilities 
using SPAR-H method (Table 1 and Eqs. (3)–(6)). The conditional 

probabilities, as well as sensor data and crew characteristics, enter 
Bayesian networks; and the failure probabilities of the human related 
events are quantified. The failure probabilities of technical events are 
evaluated using fault trees. Afterall, the end state probabilities of the 
ESD are calculated based on the derived probability of each event. This 
process is repeated for the predefined total number of Monte Carlo 
simulations. At each iteration, a random number from time allocated 
distributions will be selected and the process will be followed again, and 
end state probabilities will be calculated. 

4. Results 

4.1. Scope identification 

In the case study, a DP drilling unit problem is provided to illustrate 
the methodology effectiveness. It is assumed that an initiating event has 
happened, and the system has entered the yellow region. Based on the 
system dynamic simulation results, the system will enter the red region 
after 500s. Therefore, the time available for decision-making and re
covery action to get back to the position is 500s. On average, this is 
sufficient time to diagnose and take action. It is assumed that the 
disconnection would be performed automatically, if required. 

It is assumed that the operator procedure and the human-machine 
interface have nominal effect on performance. According to (Whaley 
et al., 2011), the quality of the procedures is adequate, and they are 
assumed to be followed. Procedures do not reduce nor to a large degree 
increase performance. In addition, the human machine interface and 
physical working environment has neither a negative nor a positive ef
fect on performance. All of the safety critical information is easily 
available, and no human machine interface-related issues are interfering 
with carrying out the task. In addition, crew characteristics are assumed 
as follow:  

• Stress level: Operator(s) does not experience threat stress and the 
stress level has not a negative effect on performance.  

• Training: The operator(s) has training on the task(s) in this scenario 
and has the necessary knowledge and experience to be prepared for 
and to do the task(s) in this scenario. The level of training does not 
reduce performance nor to a large degree improve performance.  

• Fitness for duty: The operators have good attitudes to safety and 
work conduct and there is explicit management support to prioritize 

Fig. 16. RT distribution of the execution process.  

Fig. 17. Automatic disconnection fault tree of a DP drilling unit (Parhizkar et al., 2020b).  
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safety when that is appropriate. The operator(s) also shows mind
fulness about safety. 

• Work processes: The teamwork is adequate on one or several team
work factors that have been identified as important for the perfor
mance of the task or scenario in question. Teamwork has neither a 
negative nor a large positive effect on performance. 

In addition, failure frequencies of basic events in fault trees are 
assumed equal to values presented in (Parhizkar et al., 2020b). These 
assumptions are taken as inputs to the flow diagram, illustrated in 
Fig. 20, and the probabilities of events as well as end states (Fig. 8) are 
calculated, which is presented in Section 4-2. 

Moreover, sensitivity analyses on inputs are performed. In Section 4- 
3, incident scenarios with different available times (adequate time 
available, barely adequate time available, inadequate time available) 
are compared; and in Section 4-4, the results for incident scenarios with 
different complexity level are presented and compared. 

4.2. Dynamic probabilistic risk assessment 

Fig. 21 presents the probability distribution of all events in the 
decision-making process, including execution. The results are converged 
after selecting 10,000 random times allocated to each event. The values 
on the Y-axis are probability × 10e4, e.g., number 200 on Y-axis presents 
200⁄10e4 = 0.02. 

As can be seen, event probabilities are mostly between 0.8 and 1. As 
the time available before entering the red region is greater than the time 
required to make decision and execution, each event will have an 
adequate time to be performed. As a result, their accuracy (event 
probability) has a high level. In addition, as can be seen, the discon
nection event has a constant probability of 0.9403 in all runs. The reason 
is that the disconnection process has a fixed time allocated, as 
mentioned in Section 3-7; therefore, the related fault tree and BN result 
in the same value for all 10,000 runs. However, in other events (detec
tion, diagnosis, decision making, execution and disconnection execu
tion), the probability of the event has a distribution. This is because the 
probability of these events are functions of the time allocated, which has 

Fig. 18. Manual disconnection fault tree of a DP drilling unit (Parhizkar et al., 2020b).  

Fig. 19. Human error Bayesian network of manual disconnection (Parhizkar et al., 2020b).  
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a probability distribution. At each run, a random number from the time 
allocated distribution is selected, and then the event probability is 
calculated accordingly. Thus, there are distributions for the mentioned 
events’ probabilities, which are presented in Fig. 21. 

As mentioned before, the end states of the scenario are OK, discon
nection (DC), and mechanical damage (MD). Fig. 22 presents the 
occurrence probabilities and the mode values of these end states. The 
mode values present the most frequent result of the end states after 
running for 10,000 times. As is illustrated, the mode of the OK proba
bility distribution is 0.951. It means that the probability of decision- 
making, action taking and get vessel back to a safe position, in less 
than 500s, is 0.951. Disconnection refers to an appropriate disconnec
tion without any damage to the system, and its probability is 0.046. MD 
is a failure in proper disconnection. The mode probability of MD is 0.004 
for the scenario under study. 

Fig. 23 presents the time allocated distribution of all events in the 
decision-making and execution process. As can be seen, distributions 

follow almost the same pattern as the human RT distributions, as pre
sented in Figs. 10, Figure 12, Fig. 14, and Fig. 16. The results are derived 
based on the 10,000 runs. As the number of runs increases, the pattern 
would be more similar to the presented human RT distributions. 

According to (Byeet al., 2017), there are some overlaps between the 
performed tasks in the decision-making process steps. Considering the 
values presented in (Byeet al., 2017; Chen et al., 2008), the distribution 
of the overall time allocated from detecting an initiating event up to the 
end states is presented in Fig. 24. The mode of the distribution is 74.3 s. 
In other words, the decision-making process from detection to taking 
action takes about 74.3 s. 

4.3. Effect of time available on risk level 

After the detection of an initiating event, operator(s) should make a 
decision and take recovery actions before the vessel enters the red re
gion. This forces a time constraint on the decision-making process. The 

Fig. 21. Probability distribution of the decision-making process and action taking events (Detection probability: Section 3.1, Diagnosis probability: Section 3.2, 
Decision-making probability: Section 3.3, Execution probability: Section 3.4, Disconnection probability: Section 3.5, Disconnection execution probability: Sec
tion 3.7). 

Fig. 22. End states probability distribution, (DC: disconnection, MD: mechanical damage).  
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time constraint depends on the nature of the incident, vessel type, water 
deepness and other environmental factors. A dynamic simulator can be 
used to calculate this time constraint. After an initiating event, vessel 
position, incident details, and vessel characteristics are used as inputs to 
the simulator, and the simulator shows how long it will take for the 
vessel enters the red region. This time span is the time available to make 
a decision and perform a recovery action before entering the red region. 
In this section, the system risk level for three different scenarios, i.e., 
adequate time (500s), barely adequate time (200s), and inadequate time 
(100s) are compared. These timelines are inferred from (Byeet al., 2017; 

Marius et al., 2018). 
Fig. 25 presents the probability of end states as a function of the time 

allocated for the scenario with adequate time available. In the graphs, 
each dot represents one run out of 10,000 times run of the model. It is 
shown that, as the time allocated increases, the probability of OK in
creases and reaches to 0.951 after about 150s – i.e., the probability of 
proper decision-making, action taking and get vessel back to the safe 
position, in 150s, is 0.951. 

On the other hand, the probabilities of MD and DC decrease with 
increasing the allocated time. MD and DC end states approach 0.004 and 
0.046, respectively. The approached value of DC is higher than MD due 
the adequate time available for the disconnection process. When there is 
sufficient time available, the disconnection could be performed appro
priately, and its probability would be higher than MD. 

Fig. 26 presents probability of end states as a function of time allo
cated for the “barely adequate time” scenario. In this scenario, it is 
assumed that the time available for decision-making and taking recovery 
actions and get vessel back to a stable position is 200s. As can be seen in 
the OK probability graph, some of the runs resulted in approximately 
0 values (shown in red circle). These runs present scenarios in which 
operator(s)’ decision-making or taking action has taken longer than time 
available (200s), and vessel is entered red region. In this scenario, due to 
the lack of time the probability of appropriate disconnection is low and, 
as a result it is highly probable that vessel loss its position. 

Fig. 27 illustrates the probability of end states for a scenario with 
“inadequate time available”. In this scenario, the time available for 
decision-making, action taking and get vessel back to a safe position is 
100s. As can be seen in graphs, most of the runs take more than time 
available (100s). Consequently, the OK probability approaches 0.001 
and MD approaches 0.998. As the time available is inadequate, there is 
no time to have an appropriate disconnection, and in most cases, the 
disconnection process results in mechanical damage. 

Table 2 summarizes results of the three scenarios of adequate, barely 

Fig. 23. Time allocated distribution for all decision-making and action taking process events (Detection probability: Section 3.1, Diagnosis probability: Section 3.2, 
Decision-making probability: Section 3.3, Execution probability: Section 3.4, Disconnection probability: Section 3.5, Disconnection execution probability: Sec
tion 3.7). 

Fig. 24. Probability distribution of the overall time allocated from detection to 
taking action. 
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adequate and inadequate time available. The presented values are the 
mode value of the probability distribution of each end state, as presented 
in Figs. 25–27. The mode value is the most frequent value presented in 
the distributions. Therefore, the sum of the probabilities presented in 
each column of Table 2 are not equal to one as they are not presenting a 

specific scenario’s end state. 
In addition, as can be seen, by decreasing the time available, the 

probability of appropriate disconnection is approaching to zero. The 
reason is that it is assumed that in all scenarios, the decision-making 
process follows the same pattern as presented in Fig. 8: Operator(s) 

Fig. 25. Probability of end states for the “adequate time available” scenario, (DC: disconnection, MD: Mechanical damage).  

Fig. 26. Probability of end states for the “barely adequate time available” scenario (DC: disconnection, MD: Mechanical damage).  

Fig. 27. Probability of end states for the “inadequate time available” scenario (DC: disconnection, MD: Mechanical damage).  
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try to diagnose, make decision, execute, and if vessel enters red region; 
take disconnection action. Therefore, by decreasing the time available, 
there would not be sufficient time for end events such as disconnection. 
Moreover, in the “inadequate time available” scenario, there is a very 
low probability that the vessel gets back into its stable position and, the 
probability of MD is equal to 0.998. 

4.4. Effect of incident complexity on risk level 

The studied incident is not very complex and task complexity has 
neither a negative nor a positive effect on operator(s)’ performance. In 
this section, a comparison between the studied incident (normal case) 
and a case with complex tasks (complex case) is performed. In the 
complex case, the tasks that should be performed are moderately com
plex. There is some ambiguity in what needs to be diagnosed or 
executed. Several variables are involved, perhaps with some concurrent 
diagnoses or actions (i.e., evolution performed periodically with many 
steps). In this situation, operator(s) performance is influenced 
negatively. 

Fig. 28 presents the probability distribution of all events for both 
simple and complex cases. The blue graphs are the same as graphs 
presented in Fig. 21. In Fig. 28, most parts of the distributions have 
overlap. However, it can be inferred that the probabilities of all decision- 
making events, decrease in the complex case due to the negative influ
ence of complexity on operator(s) performance. However, this effect is 
more significant in the diagnosis process. The reason is that complexity 
affects diagnosis performance dramatically, and this is shown in the 
related BN presented in Fig. 11. In addition, it is depicted that 
complexity has the least effect on the decision-making process, since at 
this step, making decisions based on the available diagnosed informa
tion would be performed and task complexity does not be affected the 
successful decision-making step considerably. This is depicted in the 
successful decision-making BN, presented in Fig. 13. 

Fig. 29 presents the probability of end states for both the normal and 
complex cases. The OK probability decreases approximately to 0.186 
(19 %) in the complex case. In addition, in the complex case, the OK 
probability increases more slightly as a function of the time allocated. 
However, in the normal case, the rate of increase is sharper. This shows 
that in the complex case, it takes more time to make an appropriate 
decision and take action. As a result, the rate of increase is not as sharp 
as in the normal case. 

5. Discussion 

5.1. The Dynamic nature of the study 

The proposed framework aims to consider uncertain and time 
dependent risk influent factors and implement frequent updating of risk- 
related information during decision-making phases. The proposed event 
flow diagram concept combines the static analysis of BNs and fault trees 
with the dynamic analysis of event dependency and occurrence proba
bility (Section 2). This combined analysis reveals that incident conse
quences are highly time dependent, and operator(s) can face an 
increased risk level as the time available for a specific incident decreases 
(Figs. 25–27). 

More specifically, the proposed methodology considers time de
pendency in different parts of an analysis, including:  

1. The model updates the event connections using updates from sensor 
data and a dynamic simulator of the system. As a result, over time the 
event sequence diagram is updated. 

2. The main difference between the proposed methodology and con
ventional methods is in the way that the model considers the failure 
probabilities as a function of required, available and allocated time 
to each event. 

The conditional probability of the “Time” parent node in the 
Bayesian networks (Figs. 9, Figure 11, Figure 13, Figure 15) are 
dependent on the required, available and allocated time to each event 
(Eqs. (3)–(6)). The available time at each phase of the dynamic event 
sequence diagram (Fig. 8) is calculated based on the available time of 
incident minus time spent in the previous phases. 

As the probability of an event depends on the available time; and the 
available time depends on the time spent on the previous events, we 
could say that the probability of an event depends on the allocated time 
to the previous events. That is one of the main novelties of this research 
that resulted in more realistic system failure probabilities in emergency 
situations.  

3. In the proposed framework, all events have a time allocated (human 
response time). The human response time depends on the nature of 
the event and various environmental and physical factors that make 
the response time prediction complex. Many researchers have con
ducted studies on predicting the human response time, and there are 
many experimental data in this regard. In this study, the time allo
cated distributions for detection, diagnosis, decision-making and 
execution processes are estimated by using data-driven methods 
(Eqs. (7) and (8)). 

5.2. The model applicability domain 

In this paper, a dynamic probabilistic risk assessment method for the 
decision-making process in emergencies is proposed (Section 2). The 
proposed event flow diagram (Fig. 2) is applicable to different complex 
systems and application areas in an emergency. The model is able to 
predict dynamic probabilistic risk of decision scenarios over time. 
However, it should be noted that the related dynamic simulator of the 
system, BNs and fault trees should be adapted to each system accord
ingly. However, the concept and the steps that should be followed re
mains the same as the presented case study (Section 3). 

5.3. Response time uncertainties 

In the studied case, the process is simulated 10,000 times (Section 4- 
2). In each run, response times of detection, diagnosis, decision-making 
and execution are randomly selected from response time distribution 
models. Then, the probability of each event is calculated accordingly. 
The results of every run are collected, and a distribution of the results are 
presented in all graphs in the result section. Using this method, response 
time uncertainties in decision-making process is considered in the risk 
evaluation process. 

5.4. Decision-support tool 

The end states’ probabilities as a function of time are presented for 
all runs (Figs. 25–27). 

From the results, it can be seen that probability has an upper bound 
that could be reached in an adequate time span. This approached value 
as a function of time could assist decision-making process so that it could 
play a function for a similar situation. For example, the average required 
response time to reach maximum risk level could be derived for a 
different incident. This value is a critical information for operator(s) in 
emergencies to make an optimal decision such as recovery actions or 
shut down scenarios. Not only the average response time, but also the 

Table 2 
Mode of probability distributions for three different scenarios.  

End state/ 
Scenario 

Inadequate time 
available 

Barely adequate time 
available 

Adequate time 
available 

OK ≅ 0.001 ≅ 0.951 ≅ 0.951 
DC 0 0 ≅ 0.046 
MD ≅ 0.998 ≅ 0.004 ≅ 0.004  
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maximum response time is an important metric for making decision 
those could be derived from the presented graphs. These are some ex
amples of novel insights derived from the proposed model compared to 
the state-of-the-art risk assessment studies, as we have considered dy
namic probabilistic dependencies. 

In general, the results of the model (end state probabilities) could 
provide inputs to a decision support tool. A decision support tool assists 
operator(s) in making better and/or faster decisions. In a decision sup
port tool, powerful predication capabilities are utilized that help oper
ators improve the way they approach available information and assist 

Fig. 28. Comparison between probability distribution of events in normal and complex cases (Detection probability: Section 3.1, Diagnosis probability: Section 3.2, 
Decision-making probability: Section 3.3, Execution probability: Section 3.4, Disconnection execution probability: Section 3.7). 

Fig. 29. Comparison between the probability distribution of the end states for normal and complex cases (DC: disconnection, MD: Mechanical damage).  
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them to have a better understanding about system behavior. The pro
posed dynamic risk assessment model in this paper could provide in
formation about failure probabilities as a function of time for multiple 
decision scenarios. This information can be used in decision support 
tools and improves their prediction capabilities significantly. 

5.5. Future work 

One of the main paths for future research is the potential in devel
oping the current methodology from an analysis tool into an online 
decision support tool. Dynamic probabilistic risk assessment delivers a 
better risk picture and allow for making decisions according to the 
needs, going from a re-active emergency management to a pro-active 
approach where decision scenarios could be analyzed and anticipated 
based on real-time information. One possibility would be to simulate all 
alternative decision scenarios and provide an approximate time scale 
and risk level of each scenario. Another option would be to allow the 
operator(s) to be informed about the event and sequence probabilities in 
the near future. Knowing this information could help operator(s) to 
readjust system configuration with improved knowledge about the 
system. 

6. Conclusion 

In this study, a dynamic probabilistic risk assessment method for the 
decision-making process in emergencies is proposed. The framework is 
able to model the interactions between complex system operation and 
the decision-making process in a very short execution time. The pre
dicted risk level is probabilistic and is updated over time by getting more 
information about system and human operations. 

The complexity associated with system and human models and their 
interactions is considered by the event flow diagram concept, intro
duced in this study. In this concept, all events in a decision scenario have 
probabilities that are functions of the time allocated (response time). 
These functions are calculated based on the “nature” of the events. The 
concept considers system uncertainties using the Bayesian network 
method, and data-driven distributions. Finally, the Monte Carlo method 
is utilized to model stochastic behavior of the system and human 
responses. 

A case study is performed on a dynamic positioning mobile offshore 
drilling unit, and results show that the proposed framework is able to 
evaluate the risk level of a decision scenario for an incident. A sensitivity 
analysis on the time available for decision-making and incident 
complexity are performed; and promising results have been reported not 
only with regards to risk assessment of decision scenarios but also with 
regards to the computational cost (less than 1 s per run). The in
terconnections between human and technical factors are modeled using 
the DPRA method; and more accurate risk levels of decision scenarios 
are achieved. 
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