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Abstract

Arguably, some of the most intriguing phenomena in contemporary con-
densed matter research can be observed in systems of `reduced' dimensions.
In cases where electrons are not allowed to propagate freely in all three
spatial directions, a newfound interplay with other electrons and other col-
lective excitations can often be observed. The con�nement of the electrons
can thus lead to altered electronic properties or, in extreme cases, com-
pletely di�erent phase behavior. For instance, the results can range from
electronic states with massless Dirac fermions to potent pairing mechanisms
for unconventional superconductivity. Ultimately, the implications of said
`con�nement' would depend on the material the electrons propagate in and
the other degrees of freedom it enables and inhabits.

This thesis is concerned with forming and studying such systems of `re-
duced' dimensions and the physical phenomena they exhibit. The work is
based on six research papers covering various topics, materials, and exper-
imental techniques. Three papers examine the physical structure of state-
of-the-art quantum materials and pathways to modify and control their be-
havior and quality. The remaining three focus on electron interactions with
collective modes of excitation, both in van der Waals materials and in fer-
romagnetic and antiferromagnetic structures and heterostructures.
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Chapter 1

Introduction

Perhaps some of the most exotic phenomena in condensed matter physics
originate from the interplay of electrons at surfaces, across interfaces, or with
di�erent collective modes of excitation within a material. The picture of the
solitary electron that paves its way along the periodic energy potentials of
a perfectly ordered system can serve as an excellent tool for understanding
the fundamental properties of many solids. However, a multitude of other �
and arguably more exciting, behavior can be explained if the idea of these
lone striders is abandoned, and the company of other electrons, or perhaps
even bosons, crystal imperfections, or dopants, gets thrown into the mix.

When the idea of `packets' of light and the explanation of the photoelec-
tric e�ect was introduced in 1905 [10], Albert Einstein enabled a range of
later technological developments that all utilize or exploit the fundamental
property of light energy quantization. Additionally, his newfound under-
standing of said phenomenon inspired the idea of using light to test another
contemporary hypothesis: quantized energy states in solid materials. Tech-
nological developments of suitable instrumentation soon followed, and by
the mid-1960s, electron spectroscopy had developed into a fully-�edged tool
for analyzing chemical states [11].

Since then, further advances in instrumentation have allowed interac-
tions between electrons and several of the mentioned degrees of freedom to
be studied with unprecedented detail. Electron spectroscopies can now re-
solve a photoexcited electron by both its energy and momentum � properties
which can be linked back to its behavior in a material before photoexcitation.
As an interacting electron will get `dressed' by the signatures of its particle-
particle interactions, comparing its measured behavior to that of an ideal,



Chapter 1. Introduction

non-interacting electron allows many-body interactions to be observed from
experimentally measured energy bands. With the proper analytical method-
ology, speci�c interactions can also be disentangled from one another and
quanti�ed.

The work presented in this thesis concerns the interactions of electrons in
solid state systems, with a particular emphasis on those observed in quantum
systems of `reduced' dimensions. In Papers [1] and [2], a new, novel, and vi-
able approach to producing and patterning a benchmark quantum material
is presented. In Paper [3] unexpected, and exotic many-body interactions
are observed at high binding energies in a wide bandgap insulator. In Paper
[4], the previously ambiguous and debated geometric distribution of dopant
atoms in a silicon quantum device platform is established once and for all.
Finally, the interplay of conducting electrons with collective magnetic exci-
tations, both within the same material and across material interfaces, are
studied in Papers [5] and [6], respectively.

Reading the Thesis

The work presented is sectioned by topic, with the idea that the necessary
information and motivation are presented directly before reading each of
the papers [1�6]. With this approach, I hope to give the reader the relevant
tools where and when necessary and avoid repeating too much information
throughout the text. By priming the reader su�ciently when needed, I
aspire to make the reading of each paper a bit less challenging � particularly
for those not versed with all the intricacies of experimental surface science.

First, the principles of light-matter interactions and some of the most
typical electron spectroscopies are discussed in Chapter 2, as these are
needed for reading and understanding all six papers. Next, Chapter 3 con-
siders the detection of photoelectrons and some of the practical implications
of the techniques discussed in Chapter 2. In Chapters 4-7, each Paper is
presented by topic. Starting with Papers [1] and [2] in Chapter 4, then Pa-
per [3] in Chapter 5, Paper [4] in Chapter 6, and ending with Papers [5] and
[6] in Chapter 7. Finally, a few conclusive remarks about each paper and
outlooks on further work are presented in Chapter 8.

2



Chapter 2

The Principles of

Photoexcitation

This Chapter outlines the foundations of photoexcitation, -absorption, and
-emission. The principles presented here should provide an introduction
to the relevant experimental techniques, su�cient to interpret the scien-
ti�c work that will be presented in subsequent Chapters. More elaborate
and rigorous theoretical treatments of photoabsorption and -emission can
be found in standard texts on experimental condensed matter physics. See,
for instance, Hufner [12] for a general picture, and Kevan [13] and Stöhr [14]
for extensions on angle-resolved photoemission spectroscopy (ARPES) and
near-edge X-ray absorption �ne structure (NEXAFS), respectively. A thor-
ough review of X-Ray photoelectron di�raction (XPD) has been provided
by Woodru� [15].

2.1 Foundations

At the heart of the scienti�c work presented in this thesis, particularly that
of Refs. [1�5], is the utilization of light-matter interactions to obtain mean-
ingful and valuable information about the materials in question. In this
Section, the interactions of bound electrons with electromagnetic radiation
are discussed, either exciting them to unoccupied states within their par-
ent material(s) or removing them entirely by ejection into a vacuum. The
discussion is based on the principles of light-matter interactions outlined in
Chapters 1 and 4 of Refs. [12] and [16], respectively. A few key points from
Damascelli's review article on photoemission are also included [17].



Chapter 2. The Principles of Photoexcitation

2.1.1 Fermi's Golden Rule for Photoexcitation

Perhaps one of the most studied phenomenons in solid state physics is the
interaction between light (i.e., electromagnetic radiation) and bound elec-
trons in well-de�ned energy states. Due to their negative charge, electrons
will experience a time-dependent, oscillating force from the electric �eld E0
carried by the incident light. In some cases, the electrons can absorb the light
energy and assume new, unoccupied states of higher energy. This process is
known as photoexcitation.

Light with energy Eph in the ultraviolet to soft X-ray regime (i.e., 30 eV
- 6 keV [18]) will have a wavelength λ that typically is greater than the
diameter of most common elemental atoms. Hence for an electron residing
near an atom, e.g., in a molecule or a solid, the local electric �eld carried
by ultraviolet light or soft X-rays can be regarded as constant in space
but oscillating in time1 with frequency ν = Eph/h, where h is Planck's
constant. This is known as the dipole approximation [12]. Furthermore,
suppose the interaction between the electron and the incoming radiation
is weak. In that case, the oscillating electric �eld E can be regarded as
a time-dependent perturbation to the electron's ground state energy. The
light-electron interaction problem can thus be treated using time-dependent
perturbation theory [16].

The rate Wi→f at which electrons get excited from an initial state |ψi⟩ of
energy Ei to a �nal state |ψf⟩ of energy Ef, by absorbing `packets' of light �
or photons, with energy Eph = hν is given by Fermi's golden rule [12, 16]:

Wi→f =
2π

ℏ

∣∣∣⟨ψf| Ĥint(p) |ψi⟩
∣∣∣
2
δ(Ef − Ei − hν). (2.1)

Here, Ĥint(p) = −E0 ·p is the Hamiltonian of the light-matter perturbation,
with p = qr being the dipole vector of the oscillating electric �eld of ampli-
tude E0. The Kronecker delta δ(Ef − Ei − hν) ensures that only excitations
where Ef = Ei + Eph are permitted, i.e., the system's energy is conserved.

Eq. 2.1 states that the rate at which light will promote electrons is highly
dependent on the energy and functional form of the �nal state. It is, there-
fore, natural to think that excitations to �nal states with di�erent energies
and wavefunctions can have drastically di�erent excitation probabilities and
rates. This principle is strategically exploited in several experimental works
presented in Refs. [1�5], and discussed in the subsequent chapters.

1All light energies used in this work are in the lower end of the range (< 2 keV), with
wavelengths equal to tens or hundreds of atomic diameters for most elements.

4



2.1. Foundations

2.1.2 Many-Particle Electronic States

So far, we have not assessed the nature of the initial and �nal electron
states. In the simplest picture, |ψi⟩ and |ψf⟩ can be regarded as one-particle
wavefunctions that are comprised of linear combinations of atomic orbitals
|ϕj⟩ [19]: ∣∣ψi(f)

〉
=
∑

j

cj |ϕj⟩ , (2.2)

where cj are complex � and in some cases time-dependent, coe�cients sat-
isfying

∑
j |cj |2 = 1.

If a more sophisticated (and realistic) model is applied, the |ψi⟩ and |ψf⟩
of the material should both be many-particle wavefunctions. In a system of
N electrons, the light absorption and subsequent excitation of one electron
from an initial state |ψN

i ⟩ to a �nal state |ψN
f ⟩ will not only involve an added

energy ∆E = hν, but also a relaxation of the many-particle �nal state as to
minimize the overall energy of the N -electron system [17].

In situations where the excited electron is freed from the system and
emitted into a vacuum, the problem can be simpli�ed slightly by invoking
the so-called sudden approximation2. Here, the photoexcited electron is
assumed not to interact with the remaining N − 1 electrons of the system,
and the light absorption and excitation process is sudden so that the system
does not have time to relax [12, 17]. Then the N -electron initial and �nal
states can be factored as

∣∣ψN
i

〉
= Ĉ|ϕki ⟩|ψN−1

i ⟩,
∣∣ψN

f

〉
= Ĉ|ϕkf ⟩|ψN−1

m ⟩. (2.3)

Here, |ϕki ⟩ and |ϕkf ⟩ are one-electron orbitals of the photoexcited electron's
initial and �nal states, respectively. The wave vector k of the initial one-
electron state is assumed not to change with photon absorption. Further-
more, |ψN−1

i ⟩ and |ψN−1
m ⟩ are wavefunctions of the remaining N − 1 elec-

trons, where m is a label for the possible �nal states. Finally, Ĉ is an
anti-symmetrization operator, ensuring that Pauli's exclusion principle is
satis�ed.

2The sudden approximation is in principle only valid when the excited electron is
assumed to be a free particle, su�cient in kinetic energy to leave the system before
the remaining particles have time to respond. If the kinetic energy of the electron is
insu�cient, screening of the excited electron and the photohole left behind has to be
taken into account. This is known as the adiabatic limit of the excitation process [17].

5



Chapter 2. The Principles of Photoexcitation

If the expressions of Eq. 2.3 are inserted into Fermi's golden rule, the
inner product term of Eq. 2.1 becomes

⟨ψf| Ĥint(p) |ψi⟩ = ⟨ϕkf |Ĥint(p)|ϕki ⟩⟨ψN−1
m |ψN−1

i ⟩. (2.4)

Here, we have used the Hermitian nature of the anti-symmetrization op-
erator: Ĉ†ĤintĈ = Ĉ†ĈĤint = Ĥint. Notice that since only a single elec-
tron is being excited, the initial and �nal states of the remaining N − 1
electrons are left una�ected by the perturbation operator Ĥint. The term
⟨ϕkf |Ĥint|ϕki ⟩ ≡ Mk

i,f is thus a single-electron-state matrix element of the
dipole operator, while ⟨ψN−1

m |ψN−1
i ⟩ describes the overlap integral between

the many-particle initial and �nal states.
To arrive at the total rate of excitationWi→f, all possible �nal states that

satisfy δ(Ef − Ei − hν) must be accounted for. A sum over m is therefore
introduced, and Eq. 2.1 becomes

Wi→f =
2π

ℏ

∣∣∣Mk
i,f

∣∣∣
2∑

m

∣∣∣⟨ψN−1
m |ψN−1

i ⟩
∣∣∣
2
δ(Ef − Ei − hν), (2.5)

where |⟨ψN−1
m |ψN−1

i ⟩|2 = |cm|2 are coe�cients that describe the probability
the photon absorption will leave the remaining N −1 electrons in an excited
state |ψN−1

m ⟩.
While the re-written expression for the golden rule in Eq. 2.5 contains

several simplifying assumptions, it holds up reasonably well in many cases
and is commonly used when describing and quantifying photoemission sig-
nals. The following two sections will outline the basic principles of the ex-
perimental techniques used in this thesis. All of these are related to Fermi's
golden rule either in the general form (Eq. 2.1) or under the sudden approx-
imation (Eq. 2.5).

2.2 Probing Electronic Core States

In this section, some of the main techniques for probing photoexcitations
from sharply de�ned, `core level' electronic states are outlined and discussed.
Understanding these techniques and their applications in surface science will
be particularly relevant for interpreting Papers [1], [2] and [4].

2.2.1 X-Ray Photoelectron Spectroscopy (XPS)

In X-ray photoelectron spectroscopy (XPS), soft X-rays are used to excite
electrons into a vacuum from the atomic orbitals most tightly bound by

6



2.2. Probing Electronic Core States

EE

EF

Evac

EB

φS

vacuum
e-

hν

(I) (II)

vacuum

Figure 2.1: An illustration of electron emission by the photoelectric e�ect.
An incident photon is absorbed by an electron occupying a well-de�ned state
with binding energy EB below the Fermi level EF in a material (I). If the
energy hν of the absorbed photon is greater than the sum of EB and the
surface work function ϕS, the electron can overcome the surface potential
energy barrier and escape the material with a �nite kinetic energy EK (II).

the atomic nuclei3. XPS relies on the photoelectric e�ect, which was �rst
explained by A. Einstein in 1905 [10]. In Einstein's description, electro-
magnetic radiation that is incident on a material can, if the energy hν of
the impinging photons is su�ciently high, excite bound electrons from the
sample into its surrounding environment with �nite kinetic energy EK. An
illustration of the photoelectric e�ect is given in Fig. 2.1.

By collecting these electrons, separating them based on their kinetic en-
ergies, and quantifying their signal intensities, one can obtain information
about the initial states in the material before the photoexcitation. This is
because bound `core level' electrons tend to have sharply de�ned energies,
characteristic of both their atomic origin and the local bonding environ-
ment in the material they inhabit. Therefore, XPS is particularly useful for
studying what atomic species are present in a material, their local chemical
environment, and the material stoichiometry [20].

3Typical atomic orbitals probed by XPS are 1s to 3d.

7



Chapter 2. The Principles of Photoexcitation

Energy Conservation

As mentioned, energy conservation must be considered when describing pho-
toexcitation. The same applies to the process of photoemission. The so-
called `three-step model' can provide a conceptually simple and intuitive
description of photoemission where energy is conserved. While it fails to
capture the many-particle nature of the problem (see Section 2.1.2), it serves
as an excellent tool for understanding the evolution of the electron's energy
from photon absorption until it escapes its parent material. A summary is
therefore given here, based on Chapter 6 of Ref. [12].

In the �rst step, an impinging photon of energy hν is absorbed by an
electron of binding energy EB, ripping it free from its parent atom and
providing it with a �nite kinetic energy E∗

K. In the second step, the electron
propagates through the material towards the surface. If E∗

K is su�cient, the
electron can overcome the surface potential energy barrier ϕS and escape
the material with a reduced kinetic energy EK = E∗

K − ϕS. This is the third
step, after which the electron is captured and detected. This is usually done
using an electron analyzer with work function ϕA that is placed in electrical
contact with the sample material. A common ground causes their Fermi
levels to align so that an additional contact potential energy U = (ϕA−ϕS)
is added to the measured kinetic energy of the photoelectron.

From the three-step model, the total energy of the system can thus be
described as

hν = EB + ϕS + EK. (2.6)

According to Eq. 2.6, the binding energy EB of occupied states in a material
can be linked to the EK of photoelectrons that get excited by light with a
well-de�ned energy hν, if the surface work function ϕS is known. Usually,
knowing ϕS will require additional measurements of the sample material
[21]. However, due to the contact potential U induced by the analyzer, the
measured kinetic energies becomes

Emeas
K = hν − EB − ϕS + U

= hν − EB − ϕA. (2.7)

It is therefore su�cient to know ϕA, which can be established from calibra-
tion measurements of the Fermi level using noble metal samples [21]. The
expressions in Eqs. 2.6 and 2.7 are also valid assumptions for the other pho-
toemission techniques that will be discussed in subsequent sections of this
Chapter.
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2.2. Probing Electronic Core States

Photoemission Signal Intensity

Let us return to Fermi's golden rule under the sudden approximation (Eq. 2.5)
to de�ne the measured photoemission intensity. The expression for the rate
Wi→f established so far accounts for both energy conservation in the pho-
toemission process and the availability of �nal states. Additionally, the
intensity of photoemitted electrons from a given initial state |ψN

i ⟩ is scaled
by the Fermi-Dirac function fD(Ei, T ), which describes the probability that
the chosen initial state is occupied. The photoemission intensity Ii→f from
|ψN

i ⟩ is then proportional to

Ii→f(ν, T ) ∝ Wi→f · fD(Ei, T )

=
∣∣∣Mk

i,f

∣∣∣
2∑

m

∣∣∣⟨ψN−1
m |ψN−1

i ⟩
∣∣∣
2
δ(Ef − Ei − hν)fD(Ei, T ). (2.8)

The total photoemission intensity can be obtained by also summing over all
possible initial states that satisfy δ(Ef − Ei − hν).

We note here that the magnitude of the one-electron dipole matrix ele-
mentMk

i,f = ⟨ϕkf |Ĥint|ϕki ⟩ depends on the energy, polarization, and incidence
angle of the incoming light relative to the orientation of the single electron
atomic orbitals |ϕki ⟩ and |ϕki ⟩ [12]. Hence changing any of these will lead
to modulations in the photoemission intensity, and in certain cases, the sig-
nal can be completely suppressed. Although such `matrix element e�ects'
in many cases can be hard to interpret, they can also contain useful in-
formation about the initial states' geometry and orbital nature. Carefully
measuring the modulation of Mk

i,f as a function of, e.g., light incidence angle
or polarization can therefore help ascertain additional features of the mate-
rial in question. In the next section, it is discussed how the Mk

i,f modulation
of XPS measurements can be used to determine chemically speci�c atomic
positions in a material.

2.2.2 X-Ray Photoelectron Di�raction (XPD)

X-Ray Photoelectron Di�raction (XPD) is a technique that is particularly
well suited for obtaining chemically speci�c information about the structural
distribution of atoms on or near solid surfaces. With XPD, the information
available through XPS is extended by considering the coherent interference
of directly emitted and elastically scattered photoelectrons. This situation
is illustrated in Fig. 2.2a. With incoming light, a primary beam of unscat-
tered core level photoelectrons is excited from a material, alongside beams

9
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Figure 2.2: Illustation of X-ray Photoelectron Di�raction (XPD). (a):
Schematic illustrating the interference of primary (unscattered) and sec-
ondary (elastically scattered) electrons in an XPD experiment. (b): Polar
angle plot of measured XPD from Si 2p (orange), overlaid on a simulation
(grey) of XPD from the bulk Si structure using EDAC [22]. The simulations
are the courtesy of Ezequiel Tosi, 2022.

of secondary electrons that have scattered elastically from a �nite cluster of
neighboring atomic sites. The di�erent outgoing beams will interfere, lead-
ing to a measurable modulation in the photoelectron intensity, varying with
the solid angle of detection [12].

XPD is typically measured by performing XPS from a core level using
�xed photoexcitation energy and recording the resultant photoemission sig-
nal over a large range of azimuthal (φ) and polar (θ) angles relative to the
sample plane and surface normal direction. The measured intensities I(θ, φ)
of each constituent peak component can then be used to obtain polar plots
of their modulation functions χ, de�ned as

χ =
I(θ, φ)− I0(θ)

I0(θ)
, (2.9)

where I0(θ) is the average intensity for a given θ across all measured φ [15].
An example of a measured XPD polar plot is shown as an orange `pizza
slice' in Fig. 2.2b.

To obtain structural information from XPD, the measured intensity mod-
ulations χ are typically compared with simulated photoelectron interference
from models of the same system. Such simulations will typically consider
multiple scattering events from a �nite cluster of neighboring atoms around
the emitter, i.e., the main interference contributions from the dominating
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2.2. Probing Electronic Core States

scattering mechanisms [15]. The agreement between simulated and mea-
sured XPD intensity modulations, χsim and χexp, can be quanti�ed by cal-
culating a reliability factor R

R =

∑
i (χsim,i − χexp,i)

2

∑
i

(
χ2
sim,i + χ2

exp,i

) , (2.10)

where the sums run over the modulation functions obtained for the i di�er-
ent polar angles θ [23]. From Eq. 2.10, R = 0 signi�es perfect agreement,
R = 1 indicates no correlation and R = 2 anti-correlation between the mea-
surements and simulations [15]. To reach the correct material structure as
indicated by the measured XPD, the parameters of each simulation (e.g.,
the relative atomic positions) are iteratively adjusted and compared to the
measurements to minimize R. Typically, R < 0.3 indicates a good agree-
ment between simulation and measurement [24, 25]. For the work presented
in this thesis, simulations were performed using the program package for
electron di�raction of atomic clusters (EDAC) [22].

Chemically Speci�c Surface Di�raction

Compared to other di�ractive techniques commonly used in condensed mat-
ter physics, XPD has a few exciting and distinct properties. Firstly, its
fundamental excitation process is photo-emission, meaning the incoming
beam is di�erent than the outgoing beam: incoming photons (bosons) ex-
cite outgoing electrons (fermions) of �nite kinetic energy. This means that
the primary beam of the di�raction problem is an outgoing one: unscattered
electrons are generated `in' the sample and will interfere constructively and
destructively with other beams of outgoing electrons. Compared to other
di�ractive techniques, where one also has to consider interference with the
incoming beam(s), this simpli�es the scattering problem somewhat for en-
ergies of a few hundred eV [12].

The di�erent nature of the incoming and outgoing beams also means
that the intensity of the measured di�raction signal is primarily limited by
the �nite escape depth of the outgoing photoelectrons [26]. The surface
sensitivity can thus be tuned by adjusting the photoexcitation energy, and
XPD is typically performed with photon energies yielding an escape depth of
a few nanometers. This makes XPD moderately surface sensitive compared
to, e.g., electron di�raction and helium scattering with sensitivities down
to a few atomic layers [27, 28]. Note, however, that despite its ability to

11



Chapter 2. The Principles of Photoexcitation

capture some bulk properties from the host material, XPD is not to be
considered a bulk-sensitive technique per se when compared to, e.g., X-ray
di�raction, where the incoming and outgoing photon beams can penetrate
several hundred micrometers [29].

The second and perhaps even more important property of XPD is the
chemical sensitivity achieved by the photoemission process. When probing
electrons excited from atomic core levels with well-de�ned energies, elemen-
tal speci�city and the ability to study di�erent bonding stoichiometries can
be achieved [24, 25]. Combined with the tunable depth sensitivity provided
by a source of variable photon energy, XPD can o�er many new insights
that are not available from other techniques used for surface structure de-
termination.

2.2.3 Near-Edge X-Ray Absorption Spectroscopy (NEXAFS)

As opposed to techniques that rely on photo-emission, i.e., the promotion
of bound electrons into free electron states above the vacuum level Evac,
X-ray absorption spectroscopy (XAS) techniques will promote electrons to
unoccupied, bound states between Evac and the Fermi level (EF). The XAS
process is sketched in Fig. 2.3, along with some of the photoemission tech-
niques discussed in Chapter.

Amongst the di�erent XAS techniques available, Near-edge X-ray ab-
sorption �ne structure (NEXAFS) measurements are particularly suitable for
studying the structural properties of low-Z (i.e., atomic number) molecules
on surfaces [30]. In NEXAFS, transitions are probed between tightly bound
atomic states, e.g., the 1s and 2p states, and unoccupied, near-energy intra-
or extra-molecular orbitals. This is done by subjecting the atomic species of
interest to light of variable photon energy hν, typically using a synchrotron
light source, and observing the rate of light absorption4 when hν assumes
the characteristic energies of the transition(s) between the initial and �nal
states.

4The light absorption as a function of energy is measured from the by-products gen-
erated when deep core level electrons transition into unoccupied states, e.g., �uorescent
light, Auger electrons, or other secondary electrons from the cascade of scattering pro-
cesses following the excitation(s) [30].
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hν3
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Figure 2.3: Sketch of photoexcitation processes outlining the di�erences
between photo-emission and -absorption. In the former case, e.g., when
measuring XPS, XPD, UPS or ARPES, electrons are excited from bound
states below the Fermi level (EF) and into the continuum of free electron
vacuum states (E�nal > Evac). In contrast XAS techniques excite electrons
to the unoccupied, bound electronic states, (i.e. with energies EF < E�nal <
Evac).

Carbon K-edge NEXAFS

NEXAFS has several applications but is particularly useful for verifying
the presence of, and secondly, determining the molecular orientation of low-
dimensional, sp2-hybridized carbon materials on surfaces [31]. In such cases,
the intensity of excitations from the 1s atomic level into the unoccupied π∗

antibonding orbital as a function of light incidence angle θ relative to the
sample plane is exploited. In aromatic carbon compounds, the lowest unoc-
cupied molecular orbital (LUMO) π∗ states are comprised of highly direc-
tional 2pz atomic orbitals that are oriented perpendicular to the molecular
plane(s) (see Fig. 2.4a). When linearly polarized light with a well-de�ned
electric �eld vector E is incident, 1s → π∗ excitations are ampli�ed (i) at
resonant photon energy hν ≈ Eπ∗ − E1s and (ii) when E is aligned with
the direction of the 2pz orbitals [32]. Hence, by measuring with photon en-
ergy around that of the 1s → π∗ resonance and simultaneously varying the
light angle of incidence θ (Fig. 2.4b), the plane orientation of the aromatic
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Figure 2.4: Carbon K-edge NEXAFS measurements. (a): Sketch of molecu-
lar orbitals in sp2-hybridized carbon compound undergoing photoabsorption.
The lowest unoccupied molecular orbital (LUMO) that electrons can be ex-
cited to is the π∗ state, which is comprised of out-of-plane 2pz orbitals. (b):
Example C 1s K-edge NEXAFS from few-layer graphene. When the lin-
early polarized electric �eld E aligns with the direction of the 2pz orbitals,
maximal photoabsorption from the 1s → π∗ transition is achieved. (c):
Coordinate system and characteristic angles and vectors for a NEXAFS ex-
periment. The angles θ and α correspond to those appearing in Eq. 2.11.

rings can be ascertained from the θ that yields the maximum, out-of-plane
NEXAFS intensity [31, 32].

The coordinate system of a typical NEXAFS experiment probing aro-
matic carbon compounds is sketched in Fig. 2.4c. Here, the vector O repre-
sents the direction of the 2pz orbitals that make up the LUMO π∗. O is at
an angle α to the surface normal n̂, and projects onto the substrate xy-plane
with azimuthal angle φ. The incident, linearly polarized light has a domi-
nant electric �eld vector E|| at an angle5 θ to n̂, and a minority component
E⊥ in-plane with the substrate.

For threefold-symmetric aromatic carbon rings, the φ dependence van-
ishes, and the NEXAFS resonance intensities reduce to [32]:

I ∝ PI || + (1− P )I⊥ =P ·A
(
cos2 θ cos2 α+

1

2
sin2 θ sin2 α

)

+ (1− P ) ·A sin2 α, (2.11)

5Note that since E|| is normal to the wave vector k of the incoming light, the angle E||
makes with n̂ is the same as the light angle of incidence relative to the substrate plane.
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2.3. Probing Valence Band Electrons

where P is the fractional polarization of the dominant electric �eld E||, and A
is the angle integrated cross-section of the photoabsorption. Typically, P ≥
0.9 and thus the I || contribution dominates. To ascertain the orientation of
aromatic carbon plane(s), The C1s→ π∗ NEXAFS intensity is measured as
a function of θ, and compared to the `theoretical' expression in Eq. 2.11 to
determine the corresponding α [1, 31].

2.3 Probing Valence Band Electrons

To access information about electrons closer to the Fermi level, it is common
to perform photoemission experiments with lower photoexcitation energies
than needed to access the more tightly bound core levels, e.g., in XPS exper-
iments. Furthermore, since the electrons near EF occupy states with both
well-de�ned binding energy and momentum, one can obtain a complete map
of their occupied bandstructure if both parameters are measured from the
photoexcited electrons. The following subsection concerns the basic proper-
ties of measured valence band photoemission signals.

2.3.1 Angle-Resolved Photoemission Spectroscopy (ARPES)

In angle-resolved photoemission spectroscopy (ARPES), lightly bound photo-
emitted electrons are measured as a function of their kinetic energy EK, and
polar θ and azimuthal φ angles when leaving a photoexcited sample. The
measured signal as a function of EK, θ and φ can then be used to reconstruct
the energy dispersion relations of the states the electrons occupied before
their light excitation.

Like in XPS experiments, measured ARPES signals satisfy the same en-
ergy conservation law (Eq. 2.6). However, when ejecting into a vacuum,
the electrons' momenta will diminish in the direction parallel to the surface
normal from working against the electrostatic forces generated by surface
charges. Consequently, all outgoing electrons will be refracted as they over-
come the potential energy barrier at the surface, and only the in-plane mo-
mentum ℏk|| of the electrons will be conserved in the process, as shown in
Fig. 2.5. The speci�cs of how k|| relates to the geometry (i.e., the emission
angles) of an ARPES experiment will be explained in the next Chapter (3.1)
on photoemission signal detection.
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Chapter 2. The Principles of Photoexcitation

Quasi-Particles and Many-Body Interactions

Commonly, the electrons in a solid will interact with each other, as well
as di�erent degrees of freedom, such as bosonic excitations. These inter-
actions will renormalize the electron energy and momenta, altering their
e�ective masses m∗ and the �nite lifetimes τ that they will have in their
pre-occupied states [33]. In actual photoemission experiments, the signal
received is, therefore, from quasi-particles of electrons that are `dressed' by
the interactions that they experience before exciting from the solid [12, 17].

Returning to the expression for photoemission intensity de�ned previ-
ously, we seek to explore how many-body interactions manifest themselves
in measured ARPES. By also accounting for the conservation of in-plane
electron momentum during the photoemission process, Eq. 2.8 becomes

I
(
ν,k||, T

)
∝
∣∣∣Mk

i,f

∣∣∣
2∑

m

∣∣∣⟨ψN−1
m |ψN−1

i ⟩
∣∣∣
2
δ(Ef − Ei − hν)

·δ(k||
f − k

||
i −G||)fD(Ei, T ). (2.12)

Here, G|| is merely an in-plane reciprocal lattice vector that connects k||
i and

k
||
f . Any information about the energy renormalizations of the initial, many-

particle state is likely to be embedded in |ψN−1
i ⟩. Furthermore, it should be

related to the initial energy Ei of the system and also the momentum (∝ k)
of the electron being photoemitted and detected.

From Eq. 2.12, the so-called spectral function of the photohole left behind
at wave vector k by the emission process can be de�ned as [17]:

A(k, ν) =
∑

m

∣∣∣⟨ψN−1
m |ψN−1

i ⟩
∣∣∣
2
δ(Ef − Ei(k)− hν). (2.13)

Within the framework of Green's function formalism, A is proportional to
the imaginary part of the complex, one-particle Green's function G of the
photoemitted electron. Speci�cally, A describes the probability of removing
an electron with energy Ei (relative to EF) from the interacting N -electron
system. It also contains information about the energy renormalizations
caused by the many-body interactions present in the system [12].

In the energy-momentum representation, A takes the form of a Lorentzian:

A(k, ω) = − 1

π
G(k, ω) =

π−1 ImΣ(k, ω)

[ℏω − ε(k)− ReΣ(k, ω)]2 + [ImΣ(k, ω)]2
. (2.14)
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Figure 2.5: A sketch of the surface refraction experienced by a photoelectron
leaving a metal sample. In the simpli�ed picture (i.e., the three-step model)
where hν > EB, a photoexcited electron is freed from its bound state with
a �nite kinetic energy E∗

K and momentum ℏk, at an angle θ relative to the
surface normal n̂ (I). If E∗

K > ϕS the electron will overcome the surface
potential energy barrier, and eject into vacuum with non-zero kinetic energy
EK. In the process, momentum ℏk⊥ parallel to n̂ will be lost, and the overall
momentum will reduce to ℏk′ so that the angle θ increases to θ′ (II). Note
how the momentum ℏk|| parallel to the surface is conserved throughout the
photoemission process.

Here, ε(k) is a non-interacting energy band dispersion of electronic states,
while ReΣ and ImΣ are components of the complex self-energy Σ that
describes the many-body interactions [34]. In later Chapters, Eq. 2.14 will be
used to quantify and disentangle the e�ects of di�erent types of interactions
that can be measured using ARPES, particularly those related to electron-
phonon and electron-magnon couplings.
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Chapter 3

Photoelectron Detection

In this Chapter, the detection of photoelectrons is discussed, with a partic-
ular emphasis on instrument-related and practical considerations. In Sec-
tions 3.1 and 3.2, one conventional and one more recent setup for detecting
and resolving photoemission signals are presented, respectively. Finally, a
few practical considerations for achieving selective, layer-resolved photode-
tection are discussed in Section 3.3.

3.1 Photodetection with Hemispherical Analyzers

To resolve occupied states from which electrons are excited in a photoemis-
sion experiment, outgoing photoelectrons need to be distinguished from one
another based on their kinetic energy and momentum. To do so, the elec-
trons are (i) focused through a set of optics comprised of electromagnetic
lenses and (ii) dispersed from one another based on their kinetic energy and
emission angle. Finally, (iii) the electrons are collected and counted. While
di�erent techniques for photoelectron �ltering and detection exist (see, e.g.,
Refs. [35, 36]), it is today most common to use a hemispherical analyzer

(HA) equipped with an electron detector.
A typical photoemission setup with a HA is shown in Fig. 3.1. In the

presence of incoming light from the ultraviolet to soft X-ray regime [18], elec-
trons can be excited from an irradiated sample into the surrounding vacuum.
A column of electrostatic lenses then collects and focuses a small solid angle
of the emitted photoelectrons through a HA entrance slit of width s1. The
HA itself consists of two concentric hemispheres with di�erent radii, i.e.,
R1 and R2, and the two are biased at di�erent electrostatic potentials. A
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Figure 3.1: A typical photoemission experiment. When subject to light
of energy hν, electrons are excited from the sample and into a vacuum
with �nite kinetic energy. In-plane momentum (∝ k||) is conserved in the
process. The excited photoelectrons are collected and �ltered in energy
and angle using a hemispherical analyzer (HA). The detected signal can be
transformed into energy-dispersive (E vs. k||) ARPES plots. The example
data shown has been collected from exfoliated, multilayer MoS2.

radial electric �eld is thus established between the two, and electrons enter-
ing through the slit with di�erent linear momentum and kinetic energy will
de�ect di�erently on their way through the HA. The two concentric hemi-
spheres, therefore, act as an energy bandpass �lter: by tuning the potential
between the two, electrons of di�erent energies can be selected.

At the other end of the HA, an exit slit of �nite width s2 will limit the
range of trajectories � and thus also the kinetic energies allowed to leave
the hemispheres and reach the electron detector. An electron that makes a
perfect half-circular trajectory from the center of the entrance slit, through
the HA, and into the center of the exit slit should have an energy

EP = q∆V ·
[
R1R2

R2
1 −R2

2

]
. (3.1)

Here, R1 and R2 are the radii of the larger and smaller hemisphere, re-
spectively, ∆V is the potential di�erence between the two, and q is the
elementary charge [37, 38]. EP is commonly referred to as the pass energy
of the system and will, together with the sizes of the entrance and exit slits,
de�ne the overall energy resolution as

∆E =
EP

2

[
s1 + s2
R1 +R2

+ α2
max

]
, (3.2)
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where αmax is the maximum angle of acceptance through the entrance slit,
relative to the entrance normal [38]. In most setups, this acceptance angle
can be made quite small, and thus the term α2

max is commonly neglected
from Eq. 3.2.

While the width of the exit slit s2 in the energy-dispersive direction
will limit the ∆E accepted through to the detector, the dimensions of the
same slit in the orthogonal direction should limit the magnitude of angular
acceptance (i.e., θ, see Fig. 3.1) of photoelectrons passing through the HA.
For practical purposes, however, the angular acceptance of photoelectrons
is commonly selected using the electrostatic lenses upstream from the HA.

In ARPES experiments, the measured photoemission signal from elec-
trons ejected with azimuthal and polar photoemission angles φ and θ from a
sample can be used to determine the in-plane momentum ℏk|| that the elec-
trons had before leaving the solid1. Here, the theoretical relation between
the mentioned quantities is merely stated, and we refer to Damascelli's re-
view for details [17]. The in-plane wave vector k|| of measured electrons can
be de�ned in terms of the experimental angles as

k|| =

√
2mEK

ℏ
sin θ[cosφ · x̂+ sinφ · ŷ], (3.3)

where m is the non-interacting electron mass, EK is kinetic energy, and ℏ is
the reduced version of Planck's constant. Hence by collecting photoelectrons
for a range of kinetic energies and emission angles, the occupied bandstruc-
ture within the sample system can be reconstructed from the ARPES mea-
surements. Note that this typically involves changing the relative geometry
of the sample plane and HA, which in turn will a�ect the photoionization
matrix elements of the photoemission process (see Chpt. 2.2.1 and Ref. [39]
for details). In the next section, an alternative experimental setup for mea-
suring electronic bandstructures is discussed.

3.2 NanoESCA III Momentum Microscopy

An alternative to using HAs is to measure electronic bandstructures by mo-

mentum microscopy, using an energy-�ltered photoemission electron micro-
1The in-plane wave vector k|| is conserved during the photoemission process. Note,

however, that the k⊥ component is scrambled as an electron crosses the surface potential
energy barrier into a vacuum. Since k⊥ is not a conserved property in photoemission
experiments, it, therefore, has limited use when characterizing initial electronic states in
a material [17]. An example of a case of k⊥ interpretation is discussed in Paper [5].

21



Chapter 3. Photoelectron Detection

scope (PEEM). PEEM instruments o�er precise control over the lateral size
of the area from which photoemission is measured, typically down to a few
micrometers in diameter. Hence, they can be ideal for measuring materials
systems where the spatial coherency of properties is limited, e.g., on exfo-
liated �akes of van der Waals materials [40]. Furthermore, PEEM-based
bandstructure measurements can usually overcome or circumvent some of
the known challenges with `conventional' ARPES. This makes momentum
microscopy an exciting photoemission technique that allows more of the elec-
tronic properties of solids to be explored. In the following, the methodology
of momentum microscopy measurements is outlined with particular empha-
sis on the NanoESCA III technology (Scienta Omicron/Focus GmbH).

A typical momentum-resolved PEEM experiment is shown in Fig. 3.2a.
The sample in question is placed close to an optical column that contains
electrostatic lenses, stigmators, and de�ectors. The column is biased at 12-
20 kV relative to the sample so that all photoelectrons emitted within the
entire hemisphere of solid angles above the sample plane2 get accelerated
towards the objective lens [41, 42]. By introducing physical apertures, either
in the back focal or reciprocal image plane, the sampling of electrons can
be restricted to either (i) a small angular distribution, improving real-space
resolution, or (ii) a small spatial `excitation area' on the surface, improving
reciprocal (i.e., k||) resolution [41, 43].

Upon exiting the PEEM column, the photoelectrons can pass through
either one or several HAs that will �lter them by energy (see the previous
section). In the NanoESCA III, two hemispheres are exploited so that the
propagating electrons form perfect `Kepler ellipses' on their way through
the energy �lter (Fig. 3.2c). By placing two HAs back-to-back, a perfectly
achromatic, two-dimensional image is formed at the �nal exit slit, as the
second hemisphere compensates for any aberrations introduced by electrons
entering the �rst hemisphere at a non-zero angle α [44].

After exiting the energy �lter, electrons are projected towards the de-
tector stage, where they form a two-dimensional, constant-energy real or
reciprocal image, depending on the mode of operation. Hence by recording
several reciprocal (k-space) images at di�erent kinetic energies, the occupied
bandstructure can be reconstructed from the image stack (Fig. 3.2b).

The main strength of using momentum microscopy for ARPES measure-
ments lies in the ability to record band structures from areas of µm-size
diameters and simultaneously resolve a relatively large diameter in recipro-

2I.e., at polar angles θ = ±90◦ and all azimuthal/in-plane angles φ.

22



3.2. NanoESCA III Momentum Microscopy

PEEM 

1st HA

contrast
aperture

iris

2nd HA

sample

objective
lens/anode

transfer
lenses

stigmators
deflection &
projection 1-2

deflection &
projection 3-4

MCP, 2D detector
& CCD camera

start &
end point

α² aberr.
maximum

Kepler ellispes(c)

NanoESCA
momentum
microscope

-kx -ky

3D ARPES
reconstruction

post-
processing

(a)

(b)

Figure 3.2: NanoESCA III Momentum Microscopy. (a): Outline of
NanoESCA-style momentum microscopy setup. Photoelectrons are excited
from a grounded sample into a biased (12-20 kV) PEEM column that focuses
and corrects the photoemission signal. Two hemispherical analyzers (HAs)
�lter the signal by energy and correct de�ection-related aberrations. Finally,
the energy-resolved signal is incident on a microchannel plate (MCP) am-
pli�er and projected onto a 2D detector. A CCD camera is used to record
constant-energy images of the detector signal. (b): A volumetric reconstruc-
tion of an occupied bandstructure from a set of measured, constant-energy,
reciprocal space images of Bi(112). (c): `Kepler ellipses' of photoelectrons
with the same kinetic energy making one full (ϕ = 2π) revolution in a radi-
ally directed electrostatic �eld.

cal space. Typically, such measurements can span beyond the �rst Brillouin
zone for most materials, e.g., ±2.75 Å−1 for the NanoESCA III. This elimi-
nates the need to rotate the sample plane relative to the extraction lens so
that features in k-space far away from the Γ̄ point can be captured. Hence
the measurement geometry and the associated photoionization matrix ele-
ments can be preserved throughout measurements [39].

When equipped with a He discharge lamp and liquid nitrogen cooling of
the sample stage (≈ 77K), the standard NanoESCA III setup can typically
achieve working resolutions of 50meV and 0.02 Å−1. However, when cooled
to liquid Helium temperature (≈ 40K) and running the instrument with
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Chapter 3. Photoelectron Detection

smaller entrance slits and lower pass energies (see Eq. 3.2), resolutions of
12.0meV and 0.005 Å−1 are readily achievable. With these settings, the Na-
noESCA can perform benchmark measurements such as resolving the Rasha
splitting of the Au(111) surface state [44]. When used with synchrotron light,
the NanoESCA also has a demonstrated track record of resolving energy
renormalizations from many-body interactions [45]. Such measurements are
typically only achieved using high-resolution ARPES setups equipped with
high transmission hemispherical analyzers [46�49].

3.3 Manipulating the Photoemission Probing Depth

Within real materials, the practical depth beneath a surface that photoelec-
trons can escape from is limited by how far they can propagate without losing
substantial energy and momentum. The inelastic mean-free path (IMFP) of
photoelectrons is a measure of this propagation length. It is primarily de-
�ned by the material in which the electrons propagate. However, a kinetic
energy-dependent behavior is still observed in most materials, allowing a
`universal' trend curve λ(ε) to be established.

In crude terms, the IMFP is λ ∝ E−2
K for low kinetic energies (EK ≤

30 eV), while a λ ∝ E
1/2
K proportionality can be observed at at higher kinetic

energies (EK > 75 eV) [26]. Since the EK of a photoelectron ultimately is
de�ned by the photoexcitation energy hν (see Eq. 2.6), one can at this
point already foresee that a higher hν will allow electrons to be emitted
from further beneath a sample surface. Hence the photoemission probing
`volume' (∝ λ) is expanded as hν and EK is increased, while the fractional
intensity of signal received from the sample surface will decrease, resulting
in more `bulk'-sensitive photoemission measurements [50].

Starting with a simple attenuation model that is loosely based on Beer-
Lamberts law [51], a straightforward relation between photoemission signal
intensity, energy-dependent IMFP λ(EK) and photoemission angle θ to the
surface normal can be established. Assume �rst that an electron is excited
at angle θ and depth z beneath the surface and will leave the system with a
probability [52]:

p(z) ∝ e−z/[λ(EK) cos θ]. (3.4)

Next, consider a layered system like the one sketched in Fig. 3.3a, where
one elementary material of thickness ts resides on top of another, bulk-like
elementary material. At normal emission (θ = 0), the added photoemission
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Figure 3.3: Measuring photoemission signals from a layered system.
(a): Sketch of a two-layer materials system probed using photoemission.
The overlayer (red) has a thickness ts, and the bulk underlayer is assumed
in�nitely thick. The measured intensity ratio of overlayer to bulk depends on
the inelastic mean-free path λ and emission angle θ. (b): The logarithmic
behavior of the angle-dependent overlayer-to-bulk intensity ratio (Eq. 3.7),
plotted as a function of emission angle θ for various overlayer thicknesses ts.
In the calculations, λ = 1nm and Nbσb = Nsσs are assumed.

per unit area from the top layer should be

Is = σsNs

∫ ts

0
e−z/λ(EK)dz = σsNsλ(ε)

[
1− e−ts/λ(EK)

]
, (3.5)

where σs andNs are the elementary photoexcitation cross-section and atomic
density in the layer, respectively. Similarly, the added photoemission inten-
sity per unit area received from the bulk-like underlayer is approximated to

Ib = σbNb

∫ ∞

ts

e−z/λ(EK)dz = σbNbλ(EK)e
−ts/λ(EK), (3.6)

where the extent of the bulk has been assumed in�nite3, and σb and Nb are
the elementary photoexcitation cross-section and atomic density in the bulk
substrate, respectively.

From the ratio of bulk-to-surface intensity Ib/Is, a useful expression for
the surface overlayer thickness ts can be found. Starting with the ratio of

3In most cases this is a reasonable approximation, as factor exp{−z/λ(EK)} will di-
minish rapidly with increasing z. Commonly, λ(EK) is in the range of nanometers.
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Chapter 3. Photoelectron Detection

Eq. 3.5 to Eq. 3.6, the thickness ts becomes, after some algebra:

ts
λ(EK)

= ln

{
IsσbNb

IbσsNs
+ 1

}
. (3.7)

In cases where the angular dependence of Ib/Is is useful, Eq. 3.7 is easily
modi�ed by the transformation λ(EK) → λ(EK) cos θ. Also, in cases where
the layer structure of materials with similar atomic density and photoion-
ization cross-section are studied, i.e. Nb ≈ Ns and σb ≈ σs, the expression
can be simpli�ed further. The logarithm from Eq. 3.7 is plotted in Fig. 3.3b
for several di�erent overlayer thicknesses ts as a function of θ, assuming
λ(EK) ≈ 1 nm and equal atomic densities and cross-sections.

In Papers [1] and [4], the described energy- and angle-dependence of
photoelectron intensity (Eq. 3.4) is exploited when the layer structure of the
materials in question is probed, using Eq. 3.7. By carefully tuning λ(EK)
and θ, the relative and absolute intensity changes of the measured XPS core
levels can be used to distinguish surface-related stoichiometries from other
components native to the bulk structures.
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Chapter 4

Epitaxial Graphene

Arguably, what is most fascinating about graphene is its structural simplic-
ity and the multitude of astounding properties that follow from it. Carbon
allotropes come in a range of di�erent shapes, abundancies, and with prop-
erties that are undoubtedly unique and extraordinary [53, 54]. Still, none of
these have been met with the same craze or seen a similar breadth of topical
appeal across the scienti�c disciplines as graphene has. For many years, car-
bon monolayers were but a theoretical construct: strictly two-dimensional
materials had been deemed thermodynamically unstable and therefore not
explored experimentally in great detail [55�57]. When graphene �nally was
experimentally realized in 20041, it came as a surprise to many that one
could produce it routinely using conventional o�ce supplies [59].

Graphene has since established itself in condensed matter research as
the most prominent and commonly studied two-dimensional material. It
is relatively simple to understand from a theoretical point of view, yet it
sports several exotic properties. Examples include exceptional electrical and
thermal conductivity [60, 61], extreme mechanical stability [62], massless
Dirac fermions [63], and topological and mesoscopic phenomena such as an
anomalous quantum Hall e�ect and unconventional superconductivity [64,
65]. By now, it is also relatively straightforward to produce in high quality
and, therefore, an excellent platform for exploring and modifying physics in
two dimensions.

In this Chapter, the electronic properties of graphene are �rst reviewed

1Its experimental realization pre-dates that of Novoselov and Geim, however, the prod-
uct was never recognized as graphene. See, for instance, Ref. [58] for an updated review
of the early graphene discoveries.



Chapter 4. Epitaxial Graphene

in Section 4.1. Next, di�erent pathways to graphene formation are explored
in Section 4.2, herein the so-called transition-metal-mediated approach. Fi-
nally, in Papers [1] and [2], it is argued how metal-mediated growth can
provide an alternative pathway to graphene fabrication, circumventing the
most common challenges with preparing high-quality graphene on semicon-
ducting or insulating substrates.

4.1 The Structure of Graphene

Graphene consists of a single atomic layer of graphite, where carbon is ar-
ranged in a honeycomb lattice as shown in Fig. 4.1a. The atoms have a
triangular Bravais lattice, with two atoms per unit cell that make up two
submattices A and B. The lattice vectors can be written as

a1 =
δ

2

(
3,
√
3
)
, a2 =

δ

2

(
3,−

√
3
)
, (4.1)

where δ ≈ 1.42Å is the interatomic distance between the nearest neigbors,
A and B. In reciprocal space, the two vectors connecting adjacent graphene
Brillouin zones are

b1 =
2π

3δ

(
1,
√
3
)
, b2 =

2π

3δ

(
1,−

√
3
)
. (4.2)

Carbon has atomic number 6. Therefore graphene, with its diatomic
basis, has twelve electrons per unit cell. The �rst two electrons of each
atom are placed in the innermost 1s orbital, accounting for both possible
spin orientations ↑ and ↓. The remaining electrons are distributed into the
atomic orbitals 2s, 2px, 2py and 2pz, all orthonormal and the latter three
degenerate in energy. It turns out that the former three states will mix, or
hybridize, into new orbitals to accommodate bonding between the carbon
atoms, reducing the system's overall energy. A linear combination of the 2s,
2px, 2py gives the so-called sp2 states:

∣∣sp2i
〉
=

1√
3
|2s⟩ −

√
2

3
|2py⟩ ,

∣∣sp2j
〉
=

1√
3
|2s⟩+

√
2

3

(√
3

2
|2px⟩+

1

2
|2py⟩

)
, (4.3)

∣∣sp2k
〉
=− 1√

3
|2s⟩+

√
2

3

(
−
√
3

2
|2px⟩+

1

2
|2py⟩

)
.

28



4.1. The Structure of Graphene

δ3

δ2

δ1

a1

a2

BA(a)

K

K’

MГ

ky

kx

(b) |2px |2py|2s

|sp²

(c)

120˚

b1

b2

Figure 4.1: The structure of graphene. (a): The lattice structure of
graphene, consisting of two triangular sub-lattices A and B. The vectors
a1 and a2 are the lattice vectors, while δl, l = 1, 2, 3 are the vectors to the
nearest neighbors on the opposite sub-lattice. (b): The graphene Brillouin
zone. The vectors b1 and b2 are the reciprocal lattice vectors, while Γ̄, K̄,
M̄ and K̄′ are high symmetry points. (c): sp2 hybridization to form carbon
σ-bonds. The resultant orbitals are oriented in-plane with mutual angles of
120◦.

All three are orthonormal and oriented in-plane with mutual 120◦ angles,
as shown in Fig. 4.1c. Three electrons from each atom will occupy the sp2

states to bond covalently with its neighbors. The �nal electron of each atom
is therefore placed in the un-hybridized 2pz orbital, which makes up the
fourth and �nal state of the orthonormal basis set2.

4.1.1 Electronic bands

The electronic band structure of graphene can be described using a tight-
binding model approach as outlined in Refs. [66, 67]. Here, we summarize
the methodology and the main �ndings. First, the atomic orbitals are used
to construct new and periodic wavefunctions that satisfy Bloch's theorem.
The wave function of an orbital µ (out of m possible ones) is then

φµ(k, r) =
1√
N

N∑

j

eik·Rjφµ(r−Rj), (µ = 1, · · · ,m), (4.4)

2The 2pz orbital is antisymmetric with respect to the atomic plane, i.e., under the
symmetry operation z → −z, and therefore not involved in the hybridization or bonding.
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Chapter 4. Epitaxial Graphene

where N are the number of atoms in the (sub)lattice, Rj is the position of
the j'th atom, and k is the associated wave vector. For any given value of k,
the Bloch wave for orbital µ is thus the normalized sum of the atomic orbitals
φµ
j at lattice positions Rj , weighted by the phase factor exp{ik ·Rj}. The

generalized solutions to the Eigenvalue problem at k, that is, the wave func-
tions that solve Schrödinger's equations for the given system, are decribed
as linear combinations of the Bloch orbitals:

ψα
k(r) =

m∑

µ′=1

cαµ′(k)φkµ′(r), (4.5)

where cαµ′(k) are the coe�cients to be determined and α is the index for
the possible solutions � m in total due to the m constituent Bloch waves3.
Within this approximation4, we may now formulate a generalized matrix
Eigenvalue problem for the system. Assuming the operation Ĥψα

k has a
corresponding energy Eigenvalue Eα

k , the time-independent Schrödinger's
equation can be written as

⟨ψα
k | Ĥ |ψα

k⟩ =Eα
k ⟨ψα

k |ψα
k⟩

m∑

µ,µ′=1

cα †
kµ c

α
kµ′ ⟨φkµ| Ĥ

∣∣φkµ′
〉
=Eα

k

m∑

µ,µ′=1

cα †
kµ c

α
kµ′
〈
φkµ

∣∣φkµ′
〉

m∑

µ,µ′=1

cα †
kµ c

α
kµ′Hµµ′(k) =Eα

k

m∑

µ,µ′=1

cα †
kµ c

α
kµ′Bµµ′(k), (4.6)

where Hµµ′(k) and Bµµ′(k) are the overlap integrals between the orbital
Bloch waves, with and without the Hamiltonian operator, respectively. By
de�ning the row and column vectors

Cα †
k =

[
cα †
k,1 · · · cα †

k,m

]
, Cα

k =



cαk,1
...

cαk,m


, (4.7)

Eq. 4.6 can be re-written as

Cα †
k HkC

α
k = Eα

kC
α †
k BkC

α
k . (4.8)

3We have already pre-empted some of these in our discussion of orbital hybridization,
where the atomic wavefunctions combine linearly to accomodate bonding to other atoms.

4We have, for instance, neglected any contributions from the free states of the system.
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Expressed in Eq. 4.8 is now an energy Eigenvalue problem where the α values
of E for a given wave vector k are those de�ned by the non-trivial (cαµ ̸= 0)
solutions of

det |H− EB| = 0. (4.9)

Eq. 4.9 is called the secular equation, and solving this gives the energy dis-
persion relations E(k) for each of the α di�erent energy bands de�ned by
the system. Next, solutions for the di�erent graphene bands are presented.

Graphene π-bands

As the two atomic 2pz orbitals remain untouched by the sp2 hybridization
these can be treated separately, simplifying Eq. 4.9 to a 2×2 matrix problem
with orbital basis vectors

∣∣2pAz
〉
,
∣∣2pBz

〉
:

det

∣∣∣∣
[
HAA HAB

HBA HBB

]
− E

[
BAA BAB

BBA BBB

]∣∣∣∣ = 0, (4.10)

where the subscripts now refer to the 2pz orbitals on sub-lattices A and B.
First, the overlap integrals for H and B are calculated using Eqs. 4.4�4.6.

For nearest-neighbor interactions only, the diagonal terms of both matrices
merely sum N overlaps of a single atom with itself, either on lattice site A
or B. Then by de�nition, ⟨ψA|ψA⟩ = ⟨ψB|ψB⟩ = 1 for the normalized Bloch
states and BAA = BBB = 1. Furthermore, HAA = HBB = ε2p are merely the
on-site energies of the atomic 2pz orbitals.

For the o�-diagonal terms, the sums from Eq. 4.4 will run over each atom
A(B) at Rj and its three nearest neighbors at Rj + δl (l = 1, 2, 3) from the
other sub-lattice. This gives

HAB =

3∑

l=1

eik·δl
〈
φA2pz(r−RA)

∣∣H
∣∣φB2pz(r−RA − δl)

〉
︸ ︷︷ ︸

≡ t

= H†
BA, (4.11)

BAB =

3∑

l=1

eik·δl
〈
φA2pz(r−RA)

∣∣φB2pz(r−RA − δl)
〉

︸ ︷︷ ︸
≡ b

= B†
BA, (4.12)

where RB = RA+ δl was inserted and the inner products t and b have been
de�ned. The remaining sum is known as the hopping term and will from
hereon be written as S(k) =

∑3
l=1 e

ik·δl .
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Inserting the matrix elements and solving the 2×2 determinant problem
gives the two energy Eigenvalues

E±(k) =
ε2p ± t|S(k)|1/2

1± b|S(k)|1/2
, (4.13)

where the +'s and −'s in the numerator and denominator go together, giv-
ing the energy dispersions for the bonding π-band and the antibonding
π∗-band, respectively5. Using the coordinates for three nearest neighbors
δ1 = (δ/2)

(
1,
√
3
)
, δ2 = (δ/2)

(
1,−

√
3
)
and δ3 = (−δ, 0), S(k) is �nally

written as

S(k) = 1 + 4 cos

(
3kxδ

2

)
cos

(√
3kyδ

2

)
+ 4 cos2

(√
3kyδ

2

)
. (4.14)

The dispersion relations for the π- and π∗-bands are plotted in Fig. 4.2,
using values for ε2p, t and b as stated in Ref. [67]. Note how the two bands be-
come degenerate at the high-symmetry points K̄ and K̄′, where the electron
density of states is exactly zero. Graphene is thus a zero-gap semiconductor,
or a semi-metal. In the undoped state, the 2pz electrons from atoms A and
B will occupy the two spin con�gurations ↑ and ↓ in the π-band, and EF

will intersect exactly at these degeneracy points.

Graphene σ-bands

There are three orbitals per atom participating in the covalent sp2 bonding
of graphene, namely the 2s, 2px and 2py. For a diatomic basis there are
thus six unique Bloch waves that contribute six σ-bands to the electronic
structure. To calculate these bands, the secular equation (4.9) is solved
using the three orbital Bloch waves from each atom of both sub-lattices A
and B. Choosing the ordering

[
2sA 2pAx 2pAy 2sB 2pBx 2pBy

]
, (4.15)

the overlap matrices H and B in Eq. 4.9 can be written as

H =

[ HAA(3×3) HAB(3×3)

HBA(3×3) HBB(3×3)

]
, B =

[ BAA(3×3) BAB(3×3)

BBA(3×3) BBB(3×3).

]
(4.16)

5Note that t is conventionally de�ned to be a negative value within tight-binding
formalism, hence the solutions with ε2p ± t|S(k)|1/2 in the numerator give the values of
lowest energy.
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Figure 4.2: The band structure of graphene, calculated using a tight-binding
approach with values for the overlap integrals and orbital energies taken
from Ref. [67]. The two π-bands (green) and six σ-bands (purple) have been
plotted along the high-symmetry directions of the graphene Brillouin zone.

Here, each matrix element is a 3× 3 matrix with overlap integrals between
the Bloch waves of sites A and/or B. When only nearest-neighbor interac-
tions are considered, the matrices HAA, HBB, BAA and BBB only consider
the overlap between Bloch waves of the same sub-lattice A or B. Since the
atomic orbitals are orthonormal by de�nition, only Bloch waves constructed
from the same orbital and overlapping with itself will yield non-zero terms.
Hence the mentioned four matrices are diagonal : BAA and BBB are identity
matrices and HAA and HBB have diagonal terms ε2s, ε2p and ε2p.

To construct the o�-diagonal matrices, one has to evaluate the overlap
between the Bloch waves of 2s, 2px and 2py in the directions parallel to the
σ-bonds. First, the sums in Eq. 4.4 are again written so that every vector
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RB(A) = RA(B) ± δl. Then each matrix element is de�ned as

Hµµ′ =

3∑

l=1

e±ik·δl
〈
φA(B)µ

(
r−RA(B)

)∣∣∣H
∣∣∣φB(A)µ′

(
r−RA(B) ∓ δl

)〉
, (4.17)

Bµµ′ =

3∑

l=1

e±ik·δl
〈
φA(B)µ

(
r−RA(B)

)∣∣∣φB(A)µ

(
r−RA(B) ∓ δl

)〉
, (4.18)

where µ and µ′ denote either of the mentioned six atomic orbitals. Note that
the sign in front of the nearest-neighbor vector δl changes when the neigh-
bors are switched between residing on sub-lattice B and sub-lattice A. The
sums in Eqs. 4.17-4.18 are the hopping terms S(k) and S(k)† de�ned previ-
ously. To obtain the overlap terms ⟨φµ|H

∣∣φµ′
〉
and

〈
φµ

∣∣φµ′
〉
, each orbital

is decomposed along the directions parallel and normal to the unit vectors
along the σ-bonds. Based on the symmetries of the di�erent orbitals, only
four terms each of Hµµ′ and Bµµ′ will have non-vanishing matrix elements.
The methodology to obtain these terms are explained in Sections II.3 and
III.3 of Ref. [66] and summarized in Appendix A.

Finally, the Eigenvalue problem in Eq. 4.9 is solved using the correct
overlap terms inserted in the 6 × 6 matrices H and B (Eq. 4.16). The re-
sulting energy dispersions are shown in Fig. 4.2 together with the π-bands
calculated in the previous section. For the calculations, tabulated values
of the orbital energies and the overlap integrals were taken from Ref. [67].
The six orbital Bloch waves contribute six σ-bands, all of which are lo-
cated several eV away from the Fermi level. The three σ-bands at deeper
binding energies are �lled with electrons. For most realistic doping levels,
these do not participate in the thermal excitation of charged particles in the
valence and conduction bands. In the study of graphene's electronic prop-
erties, they are often disregarded completely. However, a few recent studies
have shown that the σ-bands can accommodate other, exotic phenomena for
charge transfer: namely strong (λ ≈ 1) electron-phonon interactions [68, 69]
and inter-band electron scattering between σ ⇄ π [70]. In a more sophis-
ticated, many-body picture, the role that the σ-bands play in transferring
electronic charges can therefore not be neglected completely.

4.2 Fabricating Graphene

With its appeal for applications in semiconductor technology [71], spin-
tronics [72], and superconductivity alike [73], the synthesis of high-quality
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graphene on suitable substrates has been a central topic of condensed matter
and materials science research for the last decades.

The �rst few realizations of few-layer graphene were obtained by mi-
cromechanical exfoliation from bulk graphite [59]. By this method, graphene
�akes were achieved with unmatched crystalline quality, yielding soaringly
high electron carrier mobilities (≈ 2×105 cm2 V−1 s−1) for suspended �akes
even at room temperature [74, 75]. While it may be ideal for characteriza-
tion or prototyping, micromechanical exfoliation is undoubtedly less scalable
than other techniques [76]. Graphene exfoliation, transfer, and subsequent
inspection are all cumbersome activities, yielding less reproducible results
in terms of graphene �ake size, thickness, and quality than other methods.

The perhaps most common technique for graphene synthesis today is
the high-temperature dissociation of gaseous hydrocarbons on crystalline
metal catalyst surfaces [77�80]. With chemical vapor deposition (CVD),
large areas of monolayer graphene can be grown on elementary metals rel-
atively inexpensively [81], with exceptional structural coherency that can
range up to several millimeters [82, 83]. The main drawback of CVD for
producing quasi-free standing graphene layers is the required removal of the
catalyst after growth. The graphene as-grown will typically bond strongly
with the underlying metal substrate, and these bonds have to be broken
for the graphene to re-obtain its desirable electronic properties [84]. It is,
therefore, common that the metal catalyst is decomposed, either thermally
or chemically, and the graphene is transferred onto a more suitable sub-
strate. These steps tend to induce unwanted contaminants in the graphene
layers, compromising their overall quality and, therefore, their full potential
for subsequent device processing [76, 85]. The ultimate need for a transfer
step thus limits the CVD technique's scalability.

To overcome the apparent setbacks of graphene transfer, one option is
to synthesize graphene directly on a suitable substrate. The most com-
monly studied pathway to high-quality graphene on semiconducting layers
is the thermal decomposition of silicon carbide (SiC) [86�89]. By heat-
ing either Si- or C-terminated SiC(0001) surfaces to temperatures beyond
1100 ◦C, Si atoms eventually sublimate, and the remaining carbon atoms
will reconstruct. The surfaces then undergo a variety of di�erent period-
icities before an eventual

(
6
√
3× 6

√
3
)
R30◦ `bu�er layer' reconstruction,

or a quasi-free standing graphene layer is formed on the initially Si- or
C-terminated face, respectively [90]. In the former case, this bu�er layer
consists of sp3-hybridized carbon that is partially bonded to the underly-
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Figure 4.3: Comparison of surface roughness and domain sizes for di�erent
types of epitaxial graphene, measured using atomic force microscopy (AFM).
(a): The surface structure achieved from `conventional' SiC sublimation.
(b): The resultant surface structure from `sandwich'-style, graphene-on-SiC
growth. Both micrographs have approximately the same �eld of view. (c):
A linear cut showing the topography at the position of the green line in (a).
(d, e): Topography cuts from the red and blue lines in (b), respectively.

ing substrate. However, it can be readily decoupled by, e.g., intercalation
of foreign atoms, in which case it forms sp2-bonded and quasi-free standing
graphene [91]. In the case of both Si- and C-face graphene, subsequent heat-
ing to higher temperatures will lead to the formation of additional graphene
layers [88].

Epitaxial graphene growth from the decomposition of SiC can be rel-
atively easy to achieve, requiring little but heating of the bulk crystal in
an inert atmosphere. The resultant graphene will form as nanometer-size
grains of varying thickness on top of the decomposed SiC surface [92]. Over
the years, several modi�cations to the growth recipe have been developed
to maximize the lateral size of the graphene terraces. Some of these in-
clude heating SiC samples in a near atmospheric pressure of argon [89], in
a vacuum with a surface-opposing Si �ux [93], or in a `sandwich'-like con-
�guration, where each sample sublimates Si that co-deposits on the surface
of the other [94]. In each case, the idea is to reduce the Si sublimation rate
and minimize the associated surface roughness of the substrate so that larger
graphene terraces can be formed. A comparison of the lateral graphene do-
main size achieved by `conventional' thermal decomposition and `sandwich'
con�guration growth is given in Fig. 4.3.
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4.2. Fabricating Graphene

While epitaxial graphene growth from SiC sublimation can overcome the
potential need to transfer the graphene layers, its suitability for integration
into pre-existing frameworks for large-scale device processing is questionable.
First of all, the high processing temperatures required to sublimate the sur-
face Si is by far incommensurate with those of standard device work�ows,
such as the CMOS process [95, 96]. Secondly, SiC substrates in the context
of semiconductor manufacturing can be challenging to work with, relatively
expensive, and in many cases, not the underlayer of choice for graphene-
based devices. To fully harness its two-dimensional properties, graphene
should ideally be resting on dielectric layers or on top of layers of pure Si
that can be further processed into dielectric layers by a standardized work-
�ow. Next, we discuss an alternative approach to graphene growth from SiC
that has the potential to overcome some of the mentioned challenges.

4.2.1 Transition-Metal-Mediated Graphene from SiC

Instead of relying on high-temperature Si sublimation, epitaxial graphene
can be grown at much lower temperatures by coating SiC surfaces with re-
active transition metal layers before annealing [97�101]. Typically, the �nite,
temperature-dependent solubility of C and Si in transition metal is exploited
[102�104]. At elevated temperatures, e.g., 600-900 ◦C, the transition metal
will react with the underlying SiC at the interface to form one or several Si-
rich metal silicide phases. As the transition metal eats into the SiC, carbon
is simultaneously consumed, and transition-metal carbides are formed.

Eventually, a saturation level of carbon in the metal-carbide-silicide com-
posite is reached. Thus, carbon will readily precipitate from the layers
and migrate towards the surface where it re-hybridizes and bonds to form
graphene or graphite [97, 105]:

SiC + M
∆H−→ MxSiy + Cgra. (4.19)

Here, M indicates the transition metal, ∆H represents heat, and x and y are
stoichiometric coe�cients. In the �nal con�guration, graphene rests on top
of a Si-rich transition-metal-silicide layer, which again is supported by the
bulk SiC crystal. A sketch of transition-metal-mediated growth is shown in
Fig. 4.4.

From Eq. 4.19, it can be seen that the amount of transition metal present
will determine the achievable silicide stoichiometries and how much carbon
is liberated from the reaction. Hence by carefully choosing the amount of
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Figure 4.4: Transition-metal-mediated growth of epitaxial graphene from
SiC. With annealing to 600-900 ◦C, the transition metal overlayer will react
with the underlying SiC at the interface, forming transition metal silicide
and liberating carbon. As a consequence of the heat present, the carbon
atoms di�use to the surface, re-hybridize, and form graphene.

transition metal present, one can e�ectively regulate the number of graphene
layers formed at the surface.

In Paper [1], we compare the graphene growth achieved from transition
metals Fe and Ru for a range of di�erent temperatures and metal �lm thick-
nesses. Ru is shown to be more reactive at lower temperatures (450 ◦C),
while similar amounts of graphene will form at intermediate temperatures
(650-700 ◦C) using either Fe or Ru. In both cases, crystalline graphene do-
mains larger than 10 µm will form, oriented at speci�c, preferred rotations
relative to the underlying substrate. Additionally, it is shown that subse-
quent annealing to higher temperatures (750-800 ◦C) for longer durations
leads to a di�usion of the transition metal into the bulk SiC crystal. Said
di�usion eventually terminates the growth, resulting in quasi-freestanding
graphene resting on top of Si-rich, transition-metal de�cient surface layers.

In Paper [2], we show how the growth mechanisms from Paper [1] can
be exploited to form precisely patterned graphene structures on transition-
metal-treated SiC. We then extend the options of underlayers available by
intercalating atomic Si through the graphene, lifting these up and away from
the silicide/SiC. Finally, we demonstrate how these newfound Si underlayers
can be subsequently oxidized through the graphene, forming insulating SiO2.
Thus from a set of relatively few and arguably straightforward growth steps,
patterned graphene-on-Si or graphene-on-SiO2 heterostructures can be man-
ufactured on demand.
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4.3 Paper 1

My contribution: This paper comprises measurements from several ex-
periments at di�erent facilities, most of which I have participated in and
played a central role in. All analysis of all data presented has been per-
formed by me, with input and suggestions from the other co-authors. I made
all �gures, wrote the �rst draft of the manuscript and the supplementary
information, and implemented the improvements o�ered by the co-authors.
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ABSTRACT: The industrial realization of graphene has so far been
limited by challenges related to the quality, reproducibility, and high
process temperatures required to manufacture graphene on suitable
substrates. We demonstrate that epitaxial graphene can be grown on
transition-metal-treated 6H-SiC(0001) surfaces, with an onset of
graphitization starting around 450−500 °C. From the chemical reaction
between SiC and thin films of Fe or Ru, sp3 carbon is liberated from the
SiC crystal and converted to sp2 carbon at the surface. The quality of the
graphene is demonstrated by using angle-resolved photoemission
spectroscopy and low-energy electron diffraction. Furthermore, the
orientation and placement of the graphene layers relative to the SiC
substrate are verified by using angle-resolved absorption spectroscopy
and energy-dependent photoelectron spectroscopy, respectively. With subsequent thermal treatments to higher temperatures, a
steerable diffusion of the metal layers into the bulk SiC is achieved. The result is graphene supported on magnetic silicide or
optionally, directly on semiconductor, at temperatures ideal for further large-scale processing into graphene-based device structures.

■ INTRODUCTION

Since its experimental discovery in 2004,1 graphenea two-
dimensional carbon crystal in a honeycomb structurehas
been deemed a promising candidate for device applications
because of its exceptional electronic, thermal, optical, and
mechanical properties.2−6 However, the challenges associated
with the production of large-scale high-quality graphene layers
directly on semiconductor substrates have limited the
integration of graphene with conventional device prototypes.
Until now, the most common techniques for preparing

monolayer graphene include micromechanical exfoliation from
bulk graphite, epitaxial growth on various transition metals7−10

through chemical vapor deposition (CVD) of hydrocarbons,
and thermal decomposition of bulk crystals such as silicon
carbide.11,12 Among these methods, epitaxial growth by CVD
and thermal decomposition of SiC are normally favored as
large-area single-crystalline graphene domains can be achieved
routinely.13−15 However, CVD grown graphene requires an
additional transfer step onto a suitable substrate, limiting the
scalability of the technique when it comes to producing
graphene on a semiconductor or dielectric of uniform size and
quality. The transfer may also introduce contaminants and
affect the quality of the CVD graphene, compromising its
suitability for device integration.16 In comparison, graphene
prepared on SiC can be directly converted into a device,17 but
the temperatures needed to trigger the thermal decomposition

of the SiC are by far incommensurate with those of device
industry standards.18

In this study, we demonstrate how catalytic reactions
between SiC surfaces and thin films of transition metals Fe
and Ru can produce quasi-freestanding graphene layers at
significantly lower temperatures than those of “conventional”
epitaxial growth. Surface graphene layers are formed by
allowing the thermally activated metal films to convert sp3

carbon from the substrate into sp2 carbon, which re-forms at
the surface. A similar method has previously been successfully
demonstrated at temperatures of 500−600 °C by using Fe on
both SiC and diamond.19,20 Here, we show that ordered
graphene layers can be produced from SiC by using either Fe
or Ru, with an onset of growth starting at around 450−500 °C.
This metal-mediated approach leaves graphene resting on
underlying layers of metal silicide, which can then be
eliminated by subsequent thermal treatments to higher
temperatures, driving diffusion of the metal ions into the
bulk crystal.21 The result is quasi-freestanding graphene resting
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on semiconducting substrates and grown at industrially
compatible temperatures, ideal for further processing into
large-scale, graphene-based device structures.

■ METHODS

Single crystal samples of n-type 6H-SiC(0001) (Tankeblue
Semiconductor) were initially cleaned ex situ by using standard
“RCA” chemical cleaning procedures to remove residual
contaminants and native oxides.22 The samples were then
loaded into the relevant spectrometers and degassed in situ at
300 °C in ultrahigh vacuum (UHV) for durations of 6+ h.
Finally, any residues of silicon oxide on the surfaces were
removed by rapidly annealing each sample to roughly 900 °C
for several cycles. Because of different heating setups for the
different spectrometers, temperature differences of ±50 °C
were achieved during the flashing. The preparation of clean
6H-SiC(0001) was confirmed by using X-ray photoelectron

spectroscopy (XPS) and low-energy electron diffraction
(LEED). In each experimental setup, several different samples
were loaded, cleaned, and compared. Slight variations in the
XPS and reconstructions of the clean surface were observed;
however, neither appeared to have any significant impact on
the subsequent growth steps.
Fe and Ru films with different thicknesses in the range 0.5−

2.0 nm were deposited on individual samples at constant rate
by using calibrated e-beam evaporation cells. The transition-
metal-covered samples were then annealed for short durations
at increasing temperatures ranging from 450 to 700 °C to
study the formation of transition metal (TM) silicides, the
associated liberation of carbon atoms and the sp2 reconstruc-
tion at the surface. The homogeneity of the metal films and the
graphitic surface layers was verified across ranges of 500 μm by
using low-energy electron diffraction (LEEM) and X-ray
photoemission electron microscopy (XPEEM). Small-spot

Figure 1. Gradual formation of graphene on SiC treated with Fe and Ru. (a, b) μ-LEED patterns of 6H-SiC coated with thin films of Fe and Ru,
respectively, and then thermally treated to temperatures of 600−800 °C. The excitation energy/starting voltages were adjusted for the final images
to increase the brightness of all relevant spots. Intensity cuts along high-symmetry directions of the reciprocal lattices of the two systems (topmost
panels) reveal new diffraction maxima appearing with the formation of graphitic carbon at the surface. These appear at angles 30° (SiC + Ru) as
well as 15° and 45° (SiC + Fe) relative to the (1 × 1) phase of the underlying SiC. All intensity cuts were normalized to the k values and intensities
of the first-order SiC spots. (c) Core levels Si 2p, C 1s, and Ru 3d showing the formation of graphitic layers: silicon carbide, followed by deposition
of Fe and Ru and successive thermal treatments in the range 450−700 °C. All core levels have been normalized to the intensity of the SiC signal
(“C−Si” and “Si−C”). (d) Estimated ratio of graphitic carbon to silicon carbide signal measured within a few nanometers of the surface as a
function of temperature.
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low-energy electron diffraction (μ-LEED) was recorded from
selected areas of 1.5 μm diameter within the same regions at
every relevant preparation stage. Following graphene for-
mation, small-spot angle-resolved photoemission spectroscopy
(μ-ARPES) was extracted from diffractive plane measurements
of the Fe/SiC system, also from areas of 1.5 μm diameter.
Subsequent annealing to 800 °C for a longer duration was

performed on some samples to further study the thermally
activated graphitization and to investigate any associated
changes to the concentration level of metal in the surface
layers. Measurements were performed both prior to and
following the thermal treatments to monitor the change with
every experimental step. The formation of additional silicides
and sp2 carbon was confirmed through photon-energy-
dependent XPS measurements of the Si 2p and C 1s core
levels and, where possible, NEXAFS measurements of the C 1s
K-edge.

■ RESULTS AND DISCUSSION

The gradual formation of graphitic carbon at the surface of Fe/
SiC and Ru/SiC as a function of temperature is illustrated in
Figure 1. Chemically and thermally cleaned SiC crystals treated
with thin films of Fe and Ru were studied after metallization
and subsequent annealing to higher temperature by small-spot
low-energy electron diffraction (μ-LEED) and high-energy-
resolution X-ray photoelectron spectroscopy (XPS).
The developments of the surface diffraction patterns

originating from the two systems are shown in Figures 1a
and 1b. Following the initial high-temperature annealing, both
samples display known surface reconstructions of the
SiC(0001) face: namely, a (1 × 1) phase and a

R( 3 3 ) 30× ° silicate reconstruction.23 Both indicate a
clean surface devoid of excessive oxide, the latter being the
result of a higher flash temperature toward 1000 °C.24,25 From
our investigations, both reconstructions of the initial surface
have been observed to yield similar results in the successive
growth steps.
With metallization, the additional Fe and Ru layers both

seem to mimic the hexagonal arrangement of the Si atoms with
a slight lattice mismatch: the newfound diffraction spots both
appear at larger magnitudes of the momentum wave vector k
than the first-order SiC spots. Note that while the Fe film
crystallizes already at room temperature, the Ru needs an
additional thermal treatment to 450 °C to order itself with
similar quality on top of the SiC. The different crystallization
energies required for the two metal films are believed to be
related to their different structural mismatch with the
SiC(0001) surface.
Upon thermal activation above 600 °C, the metallic spots

disappear, and the original (1 × 1) phase of the SiC(0001) face
again becomes visible, as seen from comparing the intensity
profiles along the same high symmetry direction for the clean
SiC (red dashed line) and after the thermal treatments (blue
dashed line). The recurrence of the SiC pattern is also
accompanied by several new diffractive features, some of which
are similar to previous reports of the Fe/SiC system.19

Notably, both systems show higher k features appearing at
rotations 15° and 45° (Fe) or 30° (Ru) relative to the SiC
spots. Investigating these more closely along their symmetry
directions (green dashed line) and comparing them to the
simultaneously visible SiC features reveal that the new spots
occur at |k| ∼ 2.36 Å−1 for Ru/SiC and |k| ∼ 2.50 Å−1 for Fe/

SiC. Both values are within 10% of the |k| value associated with
pristine graphene flakes of lattice constant a = 2.46 Å.26

At first glance, the newfound spots on Ru/SiC in Figure 1b
could be interpreted to come from the SiC surface, as their |k|
value is similar to the second-order spots of a

R( 3 3 ) 30× ° silicate reconstruction. However, no first-
order spots from this reconstruction are observed, and hence
the |k| ∼ 2.36 Å−1 spots cannot be explained from the SiC
surface alone. Also, the different |k| values and relative
orientation of newfound surface layers on Fe/SiC and Ru/
SiC are not surprising: both may well be explained from
different interactions with Fe and Ru. Each new layer is
expected to be ordered according to its underlying metal,
which again should be oriented to minimize its lattice
mismatch with the SiC(0001). Given the structural differences
between Fe and Ru, variations in strain and rotation for the
new surface layer are not unlikely.
The C 1s and Si 2p core levels for both material systems,

from samples with similar preparation, are shown in Figures 1c
and 1d. Both regions were acquired from photoelectrons with a
shallow escape depth (λ ∼ 0.5 nm) beneath the sample surface.
Similar features indicative of clean SiC can be seen for both
systems: dominant peak components from the Si−C bonding
of the substrate can be found at binding energies 283.2 eV (C
1s) and 101.2 eV (Si 2p), with minor features at 284.8 and
103.5 eV, indicating some occurrence of C−C bonding27,28

and silicon oxide formation.29,30 Note that slight variations in
the initial amount of C−C and silicon oxide can be seen from
the XPS measurements of the two systems. However, our
experiments show that this will have negligible impact on the
successive growth steps.
With metallization, a shift of ∼0.3 eV can be seen in the

components C−Si and Si−C, indicating a charge transfer to
the surface SiC from the overlaying metal. Annealing to 450 °C
and then 550 °C gives rise to new components in the Si 2p
regions at binding energies of 98.0−100.5 eV. Similar features
have been reported previously and associated with the
formation of transition metal silicide phases.19,31−35 Second,
an attenuation and broadening are observed in the transition
metal core levels Ru 3d and Fe 3p (the latter is not shown).
Both indicate a reaction between the metallic thin films and the
underlying Si-rich layers. Third, an increasing signal from the
higher binding energy component (“C sp2” in Figure 1c)
suggests that new species of carbon have been formed,
consistent with the previously reported transition-metal-
mediated liberation of C atoms from SiC that re-form into
graphitic carbon.19

Additional thermal treatments to 650 and 700 °C reveal a
continuation of the same trend in the C 1s core level, where
the intensity of the sp2 carbon and silicide components
increase relative to the intensity of the substrate (SiC). To
quantify the amount of graphitic carbon formed from the
reaction, the C 1s region was deconvolved into peak
components corresponding to C sp2 and C−Si signal. For
the Ru/SiC system, the Ru 3d5/2 was initially fitted and used to
estimate and deduct the intensity of Ru 3d3/2 features at the
appropriate binding energy in the region overlapping with the
C 1s components (this will be discussed later). The
development of the (C sp2)/(C−Si) signal ratio with
temperature is shown in Figure 1d: at 700 °C the C sp2

signal is more than double that of the substrate C−Si.
Together with the newfound diffractive features from the

Fe/SiC and Ru/SiC surfaces in Figures 1a and 1b, respectively,
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and the mentioned attenuation of signals Ru 3d and Fe 3p, the
results in Figure 1d indicate the formation of graphitic carbon
on both metals at temperatures around 550 °C and higher.
Similar results have been reported previously on the surfaces of
bulk Ru10 and Fe thin films,19,20 where the precipitation of
carbon is linked to the finite and temperature-dependent
solubility of interstitial carbon in the two transition metals.
Below 1000 °C, carbon is by far more soluble in Fe than in
Ru.36,37 The interstitial solubility in Ru is also expected to be
highly temperature dependent. Addition of Si as a second
alloying element has been shown to affect the carbon solubility
in Fe.38 Finally, the amount of carbon released from the
chemical reaction between each metal and SiC will be
dependent on the stoichiometry of the resultant silicide
phase(s). It is therefore not surprising that similar thermal
treatments for equally thick Fe and Ru films on SiC yield
different amounts of graphitic surface carbon.

Near-edge X-ray absorption fine structure (NEXAFS)
measurements of the C 1s K-edge from the Ru/SiC and Fe/
SiC systems are presented in Figures 2a and 2b, respectively.
The spectra were recorded from samples similar to those in
Figure 1 before and after thermal treatments to 800 °C by
using linearly polarized light at angles ranging from grazing
(∼20°) to normal incidence relative to the SiC(0001) plane. In
both cases the annealing leads to new absorption resonances
appearing at excitation energies 285.5 and 291.7 eV. While the
latter indicates the existence of antibonding orbitals which
overlap head-on (σ*), the former is a fingerprint of
antibonding pz orbitals in sp2-hybridized carbon, perpendicu-
larly oriented to an aromatically configured macromolecular
plane.39,40 Hence, the strong 1s → π* resonance supports the
formation of new graphitic carbon on the samples.
The π* resonances in Figure 2 also reveal a definite angle

dependence, with stronger intensities observed when electrons

Figure 2. C 1s absorption spectra, layer orientation, and electronic structure of graphene. (a, b) Angle-dependent NEXAFS for graphene on Ru/
SiC (a) and Fe/SiC (b) ranging from roughly grazing (∼20°) to normal incidence. Prominent resonance features from the C 1s → π* and C 1s →
σ* transitions can be seen at excitation energies 285.5 and 291.7 eV, respectively. A difference trace between the grazing and normal incidence
spectra is also shown for each system to highlight the intensity changes with the light orientation. (c) Intensities of the LUMO (1s → π*)
absorption of graphene grown on Ru/SiC (purple) and Fe/SiC (green), plotted against the theoretical curves I(θ,α) as described in eq 1. A best fit
to each data set gives average angles α < 20° between the substrate surface normal and the vector perpendicular to the graphene layers. (d) LEEM
micrograph (electron kinetic energy 3.7 eV) of the Fe/SiC surface following the formation of metal-mediated graphene at 600 °C. (e, f) Constant E
vs (kx, ky) surfaces from the graphene in (d), measured at EF (e) and EF − 2 eV (f) with an excitation energy of hν = 115 eV. The first Brillouin
zone boundary (dashed line) and high symmetry points Γ , M , and K have been marked. (g) E vs k∥ intensity plots of occupied states in the gra/Fe/
SiC system along principal directions M → Γ , Γ → K , and K → M . The plot on the left shows the background-corrected band structure, while the
plot on the right shows a second-derivative image (SDI), with a moderate boxcar averaging applied to amplify the graphene energy dispersion
relative to the background.
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are exited by light near grazing incidence to the samples. This
suggests a prominent geometric ordering in the layers.41 To
determine the orientation of the C−C bonds relative to the
plane of the SiC substrate, we compared the intensity of the
lowest unoccupied molecular orbital (LUMO) excitation to an
analytical solution of the NEXAFS intensity outlined by Stöhr
and Outka.42,43 Essentially, for carbon systems of 3-fold or
higher symmetries, the resonance intensity of the 1s → π*
transition, when excited by linearly polarized light, can be
reduced to
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where P is the polarization factor of the light hitting the sample
plane at angle θ. The angle α between the sample surface
normal and the vector perpendicular to the molecular plane of
the inherent C−C bonds can thus be used to determine the
average orientation of the graphitic planes on the surface.
In Figure 2c, the recorded LUMO intensities for the carbon

in both material systems are plotted against the theoretical
curves given by eq 1 for light with nearly perfect linear
polarization (P > 0.9). To establish the angular intensity from
the newly formed C−C carbon alone, a Gaussian profile was
fitted to the π* absorption feature for incidence angles θ =
20°−90°, and the background intensity of the clean SiC
surface was subsequently deducted from the region. For the
Ru/SiC system an additional, but presumably not angularly
dependent, constant intensity offset was added to the
Gaussians to account for any excitations from the Ru 3d state.
In the case of Fe/SiC, the measured average tilt angle α

suggests that the graphene is precisely parallel to the substrate.
For the Ru/SiC, the analysis reveals a larger tilt of roughly 17°,
indicating that the graphene and its underlying layers are only
more or less parallel. The reason for the larger α of Ru/SiC
remains unclear but could be due to roughness at the interface,
misalignment of the sample, or potentially other contributing
factors.
To address the homogeneity of the sample surface, real-

space analysis was also performed with LEEM. A surface
micrograph from an Fe/SiC sample upon graphene formation
at 600 °C is shown in Figure 2d. For low kinetic energies of the
scattered electrons (Ek ∼ 3.7 eV), the surface appears to be
roughly uniform across ranges of 10+ μm. Only occasional
submicrometer defects originating from the initial SiC surface
can be seen. This suggests that on the given length scale
coherent properties of the newfound graphene layers should be
expected.
Next, the occupied electronic structure of the graphene was

investigated with μ-ARPES. Measurements were performed on
selected areas with 1.5 μm diameter, near the surface shown in
Figure 2d and within the surrounding 50+ μm. The recorded
band structures were compared with respect to doping induced
by the substrate and variations in the number of graphene
layers formed (if any).26,44−46 In Figures 2e−g, a representative
set of band structure measurements are shown. Two-
dimensional plots of the electronic structure in reciprocal
space (kx vs ky) at constant energies relative to the Fermi level
(EF) are shown in Figures 2e and 2f. Near EF, six
distinguishable features from the π bands, i.e., Dirac “cones”,
appear at the K and K ′ points of the Brillouin zone. At 2 eV
below EF, another broad, hexagonal feature of smaller k values
and with a 30° relative rotation can be seen.

In Figure 2g, the photoelectron intensity from the occupied
states has been extracted for E vs k∥ along the principal
symmetry directions of the surface Brillouin zone. Two similar
plots are shown, where one (left) is the signal extracted from
the constant energy surfaces and the other (right) is a second
differential image (SDI) of the same signal with a moderate
boxcar averaging applied. In both plots, the characteristic, near
linearly dispersive bands of graphene are present around K ,
indicating that at least one surface layer of graphene was
formed from the reaction. The zero density of states crossing,
i.e., the Dirac “point” ED, is situated close to the Fermi level.
This confirms the graphene not to be strongly doped from
interactions with the underlying metal; however, weak doping
cannot be ruled out within the resolution limits of the
instrument (see the Supporting Information). Nonetheless, the
measurements in Figures 2e−g agree with the literature,10,19,20

in which a second layer of precipitated carbon from metals Fe
and Ru will form quasi-freestanding graphene. The SDI in
Figure 2g also reveals some additional, low k dispersive
features around the Γ point at roughly 2 eV binding energy.
The exact origin of these bands is uncertain but are assumed to
arise from the metal’s shallow d states and their interaction
with the SiC surface.
With subsequent annealing to higher temperatures, both the

gra/Fe/SiC and gra/Ru/SiC systems experience further
changes to their structural composition (Figure 3). Not
surprisingly, the relative intensity of graphene to SiC signal
increases (Figure 1d), suggesting more metal has reacted with
the SiC and liberated more carbon. Second, the signal intensity
ratio between the two underlying layers, i.e., the metal (Fe or
Ru) and the SiC substrate, shows a relatively higher proportion
of SiC signal in the surface layers with increasing temperature
(Figure 3a). After two short heat treatments to higher
temperatures of 700 and 800 °C, the relative concentration
of metal to SiC is <50% of the initial value. With any
attenuation from the newfound graphene accounted for, these
results suggest that the metal is in fact disappearing from the
surface layers. Similar behavior was observed for intercalated
adatoms of Fe21,47 and Yb48 at temperatures beyond 600 °C.
The attenuation of Fe was explained by a temperature-driven
diffusion into the underlying semiconductor substrate, and the
same argument could easily be extended to Ru.
Assuming the metal is depleted from the surface layers by

thermal diffusion, one could expect that probing deeper into
the samples would reveal a relatively stronger XPS intensity
from the diffused metallic species. In Figure 4, the C 1s regions
of the gra/Fe/SiC and gra/Ru/SiC samples from Figure 3 are
shown, but now probed with increasingly higher photo-
excitation energies. Higher hν gives longer inelastic mean-free
paths λ for the excited photoelectrons, and so a signal from an
increasingly thick slab of substrate material is being detected as
hν increases. In Figure 4a the C 1s of the gra/Fe/SiC, recorded
with three selected photoexcitation energies corresponding to
λ ∼ 0.5 nm (surface sensitive), λ ∼ 0.9 nm (moderately surface
sensitive), and λ ∼ 1.6 nm (substrate sensitive), is shown. The
signal can be deconvolved into two main features at 282.9 and
284.3 eV. The former matches the binding energy of the
previously observed SiC component, lowered by 0.3 eV due to
interactions with the transition metal. The second feature is
found at a binding energy roughly 0.1 eV lower than what is
expected for neutral graphite and has a distinct asymmetric
shape indicating a metallic surface nature.14,15 At high surface
sensitivity (λ ∼ 0.5 nm), the sharp asymmetric feature
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dominates the intensity of the region, but at lower surface
sensitivity (λ → 1.6 nm) the weight is shifted toward the
substrate peak. This matches well with the notion of a finite
amount of graphene situated at the surface: at low λ most of
the C 1s signal comes from the layers of sp2 carbon, but at
higher λ more substrate layers are added to the probing region
and so the SiC signal dominates. The familiar 0.3 eV energy
shift of the C−Si component (see Figure 1c) may indicate that
the surface layers have been doped by the Fe and that the same
doping level persists even after higher temperature annealing.

On the other hand, the small (0.1 eV) energy shift of the C sp2

component indicates only weak doping of the graphene,
consistent with what was observed from the band structure in
Figure 2g and other systems.10,19,20

In Figure 4d, the same exercise is repeated for gra/Ru/SiC
with the same photoexcitation energies. Note that the
deconvolution is more complicated due to the overlapping C
1s and Ru 3d signals. However, from the known energy
separation and intensity ratio of the 3d5/2 and 3d3/2 signals, one
can accurately determine the components of Ru 3d3/2 based on
those observed in the Ru 3d5/2 region. The overlapping C 1s
and Ru 3d3/2 signal was thus deconvolved by placing features
of the bare SiC and the predetermined Ru components
together and adding the minimum number of additional
features to optimize the fit.
Not surprisingly, the same distinct asymmetric feature seen

in Figure 4a is also visible for gra/Ru/SiC in Figure 4d, now at
284.2 eV. Near the surface (λ ∼ 0.5 nm) the SiC feature
cannot be seen, but with increasing λ it again becomes visible
at lower binding energy 282.8 eV. This indicates that within
±0.1 eV the doping from the Ru is similar to what was
observed from the Fe in Figure 4a.
At moderate depth sensitivity, the Ru contributes with two

distinct features: one at 280.0 eV (Ru1) corresponding to that
of metallic Ru49,50 and one at 0.4 eV lower binding energy
(Ru2) matching with that observed for Ru silicides.34,35,51

With increasing depth sensitivity, the relative weight of the two
changes and new Ru features become visible at higher binding
energies (Ru3). This indicates that different Ru species are
present at different depths into the substrate, in line with the
thermally activated diffusion of metal into the substrate that
was shown in Figure 3.
Note that for the thermal treatments in Figure 4 the metal

signal in the surface layers is reduced but not fully diminished.
While the graphene (C sp2) appear to be only weakly doped
and thus ultimately not very affected, any metal impurities
present in the SiC can work to reduce electron and hole
mobility of the substrate. This may or may not be a potential
concern for applications where the underlying semiconductor
plays an active role, for example, in graphene-based field effect
transistors (GFETs). A proper understanding of the impact of
residual metal impurities in the SiC would require further
investigations that are beyond the scope of this work.
To correctly determine the position of the graphene layers

relative to the metal silicide and the SiC, the C 1s intensity was
extracted for additional photoexcitation energies in the range
315−1200 eV. In Figure 4b, the variation of the graphene
intensity relative to the total accumulated intensity within the
scan regions of both material systems is shown. In the gra/Fe/
SiC system the relative graphene intensity was estimated by
first deconvolving the C 1s region and then comparing the sum
of the asymmetric feature at 284.3 eV and the surface peaks
(S1, S2) to the total signal. For the gra/Ru/SiC, the graphene
signal was estimated by first determining the total Ru 3d5/2
intensity, calculating the Ru 3d3/2 intensity based on their
known ratio, and deducting both of these intensities from the
scan region. Note that for simplicity in the Ru case the total C
1s intensity was assumed to come from graphene, as the
deconvolution in Figure 4d revealed the SiC signal from the
substrate to be negligible except when using the very highest
(hν > 800 eV) photoexcitation energies. Both systems show a
negative exponential decay in graphene intensity with
increasing hν, as expected from Beer−Lambert’s law for a

Figure 3. Diffusion of metal into the growth substrate. (a) Relative
concentration of metal in the surface layers before and after high-
temperature annealing. The measure of the metal content is given as
the ratio of Ru and Fe core level signal to the substrate carbon signal,
corrected for differences in cross sections and normalized to unity
after deposition (room temperature). Diffusion into the SiC substrate
is evident from the treatments to subsequently higher temperatures.
(b) C 1s and Ru 3d core levels of the gra/Ru/SiC system, measured
with photon energy hν = 345 eV after subsequent heat treatments to
700 °C and then 800 °C. (c) Schematic of metal diffusion into the
substrate of the SiC substrate during annealing to 800 °C.
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system with finite signal detected from the surface layers. On
the basis of these observations, we used a simple two-layer
model to determine the thickness of the graphene layers,
assuming these to be residing on top of underlying transition
metal and SiC. For each photoexcitation energy, the signal
from surface carbon Is was compared to the signal assigned to
the underlying layers I within the same scan region, according
to

d I
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= +
Ä
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ÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑ (2)

where σs and σ are the photoexcitation cross-sections for the
topmost and lowermost layers, respectively, and d is the
estimated thickness of the carbon overlayer. The total surface
carbon signal of the gra/Fe/SiC system was thus compared to
that of the underlying SiC substrate, while for the gra/Ru/SiC
system, the total C 1s signal was compared to that of the
underlying Ru. In Figure 4c, it is shown that a linear
relationship between the logarithm in eq 2 and the inverse

inelastic mean-free path is obtained for both material systems.
This is in accordance with the assumed layer structure from the
simplified two-layer model. The gradient from the best fit of
each data set gives an estimate of the thickness d of the
graphene overlayers: 1.1 and 2.6 nm are obtained for the two
systems gra/Fe/SiC and gra/Ru/SiC, respectively. If one
assumes that the graphene layers are weakly bound together by
van der Waals forces with an interlayer spacing equal to that of
graphite (0.355 nm),52 then roughly 3−8 layers have been
formed, regulated by the applied temperature and the thickness
of the mediating metal deposited.

■ CONCLUSIONS
The metal-mediated growth of epitaxial few-layer graphene on
the surface of 6H-SiC(0001) treated with Fe or Ru has been
investigated, at a temperature far lower than that required for
graphene growth directly from the SiC crystal. Using surface
diffraction and surface sensitive photoemission measurements,
we observed the onset of graphene formation after short
thermal treatments to 450 °C, and the familiar electronic

Figure 4. Depth profiling of graphene from mediated growth using Fe and Ru on SiC. (a, d) A selection of C 1s core level spectra from samples
covered with Fe and Ru, respectively, after annealing to 800 °C. The three core levels in each set were measured with photon energies hν = 345 eV
(surface sensitive), hν = 585 eV (moderately surface sensitive), and hν = 1200 eV (substrate sensitive). (b) A full range of data points for the
photoelectron intensity of graphene (ICs) relative to the total intensity (Itot) from the energy regions in (a) and (d) as a function of kinetic energy
for the exited photoelectrons. Note that the two data sets differ slightly in their normalizations, with green (gra/Fe/SiC) stating the fractional
intensity of C sp2 plus surface peaks (S1, S2), while for purple (gra/Ru/SiC) all carbon features were assumed to be surface carbon for simplicity.
(c) The data from (b), replotted to show the relationship between the relative photoelectron intensity and the inverse inelastic mean-free path λ
from a simple two-layer model: surface graphene (IA) on top of an underlying and metal-rich substrate region (IB). An evident linearity can be seen
from the data, similar to that of the ideal two-layer model. As seen from (a) and (d) the Ru signal, but not Fe signal, can be seen in the relevant
energy regions of the C 1s core level. Hence, for the gra/Fe/SiC system, the C sp2 intensities (top layer) are compared to the carbon signal from
the underlying SiC substrate (bottom layer), while for the gra/Ru/SiC system the metallic Ru signal is considered to be the bottom layer.
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structure of graphene was confirmed for the newly formed
species at 600 °C by using ARPES. Further annealing to higher
temperatures of 700−800 °C revealed the formation of
additional graphene layers (3−8 layers). Both metals were
seen to produce either neutral or weakly doped, quasi-
freestanding multilayer graphene. The placement of the
graphene near the sample surface and its parallel orientation
relative to the underlying growth substrate were established
from depth sensitive photoemission and angle-dependent
absorption spectroscopy measurements, respectively. The
tunable depth sensitivity of the photoemission measurements
was also used to confirm that the mediating metal agents, Fe
and Ru, can be made to diffuse into the SiC crystal with
subsequent thermal treatments to higher temperatures.
From these investigations we have established a modified

recipe for graphene production requiring a minimal number of
processing steps. The controllable growth of high quality, few-
layer graphene-on-semiconductor has been achieved at
industrially compatible temperatures that so far have not
been available by using other, more conventional growth
techniques. The number of graphene layers formed is limited
by the type and thickness of the transition metal film and the
temperatures to which the material system is subjected. The
option to use either Fe or Ru interchangeably over a range of
different temperatures allows graphene with a tunable
thickness to be formed. The possibility to diffuse the mediating
metal agents into the substrate means graphene can be
supported either on magnetic silicide layers or directly on SiC,
as required. This makes metal-mediated graphene growth a
realistic and promising candidate for realizing graphene-based
devices within the pre-existing framework of large-scale device
processing.
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4.4 Paper 2

My contribution: Like Paper [1], this work comprises measurements us-
ing a range of di�erent spectroscopic and microscopic techniques from several
di�erent facilities. I have participated and played a central role in most mea-
surements and the analysis, except for the Raman spectroscopy performed
by B. P. Reed and S. P. Cooil. I have made all �gures and written the
�rst draft of the manuscript and supplementary information. Finally, I have
implemented the improvements suggested by the other co-authors.
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ABSTRACT: The large-scale formation of patterned, quasi-
freestanding graphene structures supported on a dielectric has so
far been limited by the need to transfer the graphene onto a
suitable substrate and contamination from the associated
processing steps. We report μm scale, few-layer graphene structures
formed at moderate temperatures (600−700 °C) and supported
directly on an interfacial dielectric formed by oxidizing Si layers at
the graphene/substrate interface. We show that the thickness of
this underlying dielectric support can be tailored further by an
additional Si intercalation of the graphene prior to oxidation. This
produces quasi-freestanding, patterned graphene on dielectric SiO2
with a tunable thickness on demand, thus facilitating a new
pathway to integrated graphene microelectronics.

KEYWORDS: graphene, patterned growth, electrical decoupling, photoelectron spectroscopy, PEEM, LEEM, NEXAFS

1. INTRODUCTION

The extraordinary properties and success of graphene in
prototype electronic platforms have led to numerous synthesis
routes and processing methods for patterning the material.
While isolation of graphite layers by mechanical exfoliation led
the field in characterizing the material properties,1,2 using
exfoliation for device fabrication suffers from a low yield and a
lack of scalability.3 Scalable methods that do not rely on
exfoliation are therefore attractive.
Chemical vapor deposition (CVD) on metal4,5 and semi-

conductor6,7 substrates or high-temperature annealing of
SiC8−10 has gained the most traction for producing high-
quality graphene films. A large number of routes for further
processing are now available, such as photolithography,11,12

electron beam lithography,13,14 scanning probe lithography/
etching,15,16 and direct laser lithography.17−19 However, these
methods each have their own disadvantages, e.g., growth on a
metal substrate requires the graphene to be transferred and
patterning induces defects/contaminants that reduce device
efficacy.20,21

A promising transfer-free method utilizes a transition-metal
catalyst (Cu or Ni) deposited directly onto an oxide layer on a
Si wafer.22,23 Graphene is then formed by annealing in the
presence of carbon, and the metal film is subsequently
removed chemically, leaving the graphene in direct contact
with the dielectric material. Although this method shows great
potential, metal contamination remains a major issue.24 An

alternative approach for removing metal from the graphene has
been demonstrated,25 as has a method for adding a dielectric
layer under the graphene after growth.26 Both modify the
graphene−substrate interaction, which is known to impact the
electronic properties of graphene.27−30 Although there is no
single method that suits all device applications, there is a desire
for transfer-free methods that produce graphene free of
contaminants and with control of the substrate interaction,
directly on dielectric surfaces. In this work, we demonstrate
transfer-free, patterned graphene structures on SiC, with
optional decoupling by forming SiO2 at the graphene−
semiconductor interface.

2. METHODS
In our previous work, few-layer graphene on transition-metal silicide
was prepared according to the metal-mediated approach as described
elsewhere.31,32 Thin films of Fe or Ru (1−2 nm) on 6H-SiC(0001)
were thermally activated by annealing to temperatures of 600−700 °C
for a short duration. This triggered transition-metal silicide formation
at the interface and the associated liberation of carbon reconstructing

Received: May 29, 2021
Accepted: July 13, 2021
Published: July 30, 2021

Research Articlewww.acsami.org

© 2021 The Authors. Published by
American Chemical Society

37510
https://doi.org/10.1021/acsami.1c09987

ACS Appl. Mater. Interfaces 2021, 13, 37510−37516



into graphitic (sp2) layers on the surface. Following the growth, all
samples were subsequently annealed to higher temperatures (T > 700
°C) to diffuse the metal into the bulk of the underlying SiC
substrate.25,32 This left the graphene layers supported directly on a
thin film of Si.
To demonstrate the possibility of patterning graphene we followed

the above approach, but now with predefined metallic regions (prior
to graphene growth) in regular arrays of squares or circles by means of
a simple shadow mask. The metals Fe and Ru were deposited under
ultrahigh vacuum (UHV) onto chemically and thermally cleaned 6H-
SiC substrates through solid masks made of a Mo foil with openings
of 50 and 500 μm that were placed in proximity (<0.3 mm) to the
sample surface.

3. RESULTS AND DISCUSSION
Selectively grown graphene exclusively on top of Fe islands is
demonstrated in Figure 1, using Raman spectroscopy, energy-
filtered photoemission electron microscopy (EF-PEEM), and
low-energy electron diffraction (LEED). In the Raman
spectrum, a distinctive “2D peak” from sp2 hybridized carbon
is observed at 2708.4 cm−1 (Figure 1c). The full width at half-
maximum (FWHM) of the peak is 90.9 cm−1, suggesting that
either mono- or bilayer graphene has been created.33 In Figure
1b, the spatial distribution and intensity of this peak are
plotted, showing two distinctly different areas that indicate
patterned graphene formation. Intensity from the graphene is
predominantly found inside the Fe pattern (Region I), while
negligible amounts can be seen from the nonmetalized SiC
substrate (Region II).
The spatially resolved C 1s core level intensity from a

similarly prepared sample is shown in Figure 1e, 1f. Distinct
chemical components from two separate regions can be

distinguished (Figure 1g). Within the Fe pattern (Region I) an
asymmetric peak shape appears at a binding energy of 284.5
eV, characteristic for sp2 bonded carbon.34,35 Outside the
pattern (Region II) a symmetric peak from the C−Si bonds in
SiC appears at 1.1 eV lower binding energy.8 The spatially
resolved Raman and EF-PEEM thus demonstrate that
graphene forms only within the metalized regions.
The crystalline quality of the graphene formed is

demonstrated from the small spot (1.5 μm) low-energy
electron diffraction (μ-LEED) pattern in Figure 1d. Twelve
spots appear at ≈15 and 45° rotation relative to the
unreconstructed (1 × 1) SiC phase described by vectors S1
and S2. These twelve spots have a |k| = 2.50 Å−1, i.e., within
±2% of what is expected for pristine graphene layers36 and are
thus interpreted as two predominant graphene rotational
domains, G1 and G2. Additional spots (M) are also observed
that likely originate from an underlying bcc(110) lattice
constrained by the hexagonal 6H-SiC(0001) surface. Similar
features have been reported for Fe thin films on hexagonal
surfaces37,38 and are removed at a later stage.32

In our earlier work, thermalized thin films of Ru on 6H-SiC
have been shown to produce graphene of a similar quality to
those mediated by thin films of Fe.32 The spatial distribution of
C 1s core level signal from this system is resolved in Figure 2a.
Again a distinct, asymmetric line shape appears only within the
growth region at 284.3 eV binding energy, verifying that
graphene forms exclusively within the patterned Ru.
The lateral resolution of the patterning can be ascertained

from the sharpness of the boundary between the graphene
region and the SiC substrate, as shown in the low-energy

Figure 1. Localized graphene growth on top of patterned Fe. (a) Optical micrograph (artificially colored) showing circular regions of graphene on
Fe patterned on 6H-SiC(0001). (b) Spatially resolved Raman showing the intensity of the 2D graphene peak near the edge of one of the patterned
regions. (c) Intensity and full width at half-maximum (FWHM) of the 2D Raman peak recorded from the two different spatial Regions I and II in
panel 1b. (d) Small-area low-energy electron diffraction (μ-LEED) pattern of Fe-mediated, patterned graphene on 6H-SiC(0001) grown at 600 °C.
The threefold symmetric diffraction pattern of the substrate is described by vectors S1 and S2. Two distinct rotational domains of graphene (G1,
G2) appear at higher |k|, with ≈15 and 45° relative to the SiC. Additional spots (M) can be assigned to remnants of Fe beneath the graphene. (e, f)
EF-PEEM measurements of a patterned region recorded at two different binding energies corresponding to C−Si and C sp2 bonding, respectively.
(g) C 1s core level extracted from Regions I and II in the EF-PEEM. The topmost trace (Region I) clearly demonstrates the confinement of
graphene within the pattern, while the bottom trace (Region II) shows C−Si bonding characteristics for the SiC substrate. (h) μ-LEED pattern of
the Fe-mediated graphene from panel 1d after 30 min. air exposure: G1 and G2 are still visible and thus indicate that the graphene is stable when
exposed to air.
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electron microscopy (LEEM) image in Figure 2c. A fitted
intensity profile along the edge gives a patterning resolution of
190 nm (Figure 2e). We suspect that this estimate is limited by
the bright and dark fringes in the image, resulting from a
sudden change in electrostatic potential and work function at
the boundary,39−41 rather than by the abruptness of the
patterning.
When annealed for a longer duration, the patterned

geometry and the photoemission signal from the graphene in
each growth region are well preserved, as shown in Figure 2b,
2d. However, a higher photoemission intensity is seen around
the edges of each structure. This may suggest locally enhanced
nucleation and associated growth rate, as reported for epitaxial
graphene on SiC42−44 and other 2D materials.45

The chemical stability of the patterned graphene was tested
by exposing both systems to air for 30 min. In Figure 1h, a
LEED pattern from the same Fe-mediated graphene as in

Figure 1d is shown after 30 min of exposure to air and a
reintroduction to UHV. The two patterns are comparable,
indicating that the surface graphene is stable to the exposure.
However, the background intensity of the pattern is seen to
increase.
Chemical stability is also demonstrated by the small

variation in work function between the surfaces in Figure 2b,
2f, and 2. The graphene once formed (Figure 2b, 2d) has a
work function of 4.30 eV, and after air exposure (Figure 2f),
the work function increases slightly by 100 meV. Given the
chemical inertness of graphene already established from our
LEED measurements and in the literature,46−48 this small
energy increase hints at a change in the potential at the
graphene interface. Furthermore, the intensity of secondary
electrons (SEs) near the low-energy cutoff increases by roughly
1 order of magnitude. This can be explained by the longer
inelastic mean-free path of photoelectrons associated with the
wider band gap of SiO2.

49 Together with the higher
background intensity seen from the LEED (Figure 1h), these
changes indicate silicon oxide formation at the graphene−
substrate interface.
To further explore the possibility of electrically decoupling

the graphene, insulating SiO2 was grown directly at the
semiconductor−graphene interface. To determine how the
oxide growth would affect the patterned graphene, spatially
resolved, high-resolution X-ray photoemission spectroscopy
(XPS) and near-edge X-ray absorption fine structure
(NEXAFS) measurements were performed both inside and
outside of the graphene growth regions. Note that to perform
spatially resolved, high-resolution spectroscopy like this,
particularly the NEXAFS, samples of metal-mediated graphene
were produced with a patterning scale of 5 mm to compensate
for the larger spot size of the photoexcitation.
An oxide layer was grown by stepwise intercalation of Si and

O2 as previously demonstrated for CVD graphene grown on
transition-metal substrates.26 In the first step, patterned
graphene was subjected to Si atoms at a flux of 0.15 Å/min
for 40 min while being heated to 450 °C. Figure 3 shows the
change induced to the carbon K-edge and the Si 2p and C 1s
core levels for Fe- and Ru-mediated graphene samples. During
deposition, the intensities and shapes of the 1s → π*
excitations (Figure 3c) and the graphene core levels at 284.4
eV (Figure 3b, 3e) are well preserved. In contrast, signals from
the substrate (C-Si) and Ru 3d5/2 (Ru, Ru1-Ru3) are
attenuated strongly. New and prominent peaks (Si2) appear
at lower binding energies relative to the surface Si−C and
silicide (Si1) in the Si 2p region (Figure 3a, 3d). The
preservation of the 1s → π* resonance, the stable graphene
core level signal, and the mentioned attenuation of the Ru and
SiC intensities, therefore, suggest that the added Si has
intercalated the graphene layers without forming clusters on
the surface.
Next, the samples were heated to 300 °C while being

exposed to O2 at 200 mbar to trigger the oxidation of the
freshly intercalated Si. The shadow masks were then removed
and the samples reintroduced to UHV. Spectroscopy measure-
ments were repeated within the patterned graphene growth
regions and on the bare and adjacent substrate for comparison
(Figure 4). The photograph in Figure 4a shows the two
regions under investigation, with a distinct boundary between
them indicating the previous position of the now-removed
shadow mask (Region II). The yellow spots indicate both the
size and positions of the beam during photoexcitation(s).

Figure 2. EF-PEEM and LEEM of patterned graphene structures. (a)
EF-PEEM micrograph from a sample of 6H-SiC patterned with Ru
(Region II) and annealed to 800 °C. The sample is probed at the
graphene binding energy, confirming that the graphene formed is
confined within the metalized region. (c) LEEM micrograph of the
same region probed for electron kinetic energy Ek = 2.0 eV. (e) Fitted
intensity profile of the patterned graphene edge taken from within the
dashed white area in panel 2b. The error function fit (in red) reveals a
patterning resolution of Δx = 190 nm. (b,d,f) EF-PEEM micrographs
showing patterned 2 nm Ru on SiC annealed to 750 °C for increasing
the time duration to form graphene at the surface (b, d), and finally
after 30 min of exposure to air (f). Each micrograph has been
extracted for binding energies EB close to the Fermi level EF. The
average work function (WF) within the squares is indicated in the
lower right corner of each subpanel.
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Figure 3. Spatially resolved XPS and NEXAFS demonstrating Si intercalation of metal-mediated graphene. (a, b) Surface-sensitive core levels Si 2p
and C 1s from graphene growth using Fe, obtained before and after intercalation of 0.6 nm Si. The C 1s, consisting of graphene (C sp2), substrate
(C−Si), and two surface-related signals (C1, C2), is stable during the Si treatment. Newfound Si from the intercalation (Si2) can be distinguished
from the silicide (Si1), substrate (Si−C), and oxide (SixOy) components. (d, e) Surface-sensitive core levels C 1s and Si 2p from graphene growth,
now using Ru, before and after intercalation of 0.6 nm Si. The deconvolved core levels from the treated surface reveal similar features as for the Fe-
mediated system. (c) Near-edge X-ray absorption fine structure (NEXAFS) measurements of the carbon K-edge of graphene grown using either Fe
or Ru, before and after Si intercalation. Both systems were excited with linearly polarized light at grazing (θ ≈ 20°) incidence relative to the sample
plane. (f) Schematic demonstrating the intercalation of Si adsorbates between graphene and its underlying growth substrate.

Figure 4. Spatially resolved NEXAFS and XPS of graphene after the growth of underlying SiO2 layers. (a) Photograph showing two distinct regions,
one exposed (I) and the other shadowed (II) during metallization, graphene growth, and Si intercalation. The two yellow areas indicate the
positions and size of the photoexcitation light spot used during XPS and NEXAFS data acquisition. (b, c) Surface-sensitive C 1s and Si 2p core
levels after exposure to 200 mbar oxygen while being heated to 300 °C. The same core levels but from the bare SiC substrate are shown for
comparison. (d) Grazing incidence (θ ≈ 20°) NEXAFS of Si-intercalated epitaxial graphene grown using Fe or Ru after subsequent oxidation of the
underlying Si. NEXAFS from the bare SiC substrate (Region II) is also shown.
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With O2 exposure, a broad, new feature appears in the Si 2p
signal (Figure 4c) of Region I at around 103 eV. A similar peak
at 103.6 eV has previously been assigned to the Si4+ of SiO2.

50

The formation of SiO2 in our data is furthermore supported by
the loss of signal from the previously added Si, as seen by the
strong attenuation of the Si2 signal. Comparing the Si 2p core
levels from inside and outside the growth regions, the new
SiO2 feature does not appear in Region II but rather a small tail
of intermediate oxide states (SixOy).

51,52

As expected, no signatures of graphene can be observed in
the region previously shadowed by the mask (Region II). The
NEXAFS shows no π* resonance, and the only C 1s signals
present are those corresponding to the C−C and C−Si bonds
of the SiC surface.53−56 Inside the pattern (Region I), the
graphene does not show any signs of oxidation: the π*
resonances of the NEXAFS appear to be unchanged, and the
energies, shapes, and intensities of the graphene core levels are
well preserved. In Figure 4b, only a small redistribution of
intensity can be seen between the surface C1 and C2 peaks.
The characteristic Ru 3d5/2 signal from the Ru-mediated
graphene system can no longer be distinguished at this stage.
With the presence of SiO2 verified from the Si 2p signal, the
robustness of the graphene peaks suggests that the graphene is
now supported directly on top of the SiO2.

4. CONCLUSIONS

The demonstrated concepts of transfer-free and patterned
graphene formation directly on dielectric thin films is an
exciting development that allows structured graphene to be
defined in a simple and straightforward manner with minimal
extra processing required. Transition metals Fe and Ru can be
used interchangeably to predefine the growth regions, and at
moderate temperatures (600−700 °C), both will yield high-
quality graphene that is robust against subsequent exposure to
air. An underlying SiO2 layer can easily be formed through
stepwise intercalation of Si and O2, in principle yielding oxides
with precise thicknesses by controlling the dosage of each of
the two constituents. Hence graphene−dielectric−semicon-
ductor heterostructures with tailored and tunable oxide
thicknesses can be produced. This simplistic approach is
suitable for producing some of the building blocks for
graphene-based device applications that rely on a semi-
conducting substrate/body, such as graphene-based field-effect
transistors (GFETs)57,58 and radiation sensors.59 Our results
thus demonstrate the principle and feasibility of transfer-free
growth of graphene on dielectric, which may open up avenues
for integrating the techniques presented into the established
framework of semiconductor device processing.
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Chapter 5

Electron-Phonon Interactions

In an ordered solid-state system, one of the fundamental ways it can store
and transfer energy is through the collective, elastic excitations of its con-
stituent atoms away from their equilibrium positions. When such excitations
form vibrational modes with well-de�ned frequencies and wavelengths, they
can be treated as delocalized, wave-like energy excitations of the system.
In a quantum mechanical description, only speci�c and discrete vibrational
frequencies ω for the atoms will be permitted. The allowed vibrations act
as delocalized quasiparticles, or phonons, with quantized energies de�ned
by these elementary vibrational frequencies. Phonons transmit sound, heat,
and light waves through matter. They are thus essential ingredients that
determine material properties like heat capacity, and thermal and electrical
conductivity [106, 107]. Since phonons readily interact with other degrees
of freedom, they play a crucial role in several phenomena concerning many-
body interactions. Notably, they can interact with electrons to form Cooper
pairs, sustaining superconductivity in the weak coupling regime [108]. They
are also suggested participants in high-temperature superconductivity [109].

In this Chapter, the interactions of electrons and phonons are discussed.
Some of the relevant properties of phonons are summarized in Section 5.1,
before coupling to electrons is discussed in Section 5.2. A familiar and
well-studied candidate material for phonon-mediated superconductivity is
the topic of Section 5.3.1. Finally, an alternative candidate is presented in
Section 5.3.2 and further studied in Paper [3].
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5.1 Phonon Excitations

Establishing the detailed properties of phonons in real, two- and three-
dimensional systems can be an elaborate task. However, much of the physics
can already be explored from relatively simple, classical models of one-
dimensional atomic chains. The intention here is merely to outline some of
the properties of phonons relevant for the subsequent discussions of electron-
phonon interactions. For a more thorough treatment of phonons in general,
the reader is referred to standard introductory textbooks on condensed mat-
ter, such as, e.g., Ashcroft & Mermin's `Solid State Physics' [110], or Kittel's
`Quantum Theory of Solids' [111].

To illustrate the behavior of lattice vibrational excitations, consider a
simple diatomic chain of N atoms separated by an equilibrium distance a.
Atoms of unequal mass m and M occupy every second lattice site, i.e., they
reside on two di�erent sublattices A and B with n/2 atoms each. This
situation is sketched in Fig. 5.1a.

Each atom on the chain is held in place by an elastic restoring force
with spring constant K. The system is thus comprised of a chain of inter-
connected harmonic oscillators; consequentially, atomic displacements away
from the equilibrium positions will lead to an increase in potential energy.
Considering only nearest-neighbor interactions for the di�erent atoms A and
B, their equations of motion are [112]:

mü2n = −K(2u2n − u2n−1 − u2n+1), (5.1)

Mü2n+1 = −K(2u2n+1 − u2n − u2n+2). (5.2)

Here, the terms ul denote the atomic positions along the chain, e.g., ul =
u2n = 2na. The index n ∈ {0, . . . , N/2} ∩ Z and periodic boundary condi-
tions are assumed so that uN+1 = u0, as sketched in Fig. 5.1b. Solutions to
these equations are waves of the form

u2n = Ae−i(k2na+ωt), u2n+1 = Be−i(k2na+ωt), (5.3)

where the A and B are displacement amplitudes for the two sub-lattices, and
the wave number k ∈

[
−π/2a, π/2a

)
is restricted to half of the 1st Brillouin

zone (BZ). Inserting the solutions from Eq. 5.3 into the equations of motion
(Eqs. 5.1, 5.2) and solving to the angular frequency ω as a function of k
yields the phonon dispersion relations [112]:

ω2 =
K

mM

[
m+M ±

√
(m−M)2 + 4mM cos2 ka

]
. (5.4)
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Figure 5.1: Phonon dispersions from a simple, diatomic 1D chain of atoms
with periodic boundary conditions. (a): Atoms of two sub-lattices A and
B, interacting with their nearest neighbors via elastic restoring forces. All
atoms have a separation a, and the constituent atoms of each sub-lattice are
separated by 2a. (b): A visualization of periodic boundary conditions for
the 1D atomic chain. (c): Two distinct phonon dispersion relations ω(k) for
a diatomic chain of atoms. The lower and higher energy branches are from
the acoustic and optical phonon modes, respectively.

Eq. 5.4 describes two unequal dispersions, separated in energy through-
out the full and reduced BZ. These are plotted together in Fig. 5.1c. At
k = ±π/2a, the energy gap between the two becomes

ℏ(ω+ − ω−) = ℏ
√
2K

∣∣∣∣∣

√
M −

√
M√

mM

∣∣∣∣∣, (5.5)

i.e., the gap closes at the reduced zone boundary if m → M or vice versa.
In Eq. 5.5, ℏ is the reduced Planck's constant.

The two ω+ and ω− are commonly referred to as the optical and acoustic

branches of the phonon dispersion, respectively. Their names can be related
to their respective behavior in the long-wavelength limit. As k → 0, the
acoustic branch assumes the form ω+ ∝ k, and the oscillating atoms of
A and B move in phase with each other. This behavior is characteristic
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of sound/acoustic waves. Conversely, for ω+ the atoms of A and B will
move out of phase with each other as k → 0. If the two sub-lattices carry
di�erent charges, their out-of-phase movement will create an electric dipole
with oscillation frequency ω+. This behavior is commonly associated with
the emission or absorption of electromagnetic waves, hence the name optical
phonons [110].

In a quantum mechanical description, the oscillation of atoms in the
1D chain discussed so far can be described as a set of decoupled harmonic
oscillators. The full energy of the N -atom system can be described by the
Hamiltonian

Ĥ =
∑

l ̸=0

(
â†l âl +

1

2

)
ℏωl, (5.6)

where l ∈ (N/2, . . . , N/2), and â†l and âl are bosonic creation and annihila-
tion operators, respectively [112]. The number operator n̂ ≡ â†l âl describes
the total number of bosonic excitations in the system, each contributing an
energy quantum ℏωl to the total at a given oscillation frequency ωl.

Furthermore, since phonons are bosons, their number occupancy n̂ ≈ ⟨n⟩
can be described by Bose-Einstein statistics [113]. I.e., for a given oscillation
frequency ωl, the occupancy of excited phonons at a temperature T is

⟨n⟩ = 1

eℏωl/kBT − 1
, (5.7)

and the total phonon energy is consequently El = (⟨n⟩+ 1/2)ℏωl, as given
by Eq. 5.6.

Finally, suppose the above discussion is extended to a three-dimensional
crystal. In that case, the phonon excitation spectrum will consist of 3s dif-
ferent branches, where s is the number of atoms or ions in the primitive unit
cell. Three of these branches will be acoustic phonons, while the remaining
3s− 3 are optical phonon modes with �nite frequencies where k → 0 [111].

5.2 Electron-Phonon Interactions

While the properties of phonons can be interesting in their own right, ar-
guably even more exotic phenomena can be achieved when they interact
with other bosons and fermions to form quasiparticles. The interaction be-
tween electrons and phonons is particularly intriguing, being the driving
mechanism behind the e�ective electron-electron attraction in conventional
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superconductivity [108]. Next, the pairing mechanism between electrons and
phonons is discussed, based on some of the concepts explained in Refs. [34,
107, 114].

5.2.1 Calculating the Electron-Phonon Interaction Strength

Consider the scattering of an electron in a crystal from an initial state |η⟩ to
an unoccupied �nal state |η′⟩. Such excitations typically involve the transfer
of energy and quasimomentum (i.e., k). If the system in question forms a
microcanonical ensemble, the crystal lattice and its constituent atoms and
electrons can exchange energy, but the system's total energy is conserved. At
�nite temperatures, phonons will exist and propagate through the medium.
These can interact with the electrons and scatter them from one state to
another.

Given the total energy conservation, an increase in electron energy when
scattered means the phonon it interacted with should be annihilated. In the
opposite case, an electron energy reduction comes from generating a new
phonon. Such inter-band scattering by phonon absorption and emission is
sketched in Fig. 5.2.

The process of electron-phonon scattering is characterized by a Hamil-
tonian

Ĥel-ph =
∑

kσ

∑

q,ν

gηη
′,ν

k,k+q

(
âqν + â†−q,ν

)
ĉ†k+q,η′σ ĉk,ησ. (5.8)

Here,
{
ĉ†, ĉ

}
and

{
â†, â

}
are creation and annihilation operators for elec-

trons and phonons, respectively, while k and q are their associated quasi-
momentum wave vectors. Furthermore, ν denote the phonon modes and
σ represents electron spin (±ℏ/2). The terms gηη

′,ν
k,k+q describe the scatter-

ing probabilities of an electron with wave vector k in state |η⟩ to a �nal
state |η′⟩ at k+ q, either by absorbing or emitting a phonon from mode ν.
When these are known, they can be used to estimate the complex self-energy
terms Σph associated with their corresponding electron-phonon interactions.
Chapter 7.3 shows how to estimate Σ from a similar electron-boson interac-
tion using Green's functions and Matsubara formalism1. Here, we instead
show how Σph can be estimated using Eliashberg theory [115].

The so-called `Eliashberg function' for an electron with wave vector k in

1This can, of course, be done for electron-phonon interactions as well. A decent sum-
mary is given by B. Hellsing et al. in Ref. [114].
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Figure 5.2: Inter-band phonon scattering of electrons into an empty �nal
state. In the case of phonon absorption (Ph1), the electron's energy is in-
creased by∆ℏω. With phonon emission (Ph2), the electron energy is reduced
by ∆ℏω.

an initial state |η⟩ is [34]:

α2F
E(A)
k (ω) =

∑

q,ν,η′

∣∣∣gηη
′,ν

k,k+q

∣∣∣
2
δ(ω − ωqν)δ

(
εη′ − εη ∓ ℏωqν

)
, (5.9)

and describes the phonon density of states weighted by the electron-phonon
interaction terms. The sum runs over all electronic �nal states |η′⟩ and
phonon modes (q, ν). The signs ‘−′ and ‘+′ in the last Kronecker delta
correspond to phonon emission and absorption, respectively.

From the Eliashberg emission (E) and absorption (A) terms in Eq. 5.9,
the mass enhancement parameter λph of the electron-phonon coupling can
be calculated. Spectroscopically, λph is often interpreted as the dimension-
less electron-phonon coupling strength. Assuming the phonon energies to
be much smaller than the electron energies2, the ∓ωqν can be ignored and
α2FE

k (ω) ≈ α2FA
k (ω). From this `quasielastic' approximation, one can use

the same Eliashberg function to describe both emission and absorption pro-
cesses. The coupling strength is then the reciprocal moment of the sum of

2Electrons in a crystal typically have energies on the order of eV, while the energies of
the maximum (i.e., Debye) frequency phonons are typically in the meV range [34].
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Eliashberg terms:

λph(k, εη) ≈ 2

∫ ωmax

0

α2Fk(ω
′)

ω′ dω′. (5.10)

As will be further discussed in the next Section (5.2.2), electron-phonon
interactions with �nite λph will induce renormalizations to `ideal', one-
particle band structures. The changes can be related to the real and imag-
inary parts of Σph, both of which can be determined from the Eliashberg
function. Using the quasielastic approximation described above, ImΣph can
be written as an integral over all phonon scattering events that conserve
energy and quasimomentum [107]:

ImΣph(k, ω, T ) = π

∫ ωmax

0
α2Fk

(
ω′)[1 + 2n

(
ω′, T

)

+ f
(
ω − ω′, T

)
+ f

(
ω + ω′, T

)]
dω′, (5.11)

where n(ω, T ) and f(ω, T ) are Bose-Einstein and Fermi-Dirac distributions,
respectively, and ωmax is the maximum phonon frequency in the system.
Note how the temperature T dependence of ImΣph is purely in the distri-
bution functions.

For the limit T → 0, the expression in Eq. 5.11 will reduce to

ImΣph(k, ω, T ) = π

∫ ωmax

0
α2Fk

(
ω′)dω′. (5.12)

Similarly, in the high-temperature limit (kBT ≫ ℏωmax), ImΣph can be re-
duced to [107]:

ImΣph(k, ω, T ) ≈ πλphkBT. (5.13)

Finally, the real part of the self-energy ReΣph can be obtained from
Eqs. 5.11-5.13 via a Kramers-Kronig transformation since the two compo-
nents are causally related3 [106]. Next, the practical meaning of Σ and how
it manifests in ARPES measurements will be explained.

3The Green's functionG(k, ω) of the interaction � whose imaginary part is proportional
to the spectral function A(k, ω) (Eq. 2.14), is a linear response to an external perturbation
and must therefore satisfy causality. Then by de�nition, its real and imaginary parts can
be related by Kramers-Kronig relations. From A(k, ω) the real and imaginary terms of Σ
can be estimated directly.
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5.2.2 Measuring Electron-Phonon Coupling from ARPES

Experimentally, advances in instrumentation over the last 20 years (in partic-
ular) have allowed interactions between phonons and electrons to be studied
with unprecedented detail. Particularly, the coupling strengths λph, and
also the energy and k dependencies of electron-phonon interactions can be
readily determined from spectroscopic and di�ractive measurements using
ARPES (see Chpt. 2.3.1) and helium atom scattering (HAS), respectively
[17, 28, 47]. Next, we will focus on how these parameters can be extracted
from ARPES data. A decent review of how λph can be extracted from HAS
is found in Ref. [28].

In simple terms, electron-phonon interactions will modify the e�ective
mass m∗ and lifetime τ of the occupied electronic states in a system. In
an ARPES measurement this manifests itself as an energy renormalization

of the ideal, non-interacting bandstructure [47]. The situation is illustrated
in Figure 5.3a. At binding energies close to the Fermi level (EB − EF <
20meV) the gradient of the band dispersion is altered, and consequentially
the band appears `�atter'. This corresponds to an increase in e�ective mass
m∗ ∝ (dε/dk)−1, where the magnitude of the increase is given by

m∗ = m0(1 + λph). (5.14)

Here, m0 is the electron mass without the phonon interaction and λph is the
mass enhancement parameter from Eq. 5.10. In the vicinity of the phonon
coupling energy ℏωD − EF = 40meV the band also appears broadened in
the energy direction. Both the energy deviation from the ideal band and the
broadening can be accounted for by a change in quasiparticle self-energy Σ
from the interactions with phonons.

The self-energy Σ consist of a real and an imaginary part:

ReΣ =E(k)− ε(k), (5.15)

ImΣ =
ℏ
2τ
, (5.16)

where E(k) and ε(k) are the renormalized and ideal energy band dispersions,
respectively [34]. Both components of Σ can be extracted from a measured
ARPES signal I(k, ω) ∝ A(k, ω) (see Chapter 2.3.1 for details). Further-
more, one can also be determined from the other using a Kramers-Kronig
transformation [106]. The real and imaginary self-energy contributions for
a phonon with ℏωD = 40meV and λ = 0.42 are shown in Fig. 5.3b.
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Figure 5.3: Energy renormalization near the Fermi level due to electron-
phonon interactions. (a): A simulated ARPES spectrum for a near-linear
electron band at T = 70K. The linear solid line (blue) represents the band-
structure without phonon interactions, while the dotted line (green) repre-
sents the renormalized bandstructure with ℏωD = 40meV and λ = 0.42.
The two-dimensional simulation has been broadened by instrumental reso-
lutions ∆E = 5meV and ∆k = 0.005 Å−1. (b): The real and imaginary
contributions to the self-energy Σ for the simulated coupling. All input val-
ues for the simulations have been based on those of the electron-phonon
coupling in Mo(110) reported by T. Valla et al. [46].

Next, some practical aspects of extracting self-energies from ARPES
measurements are discussed, and a few relevant relations are de�ned. From a
two-dimensional ARPES plot like the one shown in Fig. 5.3a, one can extract
linear cuts of the measured photoemission signal parallel to either the energy
or quasimomentum axis. The former describes the photoemission intensity
at a �xed emission angle θ as a function of kinetic energy and is known as an
energy distribution curve (EDC)4. The latter gives photoemission intensity
at constant kinetic energy as a function of θ (or k||, see Eq. 3.3) and is

4For a constant photon energy hν, each binding energy correspond to a di�erent kinetic
energy by EB = hν − EK − ϕS (Eq. 2.6).
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known as a momentum distribution curve (MDC). By extracting a set of
either EDCs or MDCs one can thus obtain the spectral function for the
renormalized band as a function of either EK, θ or k||, if the photoemission
matrix elements are assumed to be constant over the range [34, 47, 116].

If also the momentum dependence of Σ is negligible, e.g., when a narrow
range of k is measured, the spectral function as a function of energy takes
on a relatively simple Lorentzian shape [117]. For a given temperature T ,
Eq. 2.14 (Chapter 2.3.1) simpli�es to

A(ω) =
π−1 ImΣ(ω)

[ℏω − ε(k)− ReΣ(ω)]2 + [ImΣ(ω)]2
. (5.17)

Eq. 5.17 states that the measured, renormalized energy dispersion will peak
in intensity where ℏω − ε(k) − ReΣ(ω) = 0. If ℏω is the measured energy,
then the ℏω vs. k position of maximum intensity is the same as the energy
expressed in Eq. 5.15. Hence a way to obtain ReΣ from ARPES MDCs
is provided if ε(k) is known. Furthermore, each MDC line shape has a full
width at half maximum (FWHM) of 2|ImΣ|. A perhaps even more practical
re-write of ImΣ is

ImΣ = |dε/dk|∆k, (5.18)

where dε/dk is the gradient of the energy dispersion and ∆k is the measured
half-width of the peak [118, 119]. Assuming that the ideal one-particle
energy dispersion ε(k) is known, both components of the self-energy can
then be obtained directly from measurements of the ARPES peak position
and linewidth. If ε(k) is not known, it can be obtained by exploiting the
self-consistency of ReΣ and ImΣ through the Kramers-Kronig transform.
By postulating an initial guess for the one-particle band, one can evaluate
the discrepancy between the measured terms from Eqs. 5.15, 5.18, and those
obtained by transforming one into the other. The band suggestion can then
be adjusted until convergence between the measured and transformed Σ
values is reached [48, 120].

Finally, note that in some cases, Σ is better to be evaluated from the
linewidth of EDCs. This is typically where |dΣ/dk| ≪ |dΣ/dω|, e.g., near
the maximum of a band that disperses nearly parallel to the Fermi surface
[117]. In such cases, the ω dependencies in Eq. 5.17 is swapped with k, so
that each measured EDC linewidth should correspond to 2|ImΣ| directly.
Note, however, that since ARPES is measured at constant θ and |k| ∝√
EK sin θ (Eq. 3.3), k is usually not constant over the measured range of

energies in an EDC [34]. Care must therefore be taken when extracting
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self-energy values from EDCs, e.g., by evaluating only a narrow range where√
EK sin θ can be assumed constant. For a more in-depth discussion, see for

instance Refs. [116, 117, 121, 122].

5.3 Coupling in Hexagonal 2D Materials

While conventional, BCS superconductivity is typically a property of bulk-
like elementary metals, a variety of similarly related, exotic physical phe-
nomena that can also exist in two dimensions [123]. In the following, we
present and discuss two di�erent two-dimensional, hexagonal van der Waals
(vdW) materials that have been deemed promising for superconductivity in
`reduced' dimensions.

5.3.1 Graphene: Strong Coupling at Large Binding Energies

Shortly after its experimental realization, predictions of potential super-
conductivity in few-layer graphene sheets began to circulate. Around the
same time, high-quality superconducting YbC6 and CaC6 had been grown
by intercalating bulk graphite with rare-earth and alkali metal atoms, re-
spectively. Therefore, the origin of the observed superconducting phase was
a hot discussion topic [124�127]. Attention was soon then directed towards
graphite's two-dimensional counterpart. In the years that followed, exten-
sive experimental progress was made in realizing superconducting few-layer
graphene intercalation compounds [128�131].

Much of the appeal behind graphene as a potential superconductor lies
in its unique structural and electronic properties [63]. First, graphene has
unusually small sheet resistivity, and its near-EF electrons act like massless
Dirac fermions moving at near light speed. Low intrinsic resistivity, i.e.,
negligible impurity scattering, and mobile electrons are some of the key in-
gredients needed to stabilize superconductivity. As outlined in Chapter 4.2,
it is now reasonably straightforward to produce graphene sheets of extremely
high crystalline quality, ensuring nearly perfect atomic ordering over several
micrometers.

Secondly, the electron occupation of graphene can be modi�ed relatively
easily, e.g., by doping or proximity �eld e�ects [132, 133]. While applying
strong external �elds is typically not considered ideal for superconductivity,
charge-transfer doping from the placement ad-atoms above or in between
graphene layers can readily redistribute electrons at the Fermi surface [128,
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134, 135]. Particularly at high doping levels, the electron state occupation
of graphene can be pushed towards the van Hove (vH) singularity of the π-
or π∗-band. In this regime, the k space scattering area of states available
at the Fermi surface for electron pairing will increase dramatically. As a
result, strong renormalization of the graphene band structure occurs, and
concomitant superconductivity has been postulated [136�138].

Besides a plentiful distribution of nearly-free electrons and available scat-
tering �nal states, the �nal and equally important ingredient for supercon-
ductivity is a reasonable distribution of `propagators' that will allow the
electrons to form attractive Cooper pairs. In the case of graphite super-
conductors, the primary mediators of such pairing are phonons [127, 129].
Quite surprisingly [68, 69] � and nonetheless, controversial [139], an unusu-
ally strong electron-phonon coupling has been observed beyond the graphene
π-band vH singularity near its σ-band maxima. The observed coupling
strength λ is approximately one order of magnitude higher than the one re-
ported from the π-band [49]. If such strong enough doping could be achieved
so that the σ-bands could cross EF, phonon-mediated superconductivity
with unusually high critical temperatures should, in principle, occur [69].
On the other hand, such extreme doping levels are somewhat questionable
with respect to the chemical stability of the graphene sheets. From a simple
argument of electron �lling, this would require a complete emptying of the
carbon p orbitals, leaving each atom with only three electrons to bond with
its neighbors.

5.3.2 Hexagonal Boron Nitride: The Realistic Alternative

Another interesting yet less explored candidate for low-dimensional super-
conductivity is hexagonal Boron Nitride (hBN). It is strikingly similar to
graphene, both in structure and Debye frequency [140, 141]. Like graphene,
hBN is comprised of two substituent honeycomb lattices: one occupied by
boron and the other by nitrogen, as shown in Fig. 5.4a. It has a diatomic
basis and a triangular unit cell containing one atom from each sub-lattice.
The lattice itself can be described using the same vectors a1, a2 as for
graphene (Eq. 4.1), but swapping the graphene nearest-neighbor distance
with δB-N = 1.45Å.

Since hBN has di�erent atoms occupying its two sub-lattices, the struc-
tural inversion symmetry that can be seen in graphene is broken in the hBN
case. Boron and nitrogen have atomic numbers 5 and 7, respectively: their
atomic s and p orbitals, therefore, have di�erent energies due to the dif-
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Figure 5.4: The atomic and electronic structure of hexagonal boron nitride
(hBN). (a): The lattice structure of hBN consists of two triangular sub-
lattices, one occupied by boron and the other by nitrogen. The vectors a1
and a2 are vectors for hopping between equal atoms of the same sub-lattice,
while δl (l = 1, 2, 3) accommodate hopping to the nearest neighbours on the
opposite sub-lattice. (b): Electronic band structure of monolayer hBN. One
π-band and two σ-bands are shown, having been obtained by �rst princi-
ples/density functional theory (DFT) calculations. Overlaid for comparison
is the π-band of graphene in semi-transparent green. Calculations are cour-
tesy of Thomas Frederiksen, 2022.

ferent numbers of charged particles in the atoms. Furthermore, the charge
di�erence will a�ect the orbital localization lengths and the inter-atomic dis-
tance when bonding. As a result, an energy gap of approximately 5.95 eV is
opened between the π- and π∗-bands at half-�lling, making hBN a large-gap
insulator instead of a Dirac material [142, 143]. The energy bands of hBN
are shown in Fig. 5.4b.

From a doping point of view, the gapped band structure at the Fermi
level makes hBN especially interesting. First, shifting the electron occupancy
towards and beyond the hBN valence band maximum (VBM) should be
feasible even for small amounts of added dopants, as no occupied states
need to be emptied from the gap region. Furthermore, the abrupt change in
eDOS and scattering phase-space at the VBM could be critical ingredients
for strong electron-phonon coupling, i.e., similar to what was reported for the
graphene σ-band maxima [68, 69]. To form Cooper pairs, hBN is therefore
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particularly interesting as it provides much of the same physics as graphene.
Yet it needs much lower doping concentrations to shift EF into the relevant
energy region [138].

In Paper 3, the renormalized valence band structure of exfoliated, few-
layer hBN on top of graphene is studied by ARPES. The resultant bands
reveal `kinking' near the VBM, which can either be explained by an un-
expected two-phonon scattering process or inter-band scattering with the
underlying substrate material. This re-a�rms the notion that hBN can be
a viable candidate for achieving phonon-mediated superconductivity in low-
dimensional, atomically �at van der Waals materials.

5.4 Paper 3

My contribution: ARPES measurements from exfoliated hBN can be
particularly challenging, as they pose strict requirements of spot size and fo-
cus due to the small size of the sample �akes. Furthermore, the �atness of the
underlying substrate will signi�cantly a�ect the quality of the measurements
and what bands can be resolved. Epitaxial graphene substrates were used as
these provide su�cient �atness and stack well with hBN from lattice match-
ing. The graphene was grown by me, and the exfoliation of hBN �akes onto
the substrates was performed by other co-authors. I acquired the ARPES
and PEEM data presented in the paper, while the remaining measurements
were conducted jointly with others. I also completed the self-energy analysis
of the data and participated in their theoretical interpretation. Finally, I
have written the �rst draft of the manuscript and made all the presented
�gures.
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Chapter 6

Silicon δ-Layers

In pure semiconductors, introducing foreign atomic species can drastically
increase the number of thermally generated charge carriers available in the
system [144]. In the process known as `doping', atoms with a di�erent
(i.e., higher or lower) number of valence electrons are incorporated into the
structure of an intrinsic host material. This adds mobile charge carriers,
either electrons or holes, altering the system's conductivity. In so-called
`δ-doping', the dopant atoms are distributed in near atomically thin, high-
density sheets within bulk semiconductors [145]. The con�ned dopants in the
plane induce a local and strong relative electrical potential to the adjacent
semiconductor, similar to what can be observed in the `depletion region' of
a p-n junction1. A highly conductive, two-dimensional electron gas (2DEG)
is thus formed within the semiconductor host. Such con�ned 2DEGs can be
advantageous for many device applications, e.g., heterostructure �eld-e�ect
transistors [146, 147], high current density and intraband tunneling diodes
[148, 149], and scalable quantum computers [150].

In recent years, n-type phosphorus δ-doped silicon (Si:P) has attracted
the most attention, mainly because of its potential as a silicon quantum
device platform [151�153]. Si:P δ-layers are also attractive because they
have well-established and relatively inexpensive fabrication recipes that lead
to soaringly high charge carrier densities and near atomically thin dopant
pro�les [154�157].

This Chapter is dedicated to studying the Si:P δ-layer system. First, the

1For instance, the con�ned δ-layer can be thought of as an atomically thin n-type region
with exceptionally high charge density, sandwiched between two p-type semiconductor
regions.
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electronic properties of Si:P δ-layers are presented in Section 6.1. Next, the
typical fabrication of δ-layers is outlined in Section 6.2. In Section 6.3 the
importance of knowing the arrangement of P atoms within the δ-layers is
discussed, and also why the answer to this problem has remained elusive until
recently. Finally, the relevance and bene�t of studying sub-surface dopants
using photoelectron di�raction are postulated, and a de�nite answer about
the true dopant arrangement is given in Paper [4].

6.1 Electronic Properties

In Si:P δ-layer structures, the added electrons provided by the P atoms form
a two-dimensional electron gas (2DEG) that is spatially con�ned within its
semiconductor host. The active carrier densities provided by the high density
of n-type dopants are typically well above the metal-to-insulator transition
[158], and their free electron-like conduction happens primarily within the
δ-layer and the nearest neighboring adjacent Si layers [159].

In a simple picture, donation of charge between the P dopants and the
surrounding Si induces a local and strong change in the electric �eld normal
to the δ-layer sheet. The resultant, `delta'-like potential lead to signi�cant
electronic band bending in the narrow doping region around the ad-atoms.
This shifts the Si conduction band minimum (CBM) beneath the Fermi
level as shown in Fig. 6.1a [160]. The resultant electronic states are free
electron-like and delocalized within the plane of the dopant region, but with
exponentially decaying wave functions in the perpendicular direction [161].

The origin of the observed, near parabolic states of Si:P δ-layers can
be explained from a surface projection of the bulk Si band structure. The
situation is illustrated in Fig. 6.1b for a δ-layer located in the (001) plane.
Si is an indirect band gap semiconductor, and its conduction band minima
are situated at the X points of the bulk Brillouin zone (BZ) [162]. Since
conduction is con�ned within the plane of the P dopant layer, the electronic
states that participate should be e�ectively two-dimensional and indepen-
dent of the wave vector k⊥ parallel or anti-parallel to the [001] direction.
The conducting states are thus fully described within the surface-projected
Brillouin zone (SBZ) of Si(001).

Projecting the bulk BZ onto the (001) plane places four of the CBM,
i.e., the ones in-plane with the δ-layer, near the corners of the SBZ. These
four contributions all appear at similar energy and in-plane wave vector k||.
They are referred to as the 1∆ states, or collectively, the `∆ manifold' [163].
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Figure 6.1: Electronic structure of Si:P δ-layers. (a): A sketch of the va-
lence and conduction bands of n-type Si (dashed lines), overlaid with the
same bands for δ-doped Si (blue). The addition of a narrow P layer in-
duces strong band bending near the dopant region, causing the conduction
band to dip beneath the Fermi level (EF). (b): Projection of the bulk Si
conduction band minima (CBM) of the bulk Brillouin zone (BZ) onto the
(001) surface. The four in-plane CBM (purple) appear at the corners of
the surface-projected Brillouin zone (SBZ), while the two out-of-plane CBM
(orange) appear at the zone center.

The two remaining out-of-plane CBM appear at the center of the SBZ, where
they form the bonding and anti-bonding 1Γ and 2Γ states, respectively. The
energy di�erence between these two states is known as `valley splitting', and
its magnitude can have profound implications for the electronic behavior of
the δ-layer system [164�166].

6.2 Fabrication of Si:P δ-layers

The growth of δ-layers has been extensively studied and re�ned over the
years, not least to maximize the density of dopants and � consequently,
the active carrier density n within the dopant plane [156, 157]. The basic
preparation of a Si:P δ-layer system is illustrated in Fig. 6.2. Initially a
clean, 2 × 1 reconstructed surface of Si(001) is exposed to gaseous PH3,
typically in doses of 1-2 Langmuirs (e.g., 5 × 10−9 mbar p.p. for 5 mins).
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I. PH3 deposition II. Dopant incorporation III. Si encapsulation
∆H + Si

Figure 6.2: Epitaxial growth of Si:P δ-layers. Initially, PH3 is chemisorbed
on Si(001) at room temperature, dissociating as PH2 + H → PH + 2H →
P + 3H. Next, P dopants are incorporated into the surface at T ≈ 550 ◦C
by substituting and ejecting Si atoms. For a single dose of PH3, the surface
dopants will, in theory, occupy every 4th lattice site, yielding a ≤ 25% ML
coverage [169]. Finally, a Si overlayer (> 0.5 nm) is deposited to encapsulate
the P and form a two-dimensional free electron gas (2DEG) within the host
material.

The incoming gas molecules bind to the Si− Si surface dimers, dissociating
in a matter of minutes as PH2 + H, then PH + 2H, and �nally P + 3H
[167, 168]. The �nal P occupies the end-bridge site between Si dimers, and
the three H atoms inhibit the neighboring Si atoms, thus preventing any
further chemisorption of residual PH3 gas [169]. Upon thermal exposure to
T > 400 ◦C, the H atoms readily desorb as H2, and the P atoms incorporate
into the surface by ejecting Si [170, 171]. The doped surface layer is �nally
overgrown with atomic Si to encapsulate the dopants, and the full system is
treated thermally to re-crystallize the overlayer.

Beyond the basic recipe, several other variations exist. Typically, these
have been developed to maximize the active carrier density achievable from
the δ-doping. For instance, after incorporating the P atoms, the surface can
be exposed to a second dose of PH3. Since the �rst incorporation anneal also
desorbs H2, remaining Si sites are free to accept subsequently added PH3

molecules. The added gas can then dissociate as described, and P can again
be incorporated into the surface from a second thermal treatment. From the
resultant `super-saturated' δ-layer structure, active carrier densities as high
as 3.6× 1014 cm−2 have been demonstrated [156].

A second pathway to maximizing active carrier densities is to minimize
any segregation of P dopants within the δ-layer structure. Typically, a Si
overlayer layer thickness of ≥ 9 ML is needed to `lock' the dopants in and
suppress any appreciable segregation. Furthermore, segregation is minimal
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when the top Si is grown at room temperature, but at the expense of reduced
crystalline quality [172]. The overlayer can, however, be re-crystallized from
a rapid thermal anneal (RTA). This is typically an act of delicate balancing
between time and temperature. Higher temperatures and longer durations
give a more ordered Si overlayer but also an enhanced di�usion rate and
segregation of the buried P atoms. Alternatively, the encapsulation layer
can be grown at an elevated temperature, where T = 250 − 270 ◦C is ideal
for optimal dopant activation while minimizing the P dopant segregation
[173]. In the end, what growth parameters are optimal depends on the
intended use of the δ-layer structure. E.g., the recipe of choice for device
fabrication can be di�erent from the ideal recipe for high-quality ARPES
measurements, where a Si overlayer that is too thick or too rough will be
detrimental to the achievable data quality [160, 161, 174].

6.3 The Importance of Dopant Arrangement

Despite the tremendous progress that has been made in realizing Si:P δ-
layers over the last two decades, a few fundamental properties of the system
are still unknown. One question that has remained unanswered until re-
cently is what the atomic arrangement of the dopants is within the δ-layer.
The answer is crucial for correctly understanding the electronic properties
of the system and modeling its derived quantum devices. For instance,
changing the in-plane distribution of P has a profound impact on the energy
separation � i.e., the valley splitting, of the available quantum well states
formed by the 2DEG [164�166]. Therefore, knowing the P dopant coordi-
nation and whether this can somehow be manipulated, e.g., by changing
the concentration of dopants present in the layer, is essential for developing
more mature δ-layer models and improving upon existing microelectronic
fabrication practices.

Pre-existing studies of δ-layer systems have examined the Si-P surface
chemistry as a function of PH3 dosage, surface coverage, and of incorporation
anneal temperature. Common to all is that they studied the distribution of P
prior to the �nal Si encapsulation needed to produce Si:P quantum devices.
Notably, a maximum P coverage was achieved for dosing at temperatures
500-550 ◦C, owing to the desorption of H2 from the Si surface [170, 175].
Tsukidate and Suemitsu showed that one dose of PH3 at 500 ◦C incorporates
P atoms on 1/4 of the atomic sites, which then inhibit further adsorption.
From repeated cycles of PH3 dosing, H2 desorption from Si sites and P
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incorporation, an upper limit of ≈ 0.75 ML coverage was reached [176]. In
this scenario, adjacent P atoms incorporated into the surface dimerize with
each other, which should e�ectively reduce the overall free carrier density
available in the �nal δ-layer. Whether the P−P dimers formed would survive
Si encapsulation was then unknown and has proved surprisingly di�cult to
verify with certainty. McKibbin et al. since went on to develop di�erent
growth recipes to maximize the free carrier density while still retaining the
sharpness of the δ-layers [156, 173, 177]. Di�erent structural con�gurations
have also been proposed, such as growing stacks of δ-layers separated by Si in
a `multi-layer' con�guration, or co-deposition of PH3 and Si [157, 163, 174].
These have been shown to retain many of the desirable properties of their
atomically thin counterparts, and theoretical limits for the 3D active carrier
density soar as high as 8.5 × 1020 cm−3 [157]. However, precise knowledge
of the arrangement of dopants in the di�erent �nished δ-layer structures has
remained elusive.

While there may be several reasons why proper knowledge of the dopant
placements has not been obtained, the main conjecture is that there are
few suitable techniques available for measuring this precisely. For instance,
traditional X-ray di�raction (XRD) can, in principle, be performed with
the radiation beam in-plane with the dopants. However, state-of-the-art in-
plane XRD measurements of few-atomic-layer �lms have so far only been
able to distinguish peaks originating from compounds with heavier elements
in them, e.g., WS2 and WSe2 [178]. Annular dark-�eld (ADF) imaging
using, for instance, a scanning transmission electron microscope (STEM)
would also be exceptionally di�cult due to the similar atomic masses of Si
and P [179].

In Paper [4], we argue that X-ray photoelectron di�raction (XPD) is one
particularly suitable and potentially overlooked technique for studying the
in-plane distribution of P atoms in Si:P δ-layers. This is mainly owed to
the chemical speci�city that is available from photoemission measurements
of atomic core levels (see Sections 2.2.1 and 2.2.2 for details). While the
measured XPD intensity from buried layers will be substantially limited by
the �nite inelastic mean free path of the photoelectrons [26], we demonstrate
that this problem can be circumvented through clever experimental design.
I.e., by maximizing the P dopant concentration within the layer, minimizing
the thickness of the needed Si encapsulation, extending the acquisition times,
and tuning the photoexcitation energy to optimize the core level signals
from the buried P, we can con�dently determine the atomic arrangement
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within the δ-layer. Furthermore, we prepare several samples with di�erent
dopant concentrations according to established recipes for single-to-multi-
layer growth [156, 157, 163] and show how similar structural properties are
present, despite their variations in doping concentration.

6.4 Paper 4

My contribution: All measurements were acquired in conjunction with
the other co-authors, and the experimental work was split equally between
the participants. I performed all the XPS analysis for the manuscript and
participated in the XPD analysis and the discussions for the XPD simula-
tions. I have also written the majority of the �rst draft of the manuscript
and the supplementary note and made several of the �gures presented.
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Chapter 7

Electron-Magnon Interactions

Analogous to the elementary vibrational excitations introduced in Chapter 5,
condensed matter systems with long-range magnetic order can exhibit exci-
tations in the form of propagating spin waves. Like phonons, spin waves are
bosons and possess many of the same properties in the sense that they have
well-de�ned excitation modes, heat capacity, and density of states, and can
transmit energy through their host medium [111]. Furthermore, they can
readily interact with other particles and quasiparticles, something which has
been hypothesized to be one of the fundamental driving mechanisms behind
unconventional, high Tc superconductivity [180�182].

This Chapter explores the interplay between conducting electrons and
elementary magnetic excitations. First, the concept of magnetic ordering
in correlated systems is summarized in Section 7.1, before the dispersion
relations of magnetic spin waves are derived in Section 7.2. Next, method-
ologies for quantifying the self-energies from interactions between electrons
and spin waves are outlined in Section 7.3, both theoretically and from
ARPES measurements. An experimental study of the energy renormaliza-
tions from magnetic many-body e�ects in a well-known ferromagnet is then
presented in Section 7.4 and Paper [5]. Finally, the concept of spin wave in-
teractions between di�erent materials across a magnetic interface is explored
theoretically in Sections 7.5, 7.6 and Paper [6].

7.1 Magnetic ordering

To describe magnetic excitations in the form of spin waves, some basic prop-
erties of magnetically ordered systems are �rst de�ned and brie�y discussed.



Chapter 7. Electron-Magnon Interactions

Consider a crystal with N atoms arranged in a regular Bravais lattice. Every
lattice site is inhabited by electrons, at which each allowed energy state |φ⟩n
can be populated by a maximum of two electrons with opposite spins (↑, ↓)
according to Pauli's exclusion principle [183]. For simplicity, consider only
one electron per atom, and thus a set of N spins {Si} inhabiting the lattice
sites, labeled as i. If kinetic energy contributions from hopping electrons
are ignored, the (potential) energy of the half-�lled system can be described
using a Hamiltonian operator of the form

Ĥ = −
∑

i,j

JijŜi · Ŝj −K
∑

i

(
Ŝz
i

)2
−B

∑

i

Ŝz
i . (7.1)

Here, the �rst summation is the so-called Heisenberg model for fermionic
spinor interaction [184]. Ŝi are fermionic spin operators1, while Jij describes
the exchange interaction strength between spins on lattice sites i and j and
is related to the overlap of their charge distributions [106]. In the following
Sections, only models with Jij ̸= 0 for nearest-neighbor interactions will
be considered. The second sum accounts for the energy contribution from
an easy axis anisotropy K ≥ 0, where spins orienting themselves along the
ẑ direction are energetically favored [6]. The �nal sum accounts for the
interaction with a homogenous and external magnetic �eld of strength B
along ẑ.

In order to establish the concept of magnetic ordering, consider �rst the
ground state energy from Eq. 7.1 without any easy-axis anisotropy (K = 0)
or external magnetic �elds (B = 0). The only (potential) energy contribu-
tion to the system is thus from the spinor-spinor interactions in the Heisen-
berg model. Depending on the sign of Jij , the spins on di�erent lattice sites
i and j should align either parallel or antiparallel with each other to min-
imize the energy of the system. With only nearest-neighbor interactions,
i.e., Jij = J , all spins in the system should be aligned and parallel if J > 0.
This simple picture yields a ferromagnetic ground state with a �nite and
net magnetic moment. Conversely, if J < 0, then antiparallel spin orienta-
tions are favored, and antiferromagnetic ordering with a net-zero magnetic
moment is established. The two situations are sketched in Fig. 7.1a and
7.1b, respectively. In both cases, the ground state energy of the system is
U = lNJS2, where l is the number of nearest neighbors.

1I.e., satisfying
〈
Ŝ2
i

〉
= ℏ2S(S + 1) with S = 1/2. A full summary is not given in this

Chapter but can be found in, e.g., Ref. [19].
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(a) (b)

A

B

Ferromagnet Antiferromagnet

+ 1
2 + 1

2 + 1
2 + 1

2 + 1
2 + 1

2- 1
2

(c) Single spin-flip (d) Delocalized spin-flip

Figure 7.1: Magnetic ordering and spin excitations. (a): Ferromagnetic
order on a two-dimensional square lattice. (b): Antiferromagnetic order on a
two-dimensional square lattice. (c): One complete spin-�ip in a ferromagnet
at a site i, costing a signi�cant amount of energy due to the antiparallel
alignment with its neighbors. (d): A delocalized spin-�ip, distributed over
n lattice sites as a spin wave.

We note here that spontaneous magnetic ordering in real systems occurs
only when the system's temperature is lower than some critical temperature
Tc. Above Tc, the thermal �uctuations are strong enough to destroy the
ordering. In contrast, at temperatures below Tc, thermal �uctuations will
lead to spin-�ip excitations, e.g., in the form of propagating spin waves. We
also note that other phases of spontaneous magnetic ordering than ferro-
magnetism and antiferromagnetism can exist, e.g., ferrimagnetic ordering
[106]. Nonetheless, the following discussion is restricted to ferro- and anti-
ferromagnets as they exhibit the spin wave properties studied in Papers [5]
and [6].

7.2 Spin Waves

The origin of magnetic spin waves can be understood and described from
energy excitations of the ferro- and antiferromagnetic ground states using
linear spin-wave theory. Consider again a Bravais lattice of N atoms, each
of which is populated by one electron/spin as in Section 7.1. Without any
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easy-axis anisotropy, the energy of the system (Eq. 7.1) is described by
the Heisenberg model, and the interactions with the external magnetic �eld
B = Bẑ. The presence of B ensures that every spin in a ferromagnetic ground
state is aligned with ẑ. Similarly, the antiferromagnetic ground state will
have every second spin (i.e., on a sublattice A) aligned with ẑ, and the
remaining spins (sublattice B) antiparallel and along −ẑ.

With the �ip of one spin at a given site i in the lattice, the favorable
interaction energy with each of its l nearest neighbors will be lost (Fig. 7.1c).
Additionally, a perfect spin-�ip changes the angle between the neighboring
spins by ±π, inducing a sign change for each of the l nearest-neighbor dot
products in the sum. From the Heisenberg terms alone, the energy will
increase by 2lJS2.

Alternatively, much lower excitation energy can be achieved if the spin-
�ip gets delocalized, i.e., shared by n spins at di�erent lattice sites, each
carrying 1/n'th of a complete �ip and being di�erent from its neighbors by
a corresponding phase di�erence. The resulting excitation is thus a wave-like
oscillation of relative spin orientation across the n participants (Fig. 7.1d),
and is known as a magnon [106]. Many of the properties of magnons are
analogous to those of phonons, thus making them convenient to study using
ARPES. This will be explored in Section 7.3.2 and Paper [5]. Next, the
dispersion relations of ferro- and antiferromagnetic magnons are presented,
following the derivations given in Chapter 4 of Ref. [111].

7.2.1 Ferromagnetic Spin Waves

The spin operators in Eq. 7.1 are inconvenient to work with since the com-
ponents Ŝx, Ŝy, Ŝz are mutually non-commuting. More convenient are the
independent spin raising and lowering operators Ŝ±

i = Ŝix ± iŜiy paired
with the Ŝz

i operator2. Since delocalized spin �ips can be treated as quan-
tized bosonic excitations with well-de�ned energies, their existence can be
described using bosonic operators.

A convenient re-write of Ŝ±
i and Ŝz

i is available using the Holstein-
Primako� transformation [111]:

2The `i' that is multiplied with Ŝiy here is the imaginary unit, and should not be
confused with the lattice position stated in the operator subscript.
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Ŝ+
i =

√
2S − â†i âiâi, (7.2)

Ŝ−
i =â†i

√
2S − â†i âi, (7.3)

Ŝz
i =S − â†i âi, (7.4)

where S is the total spin of all lattice sites and â†i and âi are bosonic creation
and annihilation operators, respectively. The spin operators in Eqs. 7.2-
7.4 satisfy spin commutation relations if the boson operators satisfy boson
commutation relations and vice versa.

Next, â†i , âi can be re-written using an inverse Fourier transform:

â†i =
1√
N

∑

q

eiq·xi â†q, (7.5)

âi =
1√
N

∑

k

e−iq·xi âq, (7.6)

where N is the number of atoms in the system, q is a wave vector within
the 1st Brillouin zone, and xi the vector position of the i'th atomic site.
The operators â†q and âq create and annihilate magnons with wavevector q,
respectively. Note also that the transformations in Eqs. 7.5-7.6 are canoni-
cal, and hence â†q, âq obey the same commutation relations as the original
bosonic operators â†i , âi.

If the number of spin �ips in the system is small compared to the total
number of spins still aligned in the ferromagnet, i.e., the fractional spin �ip
⟨â†i âi⟩ = ⟨n̂i⟩ ≪ S, the roots in Eqs. 7.2 and 7.3 can be Taylor expanded.
Keeping only the the terms up to quadratic order, one gets Ŝ+

i ≈
√
2Sâi,

Ŝ−
i ≈

√
2Sâ†i while Ŝ

z
i remains unchanged.

To �nd the Hamiltonian of the ferromagnetic system in terms of the
magnon operators â†q and âq, the quadratic expansions of Ŝ+

i and Ŝ−
i , and

Ŝz
i from Eq. 7.4 are inserted into 7.1. Operators â†i and âi are re-written

using Eqs. 7.5-7.6. The Hamiltonian then becomes

Ĥ = U +
∑

q

â†qâqωq, (7.7)

where U is the ground state energy of the system and ωq describes the
magnon excitation spectrum

ωq = BS + 2JS
∑

δ

[1− cos (q · δ)]. (7.8)
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Here, δ are the real space vectors from a lattice site i to its nearest neighbors.
In the long wavelength limit, |q · δ| ≪ 1, cos (q · δ) ≈ 1− 1

2(q · δ)2 and thus

ωq ≈ BS + JS
∑

δ

(q · δ)2. (7.9)

7.2.2 Antiferromagnetic Spin Waves

For the antiferromagnetic case, assume an exchange interaction that is J < 0
for nearest neighbors and otherwise zero. The adjacent spins inhabiting the
two sublattices A and B are now antiparallel in the ground state. For zero
easy-axis anisotropy and zero net external magnetic �eld, Eq. 7.1 becomes

Ĥ = |J |
∑

i,j

Ŝi · Ŝj −BA

∑

i

Ŝz
i∈A +BA

∑

j

Ŝz
j∈B. (7.10)

Here, i, j are the sites on each sublattice, both with maximum indices NA =
NB = N/2. BA is merely a �ctitious �eld strength that is introduced here
to ensure that the opposite spins on A and B align parallel and antiparallel
to ẑ, respectively [111].

As for the ferromagnetic case, only a small number of spin-�ip excitations
are considered. Hence the quadratically expanded Holstein-Primako� trans-
formations can again be used. De�ning separate boson operators for the two
sublattices, the Holstein-Primako� spin operators for A and B become

Ŝ+
i∈A =

√
2Sâi, Ŝ−

i∈A =
√
2Sâ†i , Ŝz

i∈A = S − â†i âi, (7.11)

Ŝ+
j∈B =

√
2Sb̂†j , Ŝ−

j∈B =
√
2Sb̂j , Ŝz

j∈B = −S + b̂†j b̂j , (7.12)

where the operators
{
â†i , âi

}
and

{
b̂†j , b̂j

}
create and annihilate spin �ips on

sublattices A and B, respectively.
Next, re-write the bosonic operators in terms of their inverse Fourier

transform:

â†i =
1√
N

∑

q

eiq·xi â†q, âi =
1√
N

∑

k

e−iq·xi âq, (7.13)

b̂†j =
1√
N

∑

q

eiq·xi b̂†q, b̂j =
1√
N

∑

k

e−iq·xi b̂q, (7.14)

where
{
â†q, âq

}
and

{
b̂†q, b̂q

}
create and annihilate magnons with wave vec-

tor q on either sublattices. Note here that the wave vectors q are taken
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to lie within the Brillouin zone associated with each sublattice, i.e., their
magnetic Brillouin zones3.

To reach the Hamiltonian for the antiferromagnetic phase in terms of the
magnon operators, Eqs. 7.13-7.14 are fed into the operators in Eqs. 7.11-7.12
and inserted into Eq. 7.10. This gives

Ĥ = U + 2JlS
∑

q

(
â†qâq + b̂†−qb̂−q

)
+ γq

(
âqb̂−q + â†qb̂

†
−q

)
, (7.15)

where U is the ground state energy4, l is the number of nearest neigh-
bors from sublattice B for a lattice site on A and vice versa, and γq ≡
(1/l)

∑
δ e

iq·δ.
To diagonalize Ĥ in Eq. 7.15, a second canonical transformation known

as the Bogoliubov transformation has to be performed. For conciseness, the
steps are not re-created here, and the reader is referred to Ref. [111] for de-
tails. The �nal dispersion relation ωq given by the diagonalized Hamiltonian
becomes:

ωq = 2JlS
√

1− γ2q. (7.16)

If |q · δ| ≪ 1, ωq → 0 as in the ferromagnetic case. Note, however, that
in this limit the antiferromagnetic dispersion relation is linear ωq ∝ |q|,
whereas the ferromagnet had ωq ∝ q2.

7.3 Electron-Magnon Interactions

While magnons have many interesting properties in their own right, their
interactions with conducting electrons can also induce an intriguing phase
behavior. Magnons, like phonons, can scatter electrons between electronic
states of well-de�ned energy and momentum. In some cases, e.g., on the
Fermi surfaces of elementary metals, electron-phonon interactions can trigger
an e�ective and attractive electron interaction and lead to superconductiv-
ity5 [108]. While electron-phonon interactions in lower Tc superconductors

3For the identical sublattices, their magnetic Brillouin zones are equal and half the
size of the full crystal Brillouin zone.

4At this point, the terms from the interaction with the �ctitious �eld BA have been re-
moved for clarity. Remember that these do not represent an added, `real' �eld interaction:
they are merely needed to establish the ground state.

5I.e., if the coupling λ is su�ciently strong and the thermal energy in the system is
within some critical range ≤ kBTc.
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have been extensively studied, much less understood is higher Tc supercon-
ductivity in correlated magnetic systems [185�188]. It has, however, been
proposed that the attractive force between the superconducting electrons in
these materials is from interactions with spin waves [180, 182].

Next, a few methodologies for estimating contributions to the self-energy
Σ due to electron-magnon interactions are presented. First, calculations
of Σ are outlined, using a Green's function approach and known magnon
dispersion relations ωq. Next, the estimation and distinction of electron-
magnon interactions from ARPES measurements are explained in greater
detail.

7.3.1 Calculating the Self-Energy of Electron-Magnon inter-
actions

In systems where the magnon dispersion relations are well-known, energy
renormalizations from electron-magnon interactions can be estimated using
Green's functions and many-body perturbation theory [189]. Starting with
a generalized Hamiltonian for an electron-boson interaction:

Ĥel-bos =
∑

kσσ′

∑

q,ν

Mηη′,ν
k,k+q

(
âqν + â†−q,ν

)
ĉ†k+q,η′σ′ ĉk,ησ(1− δσσ′), (7.17)

k and q are electron and boson quasimomentum wave vectors, ν is the bo-
son mode, η and η′ the initial and �nal electron states, respectively, σ and
σ′ denote electron spins of ±1/2, and Mηη′,ν

k,k+q is the electron-boson interac-
tion strength. The Hamiltonian operator thus describes the propagation of
an electron from state η to η′, either by absorbing or emitting a boson of
mode ν with a wave vector q or −q, respectively. Note that the Kronecker
delta δσσ′ ensures that only spin-�ip processes are considered, as expected
from absorption or emission of magnons [45, 190]. Spin-�ip scattering from
electron-magnon interactions is sketched in Fig. 7.2.

The retarded, real-angular-frequency ω dependent Green's function for
the interaction can be written as

G−1
R (k, ω) = G−1

0 (k, ω)− Σ(k, ω), (7.18)

where Σ is the (complex) electron self-energy, andG0(k, ω) = [ω + iδ − εk]
−1

is the non-interacting Green's function with energy states εk and a small
physical broadening δ. Eq. 7.18 has been obtained using Dyson's equation
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Figure 7.2: Inter-band magnon scattering of spin-polarized electrons. A
magnon is either absorbed or emitted, propagating the electron to an empty
�nal state and �ipping the electron spin in the process. Magnon interactions
hence enable scattering between bands of opposite spin characters.

on the imaginary axis, and analytic continuation to the real axis [191, 192].
Within the same formalism, Σ(k, ω) at a temperature T is found to be

Σ(k, ω) =− T

∞∑

n=−∞

∑

k′,ν

Mν

{
Dν(q, ω − iωn)G

(
k′, iωn

)

−
∑

±
±GR(k

′, ω ± ωqν)

2

(
tanh

ω ± ωqν

2T
∓ coth

ωqν

2T

)}
, (7.19)

where G(k′, iωn) is the Matsubara Green's function, ωn the fermionic Mat-
subara frequencies, ωqν the magnon dispersion relations (Eqs. 7.9, 7.16) and
�nally

Dν

(
q, iωn − iω′

n

)
=

−2ωqν

(ωn − ωn′) + ω2
qν

, (7.20)

which is the branch-resolved magnon Matsubara propagator [193].
If the magnon dispersion relations ωqν are known exactly, the self-energy

Σ can thus be estimated with precision. Using the approximation GR ≈ G0

in Eq. 7.19, Eq. 7.18 reduces to

G−1
R ≈ G−1

0 − Σ(G0), (7.21)
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which can furthermore be used to obtain the spectral function A(k, ω) =
π−1 ImGR(k, ω), and compared directly with bandstructure measurements.
The true di�culty typically lies in knowing the analytical expression for
the magnon dispersion relations. However, the expressions in Eqs. 7.19
and 7.20 can still be useful even if only approximations to ωqν exist. For
instance, if the self-energy can be extracted from ARPES measurements (see
Section 5.2.2 for details), the calculated Σ can be compared to the measured
one. The �t between the two can then be optimized by adjusting some of
the parameters of Σ (and herein ωqν), e.g., the electron-magnon interaction
strength Mν and the spin exchange coupling strength J .

7.3.2 Measuring Electron-Magnon Interactions from ARPES

Similar to how electron-phonon interactions can be measured using ARPES,
signatures of electron-magnon interactions can also be readily observed and
quanti�ed in systems with an appreciable magnetic ordering. Analogously,
electron-magnon interactions will also manifest as renormalizations of the
ideal, one-particle bandstructure. However, there are a few essential di�er-
ences between the two that allow them to be distinguished in practice from
ARPES measurements.

First, electron-magnon interactions can only occur between measured
states with well-de�ned and opposite spin characters. Consider the emission
of a photoelectron from a spin-polarized band. The photohole left behind
can only be �lled by an electron of equal spin character. The obvious � and
in most cases more likely, relaxation mechanism is that an electron within
the same spin band �lls the state. To do so, the electron has to conserve its
spin character but change its energy and momentum by �nite amounts. The
propagation can thus happen by the absorption and emission of a phonon if
∆E < ℏωphD , where ωphD is the Debye (cut-o�) frequency of the system, and
a corresponding ∆k is de�ned by the phonon dispersion. Alternatively, the
hole state can be �lled with an electron from a di�erent energy band, i.e., by
inter-band scattering. This can again happen via phonon propagation from
a band of equal spin character or a band of opposite spin if propagated by
a magnon. With the absorption or emission of a magnon, a bosonic particle
of integer spin is either created or annihilated, thus �ipping the spin of the
propagating electron (fermion) in the process. Propagation by magnons is
often less pronounced in measured band structures, but it can occur with a
�nite probability if enough magnons and electron states with opposite spin
are present.
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In practice, phonons and magnon coupling in the same system tend to
have very di�erent characteristic energies [119, 194]. As a �rst approxima-
tion, one can distinguish their interactions with electrons based on their
`cut-o�' energies. E.g., for the bulk ferromagnet Ni the Debye temper-
ature is approximately 477K, and the maximum phonon energy is thus
kBΘD ≈ 40meV [195�197]. In comparison, the lowest measured cut-o� en-
ergy for acoustic magnons in Ni is ℏω ≈ 90meV along the (111) direction
[198], and couplings to the optical branch have been measured with energies
as high as 340-350meV [5, 119, 199].

A more subtle but important di�erence is that contributions to the self-
energy from electron-phonon and electron-magnon interactions can have dif-
ferent functional forms. This is mainly due to their di�erent dispersion re-
lations and, consequently, the induced di�erences in their DOS. In the most
simple picture, the ImΣ contribution from an electron-boson interaction
can be assumed proportional to an integral of the boson DOS ρ(ω) over its
available energy range

ImΣ ∝ λ

∫ ωmax

0
ρ
(
ω′)dω′, (7.22)

where λ is the dimensionless coupling strength (see Chapter 5.2.1) and ωmax

is the previously mentioned, characteristic cut-o� energy for the boson dis-
tribution [194]. From Eq. 7.22 one can thus anticipate that for similar λ and
ωmax, electron-phonon and electron-magnon couplings with unequal DOS
distributions should have distinctive di�erences in their Σ terms.

For example, consider the di�erences between the two interactions in a
bulk ferromagnetic system using a simple, isotropic Debye model at �nite
temperature T [117, 190]. Each energy dispersion is assumed proportional
to a bosonic wave vector q up to their cut-o� (maximum) frequencies ωphmax,
ωmag
max. For phonons in a three-dimensional Debye model, the dispersion re-

lation is ωph ∝ |q|, and consequently ρph(ω) ∝ ω2. Similarly, ferromagnetic
magnons will have ωmag ∝ q2 and ρmag(ω) ∝ ω1/2 [106]. For simplicity,
the electron-boson interaction matrix elements λph, λmag are assumed equal
and constant. Then the λ-weighted boson DOS functions � or Eliashberg
coupling functions α2(ω)F (ω), of the two interactions can then be written
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Figure 7.3: A comparison of the energy renormalizations from electron-
phonon and electron magnon interactions at similar interaction energy ℏω
and coupling strength λ.

as:

α2(ω)F (ω)ph =




λ
(
ω/ωphmax

)2
, if ω ≤ ωphmax,

0, otherwise,
(7.23)

α2(ω)F (ω)mag =

{
λ(ω/ωmag

max)
1/2
, if ω ≤ ωmag

max,

0, otherwise.
(7.24)

Inserting either of the Eliashberg terms from Eqs. 7.24, 7.24 into Eq. 7.22 and
accounting for fermion and boson distributions at �nite T yields the imagi-
nary self-energy expression (Eq. 5.11) already presented in Chapter 5.2.1:

ImΣel-bos(ω, T ) = π

∫ ωmax

0
α2F

(
ω′) · [1 + 2n

(
ω′, T

)

+ f
(
ω + ω′, T

)
+ f

(
ω − ω′, T

)
]dω′. (7.25)

The corresponding ReΣel-bos can be found using a Kramers-Kronig trans-
formation [106].

In. Fig. 7.3, the resultant self-energy Σ contributions for electron-phonon
and ferromagnetic electron-magnon coupling beneath the Fermi level are
compared. Each Σ has been calculated from Eq. 7.25 with ωphmax = ωmag

max =
0.2 eV and λph = λmag = 0.5. The di�erent DOS terms lead to distinctive
di�erences in the shapes of the real and imaginary terms. In Fig. 7.3a, the
ReΣ of electron-phonon coupling appears steep and almost linear for most
binding energies up to the in�ection point at ℏωmax, whereas the ReΣ of
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electron-magnon coupling resembles a broad `hump' with magnitude ≈ 1/3
even for similar coupling strength6. In Fig. 7.3b, the ImΣ terms of electron-
phonon and electron-magnon coupling increase like ω3 and ω3/2 towards the
cut-o� energy, respectively.

The above methodology is crude but very e�cient for distinguishing the
two coupling mechanisms. Combined with knowledge of the characteris-
tic cut-o� energies ωmax expected from the system, the occurrence of both
can be veri�ed, and their Σ contributions disentangled and quanti�ed from
ARPES measurements [118, 119, 190, 194]. In Paper [5], this framework is
used to describe and quantify the di�erent many-body interactions observed
from the (111) face of a well-known bulk ferromagnet.

7.4 Paper 5

My contribution: The experimental work comprises lab-based momen-
tummicroscope (NanoESCA III) measurements performed in-house at NTNU,
as well as higher resolution ARPES measurements performed at interna-
tional synchrotron facilities. Together with the other co-authors, I performed
all in-house measurements and the synchrotron measurements at Elettra. I
also planned and coordinated the additional measurements performed re-
motely at MAX IV. Under the guidance of F. Mazzola, I performed and
completed all the many-body analysis. Finally, I wrote the �rst complete
drafts of the manuscript and the supplementary note and therein made all
the �gures presented in the text.

6Note that in the calculation, only magnon scattering from half of the electronic states
is assumed, i.e., electrons scattering from bands of one spin character to �nal state bands
of opposite character. A factor 1/2 is thus introduced both in the Eliashberg term (only
1/2 the �nal states are available for scattering) and in the Fermi-Dirac distributions of
Eq. 7.25.
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7.5 Interfacial Electron-Magnon Interactions

So far, only interactions between electrons and spin waves inherent to the
same material have been considered. A natural extension is to consider
whether interactions can occur across magnetic interfaces, e.g., between
magnons in one material and electrons in an adjacent, non-magnetic ma-
terial. Several recent theoretical studies have proposed that the spin �uc-
tuations at such interfaces, e.g., those of ferromagnetic or antiferromagnetic
insulators, can generate an e�ective and attractive force between electrons
in the non-magnet. If the strength of the magnetic interaction is su�ciently
strong, it can, in principle, induce BCS and Amperean type pairing and
sustain magnon-mediated superconductivity [200�203].

In Paper [6], such interactions between spins of magnetic insulators and
conducting electrons in an adjacent topological insulator (TI) are explored.
Electron-magnon couplings and their resultant self-energies are calculated
according to the methodology outlined in Section 7.3.1, for both an underly-
ing ferro- and antiferromagnetic insulator with �nite and non-zero easy-axis
anisotropies (K > 0). We show that, in theory, the strongest interfacial
electron-magnon coupling can be achieved if the electrons of a TI inter-
act with an uncompensated antiferromagnetic surface, i.e., coupling only
to magnons from one sublattice of the antiferromagnet. We then proceed
to study how the self-energies from the `best-case' electron-magnon interac-
tion would manifest themselves experimentally if measured using ARPES.
The magnitude of the interfacial exchange coupling strength J̄ is ramped
up to experimentally determined values from similar systems [204, 205], and
the spectral function A(k, ω) (Eq. 2.14) is in each case simulated from the
resultant self-energies Σ.

7.6 Paper 6

My contribution: While the electron-magnon interactions and resultant
self-energies were calculated by K. Mæland, I performed the corresponding
ARPES simulations and wrote a signi�cant part of the last Section in the
manuscript (`V. Towards Experimental Measurement'). I also contributed
with co-author feedback on the �rst draft of the manuscript and helped
implement improvements suggested by the referees.
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Electron-magnon coupling and quasiparticle lifetimes on the surface of a topological insulator
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The fermionic self-energy on the surface of a topological insulator proximity coupled to ferro- and antifer-
romagnetic insulators is studied. An enhanced electron-magnon coupling is achieved by allowing the electrons
on the surface of the topological insulator to have a different exchange coupling to the two sublattices of the
antiferromagnet. Such a system is therefore seen as superior to a ferromagnetic interface for the realization
of magnon-mediated superconductivity. The increased electron-magnon-coupling simultaneously increases the
self-energy effects. In this paper we show how the inverse quasiparticle lifetime and energy renormalization on
the surface of the topological insulator can be kept low close to the Fermi level by using a magnetic insulator
with a sufficient easy-axis anisotropy. We find that the antiferromagnetic case is most interesting from both a
theoretical and an experimental standpoint due to the increased electron-magnon coupling, combined with a
reduced need for easy-axis anisotropy compared to the ferromagnetic case. We also consider a set of material
and instrumental parameters where these self-energies should be measurable in angle-resolved photoemission
spectroscopy experiments, paving the way for a measurement of the interfacial exchange coupling strength.

DOI: 10.1103/PhysRevB.104.125125

I. INTRODUCTION

In conventional Bardeen-Cooper-Schrieffer (BCS) [1]
superconductors (SC), electron-phonon coupling (EPC) gen-
erates an effective, attractive interaction between electrons.
Other bosonic excitations also have the capacity to generate
attractive electron interactions. For instance, spin fluctu-
ations in magnetic insulators, i.e., magnons, can induce
superconductivity in, e.g., normal metals and topological insu-
lators (TI) [2–5] by combining materials into heterostructures
[6–15]. Recently, both BCS- and Amperean-type pairings
have been considered as mechanisms for superconductivity
on the surface of a TI, exchange coupled to a ferromagnetic
insulator (FM) or an antiferromagnetic insulator (AFM) [6,7].
Such systems have also been studied for other applications,
including magnetization dynamics [16], confinement of Ma-
jorana fermions [17,18], magnetoelectric effects [19], and
proximity-induced ferromagnetism [18].

In this paper, we consider the lifetime and energy renor-
malization of the fermionic quasiparticles on the TI surface
in these systems, focusing on the fermion self-energy due
to electron-magnon coupling (EMC). Its imaginary part is
essentially a measure of the inverse quasiparticle lifetime
[20] and is used to probe the stability of the fermionic states
which underlie the superconducting theories that have been
proposed. The real part of the self-energy is used to probe the
renormalization of the fermionic states [20]. A similar study
was done in Ref. [21] for EPC on the surface of an isolated
TI.

In Ref. [10], the possibility of Amperean pairing was
studied for a TI/FM heterostructure, using a self-consistent

*Corresponding author: asle.sudbo@ntnu.no

strong-coupling approach. In the process, the fermion self-
energy was studied, and a strong renormalization of the
fermionic state was reported. Meanwhile, in Ref. [6], super-
conductivity in both TI/FM and TI/AFM heterostructures
were studied within a weak-coupling approach, ignoring any
energy renormalizations caused by the magnetic interface [6].
In this paper, we reveal for which material parameters the
assumption of small renormalization of the fermionic states is
permissible. To achieve this, we consider magnetic insulators
with an easy-axis anisotropy.

In the AFM case, we also consider both compensated and
uncompensated interfaces. Hence, the interfacial exchange
coupling to the electrons on the TI surface may be different
for the two sublattices of the AFM, where the two sublattices
have magnetization ordered in opposite directions [6,22]. An
uncompensated interface, where the electrons on the TI sur-
face couple asymmetrically to the sublattices of the AFM, has
been shown to increase EMC and hence increase the critical
temperature for superconductivity [6,14,15].

On the other hand, a stronger EMC has the potential for
more detrimental effects on the fermionic states. We find that
the easy-axis anisotropy in the magnetic insulators and the
degree of surface compensation in the AFM case can both be
used to increase the lifetime of the fermionic states on the
TI surface close to the Fermi level. For sufficient easy-axis
anisotropy, we find that it is possible for the fermionic states
on the TI surface to remain long-lived and weakly renormal-
ized even when coupled to an uncompensated AFM surface. It
is also found that the easy-axis anisotropy needed to stabilize
the fermionic states in the AFM case is weaker than that
needed in the FM case.

We first consider the case of a TI coupled to a FM in
Sec. II, before moving on to the TI/AFM heterostructure in
Sec. III. The results for the self-energy and the renormalized
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FIG. 1. Illustrations of the two heterostructures considered in this
paper along with the coordinate system. We consider a topological
insulator (TI) coupled to a ferromagnetic insulator (FM) or an anti-
ferromagnetic insulator (AFM).

Green’s function are considered for both systems in Sec. IV.
In Sec. V, we examine a new set of material parameters giving
self-energies that should be measurable using angle-resolved
photoemission spectroscopy (ARPES). The conclusions are
given in Sec. VI and the Appendices give further details of
the calculations.

II. FERROMAGNET

Our system is a three-dimensional (3D) TI with one surface
in contact with a FM, as depicted in the left part of Fig. 1. This
surface is the xy plane, and we assume an ordered state with
magnetization in the z direction in the FM. We consider a TI
with one Dirac cone such as Bi2Se3 or Bi2Te3 [23]. Examples
of candidate FM materials include yttrium iron garnet (YIG)
[24], EuO [11,25], and EuS [18]. We set h̄ = kB = a = 1 in
the equations throughout the paper. Here, h̄ is the reduced
Planck’s constant, kB is Boltzmann’s constant, and a is the
lattice constant.

A. Model

The Hamiltonian describing the interface between the TI
and the FM contains a lattice formulation of the TI surface,
HTI, a Heisenberg model for the FM with an additional easy-
axis anisotropy term, HFM, and a model for the exchange
coupling of lattice site spins in the FM to the electrons on the
TI surface, Hint. We use the same model presented in Ref. [6],
namely, H = HTI + HFM + Hint, with

HTI = vF

2

∑
i

[(c†i iτyci+x̂ − c†i iτxci+ŷ)+ H.c.]

+
∑
i

c†i (2W τz − μ)ci

− W

2

∑
i

[(c†i τzci+x̂ + c†i τzci+ŷ)+ H.c.], (1)

HFM = −J
∑
〈i, j〉

Si · S j − K
∑
i

S2iz, (2)

Hint = −2J̄
∑
i

c†i τci · Si. (3)

Here, vF is the Fermi velocity, c†i = (c†i↑, c†i↓), the fermionic
operators c†iσ and ciσ create and destroy electrons with spin
σ at lattice site i, respectively, τ = (τx, τy, τz ) are the Pauli
matrices, and H.c. denotes the Hermitian conjugate of the
preceding term. Furthermore, x̂ and ŷ are unit vectors in the
x direction and the y direction, respectively, μ is the chem-

ical potential, and 〈i, j〉 indicates that the lattice sites i and
j located at ri and r j should be nearest neighbors. To ease
computational requirements, we have assumed a 2D square
lattice in the interfacial plane. The first line of HTI represents
the spin-momentum locking of electrons on the TI surface.
The Wilson terms containingW are added to avoid additional
Dirac cones at the Brillouin zone boundaries appearing from
a direct discretization of the continuum model [26]. They are
added so that the lattice model reproduces the correct physics
[6,26]. The FM Hamiltonian contains an exchange interaction
between nearest-neighbor lattice site spins, Si, with strength
J > 0, and an easy-axis anisotropy term determined by K > 0
ensuring that ordering in the z direction is energetically favor-
able. The interfacial exchange coupling is parametrized by J̄ .

The next step is to obtain the fermions which diagonal-
ize the TI Hamiltonian and the magnons which diagonalize
the FM Hamiltonian. This was performed in Ref. [6] and
we repeat the main points here. A Holstein-Primakoff (HP)
transformation [27] is introduced for the spin operators Si+ =√
2Sai, Si− = √

2Sa†i , and Siz = S − a†i ai, where the bosonic
operators a†i and ai create and destroy magnons at lattice site
i, respectively. Furthermore, Si± = Six ± iSiy, while S is the
spin quantum number of the lattice site spins. Here, we have
neglected any terms beyond quadratic in the magnon operators
ai, and we continue to do so throughout the analysis. This is
permissible when assuming that the spins are nearly ordered,
with only small quantum fluctuations, even when S is not
large. Additionally, any constant terms in the Hamiltonian are
neglected as these merely shift the zero point of the energy.
Performing a Fourier transform (FT) on the magnon operators,
ai = 1√

N

∑
q aqe

−iq·ri , whereN is the number of lattice sites on
the interface, gives

HFM =
∑
q

ωqa
†
qaq, (4)

with ωq = 2KS + 4JS(2 − cos qx − cos qy). Notice the gap in
the magnon spectrum due to the easy-axis anisotropy, 2KS.
The easy-axis anisotropy stabilizes the ground state with mag-
netization in the z direction, and a higher energy is needed to
excite spin fluctuations. We refer to q as the momentum of
the magnon, even though, since we have set h̄ = a = 1, it is
technically a dimensionless version of the quasimomentum,
restricted to the first Brillouin zone (1BZ) of the 2D square
lattice.

Inserting the HP transformation, as well as a FT of both the
magnon and the electron operators, ciσ = 1√

N

∑
k ckσ e

−ik·ri ,
into Hint yields

Hint = V√
N

∑
kq

(aqc†k+q,↓ck↑ + a†−qc
†
k+q,↑ck↓)

− 2J̄S
∑
kσ

σc†kσ ckσ . (5)

Here, V = −2J̄√2S, σ = 1 for spin up, and σ = −1 for spin
down. The first line describes EMC involving one magnon,
while terms showing EMC with more than one magnon
have been neglected. We have also neglected any Umklapp
processes, since a small Fermi surface close to the 1BZ cen-
ter means the Fermi momentum is much smaller than the
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FIG. 2. The TI excitation spectrum Ekη for the TI/FM het-
erostructure plotted along kx with ky = 0, kF = π/12, vF =
429meV,W = 0.3vF, J̄ = 18meV, and S = 1. The chemical poten-
tial is μ ≈ 115meV.

reciprocal lattice vectors [6]. The terms in the second line do
not contain magnon operators and are therefore moved to HTI.
These terms act like an external magnetic field on the TI and
will open a gap in the fermionic spectrum. This is due to the
magnetization along the z direction in the FM.

Next, the electron operators in HTI are FT and a unitary
transformation is used to diagonalize the Hamiltonian in terms
of quasiparticles ψkη with the helicity band index η = ±,

HTI =
∑
kη

Ekηψ
†
kηψkη. (6)

The excitation energies are Ekη = −μ + ηFk, where we define
Bk = W (2 − cos kx − cos ky)− 2J̄S, Ck = −vF sin ky, Dk =
−vF sin kx, and Fk =

√
B2k +C2

k + D2
k. Also defining Nk =

2Fk(Fk + Bk), the electron operators are related to the quasi-
particle operators as

ck↑ = Q↑+(k)ψk+ + Q↑−(k)ψk−, (7)

ck↓ = Q↓+(k)ψk+ + Q↓−(k)ψk−, (8)

with transformation coefficients

Q↑+(k) = −Q↓−(k) = (Fk + Bk)/
√
Nk, (9)

Q↑−(k) = Q∗
↓+(k) = (Ck + iDk)/

√
Nk. (10)

The TI excitation spectrum is plotted in Fig. 2. The exchange
coupling has introduced a gap of 4J̄S in the original Dirac
cone, similar to a mass gap for massive Dirac fermions [28].
The Wilson terms open gaps at the boundaries of the 1BZ,
ensuring that there is only one Dirac cone present in the
system [26].

Finally transforming Hint to the basis which diagonalizes
HTI gives

Hint = V√
N

∑
kq

∑
ηη′

[Q∗
↓η(k + q)Q↑η′ (k)aqψ†

k+q,ηψkη′

+ Q∗
↑η(k + q)Q↓η′ (k)a†−qψ

†
k+q,ηψkη′]. (11)

B. Self-energy

At this point our calculations diverge from those of
Ref. [6], as we now calculate the self-energy of the fermionic

k, ωn, η
′

q, ων , λ, χ = +

k + q, ωn + ων , η k, ωn, η
′′

gηη
′

k+q,k,λ,+√
N

gη
′′η

k,k+q,λ,+√
N

k, ωn, η
′

−q, ων , λ, χ = −

k + q, ωn + ων , η k, ωn, η
′′

gηη
′

k+q,k,λ,−√
N

gη
′′η

k,k+q,λ,−√
N

FIG. 3. The sunset Feynman diagrams considered in this pa-
per. The straight lines represent fermions, while the wavy lines are
magnons. We refer to the text for explanations of the symbols. The
external lines are included since the incoming and outgoing fermions
influence the coupling constants, but their propagators are not in-
cluded in the self-energy.

quasiparticles due to EMC. We include nonzero tempera-
ture by going to a sum over Matsubara frequencies and
find [20,21,29–33]

�η′′η′
(k, iωn) = −

∑
q

∑
η,λ,χ=±

gηη′
k+q,k,λ,χ

gη′′η
k,k+q,λ,χ

N

× T
∑
ων

Dχ

0 (q, iων )Gη

0 (k + q, iωn + iων ),

(12)

based on the sunset Feynman diagrams presented in Fig. 3.
Hence, we have truncated our calculation of the self-energy
at second order in the EMC, employing the Migdal approx-
imation [32,34]. We have also used the fact that the tadpole
diagram gives zero contribution in the systems considered in
this paper, as shown in Appendix A. χ labels the direction
of the magnon, i.e., the sign in front of q, while λ labels the
magnon mode, which for the FM case is superfluous. Based
on Eq. (11) we have, e.g., the coupling constant gηη′

k+q,k,χ=+ =
VQ∗

↓η(k + q)Q↑η′ (k).
The bare fermion Green’s function is [20,29] Gη

0 (k, iωn) =
1/(iωn − Ekη ), with ωn = (2n + 1)πT . Upon introducing
ων = 2πνT , we use the bare magnon Green’s function [20]
Dχ

0 (q, iων ) = χ/(iων − χωq) for the magnon operator aq
when χ = + and a†−q when χ = −, both with dispersion
ωq. Hence, we use separate propagators for aq and a†−q as
opposed to, e.g., EPC where one usually finds the propagator
of the sum of these [33]. In other words, the magnons moving
forward and backward in time are treated separately, before
adding their respective contributions.

We first perform the sum over the Matsubara
frequencies [20,30],

− T
∑
ων

χ

iων − χωq

1
iων + iωn − Ek+q,η

= χ

iωn − Ek+q,η + χωq
[BE(χωq)+ FD(Ek+q,η )]. (13)

Here, BE(ε) = 1/(eε/T − 1) = [coth(ε/2T )− 1]/2 is the
Bose-Einstein distribution and FD(ε) = 1/(eε/T + 1) =
[1− tanh(ε/2T )]/2 is the Fermi-Dirac distribution.
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Using BE(−ε) = −1− BE(ε) and an analytic continuation
iωn → ω + iδ, where δ = 0+ [30,32,33], yields

− T
∑
ων

Dχ

0 (q, iων )Gη

0 (k + q, iωn + iων )

= 1
2
coth ωq

2T − χ tanh Ek+q,η

2T
ω − Ek+q,η + χωq + iδ

. (14)

The following transformation is used in the sum over
momentum:

∑
q

→ N

(2π )2

∫ π

−π

dqx

∫ π

−π

dqy. (15)

Inserting Eqs. (14) and (15) into Eq. (12) gives

�η′′η′
(k, ω) =

∑
η,χ=±

1
8π2

∫ π

−π

dqx

∫ π

−π

dqy

× gηη′
k+q,k,χg

η′′η
k,k+q,χ

coth ωq

2T − χ tanh Ek+q,η

2T
ω − Ek+q,η + χωq + iδ

.

(16)

1. Imaginary part of the self-energy

In the following, we focus on the case where η′′ = η′.
Then, gη′′η

k,k+q,χ = (gηη′
k+q,k,χ )

∗ and the coupling constant factor
is real. Hence,

Im�η′η′
(k, ω) =

∑
η,χ=±

−1
8π

∫ π

−π

dqx

∫ π

−π

dqy
∣∣gηη′

k+q,k,χ

∣∣2

× δ(ω − Ek+q,η + χωq)

×
(
coth

ωq

2T
− χ tanh

Ek+q,η

2T

)
. (17)

Transforming to polar coordinates yields

Im�η′η′
(k, ω) =

∑
η,χ=±

−1
8π

∫ π

−π

dθ

∫ c(θ )

0
dqq

∣∣gηη′
k,q,θ,χ

∣∣2

× δ(ω − Ek,q,θ,η + χωq,θ )

×
(
coth

ωq,θ

2T
− χ tanh

Ek,q,θ,η

2T

)
. (18)

Here, qx = q cos θ and qy = q sin θ . The upper cutoff c(θ ) =
π/max(| sin θ |, | cos θ |) ensures that the integral is limited to
the 1BZ. We calculate this integral using [35]

δ( f (r)) =
∑
i

δ(r − ri )
| f ′(ri )| , (19)

for a continuously differentiable function f (r) with roots
ri and where f ′(ri ) �= 0. Here, the expression inside the δ

function is fηχ (q) = ω − Ek,q,θ,η + χωq,θ . Its roots are found
numerically, labeled qi if they satisfy 0 � qi � c(θ ), and ig-
nored otherwise. Integrating over q gives

Im�η′η′
(k, ω) =

∑
η,χ=±

−1
8π

∫ π

−π

dθ
∑
i

∣∣gηη′
k,qi,θ,χ

∣∣2∣∣ f ′
ηχ (qi )

∣∣
× qi

(
coth

ωqi,θ

2T
− χ tanh

Ek,qi,θ,η

2T

)
. (20)

Some details of this treatment of the δ function are commented
on in Appendix B.

2. Real part of the self-energy

The real part of the self-energy can be found using the
Kramers-Kronig relation [36],

Re�η′η′
(k, ω) = 1

π
P

∫ ∞

−∞

Im�η′η′ (k, ω′)
ω′ − ω

dω′, (21)

with P indicating the Cauchy principal value. Here, this in-
tegral is calculated using the trapezoidal rule. An important
consideration is that the points that are chosen for ω′ are
evenly distributed around the singularity at ω.

III. ANTIFERROMAGNET

We now replace the FM with an AFM and assume a stag-
gered state with magnetization along the z direction on the
bipartite lattice of the AFM. The system is illustrated in the
right part of Fig. 1. Examples of candidate AFM materials
include Cr2O3 [37], Fe2O3 [38], and MnF2 [12,39].

A. Model

We use the same model presented in Ref. [6], namely, H =
HTI + HAFM + Hint, with

HAFM =J1
∑
〈i, j〉

Si · S j + J2
∑
〈〈i, j〉〉

Si · S j − K
∑
i

S2iz, (22)

Hint = − 2J̄A
∑
i∈A

c†i τci · Si − 2J̄B
∑
i∈B

c†i τci · Si, (23)

and HTI as in Eq. (1). Here, 〈〈i, j〉〉 indicates that the lattice
sites i and j should be next-nearest neighbors. Once again, we
have assumed a 2D square lattice in the interfacial plane for
computational convenience. The AFM Hamiltonian contains
an exchange interaction between nearest-neighbor lattice site
spins with strength J1 > 0 and between next-nearest neigh-
bors with strength J2. If J2 < 0 this term stabilizes the AFM
state, while if J2 > 0 it acts as a frustration. We assume |J2| �
J1 such that the system remains in the staggered state also for
J2 > 0. The easy-axis anisotropy term is the same as in the
FM case. The sublattices of the bipartite lattice in the AFM
are labeled A and B. The exchange coupling to the electrons
on the TI surface is parametrized by J̄A and J̄B for lattice site
spins on the A and B sublattices, respectively. We allow J̄A and
J̄B to be different, which can describe an uncompensated anti-
ferromagnetic interface where one sublattice is more exposed
than the other [6]. This is illustrated in Fig. 4. We introduce
J̄ ≡ J̄B and� ≡ J̄A/J̄B, and we let 0 � � � 1 parametrize the
sublattice asymmetry of the exchange coupling.

Obtaining the eigenexcitations of the TI and the AFM
follows a similar methodology as the FM case [6], and we
focus on the main differences. We assume the lattice site
spins on the A sublattice point in the positive z direction and
opposite alignment on the B sublattice. A HP transformation is
introduced for the spin operators SAi+ = √

2Sai, SAi− = √
2Sa†i ,

SAiz = S − a†i ai, SBi+ = √
2Sb†i , SBi− = √

2Sbi, and SBiz = −S +
b†i bi. Next, we introduce FT of the magnon operators, ai =
1√
NA

∑
q∈♦ aqe−iq·ri and bi = 1√

NB

∑
q∈♦ bqe−iq·ri . Here, NA
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FIG. 4. An illustration of the interfacial exchange coupling be-
tween electrons in the TI and lattice site spins in the AFM. For
a compensated interface, with � ≡ J̄A/J̄B = 1, we have an equal
coupling to both sublattices. For a completely uncompensated inter-
face, with � = 0, the electrons in the TI couple to only one of the
sublattices in the AFM. The figure is inspired by Ref. [6].

and NB are the number of lattice sites in the sublattices, and
we assume NA = NB = N/2, where N is the total number of
lattice sites on the interface. The sums over q are restricted
to the reduced Brillouin zone (RBZ) of the sublattices, which
is indicated by q ∈ ♦. HAFM is not diagonal in the original
sublattice magnons aq and bq. Hence, a Bogoliubov trans-
formation is introduced, expressing new magnon operators
as αq+ = uqaq − vqb

†
−q and αq− = uqbq − vqa

†
−q. Requiring

that the new operators are bosonic fixes |uq|2 − |vq|2 = 1. We
assume uq and vq are real, as well as inversion symmetric in
q. Requiring that the AFM Hamiltonian is diagonal in terms
of these new magnon operators yields

HAFM =
∑
q∈♦

∑
λ=±

ωqα
†
qλαqλ, (24)

with ωq =
√

λ2q − γ 2
q , λq = 2KS + 8J1S +

8J2S(cos qx cos qy − 1), and γq = 4J1S(cos qx + cos qy).
The gap in the AFM magnon spectrum, ωq=0 =√
32J1KS2 + 4K2S2, is significantly greater than the gap in

the FM case, 2KS, provided K � J ≈ J1. On the other hand,
even with comparable gaps, there are far more low-energy
magnons in the FM than in the AFM. The reason is that the
ungapped FM spectrum is quadratic for small |q|, while the
ungapped AFM spectrum is linear for small |q|.

The FT of the electron operators is now written ciσ =
1√
N

∑
k∈� ckσ e−ik·ri , where k ∈ � indicates that the sum runs

over the entire 1BZ. Inserting the HP transformation, as well
as a FT of both the magnon and the electron operators, into
Hint yields some terms describing EMC and some terms that
do not contain magnon operators. The latter terms are in-
cluded in HTI, similar to the FM case.

Next, the electron operators in HTI are FT and a unitary
transformation is used to diagonalize the Hamiltonian in terms
of quasiparticles ψkη with helicity index η = ±,

HTI =
∑
k∈�,η

Ekηψ
†
kηψkη. (25)

The definition of Bk is changed to Bk = W (2 − cos kx −
cos ky)− J̄S(� − 1), while the other definitions remain the
same as in the FM case. As opposed to the FM case, this
means that the fermion spectrum can be ungapped if � =
1, since, with equal coupling to the two sublattices, no net

magnetization affects the TI. Additionally, the fermion gap
is smaller for the same J̄ with � = 0, since a smaller net
magnetization affects the TI surface.

Finally transforming Hint to the bases which diagonalize
HTI and HAFM gives

Hint = U√
N

∑
k ∈ �
q ∈ ♦
ηη′

{[(�uq + vq)αq+ + (�vq + uq)α†
−q,−]

× Q∗
↓η(k + q)Q↑η′ (k)ψ†

k+q,ηψkη′

+ [(�uq + vq)α†
−q,+ + (�vq + uq)αq−]

× Q∗
↑η(k + q)Q↓η′ (k)ψ†

k+q,ηψkη′ }, (26)

whereU = −2J̄√S.
The factors in the Bogoliubov transformation are

uq = √
λq/2ωq + 1/2, (27)

vq = sgn(−γq/λq)
√
u2q − 1. (28)

As it turns out, vq ≈ −uq when q → 0, an approximation
which becomes better as K → 0. Hence, the combinations
like �uq + vq appearing in the EMC Hamiltonian in Eq. (26)
are small for � = 1, i.e., a compensated AFM interface with
equal coupling to both sublattices, while they can be very large
for� = 0, i.e., a totally uncompensated AFM interface where
the electrons on the TI surface couple to only one sublattice.
This was also explained in Ref. [6], where Fig. 7, in addition
to plotting uq and vq, shows how a positive J2, i.e., a frustration
of the AFM, can also increase the coupling. We therefore
consider J2 = 0.05J1 in this paper.

Another point is that if the easy-axis anisotropy parameter
K is removed, limq→0 uq = ∞ and limq→0 vq = −∞. Hence,
the coupling constants of the EMC would be infinite at q = 0
if � �= 1. This in turn would lead to a divergent self-energy
within the presented framework. This divergent behavior
might be removed by using a self-consistent approach where
renormalized propagators are used in calculating the self-
energy. It may also be necessary to include higher-order
diagrams in the calculations. We will continue to use the bare
propagators and truncate at second order in EMC. There-
fore, we will keep K > 0, introducing a gap in the magnon
spectrum as well as making uq=0 and vq=0 finite. A similar
divergence would also occur for the TI/FM heterostructure at
K = 0 within the presented framework. There, the reason is
that limq→0 q coth(ωq,θ /2T ) = ∞ since ωq,θ is quadratic for
small q and ungapped when K = 0.

B. Self-energy

With two magnon modes due to the presence of two
sublattices, we now keep the sum over λ = ± in Eq. (12).
Based on Eq. (26) we have, e.g., gηη′

k+q,k,λ=+,χ=+ = U (�uq +
vq)Q∗

↓η(k + q)Q↑η′ (k). The expressions for the magnon prop-
agators are unchanged, apart from a redefinition of the
magnon spectrum, and are now applied to the magnon op-
erators αqλ when χ = + and α

†
−q,λ when χ = −, all with
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FIG. 5. (a) Im�++(kF, ω) and (b) Re�++(kF, ω) for the TI/FM heterostructure, with kF = π/12, vF = 429meV,W = 0.3vF, J = 7meV,
J̄ = 18meV, K = J/10, S = 1, and T = 10−7 eV. (c) Im�++(kF, ω) and (d) Re�++(kF, ω) for the TI/AFM heterostructure, with J1 = 7meV,
J2 = 0.05J1, K = J1/103, � = 0, and otherwise the same parameters. The insets show behaviors that are not easily visible in the main plots.
(e) The inverse lifetime, 1/τk, (f) the shift of the excitation spectrum, Ẽk+ − Ek+, and (g) the quasiparticle residue, zk, for the TI/AFM
heterostructure with the same parameters. The insets show the behaviors close to the Fermi level. The circles show the calculated points, while
the dotted lines are included for visualization. As is mentioned in the text, the results are plotted in the positive kx direction, with ky = 0. The
same applies to the remaining figures plotting results as functions of momentum.

dispersion ωq. The sum over momentum is transformed as

∑
q∈♦

→ N

(2π )2

∫ π

−π

dqx

∫ π−|qx |

−π+|qx |
dqy

→ N

(2π )2

∫ π

−π

dθ

∫ c(θ )

0
dqq. (29)

Here, qx = q cos θ and qy = q sin θ . The upper cutoff c(θ ) =
π/(| sin θ | + | cos θ |) ensures that the integral is limited to the
RBZ.

Otherwise proceeding just as in the FM case gives

Im�η′η′
(k, ω) =

∑
η,λ,χ=±

−1
8π

∫ π

−π

dθ
∑
i

∣∣gηη′
k,qi,θ,λ,χ

∣∣2
| f ′

ηχ (qi )|

× qi
(
coth

ωqi,θ

2T
− χ tanh

Ek,qi,θ,η

2T

)
, (30)

while the real part of the self-energy is obtained using
Eq. (21).

IV. SELF-ENERGY AND RENORMALIZED
GREEN’S FUNCTION

In both the FM case and the AFM case, we assume an
electron-doped system with μ > 0. It is then the positive
helicity band which crosses the Fermi level, and so we focus
on �++ from now on. Due to the lattice nature of our treat-
ment, the system is not isotropic, though both Ekη and ωq are
nearly isotropic close to the center of the 1BZ. Therefore, our
results will be similar in all directions for k. The representative

direction kx � 0, ky = 0, is chosen in all figures, using k =
|k| = kx and kF = (kF, 0) = (π/12, 0). With the Fermi mo-
mentum fixed, the chemical potential is determined by setting
the Fermi energy to zero, EF ≡ EkF,+ = 0, yielding μ = FkF .
The chemical potential should not be too high since the bulk
bands will then influence the physics on the TI surface [40].
With the parameters used in this paper, μ is kept in the region
of 100 to 160 meV, ensuring that it is reasonable to ignore the
bulk bands in the treatment of the TI surface [40].

The imaginary part of the self-energy is shown as a func-
tion of ω at k = kF in Figs. 5(a) and 5(c) for the FM
case and the AFM case, respectively. The insets show that
|Im�++(kF, ω)| is small for small |ω|, i.e., close to the Fermi
level. This indicates that the fermionic quasiparticles close to
the Fermi level are long-lived. The use of |Im�++(kF, ω)| as
an indication of the inverse lifetime is made more clear in
Sec. IVA.

We note that for both the FM case and the AFM case there
is a drop of |Im�++(kF, ω)| to zero for negative values of
ω comparable to the chemical potential. We find that this
extended zero is located around ω = −μ − ωq=kF and that
the extent of the zero corresponds to the gap in the excita-
tion spectrum of the TI. For the AFM case, setting � = 1
would close the gap, and there would be a single zero at
ω = −μ − ωq=kF . A similar behavior was found for a Dirac-
type fermionic spectrum in Ref. [32] where the self-energy
due to EPC is explored in graphene. The suppression of the
imaginary part of the self-energy is attributed to the vanishing
fermionic density of states (DOS) at the Dirac points. The
same explanation holds here, with the adjustment that for
a gapped fermionic excitation spectrum there is a range of
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FIG. 6. Im�++(kF, ω) for the (a) TI/FM and (b) TI/AFM heterostructure, with the same parameters as those in Fig. 5 except that we
vary K . One can clearly see that the quick increase in |Im�++(kF, ω)| sets in at |ω| = ωq=0 = ω0, i.e., at the gap in the magnon spectrum.
This is shown by the upper ticks, where the color indicates the corresponding curve. (c) Im�++(kF, ω) for the TI/AFM heterostructure with
K = J1/103, varying �, and otherwise the same parameters as those in Fig. 5. We see that any � < 1 shows the same behavior as � = 0,
except that the effect is weaker, in the sense that |Im�++(kF, ω)| is smaller at the same value of ω.

energies where the fermionic DOS is zero. Another adjust-
ment is that while Ref. [32] studies optical phonons with a
fixed frequency, we here study magnons with momentum-
dependent frequencies. Naively, this should remove the
suppression of |Im�++|, but, as it turns out, the δ function
involved in calculating the self-energy, δ( fηχ (q)), f ixes q to
certain values in such a way that the suppression remains. To
be specific, when ω ≈ −μ − ωq=kF , satisfying the δ function
requires q ≈ −kF, fixing the magnon frequencies to ωq ≈
ωq=kF . Hence, scatterings with fermions close to the Dirac
point are the relevant processes, just as in Ref. [32].

Another similarity of the FM and AFM cases is the large
peaks in |Im�++(kF, ω)| located at intermediate |ω|. This
is attributed to energy ranges around the extrema of the
fermionic excitation energies, where Ekη values are relatively
flat, giving a large DOS. Combined with the fact that all
magnons are energetically available, this gives a significant
increase in the available electron-magnon scattering channels.
Also note that these peaks in |Im�++(kF, ω)| are stronger for
the FM case than for the AFM case at the same parameters.
In the FM case, ωq values, and to some extent Ekη values, are
more slowly varying, further increasing the available scatter-
ing channels.

The real part of the self-energy at k = kF is shown in
Figs. 5(b) and 5(d) for the FM case and the AFM case, respec-
tively. All the exotic behavior found in Re�++(kF, ω) can be
traced back to rapid changes of Im�++(kF, ω) at the same
values of ω. The real part of the self-energy can be used as an
indication of the shift in the fermion spectrum. This is made
more clear in Sec. IVA.

Figure 6 explores the behavior close to the Fermi level, i.e.,
for small |ω|, in greater detail. In Fig. 6(a), we focus on the
TI/FM heterostructure and show how the easy-axis anisotropy
of the FM, K , and in turn the gap in the magnon spec-
trum, ωq=0 = 2KS, determines the extent of ω values where
|Im�++(kF, ω)| is exponentially suppressed. The extent of
this thermal suppression turns out to be exactly |ω| < ωq=0,
due to the fact that the temperature is kept significantly lower
than the gap in the magnon spectrum. The low temperature,
T � ωq=0, means that very few fermion states with energy
between EF and EF + ωq=0 are occupied, while almost all

states below EF are occupied. Hence, for fermionic quasi-
particles with energy |ω| < ωq=0 the Pauli principle ensures
that there are very few available electron-magnon scattering
channels [32,33]. Once |Im�++(kF, ω)| becomes nonzero for
ω > ωq=0, it increases as (ω − ωq=0)ν , where ν < 1. This is
non-Fermi liquid behavior, although the extended suppression
of Im�++(kF, ω) closer to ω = 0 ensures that the system
behaves as a Fermi liquid close to the Fermi level. A similar
non-Fermi liquid behavior was found in Ref. [10], considering
an ungapped magnon spectrum. We have shown that intro-
ducing an easy-axis anisotropy, and so a gap in the magnon
spectrum, can move the non-Fermi liquid behavior away from
the Fermi level.

In Fig. 6(b) the same effect is shown for the TI/AFM
heterostructure. Since, with J1 = J and the same K , the gap
in the AFM magnon spectrum is significantly larger than that
in the FM case, a lower degree of easy-axis anisotropy is
needed in the AFM case to stabilize the fermionic state close
to the Fermi level. Also notice that, with comparable gaps,
the self-energy increases more rapidly in the AFM case with
� = 0 than in the FM case. This is due to the increase in EMC
for small q with � � 1 not found in the FM case. Otherwise,
the behavior is similar to that of the FM case.

We have thus far considered the strongest possible coupling
with � = 0 for the AFM case. In Fig. 6(c) the behavior is
now shown for � > 0. The general behavior is similar for
all � < 1, even though |Im�++(kF, ω)| decreases as � is
increased. This makes sense, since the EMC decreases when
� is increased. Even for � = 1 we find an initial fast in-
crease of |Im�++(kF, ω > ωq=0)| in the sense that is goes like
(ω − ωq=0)ν with ν < 1, but the behavior quickly transitions
to a ν > 1 type of increase.

A. Renormalized excitation spectrum, lifetime of quasiparticles,
and quasiparticle residue

For the upper helicity band, the renormalized Green’s func-
tion is given as [20,34]

G+(k, ω) = 1
ω − Ek+ − �++(k, ω)

. (31)
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Using Fermi liquid theory [20], this can be rewritten as

G+(k, ω) = zk
ω − Ẽk+ + i/τk

, (32)

where the renormalized excitation spectrum Ẽk+ is the
solution of

Ẽk+ = Ek+ + Re�++(k, Ẽk+), (33)

the quasiparticle lifetime τk is given by

1
τk

= − Im�++(k, Ẽk+)
1− ∂Re�++

∂ω

∣∣
Ẽk+

, (34)

and the quasiparticle residue zk is

zk = 1
1− ∂Re�++

∂ω

∣∣
Ẽk+

. (35)

We choose to calculate these quantities for the TI/AFM
heterostructure with an uncompensated interface. The in-
creased EMC, combined with the fact that the easy-axis
anisotropy is more effective in producing a gap in the magnon
spectrum, is the reason we find the AFM case to be more
interesting than the FM case and hence worth exploring in
greater detail.

The inverse quasiparticle lifetime is shown in Fig. 5(e). As
indicated by the imaginary part of the self-energy in Fig. 5(c),
the inverse quasiparticle lifetime is exponentially suppressed
around the Fermi level, ensuring that the fermionic states are
long-lived excitations of the system. Meanwhile, once we
move far enough away from the Fermi level, i.e., an energy
amount determined by the gap in the magnon spectrum, the
inverse lifetime increases rapidly. In other words, the quasi-
particle lifetime decreases substantially, and the stability of
the fermionic states becomes questionable.

Note that the extent of the exponential suppression of the
inverse lifetime is not symmetric about k = kF. This can be
understood from the rapid change in the shift of the excitation
spectrum, Ẽk+ − Ek+, for k close to kF shown in Fig. 5(f). Our
calculations predict some sharp “kinks” in the renormalized
excitation spectrum, which should in principle be observable
when measuring the occupied electronic states using ARPES.
However, the effects are too small at the chosen parameters to
be measurable in current experimental setups [41–47]. Addi-
tionally, we note that the bare band Ek+ varies over an energy
range of the order of 100 meV for the same momenta, and so
the obtained renormalization of the energy can be classified as
very weak.

Figure 5(g) shows the quasiparticle residue. Around the
Fermi level we have zk > 0, ensuring that the system behaves
like a Fermi liquid. The physical interpretation is that a large
part of the original fermionic quasiparticle behavior exhibited
by the ψk operators remains after taking the EMC interaction
terms in Eq. (26) into account. Meanwhile, further away from
the Fermi level zk > 1, which is somewhat unusual. It does not
seem to make sense that the quasiparticle residue is greater
than 1. The mathematical explanation is that Re�++(k, ω)
is an increasing function of ω around ω = Ẽk+ at the same
values of k where zk > 1. Physically, this connects to the
non-Fermi liquid behavior exhibited by |Im�++(k, ω)| once

it starts increasing rapidly. The interpretation of zk as a quasi-
particle residue is a result of Fermi liquid theory, which may
not be valid at the parameters where zk > 1.

In Figs. 5(e)–5(g), 0.5 � k/kF � 1.5, meaning that
−μ/2 � Ek+ � μ/2 ≈ 57meV. We now compare 1/τk in
Fig. 5(e) to −Im�++(kF, ω) in Fig. 5(c) and Ẽk+ − Ek+ in
Fig. 5(f) to Re�++(kF, ω) in Fig. 5(d) for −μ/2 � ω � μ/2.
Though not exactly the same, it is clear that the plots of
the self-energy as functions of ω at the Fermi momentum
provide a good indication of the results for 1/τk and Ẽk+ −
Ek+ as functions of k. Hence, the results for �++(kF, ω) in
Figs. 5(a) and 5(b) for the FM case give a good indication
of how the quasiparticle lifetime and the renormalized exci-
tation spectrum behave for that system as well. For the same
values of k/kF, the inverse lifetime is smaller and the shift
in the excitation spectrum is larger in the FM case. However,
the renormalization of the energy is still small compared to
the energy range of the bare band.

V. TOWARDS EXPERIMENTAL MEASUREMENT

We have thus far considered material parameters relevant
for the theoretical calculations in Ref. [6] and shown that
the assumption of low renormalization of the fermionic state
makes sense, at least at a low temperature of T = 10−7 eV,
corresponding to T ≈ 10−3 K. ARPES experiments are, how-
ever, typically performed at significantly higher temperatures
[41–47]. We choose T = 2.2meV, corresponding to T ≈
25K, as a temperature which is readily achievable experi-
mentally. This temperature is much greater or comparable to
the magnon gaps we have considered thus far. Hence, more
electron-magnon scattering channels become available close
to the Fermi level, and the suppression of |Im�++(kF, ω)|
close to ω = 0 is lost. In order to increase the magnon gaps,
we increase the nearest-neighbor coupling slightly and con-
sider higher degrees of easy-axis anisotropy.

An interfacial exchange coupling of J̄ = 18meV is similar
to the values used in several theoretical papers previously
[6,11–13]. These values are, among other measurements,
based on an experiment involving a FM deposited on a SC,
where the effect of the FM on the superconducting transition
is used to estimate the interfacial exchange coupling [48].
Alternatively, comparable values have been estimated from
measurements of an effective Zeeman field at FM/SC and
FM/normal metal (NM) interfaces [11,49,50]. To get val-
ues of the self-energy that are measurable in ARPES, we
consider a system where the interfacial exchange coupling
is significantly larger, namely, J̄ = 100meV. Similar values
of J̄ are used in Refs. [16,51], based on an experiment with
magnetic impurities in the bulk of a TI. There, the exchange
interaction between magnetic impurities and charge carriers
is estimated from the behavior of the magnetoresistance [52].
Also, a larger value of J̄ is estimated for the FM/NM interface
of YIG and gold in Ref. [11] based on measurements of the
spin-mixing conductance [24,53,54]. It is emphasized that
J̄ = 100meV is not chosen with some specific set of materials
in mind, but as a general value that should in principle be
achievable for TI/(A)FM interfaces based on the examples
listed here. Increasing J̄ simultaneously increases the gap in
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FIG. 7. (a) Im�++(kF, ω) for the TI/AFM heterostructure, with
kF = π/12, vF = 429meV, W = 0.3vF, J1 = 10meV, J2 = 0.05J1,
J̄ = 100meV, S = 1, � = 0, T = 2.2meV, and various K . The ver-
tical dotted lines show the positions of ω = ±ωq=0 for the parameters
corresponding to the solid lines of the same color. (b) Re�++(kF, ω)
with the same parameters, focusing on two choices for the easy-axis
anisotropy.

the fermion spectrum, and so the chemical potential corre-
sponding to kF = π/12 is now μ ≈ 152meV.

Furthermore, we focus on the TI/AFM structure with � =
0 since this revealed the strongest EMC. It should be noted
that there is a discrepancy between our model and the most
realistic experimental realization of a completely uncompen-
sated interface [13]. With � = 0, the lattice on the surface
of the TI should match one of the sublattices of the AFM,
not the original square lattice. This sublattice is still a square
lattice; however, its lattice constant is a factor of

√
2 larger. As

elaborated in Ref. [13], this has consequences for the size of
the Brillouin zone for the fermions on the TI surface as well.
Our model was chosen so that it could describe any value of
� satisfying 0 � � � 1, at the cost of this discrepancy in the
specific case of � = 0. We expect that the results regarding
increased EMC at � = 0, the effect of the magnon gap on
the self-energy close to the Fermi level, and the order of
magnitude of the self-energy would be similar also if this
detail were to be treated more accurately, or if other lattice
configurations were studied.

Figure 7(a) shows the imaginary part of the self-energy
for the new parameters. Values of K such that the magnon
gap is just below and much greater than the temperature
have been chosen, showing how the magnon gap affects the
self-energy close to the Fermi level. Notice that increasing
K decreases |Im�++(kF, ω)| outside the gap region as well.
This is because increasing K , and so increasing the gap in the
magnon spectrum, decreases the maximum magnitude of the
Bogoliubov factors uq and vq in Eqs. (27) and (28). Hence,
the EMC is not as strong for larger easy-axis anisotropy.

The corresponding real part of the self-energy is shown in
Fig. 7(b), from now on focusing on two choices for K . The
values of the self-energy shown in these figures should be
measurable in ARPES for common energy resolutions at the
given temperature [41–47]. We also note that the effects of
EMC in the TI should dominate over EPC at these parameters,
based on the EPC calculations presented in Ref. [21].

From the one-particle Green’s function in Eq. (31) one
defines the spectral function [55]:

A(k, ω) = −π−1ImG+(k, ω)

= −π−1Im�++(k, ω)
[ω − Ek+ − Re�++(k, ω)]2 + [Im�++(k, ω)]2

.

(36)

In the context of photoexcitation from an interacting N-
electron system, A(k, ω) describes the probability of remov-
ing an electron with momentum k and energy ω relative to
EF [56]. The measured intensity of the photoexcitation will be
proportional to

I (k, ω) ∝ [M(k, ω) · A(k, ω) · g(k, ω) · FD(ω)] ∗ Rω ∗ Rk,

(37)

whereM(k, ω) describes the photoexcitation matrix elements
and g(k, ω) is the electronic DOS. The Fermi-Dirac distri-
bution FD(ω) scales the photoemission intensity around the
Fermi level. Rω and Rk represent the energy and the momen-
tum resolution, respectively.

For nonzero and finite values of �++, A(k, ω) has a
Lorentzian line profile when measured at constant k or ω.
Im�++ is then directly related to the linewidth in an ARPES
measurement [57]. Similarly, because the intensity is maxi-
mum atω = Ẽk+ [see Eq. (33)], Re�++ is seen in an ARPES
measurement as a renormalization of the occupied band. Thus,
using the calculated Green’s function, which includes the bare
band and the complex �++, it is possible to simulate an
ARPES measurement. In other words carrying out the reverse
of the procedure which is typically used to extract an unknown
self-energy from measured ARPES data [58,59].

To perform this simulation, we use the self-energy as
a function of the renormalized energy band Ẽk+, namely,
�++(k, ω = Ẽk+) = �++(Ẽk+). This is then used as an
energy-dependent self-energy whose momentum dependence
is neglected, which should be a reasonable approximation
[58]. Additionally, a minimal, constant contribution of 5 meV
representing electron-impurity scattering has been added to
|Im�++| to induce a nonzero and more realistic linewidth of
the bands [60,61].

|Re�++(Ẽk+)| and the shifted |Im�++(Ẽk+)| are shown
in Figs. 8(a) and 8(b), respectively, selecting K = J1/10 and
K = J1/100 for the easy-axis anisotropy. Compared to Fermi
liquid theory, |Im�++(Ẽk+)| should have a functional form
similar to 1/τk as can be seen from Eq. (34). Meanwhile,
Re�++(Ẽk+) corresponds to the shift in the excitation spec-
trum as can be seen in Eq. (33). Notice the significant
renormalization of the energy band even for a magnon gap far
above the considered temperature. This indicates that a weak-
coupling approach to superconductivity in these systems,
requiring low renormalization, is best suited at temperatures
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FIG. 8. (a,b) Magnitude of the self-energies Re�++(Ẽk+) and
Im�++(Ẽk+) for the TI/AFM heterostructure, with the same pa-
rameters as those in Fig. 7. A constant energy offset of 5 meV has
been added to the imaginary part to account for a small, but finite
broadening due to electron-impurity scattering�imp. The points show
the calculated values, while the dashed lines have been added for
visualization. (c,d) Simulations of instrumentally broadened ARPES
data showing the positive helicity state Ek+ renormalized by the
self-energies �++ obtained with K = J1/10 and K = J1/100, re-
spectively. Setting a = 7 Å, state-of-the-art resolutions for energy,
E , and momentum, k, have been used for the topmost two panels,
while the lowermost two panels show the same data with good
laboratory-based resolution.

that are several orders of magnitude smaller than the gap in
the magnon spectrum. Otherwise, strong-coupling approaches
should be preferred, where the renormalization is taken into
account.

Artificially constructed ARPES images showing the pos-
itive helicity band Ek+ of the TI/AFM system with the
included self-energy contributions are presented in Figs. 8(c)
and 8(d) for K = J1/10 and K = J1/100, respectively. We
emphasize that the plots presented are not measured ARPES
data of the system as described, but rather simulated intensity
plots based on the theoretically calculated self-energies in
Figs. 8(a) and 8(b). The simulated plots are produced using
Eqs. (36) and (37), suppressing any variations in the DOS, g,
and photoexcitation matrix elements M for simplicity. The
lattice constant is set to a = 7 Å, such that our choice of
Fermi velocity corresponds to vF ≈ 4.56 × 105 m/s, which is

within the range of reported values [6,8,21,40,62,63]. Each
set of figures is then convolved with two different sets of
assumed energy, E , and momentum, k, resolutions. The upper
panels include state-of-the-art, synchrotron ARPES resolu-
tions (�E = 1meV, �k = 0.005 Å−1) [43–45]. The lower
panels include good laboratory-based resolutions, (i.e., Specs
Phoibos 150 analyzer and non-monochromated He I source;
�E = 15meV, �k = 0.013 Å−1) [46,47].

In the case of excellent instrumental resolutions, both the
renormalization and the variation in linewidth because of the
magnon interaction are readily observable. For the majority
of the energy values the band appears at higher k relative to
the undressed dispersion Ek+, signaling an increased effective
mass, m∗, for electrons in the occupied states. A “kink” in
the band structure appears around 40–60 meV below EF,
coinciding with the increased |Re�++| in this energy range
seen from Fig. 8(a). Furthermore, broadening of the bands is
evident from the decreased photoemission intensity between
20 and 50 meV below EF, being minimal around 30 meV
below EF where |Im�++| is at its maximum [Fig. 8(b)].

The same characteristics as described can also be seen
from the plots simulated using “home laboratory” resolutions.
Although being harder to resolve by eye, measures of Re�++
and Im�++ would still be straightforward to extract using
the analytic approach described in Refs. [58,59]. Thus, we
conclude that the predicted self-energy effects due to EMC
should be readily observable in a real ARPES experiment
using an instrumental setup of reasonable performance.

The results presented here are naturally dependent on the
choice of material parameters. For instance, the interfacial ex-
change coupling J̄ , for which a wide range of values has been
proposed [6,11–13,16,51], is directly correlated to the mag-
nitude of the self-energy. Hence, given a TI/FM or TI/AFM
heterostructure, we expect that one could compare measured
ARPES spectra to the calculations presented here in order to
verify the presence and magnitude of the interfacial exchange
coupling. To our knowledge, J̄ has not been measured for ei-
ther of the heterostructures presented in this paper. If ARPES
is performed using the “home laboratory” energy and momen-
tum resolutions presented here, J̄ cannot be much lower than
100 meV for this method to succeed. However, a state-of-
the-art (synchrotron) ARPES setup should in principle have
sufficient resolutions to measure lower values of J̄ . Note also
that the spin quantum number will affect the magnitude of the
self-energy, and the value of S in an experimental realization
could be different from S = 1, as chosen in the figures.

VI. CONCLUSION

We have explored self-energy effects on the surface of a
topological insulator due to magnetic fluctuations in an adja-
cent ferromagnet or antiferromagnet. Useful applications of
such systems include superconductivity and magnetoelectric
effects. In such cases it is often important that the fermionic
quasiparticles on the surface of the topological insulator are
long-lived excitations. In weak-coupling approaches to su-
perconductivity it is also required that the renormalization
of the excitation energies is weak. We have shown how an
easy-axis anisotropy in the magnetic insulators can be used to
increase the lifetime of the quasiparticles close to the Fermi
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k, ωn, η
′

0, 0, λ, χ

k, ωn, η
′′

k′, ω′
n, η

gη
′′η′

k,k,λ,χ/
√
N

gηηk′,k′,λ,χ/
√
N

FIG. 9. The tadpole diagram is also relevant for second-order
EMC. Momentum and energy conservation fixes q = 0 and ων = 0
for the magnon. Unlike EPC [21], the coupling constants remain
nonzero. However, it turns out that gηη

k′,k′,λ,χ
is antisymmetric under

inversion of k′, explaining why this Feynman diagram gives zero
contribution to the self-energy.

level. Additionally, we reported a set of parameters where the
assumption of weak renormalization of the energy is valid.
Finally, we studied a system at higher temperature and with
a stronger interfacial exchange coupling, giving self-energies
measurable in ARPES. We suggest that these calculations
could be used, upon comparison to experimental results, e.g.,
to measure the magnitude of the interfacial exchange cou-
pling. Additionally, we find that a greater easy-axis anisotropy
is needed at higher temperatures to increase the lifetime of
the quasiparticles on the surface of the topological insula-
tor. However, the energy renormalization remains significant.
Therefore, strong-coupling approaches to superconductivity
will in general be needed in these systems, unless one is
interested solely in low-temperature results.
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APPENDIX A: TADPOLE DIAGRAM

In this Appendix, we show that the tadpole diagram shown
in Fig. 9 gives zero contribution to the self-energy. Denoting

this contribution �
η′′η′
T , we have

�
η′′η′
T (k) = 2

N

∑
k′

T
∑
ω′
n

∑
λ,χ,η=±

Dχ

0 (0, 0)G
η

0 (k
′, ω′

n)

× gη′′η′
k,k,λ,χ

gηη

k′,k′,λ,χ

= −2
N

∑
k′

∑
λ,χ,η=±

FD(Ek′η )
ωq=0

gη′′η′
k,k,λ,χ

gηη

k′,k′,λ,χ
. (A1)

Notice that Ek′η is inversion symmetric in k′. Moreover, by
inspecting Eqs. (9), (10), (11), and (26), it becomes clear
that gηη

k′,k′,λ,χ
will, for both the TI/FM heterostructure and

the TI/AFM heterostructure, always contain a combination
(Fk′ + Bk′ )(Ck′ ± iDk′ )/Nk′ which is antisymmetric under in-
version of k′. Therefore, the summand in �

η′′η′
T is inversion

antisymmetric, yielding �
η′′η′
T = 0.

APPENDIX B: DETAILS OF δ-FUNCTION TREATMENT

There are three cases that require some care when treating
the δ function in the imaginary part of the self-energy, namely,
if q = 0 is a root of fηχ (q), if q = c(θ ) is a root, or if double
roots appear. With K > 0, we find that any roots at q = 0
give zero contribution. Only half the borders of the 1BZ/RBZ
are included in the sum over q. If there is a zero there, the
procedure is exactly the same as for a zero at 0 < q < c(θ )
except for a factor 1/2, since the zero is at the edge of the
integration interval. For notational convenience, this detail is
left out of Eqs. (20) and (30).

Double roots appear if f ′
ηχ (q) = 0, and the method we

have presented fails. The occurrence of double roots generally
happens at a finite set of distinct values of θ . As we approach
a double root by varying θ , two distinct roots move closer
to each other. Hence, the derivatives f ′

ηχ (q) at these roots
approach zero and the integrand in the θ integral diverges. Nu-
merically, we split up the integration interval for θ to handle
such improper integrals.
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Chapter 8

Conclusion and Outlook

In this thesis, the properties of several exciting quantum materials have been
studied. Particularly the structure of and the interactions that occur in
systems with `reduced' (i.e., spatially con�ned and/or near atomically thin)
dimensions have been emphasized. At the very core is the experimental and
theoretical work presented in Papers [1�6]. In the following, a summary is
given for each one, together with a few concluding remarks and an outlook
on potential further work within each topic.

Low-Temperature, Epitaxial Graphene Growth

In Paper [1], we showed how the clever use of transition metal thin �lms
could facilitate epitaxial graphene growth from SiC crystals at signi�cantly
reduced temperatures. Using either Fe or Ru interchangeably, graphene
growth was shown to initiate already at 450 ◦C, with monolayers form-
ing at approximately 600 ◦C and multilayer (3-8 atomic layers) growth at
700-800 ◦C. As opposed to other, more established growth recipes, our
transition-metal-mediated approach can, therefore, readily form graphene
with µm size domains at temperatures within the practical limitations of
conventional semiconductor work�ows, e.g., the CMOS process. Further-
more, we showed how the added transition metal could be removed by ther-
mal di�usion, thus leaving the graphene resting directly on semiconducting
layers.

In Paper [2] we extended the work of Paper [1], showing how patterned
graphene structures could be achieved by de�ning geometries of the transi-
tion metal thin �lms on top of the SiC prior to annealing. We also demon-
strated how atomic intercalation through the graphene layers could be ex-
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ploited to grow additional layers of pure Si under the graphene, thus lifting it
o� from the SiC substrate. Finally, the added Si layers were oxidized, form-
ing an insulating SiO2 layer underneath the graphene that can be tuned
in thickness, depending on the thickness of the Si and the extent of the
oxidation.

While SiC single crystals may not be the material of choice in a busi-
ness largely revolving around Si, our discoveries nonetheless show great
promise for integration in existing device fabrication routines. For instance,
it has been shown that thin �lms of SiC can readily be grown on top of Si
[206], which would signi�cantly reduce production costs and make transition-
metal-mediated graphene a viable addition to Si-based devices. Secondly,
our relatively straightforward and inexpensive approach to graphene pat-
terning can potentially eliminate the need for cumbersome lithographic post-
processing. We note here that the size limits of the described patterning
method have not yet been investigated, and therefore, this part of our study
in Paper [2] merely serves as proof of principle.

An extension of the work in Papers [1] and [2] would be to investigate if
other transition metals, e.g., Ni or Co, would yield better graphene quality
with the same growth. Also, the grown graphene should be further processed
into graphene test device structures to monitor their performance under
typical device operating conditions.

Electron-Phonon Interactions in Hexagonal Materials

In Paper [3], we investigated some of the many-body interactions that occur
in the valence band of hexagonal boron nitride (hBN), far away from the
Fermi level. Indications of electron-phonon couplings were observed from
the valence band maximum at high binding energies, reminiscent of those
observed in the σ-band of graphene [68, 69]. As these σ-band electron-
phonon couplings have been controversial in the past [139], our discovery of
similar interactions in a di�erent two-dimensional, hexagonal van der Waals
material adds rigor to the previous �ndings and conclusion.

Furthermore, we observe an unusual second boson coupling, at approxi-
mately two times the maximum energy expected for optical phonons. While
the origin of this second coupling is unclear, it matches well in energy with
a potential two-phonon intra-band scattering process. Another possible ori-
gin could be phonon-mediated scattering between the hBN valence band
and the van Hove (vH) singularity of the underlying graphene substrate. A
more detailed theoretical study of electron-phonon scattering mechanisms in
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hBN/graphene heterostructures is therefore needed to assess the true origin
of the observed couplings.

Given the promise that highly doped graphene structures have shown
for sustaining superconductivity, a second extension would be to investigate
how the observed interactions in hBN change with either n-type or p-type
doping. Given that hBN is an insulator with a large energy bandgap, shift-
ing the Fermi level in hBN towards either the conduction or valence band
should require much lower doping concentrations than what is needed to
reach energy singularity points in graphene. It would be interesting to study
the mentioned electron-phonon couplings in hBN with light, moderate, and
strong doping concentrations and see if strong band renormalizations will
occur. E.g., similar to the renormalizations observed in graphene when the
Fermi level is shifted towards the vH singularity.

Atomic Arrangement in δ-Layer Structures

In Paper [4], we studied the in-plane arrangement of an ultrathin, `δ-like'
layer of phosphorous dopants in a silicon quantum device platform. Through
clever experimental design and use of the chemical speci�city available from
XPD, we were able to unambiguously determine the atomic placement of
the added phosphorous dopants in several systems with di�erent doping
concentrations. In all the observed cases, the phosphorous atoms would
predominantly occupy the same lattice sites as Si atoms in bulk. I.e., they
would dope the Si host material substitutionally. Furthermore, no signs of
detrimental P−P dimerization were present.

Our work thus settles a decades-long dispute about δ-dopant placement
once and for all. The answer to this problem is of great importance for
understanding how such silicon quantum devices should perform. This is
because their free carrier properties, speci�cally the `valley splitting' of the
free electron-like states induced in the δ-layer, will vary substantially with
minor changes in dopant arrangement within the plane.

With the structure of the most common Si-based quantum device plat-
form now established, it would be interesting to investigate the properties
of other δ-layer systems and if their dopant atoms behave similarly or di�er-
ently within the Si bulk. For instance, much less attention has been given
to p-type δ-layer structures in later years, yet these can have several in-
teresting properties. E.g., they have been predicted to be superconducting
and can therefore be potential candidates for propagating and sustaining
superconducting hole spin qubits [207].
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Electron-Magnon Interactions

In Paper [5], a detailed study of the many-body interactions on Ni(111)
was presented. From our investigations, both electron-phonon and electron-
magnon interactions could be observed. These were disentangled and quan-
ti�ed by their coupling strength λ, based on their characteristic interaction
energies and the functional form of their resultant, complex self-energies. In
the spin minority bands, the electron-magnon interactions showed an inter-
esting dependence on momentum and position in the Brillouin zone. In con-
trast, the electron-phonon couplings were practically position and momen-
tum independent. Electron-phonon interactions of intermediate (λ > 0.5)
coupling strength were also observed in near-parabolic spin majority bands
that did not cross the Fermi level.

In Paper [6], the discussion of electron-magnon interactions was extended
to the coupling between ferro- and antiferromagnets and electrons in an ad-
jacent and intrinsically non-magnetic material across the magnetic interface.
This theoretical study demonstrated the energetic nature of such interface
coupling and the shape and magnitudes of their resultant, complex self-
energies. Our studies showed that for conducting electrons in an adjacent
topological insulator (TI), the strongest electron-magnon coupling could be
achieved with uncompensated antiferromagnetic surfaces, where only one
sub-lattice of the antiferromagnet participated in the interaction. We then
simulated how the resultant self-energies would manifest themselves in model
ARPES measurements of the TI/antiferromagnet heterostructure.

Electron-magnon couplings are potent pairing mechanisms in magnetic
systems and critical ingredients in unconventional superconductivity. Under-
standing what parameters would a�ect their likelihood and coupling strength
could o�er insight into how unconventional superconductivity can be mod-
i�ed, and potentially also triggered and sustained in new materials. Par-
ticularly for the pairing mechanisms described in Paper [6], it would be in-
teresting to �nd suitable candidate systems that could enable concomitant
ARPES studies of interfacial electron-magnon coupling.
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Appendix A

Interactions of s and p Orbitals

To calculate the bandstructure of graphene within the tight-binding model,
the elements of the two matrices H and B in the secular equation (4.9) need
to be estimated. These describe the overlap between the orbitals 2s, 2px,
2py and 2pz from the atoms at sub-lattices A and B (see Fig. 4.1a), along
the directions of the inter-atomic σ- and π-bonds. Each matrix element
depends on the inter-atomic distance, but the other important factor is how
the di�erent orbitals pair when the overlap integrals are performed. Here,
it will be shown which matrix elements of H and B contribute with non-
vanishing terms, and how this can be determined, based on simple symmetry
arguments for the s and p orbitals.

First, let us consider the overlap between an s and a p orbital as shown
in Fig. A.1a. The p orbital is oriented along a direction a that represents
one of the Cartesian directions {x̂, ŷ, ẑ}, with an arbitrary rotation relative
to the direction d of the bond. Let n be the direction normal to d. The p
orbital can then be decomposed as

a |pa⟩ = a · d |pd⟩+ a · n |pn⟩ = |pd⟩ cos θ + |pd⟩ sin θ, (A.1)

where θ is the angle between a and d de�ned by a · d/|a||d| = cos θ. The
Hamiltonian matrix element between an s and a p orbital is then written as

⟨s| Ĥ |pa⟩ = ⟨s| Ĥ |pd⟩ cos θ + ⟨s| Ĥ |pn⟩ sin θ = Hspσ cos θ, (A.2)

where Hspσ ≡ ⟨s| Ĥ |pd⟩, and ⟨s| Ĥ |pn⟩ vanishes (s is even and p is odd along
direction n̂). The subscripts of Hspσ indicate that it is made from orbitals s
and p, forming a σ-bond with their non-vanishing components along d. The
Hermitian conjugate ⟨pd| Ĥ |s⟩ = H†

spσ = Hpsσ is found by interchanging
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Figure A.1: Decomposition of overlapping s and/or p orbitals. (a): A
randomly oriented p orbital with direction a, overlapping with a spherically
symmetric s orbital. The p orbital can be decomposed as contributions in
the directions d and n. (b): Two overlapping p orbitals with directions a1
and a2, at angles θ1 and θ2 relative to d, respectively.

the two orbitals in the inner product. This corresponds to the same bond,
but along −d where θ → π − θ and cosθ → −cosθ. Hence H†

spσ = −Hspσ

according to Eq. A.2.
Next, the overlap between two p orbitals is considered (Fig. A.1b). The

bonding is again in direction d, with the two orbitals oriented along vectors
a1 and a2, at angles θ1 and θ2 relative to the bond. The matrix element
between orbitals pa1 and pa2 is

⟨pa1| Ĥ |pa2⟩ = ⟨pd1| Ĥ |pd2⟩ cos θ1 cos θ2 + ⟨pn1| Ĥ |pn2⟩ sin θ1 sin θ2
= Hppσ cos θ1 cos θ2 +Hppπ sin θ1 sin θ2. (A.3)

Like before, the subscripts indicate the orbitals involved and the bond formed:
Hppσ is a σ-bond formed from the components of two p orbitals and along
d, and Hppπ a π-bond from the normal components along n. Note that
the cross-terms vanish because of the orthogonality between |pd⟩ and |pn⟩.
The Hermitian conjugate ⟨pa1| Ĥ |pa2⟩† = ⟨pa2| Ĥ |pa1⟩ is again found by
taking d → −d and θ → π − θ. Then sin θ1 sin θ2 → sin θ1 sin θ2 and
cos θ1 cos θ2 → (− cos θ1)(− cos θ2). Thus, the Hermitian conjugates are
equal to each other.

In Fig. A.2, eight di�erent cases for overlaps between s and p orbitals
on nearest-neighbor atomic sites have been sketched. For cases (5)-(8), the
oddness of the atomic p orbital(s) and even-odd pairing of the two bonding
orbitals lead to vanishing overlap integrals. For cases (1)-(4), the pairing is
even and hence these four will have non-zero matrix elements.

To estimate the elements for matrix B instead of H the same method-
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Figure A.2: Overlaps between s and p orbitals in the nearest-neighbor ap-
proximation. Cases (1)-(4) have non-vanishing overlap integrals, while the
oddness of the p orbitals gives vanishing integrals for the remaining cases
(5)-(8).

ology can be applied, but omitting the Ĥ operator from the inner products.
In Table A.1, values for the orbital energies ε2s, ε2p and the terms Hijk, Bijk

(i, j = {s, p} ; k = {σ, π}) have been listed, as taken from Ref. [67].
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Appendix A. Interactions of s and p Orbitals

Table A.1: Fundamental overlap integral values of the matrix elements from
H and B in Eq. 4.9, used for the calculating the graphene bandstructure in
the tight-binding approximation with nearest-neighbor interactions. Data
taken from Ref. [67].

Indices [ijk] Hijk [eV] Sijk [no units]
ssσ −6.769 0.212
spσ −5.580 0.102
ppσ −5.037 0.146
ppπ −3.033 0.129

ε2s −8.868
ε2p 0
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Appendix B

Additional Papers

This appendix contains the `additional' Papers [7�9], where the author has
had a less signi�cant (read: not �rst or second position) contribution to the
work. Nonetheless, these have been included here for completeness. Their
corresponding Supplementary documents can be found in Appendix C.
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Electronic and structural properties of the natural
dyes curcumin, bixin and indigo

Leander Michels, a Annika Richter,a Rajesh K. Chellappan,b Håkon I. Røst, b

Alenka Behsen,c Kristin H. Wells, d Luciano Leal,e Vilany Santana,e Rosana Blawid,f

Geraldo J. da Silva,g Simon P. Cooil,h Justin W. Wells *bh and Stefan Blawidi

An optical, electronic and structural characterisation of three natural dyes potentially interesting for

application in organic solar cells, curcumin (C21H20O6), bixin (C25H30O4) and indigo (C16H10N2O2), was

performed. X-Ray Diffraction (XRD) measurements, showed that curcumin has a higher degree of

crystallinity compared to bixin and indigo. The results from the Pawley unit cell refinements for all dyes

are reported. Optical absorption spectra measured by UV-Visible Spectroscopy (UV-Vis) on thermally

evaporated films revealed that bixin undergoes chemical degradation upon evaporation, while curcumin

and indigo appear to remain unaffected by this process. Combined Ultraviolet Photoemission

Spectroscopy (UPS) and Inverse Photoemission Spectroscopy (IPES) spectra measured on the dyes

revealed that all of them are hole-conducting materials and allowed for the determination of their

electronic bandgaps, and Fermi level position within the gap. UV Photo-Emission Electron Microscopy

(PEEM) revealed the workfunction of the dye materials and indicated that indigo has a negative electron

affinity. PEEM was also used to study degradation by UV irradiation and showed that they are quite

robust to UV exposure.

Introduction

Molecular dyes have become an essential part of dye sensitized
solar cells (DSCs), and during the last two decades, signicant
improvements in efficiency and lifetime have been demon-
strated. A signicant proportion of these dyes are based on
natural organic materials – for example derived from the col-
oured pigments found in fruit, owers, and other plant
material.1–13

Whilst solar cells based on synthesised polymers are
currently marking the standard in higher performance organic
photovoltaics (OPV),14–16 there is a lot of potential in uncovering

the suitability of natural materials. Using natural materials in
organic photovoltaics, as opposed to synthetic polymers, is
appealing considering that the processing of the latter oen
requires hazardous halogenated solvents.17 On top of that, the
sustainable harvesting of useful materials from nature could
prove to be cost-effective, accessible in developing regions and
free from environmental concerns. Some industries have
already established this type of sustainable supply chain
processes in the Amazon region.18

In this work, natural dyes, which due to their strong
absorption in the visible spectrum have high potential for
application in OPV, were investigated using optical, chemical,
electronic and structural characterizationmethods. Specically,
we investigated three naturally occurring dyes; curcumin
(C21H20O6), bixin (C25H30O4) and indigo (C16H10N2O2). The
structure of the three dye molecules are depicted in Fig. 1.
Curcumin is a pigment of turmeric and has been used as a spice
and home-remedy against different ailments, most prominently in
India, for centuries.19,20 Bixin is the main carotenoid found in the
seeds of the annatto tree native to South America and is extensively
used as a food colourant,21,22 while indigo is the common dye used
in the production of denim cloth for blue jeans.23 These materials
have low toxicity (both tumeric and bixin are approved for
consumption and labelled as E100 and E160b, respectively, in the
European Union), and low price (tumeric and indigo currently
have bulk prices around 3–5US$ per kg, and bixin is approximately
an order of magnitude more expensive).
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Experimental

All dyes used in this work were purchased from Sigma-Aldrich
in powder form: Indigo (product number 229296), bixin
(05989) and curcumin (both 78246 with $99.5% purity and
curcuma longa powder C1386 with $60% purity were used).

Throughout this work, two different sample preparation
methods have been used: (1) samples were prepared by thermal
evaporation in vacuum using a custom built thermal evapo-
rator, calibrated with an integrated thermocouple to monitor
the temperature and (2) samples where prepared by drop-
casting dye material dissolved in a solvent (ethanol or chloro-
form) onto a substrate and allowing the solvent to evaporate. All
experimental methods were used on all samples, to allow any
dependence on the preparation methods to be observed.

X-ray diffraction was performed at the XRD2 beamline at the
Brazilian Synchrotron Light Laboratory (LNLS). The diffraction
patterns were collected at a beam energy of 8 keV (l ¼ 1.54978
�A). The dyes were loaded as-supplied into a cavity in a Cu
sample holder sealed on one side by 1.5 mm thin Al foil, which
was demonstrated to have a high transparency at this photon
energy. The scattered X-ray intensities were collected as a func-
tion of scattering angle 2q.

UV-visible spectroscopy was performed in order to measure
the spectral absorbance. For this experiment dye samples were
prepared on 1 mm thick quartz glass holders, because quartz
has very low absorbance in the wavelength range of interest
(z300–800 nm).

For studying the chemistry and electronic structure of the
dyes, Photoemission Spectroscopy (PES) measurements were
carried out in an ultra-high vacuum chamber. The samples were
prepared by thermal evaporation on a non-reactive and clean
(carbon-free) MoS2 substrate, which was cleaved immediately
before introducing it into the vacuum chamber. For studying
the valence band states, Ultraviolet Photoemission Spectros-
copy (UPS) was performed with a UV discharge lamp using the
He-Ia emission line at 21.22 eV. For X-ray Photoelectron Spec-
troscopy (XPS) core-level acquisitions, an unmonochromated
Mg-Ka X-ray source (hn ¼ 1254 eV) was used. Imaging and UV
degradation testing was performed using a NanoESCA PEEM
with illumination from a high intensity unmonochromated Hg
discharge lamp.

Conduction band states were studied by Inverse Photo-
emission Spectroscopy (IPES) in isochromat mode with an
instrument built by PSP Vacuum Technology. This instrument
uses a variable energy electron gun based on a low temperature
BaO secondary electron emitter, and a modied channeltron
detector which detects photons of xed energy (z9.6 eV).

Fig. 1 Schematic depiction of three dye molecules: bixin, curcumin
and indigo. The bixin molecule is drawn entirely as a schematic, but the
curcumin and indigomolecules are the calculated (relaxed) structures;
see ‘calculations’ section for details. Other tautomeric forms may also
be possible. The molecules contain carbon (black spheres), hydrogen
(peach), oxygen (red) and indigo additionally contains nitrogen (blue).

Fig. 2 Measured and simulated XRD signals. (a) Curcumin, (b) bixin and (c) indigo: in each case the upper (coloured) trace shows the data
collected at the XRD2 beamline of the LNLS, and the lower trace (grey) shows simulated patterns obtained based on Pawley unit cell refinement.
The structural parameters used are described in Table 1.
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During XRD, XPS, PEEM, UPS and IPES acquisitions, care
was taken to look for (and avoid) conditions under which beam
damage of the materials could be occurring.

Results and discussion

The structure of the dyes was studied using X-ray diffraction.
The measured diffraction patterns of curcumin, bixin and
indigo together with simulated patterns obtained from a Pawley
unit cell renement24,25 are shown in Fig. 2. Curcumin is found
to show a signicantly higher crystallinity (i.e. larger crystallites)
than the other two dyes, as evidenced by the Bragg peak
intensities and widths.

As a starting point for the Pawley renement, the crystal
structures found by Reid et al.26 (curcumin), Kelly et al.27 (bixin)
and Süsse, Wolf et al.28,29 (indigo) were used. In the case of
indigo, both polymorphs indigo A and B (whose unit cells differ
only slightly except for the parameter b) are expected to be
present in the sample with the vast majority being indigo B. The
rened unit cell parameters for all crystals are listed in Table 1.
In all cases, the structure was found to be in reasonably good
agreement with literature values and only a small renement of
the structural parameters from ref. 26–31 was needed. The
geometric parameters used to rene the curcumin crystal
structure were xed in the renement of indigo and bixin
samples.

The solid-state structure of curcumin in the monoclinic
space group P2/n was rst reported in 1982 by Tønnesen,32 and
later by several others.26,33–35 Additional polymorphs of curcu-
min have also been reported, i.e. keto–enol tautomers, low
temperature phases and possibly other polymorphs.34–36 On the
other hand, our nding of the common P2/n phase is uncon-
troversial as the main form in simple dye extractions such as
ours.

The available literature regarding the structure of bixin and
indigo is less plentiful and generally uncontroversial. Our
rened structural parameters for indigo differ by only a few
percent from that of Süsse, Wolf et al.,28,29 and our XRD results
are visually similar to ref. 37. In the case of bixin, Pinzón-Garćıa

et al. studied bixin compounds for biomedical applications
found that their material to be a semi-crystalline solid.38 This is
signicantly different from the results reported here, which
show a higher degree of crystallinity. A direct comparison
between our XRD data and the data in ref. 38 reveals that the
same peaks are present in both studies, however in ref. 38 the
peaks are much weaker, broader and t on top of a ‘humped’
background. This background intensity is large compared to the
peak intensities and is maximal at 2q z 20�. In our measure-
ments, the background intensity is low and unstructured, and
the peaks are signicantly sharper. We interpret this to mean
that we essentially see a similar crystal structure but that our
crystallite size is signicantly larger; i.e. the data is ref. 38 are
indicative of very small crystallites and hence their sample is
described as a ‘semi-crystalline solid’. We suggest that this is
probably a consequence of differences in the sample prepara-
tion which can cause the crystallisation of organic materials to
be quite distinct.

Optical absorption spectra measured by UV-Visible Spec-
troscopy are shown in Fig. 3 for the three dyes used in this
study. For each dye, measurements were performed both on

Table 1 Refined lattice parameters of curcumin, bixin and indigo A
and B obtained from Pawley unit cell refinement of measured XRD
patterns and crystallite size analysis from Pawley fits. Indigo A phase
occurs only in small amounts, and thismakes the analysis have a higher
uncertainty. Bixin has a very weak signal so the uncertainty is also
relatively large. Note: uncertainties may be underestimated. Asterisk (*)
indicates that the value is fixed to the literature value29

Curcumin Bixin Indigo A Indigo B

Space group P2/n P�1 P21/c P21/c
a [�A] 12.7434(1) 11.479(2) 9.387(5) 10.939(2)
b [�A] 7.2207(2) 12.000(2) 5.682(3) 5.853(1)
c [�A] 20.056(1) 8.916(1) 11.898(7) 12.300(1)
a [�] 90 104.15(2) 90 90
b [�] 94.991(2) 93.37(1) 117* 130.20(2)
g [�] 90 91.27(1) 90 90
Size [nm] 710 � 20 84 � 5 3.2 � 0.2 37 � 3

Fig. 3 UV-visible Absorption spectra. (a) Curcumin, (b) bixin and (c)
indigo measured on evaporated films and in films prepared from
solutions of the dyes in chloroform. Photographs of the evaporated
samples are also shown.
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a lm which had been thermally evaporated on a quartz glass
substrate as well as from a drop-cast solution of the dye in
chloroform. The measured spectral absorbance was normalised
in order to better compare the samples independent of lm
thickness. The graphs are underlaid with the AM 1.5 spectrum
of solar irradiance (data from ref. 39). For visualisation
purposes photographs of the evaporated lms are also shown as
insets.

In the case of curcumin and indigo, the spectra measured on
the evaporated lms are shied to higher wavelengths
compared to the measurements of the solutions, which can be
explained by supramolecular polymerisation, as rst described
by Scheibe et al.40 In the case of bixin, however, the spectrum of
the evaporated lm is shied to shorter wavelengths, which is
in line with the visibly yellow colour of the sample (as opposed
to the red powder from which it is made). This suggests that
bixin undergoes chemical degradation under the inuence of
the high temperatures involved during evaporation. We there-
fore infer that bixin is damaged by evaporation, but curcumin
and indigo appear not to be.

From the absorption spectra presented in Fig. 3 estimations
for the optical bandgap of the dyes were derived (see Table 2).
The maximum wavelength at which the molecules absorb was
determined by placing a linear t on the absorption edge and
nding the intersection with the x-axis. The prediction of the
absorption edge could be slightly improved by applying the so-
called Tauc relation.41 The strong shi of the absorption edge of
the evaporated bixin lm towards shorter wavelengths corre-
sponds to an increased bandgap as compared to the drop cast
sample. Since a larger bandgap can generally be associated with
a shorter conjugation length this could be an indicator that the
evaporation causes the long conjugated chain of themolecule to
break apart.

The electronic bandgap has also been measured using UPS
and IPES. The UPS and IPES spectra for each dye are displayed
together in Fig. 4. The graphs include linear ts applied to
determine the valence and conduction band edges. The tail of
the IPES data is a result of the gradual onset of photoionisation
in the sodium chloride coated photocathode in the detector,
and is also seen when measuring a polycrystalline Ag reference

Table 2 Overview of the workfunction (obtained from the secondary cutoff observed with UPS/PEEM), optical bandgaps (obtained from UV-Vis
absorption spectra) and electronic bandgaps (measured by photoemission spectroscopies UPS and IPES), together with the DFT calculated
optical and HOMO–LUMO gaps. Note: the curcumin calculations are performed on ‘trans’molecules (i.e. differing from themodel if Fig. 5 by the
placement of the central H atom), however this does not play an important role in the Eg calculation. Note also that the UPS-IPES bandgap
uncertainty is an optimistic estimate

Empirical Calculated

Workfunction
[eV]

Eg optical [eV] Eg electronic [eV]
Eg optical
[eV] (single molecule)

Eg [eV]
(HOMO–LUMO)Evaporated In solution UPS/IPES

Curcumin 3.2 � 0.1 2.33 � 0.02 2.64 � 0.01 2.3 � 0.1 3.08 3.60
Bixin 3.3 � 0.1 2.5 � 0.1 2.33 � 0.02 2.8 � 0.1 2.62 2.22
Indigo 1.7 � 0.1 1.71 � 0.01 1.92 � 0.01 1.9 � 0.1 1.81 2.05

Fig. 4 Combined PEEM, UPS and IPES spectra of curcumin, bixin and indigo. (a) Detail of the low energy secondary cutoff, collected using PEEM
(with the extracted value of Ecutoff indicated) and (b) the full bandwidth from Ecutoff to the Fermi level. (c) An overview of the states near to the
bandgap for the three dyes. A zoom-in on the detail of (d) the valence band maxima and (e) the conduction band minima from the three dyes
(coloured traces), together with the linear fits/extrapolations (fine grey lines) applied to extract the valence and conduction band edges. The
vertical dashed red lines indicate the extracted values. All data is from samples prepared by in vacuum evaporation, except the UPSmeasurement
of bixin: sample degradation by the UV source precluded this possibility and so this measurement is performed on a sample prepared from
solution. Despite this precaution, the unusually large value of the conduction band minimum is thought to be indicative of sample degradation.
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sample. It is therefore not considered to be primary signal, and
is ignored. As can be seen from the gure, there is a moderate
uncertainty involved in the extraction of the band extrema, due
to the fact that the signal reduces in a nonlinear manner. This is
an indication that the composition of the sample is not
uniform; i.e. that it may have non uniform doping (from
impurities such as water), etc.

In all three dyes the valence band edge is found to be much
closer to the Fermi level than the conduction band edge. This
means that the materials are p-type in character, i.e. that they
are hole-conducting materials, as is the case for most organic
semiconductors.42

The electronic bandgaps calculated as the difference
between the valence and conduction band edges are listed in
Table 2. The large bandgap observed in bixin stems mostly from
the high conduction band edge, which is in line with the likely
damaging of the molecule in the evaporated lm on which the
IPES measurement was performed. Additional uncertainty in
the spectra of bixin is added by the fact that the lms were very
thin. As a result of this, contributions from organic contami-
nants cannot be ruled out, and that the UPS-IPES bandgap
extraction for bixin is not completely reliable. However, for
curcumin and indigo, the UPS-IPES bandgap analysis is reli-
able, and agrees well with the UV-vis measurement, indicating
that the electronic and optical bandgaps are similar. Further-
more, the UPS-IPES also reveals the Fermi level position, and
hence shows the relatively strong natural p-type nature of these
dyes. Finally, the difference between the electronic bandgap and
the optical gap is in general caused by the exciton binding
energy. From the UV-Vis of evaporated lms and the UPS/IPES
measurements we would estimate exciton binding energies of
z0 eV and 0.2 eV for curcumin and indigo, respectively.

The energy of the low energy secondary cutoff Ecutoff has also
been extracted from UPS measurements (carried out using
a biased sample in a PEEM instrument), and is shown in
Fig. 4(a), together with the full bandwidth of the UPS signal in
Fig. 4(b). From these measurements, it is straightforward to
estimate the sample workfunction (i.e. Ecutoff relative to the
Fermi energy). These values are shown in Table 2. For all dyes,
the workfunction is surprising low, and in the case of indigo,
the value we nd is exceptionally low. In fact, for indigo, the
workfunction of z1.7 eV is less than both the bandgap and the
energy of the CBM, thus indicating that the electron affinity is
negative. A negative electron affinity could potentially be useful
for discouraging the process of electron–hole recombination,
which is detrimental to PV efficiency.

XPS core level measurements have also been performed, and
are plotted in Fig. 5. Widescans were performed to check for
contamination, but only the expected components (i.e. C, N and
O) were seen. The C 1s peak is of particular interest, and hence
these sample were prepared on a freshly cleaved MoS2
substrate; on which it is straightforward to prepare a new
surface which is free of carbon.43 Furthermore, being a van der
Waals layeredmaterial, the surface contains no dangling bonds,
and has been seen to be unreactive towards organic material.43

The C 1s components have a rich structure due to the large
number of inequivalent carbon atoms contained by each

molecule. It is not feasible to deconvolute all of the individual
carbon environments due to their small separation and
broadness, but it is possible to identify groups of similar atomic
environments. In Fig. 5, both the raw data (square markers) and
tted curves (continuous lines) are plotted, and the individual
components which contribute to the overall t are shown below.
The tallest peak in each case is the lowest binding energy
component; due to the C–C, C]C and C–H bonding which are
prevalent in all three molecules. The neighbouring peak at
higher binding energy (z287–288 eV) is caused by carbon with
an alcohol, aldehyde or ketone group attached, as well as the
ether group (in the case of curcumin) and nitrogen neighbour
(in the case of indigo). Additionally, curcumin and indigo
exhibit a p–p* ‘shake-up’ at high binding energy (EBz 291 and
293 eV, respectively), which is due to excitations between the
lled and empty conjugated p states of the aromatic rings. Bixin
also has a small higher binding energy peak (EB z 290 eV)
which is due to the ester and carboxylic carbon atoms. Finally,
indigo exhibits a small and broad peak (EBz 289 eV) which we

Fig. 5 XPS measurements. The C 1s spectra of curcumin, bixin and
indigo. The curcumin and indigo samples were prepared by in-vacuum
thermal evaporation, but the bixin sample was necessary prepared
from solution. The raw data in presented using coloured squares
together with fitted envelopes (solid lines) and the separated individual
components from which the fits are comprised. Each component is
labelled to indicate its chemical origin. The structure of the molecules
are shown as insets to the figure. Note: for curcumin26 and indigo50 the
calculated structure is used, but for bixin the inset is a schematic. All
data are collected with a Mg-Ka X-ray source.
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are unable to denitively explain, but suggest that it may also be
due to a shake-up process.

The bixin C 1s components presented here are consistent
with those published by Felicissimo et al.,44 however there is
a systematic shi in the binding energies. This could be due to
differences in doping, instrument calibration, contamination or
sample preparation.

Our assignment of the shake-up features45 and carbon
components has been based on published literature of a range
of carbon containing materials, i.e. ref. 43 and 46–49. Our analysis
shows that, except for a small component in the indigo C 1s
(which may be due to an additional shake-up process), all of the
constituent components can be identied and matched with
the expected chemical environments. i.e. this offers additional
conrmation that the dyes have not been degraded during the
preparation and XPS measurements.

Calculations

In addition to measuring the optical and electronic gap, we also
computed the optical gap of the three dyes for a single molecule
in vacuum. To achieve this, rst the molecular geometry was
optimised via density functional theory (DFT) employing
a B3LYP functional with a 6-311+G(d,p) basis set. Although DFT
is a ground state theory, we report also as reference the energy
differences found between the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO). However, the HOMO–LUMO gap does not serve as an
estimate of the fundamental gap, which is substantially
underestimated by DFT.51 Freezing the optimised geometry, the
charge density response to a weak time-periodic external
potential is computed via time dependent (TD) DFT. Fiy
entries were considered in the coupling matrix between occu-
pied and unoccupied states and the optical gap determined as
the lowest dipole-allowed eigenvalue. For the TD-DFT compu-
tations the hybrid exchange–correlation functional CAM-B3LYP
is used. The results are summarised in Table 2.

In case of curcumin, the computed single-molecule optical
gap overestimates the values extracted from UV-vis both for
evaporated samples (by z30%) as well as for the dyes in solu-
tion (byz17%). There are several potential reasons for this; for
example, curcumin exists in different tautomeric forms and
previous studies52 have reported that the calculated gap is
signicantly different for the enol and keto forms (i.e. with and
without a central hydrogen in the bridge site between the two O
groups). It is also important to point out that the calculated
values depend on the basis set used: we use B3LYP/6-31+G(d,p)
whereas in the study by Abduljalil et al. a number of different
basis sets are used.52 On the other hand, Abduljalil et al. show
results using 6-31+G(d,p) (which should be closely comparable
with our calculations) and report HOMO–LUMO gap values of
3.60 eV (keto) and 3.25 eV (enol). In other words, whilst it is
questionable whether the enol or keto form is the most appro-
priate to use, DFT nonetheless yields a value of Eg which is
signicantly higher than our experimental ndings. We believe
that this discrepancy may be an indication that single-molecule
calculations do not adequately describe the experimental case.

This is fully consistent with the XRD analysis which shows that
curcumin forms large (i.e. 300 nm) crystallites. In other words,
the long range order present in the experimental lms cause
a signicant deviation from the single-molecule case.

In the case of indigo the computed single-molecule optical
gap agrees surprisingly well with the empirical value extracted
from UV-vis for the evaporated sample (only 6% over-
estimation). This points to only weakly interacting indigo
molecules in the lm. In addition to our own ndings, we point
out that in the work of Irimia-Vladu et al. a variety of methods
are used and the optical and electronic gaps are reported.37

Their reported values (all of which are around 1.7 eV) are at the
lower end of our range, but in general the agreement between
our work and theirs is very satisfactory. From the comparison of
the optical gap extracted from UV-vis for evaporated samples
and the bandgap extracted from UPS/IPES, an estimation of the
exciton binding energy is possible. The difference gives z0 eV
and 0.2 eV for curcumin and indigo, respectively. The very
weakly coupled electron–hole pair in curcumin is interesting
since it should facilitate charge separation in photovoltaic
devices. If the nding is related to the good crystallinity of
curcumin evidenced throughout the present work remains to be
investigated.

For both indigo and curcumin, reliable measurements could
be performed on evaporated samples. In the case of bixin, this
does not seem to be possible because the thermal evaporation
appears to signicantly degrade the molecule, evidenced for
example by a change in colour. Furthermore, whilst it appeared
that XPS and UPS measurements could be performed without
causing damage, degradation during the IPES measurement is
likely. Thus, the most reliable empirical value for bixin is the
optical gap of 2.33 eV measured in solution. If we assume
a similar redshi as observed for the other two dyes, an optical
gap in the order of 2.1 eV may be inferred for a hypothetical
non-degraded bixin lm. Thus, in comparison with the
computed single-molecule optical gap of 2.62 eV, intermolec-
ular interactions appear to be signicant in bixin as in the case
of curcumin.

Ageing due to UV exposure and heat

In order to evaluate the robustness of natural dyes in PV
applications, we have also tested their response to UV exposure
and heat. In addition to the He discharge lamp used in our
PEEM instrument for the valence band and workfunction
measurements, the instrument is also equipped with a high
intensity Hg discharge lamp (photon energy z5 eV). We esti-
mate the photon ux in the visible and UV range to be z�104

higher than solar ux: in other words, 1 h of exposure corre-
sponds to z2 years of 12 h per day exposure to sunlight.

We conducted an experiment in which we rst collected the
full valence band and secondary cutoff using He illumination
(i.e. Fig. 3(a) and (b)). We then le the sample exposed to high
intensity illumination from the Hg lamp for up to 3 h (i.e.
equivalent to z6 years of operation in sunlight), whilst occa-
sionally remeasuring the valence band and secondary cutoff
measurements to look for signs of damage. We have reported
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a similar approach for accelerating UV induced changes
previously.43,53

Following 2–3 h of Hg illumination, no dramatic changes are
observed in the valence band structure. The VB intensity of
bixin is seen to reduce byz20%, relative to the pristine sample.
For indigo, the intensity reduction is less notable atz10%, and
for curcumin no reduction is seen at all. All three dyes keep the
same VB shape indicating that no dramatic change in bonding
has occurred. All 3 dyes show a change of workfunction: cur-
cumin and bixin show an increase of z0.5 eV whereas indigo
shows a decrease of about the same magnitude. In short, aer
2–3 h of exposure to an intense Hg source (simulatingz6 years
of operation in sunlight), some signs of degradation are seen in
all three dyes. In all three cases, the degradation is not severe,
and it is least noticeable in curcumin.

In addition to UV exposure, we have also tested the robust-
ness to heating: Bixin appears to be damaged at quite low
temperatures, but survives temperatures of at least z40 �C.
Both curcumin and indigo can be heated to their evaporation
temperature (z170 �C without damage, as evidenced by the fact
that the evaporated samples are extremely similar to samples
prepared from solution. In other words, the dyes can generally
survive temperatures sufficient for most PV applications, but
bixin is least robust in this regard.

Conclusion

We have performed a comprehensive study of three natural
dyes: curcumin, bixin and indigo. The material used here has
been puried to a high standard, and the purpose of this work is
to reveal the intrinsic structural, chemical and electronic
properties of the selected dyes, and to consider their potential
as components in an organic photovoltaic structure. In larger
quantities, thesematerials are cheap (currently the market price
for tumeric is 3 USD per kg, and indigo 5 USD per kg), they are
also non-toxic (curcumin E100 and bixin E160b are both safe to
consume), abundant and present no signicant environmental
concerns. In many respects, they are ideal candidates for
‘socially responsible’ photovoltaics.

Our work has utilised a wide range of experimental methods
(X-ray diffraction, UV-visible absorption spectroscopy, X-ray
photoelectron spectroscopy, UV photoemission spectroscopy,
photoemission electron microscopy and inverse photoemission
spectroscopy) combined with TD-DFT calculations. We have
studied both thermally evaporated thin lms, and samples
prepared from solution. In line with the theme of low-budget and
accessible materials, these preparation methods are also low
budget and readably scalable. All three dyes were found to have
bandgaps in a suitable range for PV applications (i.e.z1.7 to 2.8
eV) and low workfuctions. Indigo was found to have an unusually
low workfunction, indicating a negative electron affinity.

We report that all three materials can be satisfactorily
prepared using low budget methods. However, whilst curcumin
and indigo can easily be thermally evaporated without any sign
of degradation, bixin needs to be handled more carefully. The
thermally evaporated lms of curcumin and indigo appear to be
uniform, at, continuous, and generally high quality and ‘well

behaved’. Not only is bixin degraded by thermal evaporation,
but our measurement methods (especially IPES) may also cause
degradation. Whilst this can be circumvented for the case of
this study, it raises the question of its stability (and therefore
suitability) in a real photovoltaic. Presumably some form of
encapsulation would be used,54 which may act to protect the dye
molecules, but the fact that bixin is relatively easy to damage
serves as a warning sign. Additional studies of its ageing under
UV exposure would be straightforward to carry out53 and could
assist in concluding whether it is robust enough for applica-
tions involving extended UV exposure. In this regard, curcumin
and indigo are of least concern since no sign of degradation was
seen, even aer signicant exposure to high intensity UV.

The efficiency (and feasibility) of using natural dyes in
photovoltaics has attracted signicant attention. Whilst the
reported efficiency for cells utilising these particular dyes is low
(bixin on a TiO2 substrate has shown 0.53% (ref. 10) and cur-
cumin, mixed with red cabbage, has been reported to return
a 0.6% efficiency55), the easy accessibility of the materials and
preparation methods, coupled with the low toxicity, low cost
and low environmental impact, makes such photovoltaics
especially appealing in developing and ‘off-grid’ markets, and
for low power applications.

Finally, our conclusion is that the robustness of curcumin
and indigo, together with their ‘close to optimal’ bandgaps and
doping make them the best candidates that we have studied so
far in the search for natural materials for photovoltaic appli-
cations. Moreover, curcumin revealed an exceptionally low
exciton binding energy. Whilst it may be possible to nd even
better candidates, our ndings reassure us that low cost,
socially and environmentally responsible photovoltaic for low
power applications are certainly feasible.
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Photoelectron Spectroscopy Measurements

High-energy-resolution X-ray Photoelectron Spectroscopy (XPS) measurements of the

gra/Fe/SiC and gra/Ru/SiC were performed at the MatLine and “Soft X-ray” (SXR) endsta-

tions of the synchrotron radiation sources ASTRID (Aarhus) and the Australian Synchrotron

(Melbourne, Victoria), respectively. At MatLine, core levels Fe 3p, Si 2p, C 1s, Ru 3d and O

1s were measured with photon energies ranging from 120-600 eV using a SCIENTA SES-200

analyzer, with energy resolutions 100-850 meV. The exact photon energy used, and there-

fore the binding energy of each core level spectrum, was calibrated using the core level signal

generated by second order harmonic light from the same excitation energy as the princi-

pal peak. At SXR, the same core levels were recorded using excitation energies ranging

from 100-1200 eV using a Specs Phoibos 150 analyzer, with an overall energy resolution in

this range of 150-175 meV. The binding energy of each peak was calibrated to the Fermi

level position of the metalized SiC substrate recorded over the corresponding photon en-

ergy range. All core level spectra were fitted using the Levenberg-Marquardt nonlinear least

square method, using asymmetric pseudo-Voigt approximations to the Mahan functions of

each chemical component as described by Schmid et al .1 For the core level backgrounds, an

“active” approximation to the Shirley-Vegh-Salvi-Castle background2 was used: individual

contributions to the background from each chemical component peak were modeled by error

functions and fitted dynamically together with all peaks and background components to

simulate the full photoemission signal of the region.

NEXAFS Measurements

Near-Edge X-Ray Absorption Fine Structure (NEXAFS) measurements were performed at

the SXR endstation, in partial electron yield (PEY) mode and using linearly polarized light

at incidence angles roughly 20-100◦ relative to the sample plane. For each measurement of

the C 1s K-edge, a reference sample of highly oriented pyrolytic graphite (HOPG), as well

S2



as a grounded gold mesh were placed upstream from the analysis chamber. During each

scan, NEXAFS spectra for the reference sample and the drain current on the Au mesh were

recorded simultaneously using a small portion of the beam. Additionally, the absolute photon

intensities coming into the analysis chamber were subsequently measured over the same scan

regions using a calibrated photodiode. The recorded NEXAFS signal was normalized to the

drain current on the Au mesh (for details, see Ref. 3), and the spectral response of the

photodiode was used as a secondary normalization to correct for any carbon contamination

on the Au mesh. Using the well-known exciton resonance in HOPG occurring at 291.65 eV,

the spectra of the HOPG reference that was measured in parallel with each scan was used

to absolutely calibrate the energy scale of the data via a rigid shift. All energy and intensity

flux corrections were performed using the Quick As NEXAFS Tool (QANT).4

Small Area LEEM, XPEEM, LEED and ARPES Mea-

surements

Spatially resolved characterization of the surface graphene growth was performed using low-

energy electron microscopy (LEEM), X-ray photoemission electron microscopy (XPEEM)

and surface diffraction (µ-LEED). Measurements were carried out at the BL3.2Ub (aka

“PEEM”) endstation at the Synchrotron Light Research Institute (SLRI), Muang Distrinct,

Thailand, and at the UE49-PGM-SMART endstation at BESSYII, Helmholtz-Zentrum Berlin,

Germany. Additionally, bandstructure measurements were performed at UE49-PGM-SMART

using small area angle-resolved photoemission spectroscopy (µ-ARPES).

Samples of gra/Fe/SiC and gra/Ru/SiC were prepared in a similar manner at the two

facilities, using similar settings for the LEEM/PEEM instruments wherever possible. Clean

6H-SiC(0001) was confirmed by the lack of O 1s signal seen from plane XPS measurements,

as well as a (1×1) or a (
√

3×
√

3)R30◦ reconstruction, indicating an atomically clean surface.

Small differences in C-C signal from the C 1s were also observed. Neither the difference in
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initial surface reconstruction nor the mentioned differences in XPS signal had any significant

impact on the subsequent growth steps.

Metals were deposited using calibrated Fe and Ru sources, and the thickness of each

film was confirmed from XPEEM and LEEM measurements. All µ-LEED measurements

were recorded from selective areas of 1.5 µm diameter. Furthermore, similar measurements

were performed in several different regions within a roughly 500 µm range of each sample

to verify the homogeneity of the surface layers. A 40 eV excitation energy was used for all

µ-LEED measurements, except the diffraction patterns after graphene formation at 620 °C

(gra/Fe/SiC) and 800 °C (gra/Ru/SiC). Here, 140 eV and 50 eV were used, respectively, to

reveal both the features native to graphene and the underlying SiC substrate. The µ-ARPES

measurements of the graphene formed was recorded from 1.5 µm areas at room temperature.

The measurements were performed with excitation energy hν = 115 eV, in energy steps of

100 meV and with an overall energy resolution of 500 meV.
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Table of Contents (TOC) Graphic

The TOC graphic contains: (left) a schematic showing the final stage of the growth as

described in more detailed in the following section, and (right) an artificially colored PEEM

micrograph of patterned graphene on Ru, based on the photoemission yield near the low-

energy secondary electron cutoff (SEC). The color scale of the micrograph as been chosen to

amplify small variations in photoemission intensity between the structures.

SiCFe/Ru

SilicideSiO2Graphene

150 µm

Figure S1: TOC graphic

Sample Preparation

The preparation of patterned graphene structures on SiO2 is outlined in Figure S2. Graphene

on SiC was grown according to the metal-mediated approach, utilizing thermally activated

thin films of transition metals (TMs) Fe or Ru on top of HF etched and thermally cleaned

6H-SiC(0001) surfaces (see Refs. 1–3). The metal thin films were deposited through finely

meshed, (50 and 500 µm) shadow masks, forming patterned metal islands with thicknesses 1-

2 nm on the clean SiC surfaces (step I). These metal treated regions served as growth sites for

graphene upon thermal activation to temperatures 600-700 °C, confining the lateral spread of

graphene to within the boundary of each island (step II). X-ray photoelectron spectroscopy

(XPS) measurements of graphene formation on Ru/SiC are shown in FIGs. S3e and S3f.
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Upon formation the samples were heated to higher temperatures (T > 700 °C) for longer

durations to diffuse the transition metal into the SiC substrate (step III). Finally, the samples

were either i) exposed to atomic Si for 40 minutes at a rate of 0.15�A/min while being heated

to 450 °C and then exposed to air, or ii) exposed to air directly (step IV). All samples were

finally reintroduced to vacuum and gently annealed to 300 °C to desorb any contaminants

from the air exposure.

TM

SiC Transition Metal Silicide Si SiO2Graphene

+ 600 °C + 700 °C

+ O2

I. Templated Transition Metal II. Graphene & Silicide Growth

III. Transition Metal Diffusion IV. SiO2  Dielectric Formation

Figure S2: A Schematic overview of the four growth steps used to form patterned graphene
structures on SiO2.

Small-Spot EF-PEEM, LEEM and LEED Measurements

In order to assess the selectivity of graphene growth on top of the transition metal, sam-

ples patterned with Fe or Ru were studied before and after the thermal treatments using

spatially resolved electron microscopy, electron diffraction and energy-resolved photoemis-

sion microscopy. At the UE49-PGM-SMART endstation of BESSY II, Helmholtz-Zentrum

Berlin, Germany, graphene was prepared on SiC covered with 500 µm diameter islands of Fe

or Ru thin films as described. Inside the graphene growth regions, energy-filtered PEEM

(EF-PEEM) measurements of the C 1s, Fe 2p and Ru 3d core levels were performed at 300 K.
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For the double aberration-corrected measurements of the C 1s shown in the main text, the

overall energy resolution was 540-620 meV.

The lateral resolution of the patterned graphene was determined from the edge profile

between the growth region and the SiC substrate. The region close to the edge was measured

using low-energy electron microscopy (LEEM) with an electron kinetic energy EK = 2.0 eV

and fitted using an error function. From the optimized fit the standard deviation of the

corresponding Gaussian was extracted and used to determine the full width at half maximum

(FWHM) of the profile. The sharpest feature observed in the experiments had a FWHM

of 190 nm. Given that the lateral resolution achievable with this instrument setup has been

shown to be better than 20 nm (see Ref. ? ), the FWHM obtained was assumed to represent

the resolution of the pattern under the limitations of the lensing effects already discussed in

the main text.

Small spot low-energy electron diffraction (µ-LEED) measurements were collected from

selected areas of 1.5 µm diameter using excitation energy 140 eV. Similar measurements

were performed in several different regions across the diameter of each patterned feature, as

well as in selected areas outside to verify that graphene had formed exclusively within the

patterned regions. These measurements also confirmed the homogeneity of the newfound

graphene layers.

Small-Area XPS and Work Function Measurements

Small area XPS and spatially resolved work function measurements were performed at the

Bristol NanoESCA Facility, United Kingdom, to study the development of the patterned

graphene on Ru with successive heat treatments and exposure to oxygen. XPS measurements

of the C 1s, Ru 3d, Si 2p and O 1s core levels were performed using monochromatic Al Kα

radiation (hν = 1486.7 eV) and an ARGUS CU analyzer, with an overall energy resolution

of less than 300 meV. The development of the C 1s and Si 2p core levels at each relevant
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stage of the experiment is showcased in Figures S3e and S3f, respectively.

The spatially resolved work functions (WFs) and associated SECs were recorded within

the patterned graphene regions at 300 K using a NanoESCA II aberration corrected EF-

PEEM equipped with a non-monochromatic Hg photoexcitation source (hν ≈ 5.2 eV) and a

150 µm contrast aperture, using pass energy EP = 50 eV and a 0.5 mm entrance slit. With

the given settings, the instrument had a lateral resolution better than 150 nm and an overall

energy resolution better than 150 meV. The NanoESCA allows accurate determination of

the material work function φS using a fixed pass energy EP, and tunable photoelectron

retardation R and biasing of the sample under investigation. The energy of emitted electrons

relative to the Fermi level E − EF can be recorded according to the relation:

E − EF = hν − EB = R + EP + φA = EK + φS, (1)

where hν is the photoexcitation energy, EB is the binding energy in the electron(s) photoex-

cited form the sample, EK is their kinetic energy after being ejected to vacuum and φA is the

analyzer work function. At zero EK the electrons are unable to escape the sample, and φS

is directly related to the measured energy position of the SEC relative to the Fermi level. 4

Raman spectroscopy measurements

Following the iron-mediated graphitization of SiC at the UE-49-PGM-SMART endstation,

the sample was removed from UHV and Raman mapping measurements were acquired using

a HORIBA Jobin Yvon LabRAM HR Raman spectrometer at the Department of Physics,

Aberystwyth University. A 10 mW 532 nm laser source was coupled to a x100 objective to

form a 10 µm diameter circular spot on the G/Fe/SiC sample surface. A diffraction grating

with 1800 lines/mm was selected, with confocal hole and slit widths of 1000 µm and 500 µm

respectively.

To demonstrate the occurrence of graphene within the growth regions, Raman spectra
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Figure S3: Small-area Raman, NEXAFS and XPS measurements of patterned
graphene. (a) Raman spectroscopy measurements of SiC (red) and patterned graphene
(500 µm circular regions) grown on a thin film of Fe on SiC (blue). Both excitation spectra
were recorded using a 10 mW green (532 nm) laser with 10 µm spot size in separate regions of
the sample; namely inside and outside of the graphene growth region. The approximate Ra-
man shifts for the relevant vibrational modes excited, namely the D, G and 2D peaks, have
been marked. (b) The near-edge X-ray absorption fine structure (NEXAFS) for graphene
grown on patterned islands of Fe on SiC, before (dark blue) and after subsequent Si in-
tercalation (green) and oxidation of the Si intercalants (light blue). (c) Similar NEXAFS
measurements, but for graphene grown on patterned Ru on SiC. The measurements in both
(b) and (c) were recorded using linearly polarized light at near grazing incidence (θ ≈ 20◦)
to the sample plane. (d) The difference spectrum of the two curves in (a), fitted using three
Lorentzian peaks representing the three characteristic vibrational modes commonly seen in
graphene Raman spectroscopy. The residual wave R(v) bewtween the fit and the difference
curve is also shown (top), together with annotations for additional excitations commonly
observed in ambient systems. (e,f) X-ray photoelectron spectroscopy (XPS) measurements
of the C 1s and Si 2p core levels, respectively, before (red) and after (yellow) deposition
of 2 nm Ru, and with annealing to 750 °C for increasing duration (green) until substantial
graphene formation is observed (light blue). The final two curves (dark blue) showcase the
core levels after exposing the sample to oxygen at 200 mbar for 30 minutes.
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with an energy window 1100-2900 cm−1 were recorded both inside the growth regions and

outside, i.e. from the bare SiC substrate. Both spectra were normalized to the SiC feature

at 1510 cm−1 (Figure S3a), and a difference spectrum was calculated between the two. The

residual background was then fitted with a spline and that intensity was subtracted from

each data set to remove any differences in the backgrounds from the SiC. The background

corrected difference spectrum was finally fitted using Lorentzian peaks to obtain measures

of the characteristic G, D and 2D peaks of the graphene as grown (Figure S3d).

To verify the spatial distribution of graphene exclusively inside the growth region, a

Raman map with dimensions of 200 µm×200 µm (10 µm step size, 400 spectra) was acquired,

specifically centred on the edge of a graphene/Fe spot. The energy of the spectrometer was

set around 2700 cm−1 (2500 to 2900 cm−1) to record the characteristic 2D Raman mode

indicative of ordered graphene/graphite at each point of the Raman map. Due to a lack

of surface-enhancement effect for the Raman signal (i.e. usually observed for graphene on

SiO2/Si, see Refs. 5,6), extended acquisition times and multiple accumulations were required:

a gate time of 120 seconds with 10 accumulations was used to improve the signal-to-noise

ratio for peak fitting and remove noise from cosmic rays. Once recorded, similar background

corrections and fittings as for the wide energy window were performed to obtain the overall

intensity and FWHM of the graphene 2D peak as a function of its spatial location.

Synchrotron XPS and NEXAFS measurements

High-energy-resolution XPS and near edge X-ray absorption fine structure (NEXAFS) mea-

surements were performed at the “Soft X-Ray” (SXR) endstation of the Australian Syn-

chrotron (Melbourne, Victoria). The core levels C 1s, Si 2p, Fe 3p and Ru 3d were recorded

at each relevant stage of the sample preparation, with excitation energies in the range 100-

1200 eV using a Specs Phoibos 150 analyser with an overall energy resolution of 150-175 meV.

The binding energy of each core level was calibrated to the metallic Fermi level position of
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SiC with Fe or Ru added, over the corresponding energy range.

Upon graphene formation, NEXAFS measurements of the C 1s K-edge were performed

at each successive stage of the experiment to assess the quality and stability of the graphene

layers (see Figs. S3b and S3c). All measurements were performed in partial electron yield

(PEY) mode and using linearly polarized light at grazing incidence angle (θ ≈ 20◦) relative

to the sample plane. During each measurement, a reference sample of HOPG was measured

simultaenously with the sample for energy calibration of the spectra, whilst the photocurrent

from a 50% transmissive gold mesh located just before the sample was used to measure

the variation in photon flux during the scan. Additionally, the absolute photon intensities

coming in to the analysis chamber were subsequently measured over the same energy range

using a calibrated photodiode. The recorded NEXAFS spectra were normalized to the

corresponding drain current on the Au mesh (for details, see Ref. 7), and the spectral

response of the photodiode was used as a secondary normalization to correct for any carbon

contamination on the Au mesh. Using the well known exciton resonance in HOPG occuring

at 291.65 eV, the HOPG reference spectra measured in parallel with each scan were used to

absolutely calibrate the energy scale of the data via a rigid shift. All energy and intensity

flux corrections were performed using the Quick As NEXAFS Tool (QANT).8

Metal Diffusion into SiC

Diffusion of the metals Fe and Ru into the SiC substrate upon higher temperature anneal-

ing (T > 700 °C) was ascertained by evaluating the relative intensity of Fe 3p and Ru 3d

against the Si 2p signal of the substrate. By comparing the intensity of the metal to the

underlying Si, any common attenuation of the two due to formation of carbon at the surface

would, to a first approximation, be accounted for. As discussed in Ref. 3, consecutive heat

treatments to 700 °C and then 800 °C of the gra/Fe/SiC and gra/Ru/SiC systems reduced

the relative concentration of metal to SiC near the surface to < 50% of what was observed

upon metallization.
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An example of how the intensity of the Fe 3p core level of metallized SiC develops with

temperature is shown in Figure S4. The Fe 3p signal at each stage has been scaled by the

intensity of corresponding Si 2p signal, both recorded with hν = 1254 eV and with any

differences in photoelectron inelastic mean-free paths (IMFPs) and photo-ionization cross-

sections corrected for.
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Figure S4: Development of the Fe 3p core level for metallized 6H-SiC with increasing temper-
ature. The intensity of each Fe 3p peak has been normalized to the Si 2p intensity at the same
experimental stage, corrected for differences in IMFPs and photo-ionization cross-sections.
Annealing above 700 °C reduces the concentration of Fe near the surface by > 60%.
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