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Abstract

Nowadays, extensive expectation is given to large-scale and even ultra-scale floating
offshore wind turbine (FOWT) due to its potential in higher production efficiency.
This idea is desired by global market but constrained by multiple technical chal-
lenges. One of those challenges is that substructures can be vulnerable to fatigue
failure, for which the analytical methods and tools are not consummate enough.
With the motivation of extending the application scenario of currently-available
tools, a multi-body modeling method is practiced in this thesis.

Relevant input to the multi-body model is strictly controlled, returning very consist-
ent performance compared with that of the initial rigid-floater model. This modeling
scheme has the potential of being applied to fatigue analysis of floater hull. A tentat-
ive study to the dynamic response on floater hull is conducted. Although there exits
the deficiency in section properties, the calculated dynamic load can still provide
some insights into further study. The central column and pontoon are subjected to
dramatically- oscillatory loads. The design of central column and pontoon should
be circumspect to avoid severe fatigue failure. The results also indicate that the re-
sponse at locations close to central column has similarities, strongly affected by pitch
motions, while response of locations at the side is associated with surge motions.

The fully-coupled time domain simulations with 383 selected load cases are pro-
ceeded to evaluate the fatigue performance at tower base, since the sectional prop-
erty of this location is confirmed. It should be noted that the analysis is conservative,
since only wave and wind are aligned, coming from 0◦ direction. In this case, the
fore-aft bending behavior is dramatic. Fatigue damage generally increases towards
steeper wave and stronger wind. The most probable combinations of Hs and Tp
under each wind speed are found to be at average fatigue level at given wind speed.
Cases under each wind speed can be lumped into the most probable case at that
wind speed. The fatigue prediction using 11 most probable cases out of 383 cases
can return over 95% accuracy. If further simplifying the analysis using regression
approach, 3 cases can limit the relative error into 5%.

Briefly, the main contribution of this thesis work is to provide insights into numerical
modeling of floater hull and regularities of fatigue damage versus environmental
variables. Useful information regarding the response of such a ultra-large FOWT is
given as a reference for design and optimization.
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Sammendrag

I dag stilles det store forventninger til storskala og til ultraskala flytende hav-
vindmøller p̊a grunn av potensialet i høyere produksjonseffektivitet. Denne ideen er
ønsket av det globale markedet, men begrenset av flere tekniske utfordringer. En av
disse utfordringene er at underkonstruksjoner kan være s̊arbare for utmattingssvikt,
som de analytiske metodene og verktøyene ikke er komplette nok til. Med motivas-
jonen for å utvide bruksscenarioet til for øyeblikket tilgjengelige verktøy, praktiseres
en flerkroppsmodelleringsmetode i denne oppgaven.

Relevant input til flerkroppsmodellen er strengt kontrollert, og gir svært konsistent
ytelse sammenlignet med den opprinnelige modellen med stiv flyte. Dette mod-
elleringsskjemaet har potensial til å bli brukt til utmattelsesanalyse av flytersk-
rog. En tentativ studie av den dynamiske responsen p̊a flyterskrog er utført. Selv
om mangelen p̊a seksjonsegenskaper oppst̊ar, kan den beregnede dynamiske lasten
fortsatt gi noen innsikt i videre studier. Den sentrale søylen og pongtongen er utsatt
for dramatisk oscillerende belastninger. Utformingen av sentralsøylen og pongton-
gen bør være konservative for å unng̊a alvorlig tretthetssvikt. Resultatene indikerer
ogs̊a at responsen p̊a steder nær sentralsøylen har likheter, sterkt p̊avirket av stampe-
bevegelser, mens responsen til steder ved siden er assosiert med bølgebevegelser.

De fullt koplede tidsdomenesimuleringene med 383 utvalgte lasttilfeller fortsetter for
å evaluere utmattingsytelsen ved t̊arnbasen, siden seksjonsegenskapen til denne plas-
seringen er bekreftet. Det skal bemerkes at analysen er konservativ, siden bare bølge
og vind er p̊a linje, og kommer fra 0◦ retning. I dette tilfellet er bøyeadferden foran og
bak spesielt stor. Tretthetsskader øker generelt med brattere bølger og sterkere vind.
De mest sannsynlige kombinasjonene av Hs og Tp under hver vindhastighet er fun-
net å være p̊a gjennomsnittlig utmattelsesniv̊a ved gitt vindhastighet. Sjøtilstander
under hver vindhastighet kan grupperes sammen med andre mest sannsynlige tilfeller
ved den vindhastigheten. Tretthetsprediksjonen med 11 mest sannsynlige tilfeller
av 383 tilfeller kan gi over 95% nøyaktighet. Hvis analysen forenkles ytterligere ved
bruk av regresjonstilnærming, kan 3 tilfeller begrense den relative feilen til 5%.

Kort fortalt er hovedbidraget til dette oppgavearbeidet å gi innsikt i numerisk mod-
ellering av flyterskrog og regulariteter av utmattelsesskader versus miljøvariabler.
Nyttig informasjon om responsen til en slik ultra-stor FOWT er gitt som referanse
for design og optimalisering.
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Chapter 1

Introduction

1.1 Offshore Wind Energy

Sustainability has been the universally discussed topic in the past few decades.
The goal of sustainability plus technological development enables modern energy
dependence get transformed towards renewable energy. Among various options of
renewable energy, wind energy is both economically-viable and technically-mature,
and this option becomes desirable in energy industry. The installation and commer-
cial operation of onshore wind farms started in last century and has experienced a
rapid growth. The popularity of onshore wind farms has contributed to the global
energy transition. However, further improvement of power production from onshore
wind is limited by the available land space that can provide continuous and stable
wind resources. To surpass this limitation, the focus is expanded to the broad ocean
space, where the wind resources are more sufficient and reliable. Benefiting from
the accumulated technology and experience in the offshore oil and gas industry, the
idea of OWTs (Offshore Wind Turbine) becomes technically feasible [1].

Figure 1.1: Vindeby wind farm in Denmark.

https://www.siemensgamesa.com/en-int/explore/journal/2021/08/vindeby-30-anniversary-offshore

Up to today, offshore wind has played an important role in energy supply in many
countries [2]. After the first offshore wind farm (Vindeby in Denmark in Figure 1.1)
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was built up in 1991, in the past 3 decades, the offshore wind turbine installation
experienced a significant growth. Until 2021, there are in total 162 offshore wind
farms operating worldwide. The distribution of different wind farms operating in
Europe until 2021 is marked in Figure 1.2. Most of them are distributed around the
UK and Denmark.

Figure 1.2: Wind farm distribution in Europe.

https://windeurope.org/intelligence-platform/product/european-offshore-wind-farms-map-public

The pressure from the goal of carbon neutrality drives people to look towards more
productive offshore wind energy systems which have the capability to ease the urgent
need for the wind energy. As the cost of offshore wind (including both Opex and
Capex) has decreased to (78-125) $/MWh by 2020, estimated to decrease to (44-72)
$/MWh by 2050 [3], the proposal of larger wind turbine becomes both economically
and technically feasible. The improved price competence makes one of the drive
forces to upscale wind turbines in the global energy market.

1.2 Floating Offshore Wind Turbine

The offshore wind structures that came into operation in the early age applied
the bottom-fixed type of substructure design, like monopile structure and jacket
structure. Conventionally, the bottom-fixed offshore wind structures are installed
close to the shore, sited in the shallow water area. The requirement for structure
strength is very strict, coming along with the higher cost on steel structure, when
the design depth is increased.

Granted, exploitable shallow water sites are minor compared to deep-water areas.
Those deep-water areas contain great potential for wind power generation. One of
the feasible solutions that works for deep-water area is to apply floating offshore
wind turbine (FOWT). The FOWT is moored and stabilized by the mooring lines
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or tether legs fixed on the sea bottom. The cost-effectiveness of FOWTs was already
illustrated by Musial et al. [4]. Since then, floating offshore wind farms have been
given with extensive focus. This solution is quite promising for capturing wind
energy in the area of deep sea. Such confidence in FOWTs came from the promising
results of the first floating wind farm named Hywind Scotland operated from 2017,
as shown in Figure 1.3. The total capacity of this wind farm is 30 MW, and the
substructures are the spar-buoy design. After that, the confidence in FOWTs has
been increasing and more prototypes in different forms are come up with, such as
tensor leg platform (TLP) and semi-submerisble platform.

Figure 1.3: Hywind Scotland floating offshore wind farm.

https://www.windpowerengineering.com/worlds-first-floating-wind-farm-delivers-promising-results

The conception of FOWT has already existed for at least 20 years. The related study
of Henderson [1] demonstrated the feasibility of applying the floating design in oil
industry to the design of offshore wind substructure (including semi-submersible
and TLP). Unlike the bottom fixed offshore wind system, FOWTs confront more
complex coupling induced by both aerodynamic loads and hydrodynamic loads.
Moreover,these environmental loads are coupled with the transmission of mechan-
ical system, dynamic response of mooring lines and the elasticity in the structure.
Therefore, the system is a highly-coupled system, which gives large complexity in
designing and optimization.

1.3 Design Standard

The design of offshore wind structures should guarantee both functionality and op-
erational safety. When it comes to the aspect of safety, different design standards
should be satisfied, including designing criteria related to ultimate limit states (ULS)
and fatigue limit states (FLS). The standard related to ULS requires the structure
can sustain the extreme loads under the worst environmental condition. The veri-
fication is to compare the strength capacity with the extreme load under 100-year
environment condition. However, the fatigue life evaluation of the structure is more
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complex. since all the relevant cyclic load components can contribute to the fa-
tigue damage. With such complexities, fully-coupled time domain simulations are
repeated to get a relatively accurate estimation of the load response at different
locations. The load response time series can be used to produce the time series of
stress on the cross section. Based on the time series of stress on the cross section,
the equivalent stress range can be obtained through counting the load cycles. It is
the input of the referred SN curve provided in DNVGL-RP-C203 [5] to estimate the
fatigue damage. A safe design should satisfy that the estimated life expectancy is
longer than the designed life expectancy.

As the concept of large-scale FOWTs (10 MW) and even ultra-scale FOWTs (15
MW) are put forward, the fatigue issue can be intractable, since the load magnitude
is also upscaled. The substructures are subjected to dramatic dynamic loads, ex-
posed to high risk of fatigue failure. Efficient analytical methods and tools are
needed in the entire product life cycle (PLC). For example, in the production design
stage, very thorough numerical simulations and repeated experiments are exactly
practiced to guarantee the future operational safety. In the early design phase, a
simplified method of fatigue analysis is marked as applicable which is given to help
determine a prototype and support the lateral optimization work.

1.4 Review of Relevant Work

In the early design phase of FOWTs, a simplified method should be time-efficient,
convincing and easy-to-operate. If the time domain simulations are used for fatigue
analysis, the goal of a simplified method is to estimate fatigue damage at different
locations with fewer simulations. Regarding this goal, there are two main challenges.
The first challenge is to exploit the potential of today’s numerical simulation tool,
making it possible to return response at any locations of FOWTs. The second
challenge is to develop a proper method to reduce simulation workload for fatigue
analysis. Some studies related to these two challenges are reviewed in this section.

1.4.1 Relevant Work in Dynamic Analysis to Floater Hull

Conventionally, in the time domain simulations of offshore wind system, the tower,
blades and mooring lines are described as elastic beams, which enables the calcu-
lation of sectional response. The hull of floater is regarded as a rigid body. This
scheme is able to simplify the modeling procedure since the kinetic description of the
floater can be limited to a movable point. However, the inner response of floater is
unable to be captured. Several studies have explored the calculation of response on
the hull of floaters. Kvittem and Moan [6] studied the fatigue of a semi-submersible
platform. The fatigue damage was calculated through modifying the braces into
beam elements. Morison formulation is used to describe the hydrodynamics of those
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slender beams. Svendsen [7] studied the internal load of a TLP platform supporting
a 5 MW wind turbine, with potential flow theory being implemented in multi-body
hydrodynamics. Hegseth [8] used the same method as Svendsen [7] to study the
dynamic response of a semi-submersible platform. Brevik [9] applied the method
used by Svendsen [7], comparing with the result using Morison model. In his work,
the spar platform is divided into many sections to study the stress RAOs of both
10 MW and 15 MW FOWTs. The method applied by Svendsen [7], Hegseth [8] and
Brevik [9] simplified the modeling in state-of-the-art code namely SIMO/RIFLEX.
The method still needs to be improved, since the bias in rotational added mass
and damping is a little obvious for the semi-submersible case. Differently, Luan et
al. [10] adopted a method which strictly controlled the input to SIMO/RIFLEX
code where the entire semi-submersible floater was divided into 28 sub-bodies. This
method is more accurate but complicated comared with other methods. Further-
more, Liu and Takeshi [11] implemented this idea in another code named AQWA,
with one-third of the pontoons and braces of a semi-submersible being modified into
elastic connections to analyze the fatigue damage, giving that the horizontal loads
contributed most to the fatigue of pontoons. Based on the works mentioned above,
the technique used by Luan et al. [10] is refered and one-third of the objective
UMaine VorturnUS-S floater is modified into sub-bodies. Some cross sections are
defined to examine the loading behavior that occurs to the central column, pontoon
and side column.

1.4.2 Relevant Work in Reduction of Simulation Cases

When it comes to the simplification of fatigue analysis by reducing cases, there have
been different studies working on this issue. Most of them made progress for the
bottom-fixed offshore wind system. For the simplification of fatigue study of bottom
fixed floating wind system, many studies focused on the simplification of environ-
mental condition set. The sampling strategy of lumping environmental condition
was explored by those studies. Passion and Branner [12] applied a wave lumping
method for condensation of the wave climates. This method did not take the coup-
ling between the lumped wave climate and the wind climate into consideration. The
different strategies of wave lumping were compared and a new method was come
up with, which presented better performance. Passon [13] has also developed a new
wind-wave correlation method, based on the damage contour lines, compared with
existing methods. The method of Passon returned quite accurate hydrodynamic
fatigue damage at all selected locations, but there was a high requirement for the
quality of wind-wave correlation established. Zwick and Muskulus [14] explored two
methods, piece-wise linear approximation and multi linear regression to train the
data from different jacket platform with varying wind speed and lumped sea state.
This method could provide good accuracy but required additional time for training
the model. Velarde and Bachynski [15] applied a parameter named fatigue damage
parameter (FDP) to associate the environmental parameters with the fatigue dam-
age of a monopile substructure. After that, the most representative sea states were
selected based on the long-term distributions of wind and wave to reduce calculation
effort. This approach gave 90% accuracy with 30% of total number of conditions.
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Häfele et al. [16] studied two jacket platforms and applied a sampling strategy that
the full set was divided into subsets based on the probability. This methods had
the potential to reduce the computational effort but produced large error when the
subset was too small. Instead of focusing on environmental conditions alone, Stieng
and Mukulus [17] focused on the damage of each load case and applied the severity-
based sampling method, getting 30 load cases out of 3647 produced less than 2%
error. Most of these studies also indicated that the wave load contributed most to
the fatigue damage of the substructure.

When it comes to the fatigue analysis of FOWTs, due to the non-linearity in the
system, there is higher complexity in the relationship between stress response and
environmental loads. The existing studies of reducing simulations does not apply
the methods mentioned above. More complicated strategies like aritificial neural
networks (ANN) are exploited in the study of fatigue of FOWTs. Stewart [18] ex-
plored four different strategies to simplify the fartigue analysis of a spar-buoy and
a semi-submersible floating wind system. Among these strategies, the bin reduction
and probability-based sampling can produce quite accurate results with fewer sim-
ulations, however, the results of response surface method lacks of fidelity. Müller et
al. [19] combined response surface method with stochastic techniques. The statistical
characteristics of environmental parameters were taken through Latin Hypercube
Sampling (LHS), while the simulation results were put into ANN model to establish
the response surface. However, the convergence requires at least around 100 samples
and there was uncertainties in the ANN results. Also, Müller and Cheng [20] applied
sobol sequence based on Monte Carlo sampling procedures to select representative
load cases for sampling. The convergence results indicates 200 samples can give
90% confidence of the damage estimation. Kim et al. [21] developed a frequency
domain approach considering wind and wave loads. The stress transfer function was
developed utilizing ANN model. This method regarded the wind and wave loads as
independent from each other, and the superposition principle was used. The effect-
iveness of reducing computational effort was optimistic, but the accuracy needed
improvement through adjusting the ANN model. The ANN model can be a power-
ful tool to perform the regression study to the data set, but it requires additional
training time with existing data.

The methods discussed above have different complexity. From the perspective of
the author, the preferable method should be as simple and time-saving as possible.
Some complicated sampling technique and ANN focus on the data itself. However,
a general solution should be developed from the mechanism behind interactions
between the structure and environment. The correlation between fatigue damage
and environmental variables as well as related mechanism are important for reason-
ing the fatigue result. Therefore, if there is relationship between environment and
fatigue damage, a lumping method is preferable to simplify the fatigue analysis from
the perspective of the author of this thesis.
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1.5 Thesis Scope & Outline

As described in the background, the topic of this thesis is put forward due to the
interest in the further implementation of ultra-scale concept model. The safe oper-
ation of FOWTs in this scale can be gravely threatened by the risk of fatigue failure
at substructures. To make the analysis in early-phase design efficient and reliable.
Improvement in modeling and analysis is state-of-the-art. Driven by the motivation
of pushing the offshore wind industry into a high-power era, the thesis works on the
improvement of numerical modeling. The fatigue regularity of an ultra-scale FOWT
is also explored to provide designers some insights to the fatigue problem.

With the background and motivation that are introduced, the following chapters
focus on relevant theory, modeling details and results from fatigue analysis.

In chapter 2, the basic theories and methods are introduced, including the theories
applied in the integrated time domain analysis, principally regarding hydrodynamics
and aerodynamics. Also the theory and methods of fatigue study is presented.

In chapter 3, the information about the selected FOWT model is introduced and
environment conditions of selected working site is described. The model information
and environmental conditions are the inputs to the simulation tasks for coupled
analysis.

In chapter 4, numerical modeling process of the selected FOWT is documented.
SIMO/RIFLEX in SIMA is the main numerical tool used for fully-coupled time
domain simulations. The model implemented in this chapter contains flexible blades,
mooring lines, tower and a rigid floater. This chapter includes some testing results
of the time domain simulations and the model is verfied through comparison with
results in IEA report [22].

In chapter 5, an improvement towards a more advanced modeling scheme is dis-
cussed, which enables the capture of dynamic responses on the floater itself. The
newly-built flexible-floater model is compared with the rigid-floater model for keep-
ing kinetic and dynamic consistency. The cross-sectional response at column and
pontoon are presented as reference for design and optimization.

In chapter 6, large number of simulations are proceeded for fatigue analysis. regu-
larities from simulations are summarized. The data from simulations are processed
to find out a simplified manner for estimating fatigue damage.

In chapter 7, the findings from simulation results are summarized and recommend-
ations for future work are listed.
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Chapter 2

Theoretical Background

2.1 Time Domain Simulations

When it comes to the hydrodynamic analysis of the offshore structures, the fre-
quency domain approach has been universally applied in the offshore oil and gas
industry. With the knowledge and tools for floating structure analysis, the pre-
liminary analysis of FOWT applied the linearized frequency domain approach to
examine the feasibility of the design. This method works efficiently based on lin-
ear potential flow theory to obtain the RAO as well as eigenfrequencies [23, 24].
However, the frequency domain analysis cannot implement the strong non-linear
dynamic characteristics [25, 26, 27]. Furthermore, the transient events including
system control and wind turbine fault can not be modeled in the frequency domain
approach [26]. To implement the aero-hydro-servo-elastic features and emulate those
transient events, a fully-coupled time domain simulation approach was recommen-
ded. The corresponding simulation tools have also been developed and examined
by the market [28] to fulfill the fully-coupled time domain simulations. One of the
commonly-used tool is the open-sourced tool named OpenFast containing Aerodyn
and Hydrodyn modules developed by NREL. It has abundant interface with other
tools for further analysis, as stated in FAST user’s guide [29]. The other mature
tool is the SIMO/RIFLEX code provided by Sintef Ocean [30, 31]. With devel-
opment, the aerodynamic module is integrated with the SIMO/RIFLEX in SIMA.
The SIMO/RIFLEX can also couple with WAMIT to account for the distributed
hydrodynamic load. This set of codes is the tool utilized for the work of this thesis.

When it comes to the fully-coupled time domain simulations repeated into many
iterations for the full assessment of fatigue issue, various variables related to wind,
wave and current are needed to be considered [19].

• For the wind itself, the variables include wind speed, wind direction, turbulence
intensity, wind shear, wind spectrum and coherence structure.

• For the wave itself, the wave height, period, wave direction and wave spectrum
should be considered.
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• For the current, there is the consideration of current speed, direction and
vertical profile.

Most of the studies only took the wind and wave into account, if focusing on the
fatigue of tower and hull body. The reason for this can be that the current con-
tributes to the mean load on the body, while the load cycle matters for the fatigue
problem. Also, the simulation bin sizes and time length can affect the accuracy of
the results. Several studies investigated this issue. Kvittem et al. [32] studied the
difference between the fatigue estimate of 6 realisations of 1-h time length and that
of 10 3-h realisations. Kvittem and Moan [6] emulated 10 realisations of 197 3-h
environmental conditions and pointed out that 1-hour simulations only returns 4%
RMS error compared to 3-hour simulations. It turns out that suitable bin sizes can
be 2 m/s for wind, 1 s for wave periods and 1 m for wave heights. This setting
can be used for producing quite convincing fatigue damage estimation. The further
discussion about details of time-domain simulations is in Section 4.

2.2 Aerodynamic Loads

The aerodynamic loads acted on the wind turbine has significant contribution to
the global dynamic response. The integration of lift and drag force at the airfoil
cross sections gives the thrust force and torque. The thrust spurs the surge and
pitch motions of the structure. The torque provides the force driving the turbine
to spin. It causes slight roll motions, since there is a torque being transferred
from generator to the floater while the turbine is spinning. The frequency of the
rotation of wind turbine is also important for the design. The noted frequencies
mainly include the rotation frequency of the rotor and the blade passing frequency,
namely 1p and 3p frequencies. The two frequencies are important when perform-
ing the spectrum analysis, checking if there is resonance between bending behavior
of the structure components and the rotation of the wind turbine. For the ana-
lysis of aerodynamic load on the wind turbine, the BEM and GDW are the ideal
methods compromising both accuracy and computational efficiency, compared with
1-dimensional momentum method and conventional CFD method. The BEM ap-
proach is based on the momentum theory and theory of airfoil. In the Section 2.2.1,
the one-dimensional momentum theory and Betz limit are introduced. The basics of
airfoil are introduced in Section 2.2.3 and the BEM approach is described in Section
2.2.4.

2.2.1 One-dimensional Momentum Theory and Betz Limit

The thrust and power of an ideal wind turbine can be determined with the one-
dimensional actuator disk rotor model. This model assumes the flow to be homo-
geneous, incompressible and steady-state. The conservation of momentum can be
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expressed as
T = v0(ρA0v0)− v1(ρA1v1) (2.2.1)

The frictional force is neglected and the Bernoulli equation is applied on either side
of the rotor.

P0 +
1

2
ρv20 = PA +

1

2
ρv2A

PB +
1

2
ρv2B = P1 +

1

2
ρv21

(2.2.2)

Here, it is assumed that the flow is continuous the velocity on the left should be
equal to the velocity on the right, denoted vA = vB. The pressure far from the disk
should also be equal, P1 = P0. The pressure drop can be obtained by the difference
of the two equations in Equation 2.2.2. The thrust force is equal to the pressure
drop integrated in the rotor disk area.

T =

∫
A

(PA − PB)dA =
1

2
ρA(v20 − v21) (2.2.3)

The thrust force can also be expressed as the momentum in unit time when the flow
passes the rotor disk. ṁ is the net mass of the flow.

T = ṁ(V0 − V1)

ṁ = ρAvA = ρAvB
(2.2.4)

With the equation Equation 2.2.3 and Equation 2.2.4, the vA = 1
2
(v0 + v1). The

axial induction factor is defined as follow.

a =
v0 − vA

v0
vA = v0(1− a)

V1 = v0(1− 2a)

(2.2.5)

The power captured by the rotor is equal to the change in kinetic energy. With
this relationship, an expression with the axial induction factor a is written as Equa-
tion 2.2.6.

P =
1

2
ρAvA(v

2
0 − v21) =

1

2
ρv304a(1− a2) (2.2.6)

The maximum power production can be obtained when the dP
da

= 0, of which the
solution is a = 1

3
. The power coefficient can be defined as Cp = P

1
2
ρv30A

. It can be

expressed with axial induction factor a only.

Cp = 4a(1− a)2 (2.2.7)

The solution of the maximum power production gives the maximum power coeffi-
cient. This is called the Betz limit. The CPmax = 16

27
.
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2.2.2 Wake Rotation

In practice, the torque exerted by the blades causes the flow to rotate (opposite the
direction of the rotor). Since the turbine gives kinetic energy to the wake, a rotating
turbine cannot achieve the hypothetical Betz limit. But when the tip speed ratio
is improved, the power coefficient will be very close to the Betz limit. The angular
velocity imparted to the free stream is defined as ω and the angular velocity of the
rotor as Ω. The angular induction factor can be defined as a′ = ω

2Ω
. The equation

of pressure jump considering the wake rotation can be written as

PB − PA = ρ(Ω +
1

2
ω)ω2 (2.2.8)

Based on the conservation of momentum, the thrust and torque can be written into

dT = 4a(1− a)
1

2
ρv202πrdr

dQ = 4a′(1− a)
1

2
ρv0Ωr

22πrdr
(2.2.9)

2.2.3 Basics of Airfoil

Before introducing the BEM method, the basics of airfoil should be introduced. The
general working principle of the airfoil cross section is illustrated by the Figure 2.1.

Figure 2.1: Velocity triangle of blade cross section [33].

When the air passes the airfoil, the pressure difference between the upper surface
and lower surface produces the lift force, while the pressure loss generates the drag

11



force. The lift force and drag force coefficients can be written as

CL =
L/l

1
2
ρU2c

CD =
D/l

1
2
ρU2c

(2.2.10)

In the equations the L and D are lift and drag force respectively, while the c is the
camber length. When summing up the normal and tangential components of lift
and drag forces, the thrust and torque of unit length of wind turbine can be written
into

dT = B(L cosϕ+D sinϕ)dr

dQ = B(L sinϕ−D cosϕ)dr
(2.2.11)

In these equations, B is the number of blades and the dT and dQ are the thrust and
torque of unit radius respectively.

2.2.4 Blade Element Method (BEM)

The BEM method is a iteration method based on the momentum theory and airfoil
theory. The normal and tangential induction factors is approximated with values to
calculate the flow angle according to the Equation 2.2.12. With the Equation 2.2.10
and Equation 2.2.11, the angle of attack and the lift and drag coefficients can be
obtained. Then, the induction factors can be updated using the relation in Equa-
tion 2.2.9.

a =
1

4 sin2 ϕ

n
+ 1

a′ =
1

4 sinϕ cosϕ

t
+ 1

(2.2.12)

If the solution has converged, the process ends. If not, the flow angle has to be
recalculated with the updated induction factors and the process mentioned above
should be repeated. The equations of the BEM method described so far demands
some necessary corrections. The Prandtl correction corrects for flow around the
blade tip, which may result in the tip of the blade producing less aerodynamic force.
The Glauert Correction corrected the induction factors greater than 0.5, since the
wind velocity in the far wake would be negative.

There is also the dynamic wake effect that should be considered. The reaction of
the induced velocities to the change of wind speed is slow due to the shedding and
downstream convection of vorticity. Dynamic wake effects are most apparent for
heavily loaded rotors, of which the induction factors are large. In a BEM code,
this effect can be modeled by the Stig Øye dynamic inflow model, which acts as a
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filter for induced velocities [34]. The dynamic stall is another issue needed to be
considered. Due to the dynamic incoming wind, there are sudden attachment and
re-attachment of flow, and the angle of attack is actually always changing. There
is a time lag for the aerodynamic load to react to the change of attack angle. The
consequence of such a time lag is that the transient loads can be large, as the airfoil
might still experience a high lift coefficient after a sudden increase in wind speed.
The aerodynamic module used in SIMA is based on the BEM method. It is used
for the calculation of wind load in this thesis.

2.3 Hydrodynamic Loads

When it comes to the calculation of hydrodynamic loads, the potential flow theory
and Morison equation are commonly used. They are applied for different conditions
due to that the dominant force component varies with the geometry characteristics
like the size, as illustrated in Figure 2.2.

Figure 2.2: Regions of applying formula of wave loads [35].
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In Figure 2.2, the effect of drag force increases along the y axis as the wave height is
increased, while the effect of diffraction increases along the x axis as the wave length
is decreased. The size of the components of semi-submersible floaters is located in
the region 4, where the diffraction is important and drag effect is non-negligible.
Linear potential flow theory considering drag effect is befitting this scenario. When
it comes to the mooring lines, the drag effect is significant and the diffraction ef-
fect is negligible due to the small diameter of cross section. Morison equation is
appropriate for hydrodynamics of mooring lines. In this section, the hydrodynamic
analysis based on potential flow theory is expounded and Morison equation is briefly
introduced.

2.3.1 Linear Potential Flow Theory

The hydrodynamic problem of a semi-submersible floater can be resolved through
combining linear potential flow theory and dynamic rigid body motion equations.
Linear potential flow theory is sufficient to describe the flow behavior in this scenario.
The motion of the floater can be described through establishing the equation of rigid
body motions, while the coefficients are computed based on potential flow theory. To
calculate the hydrodynamic coefficients using potential flow theory, the problem can
be the superposition of two parallel sub-problems (diffraction problem and radiation
problem) [36].

• When considering the diffraction problem, the body is assumed to be re-
strained from oscillation. It interacts with the incident waves. The incident
wave imposes forces and moments to the body, which consist of the Froude-
Krylov and diffraction forces.

• In the radiation problem, there is no incident wave inflicted to the body. The
body is forced to oscillate in its six degrees of freedom. The loads are due
to the interaction between the water and body when the body is oscillating,
which gives the added mass, damping and restoring force components. The
added mass and damping forces are associated with the dynamic pressure due
to the body motions. The hydrodynamic restoring force is caused by the
variation of the hydro-static pressure. These forces with unit acceleration,
velocity and displacement make the hydrodynamic coefficients on the left side
of the dynamic equilibrium.

The total time-dependent velocity potential can be written as the linear combination
of the velocity potentials of diffraction and radiation problems. The capital letter Φ
is marked as the time-dependent velocity potential.

Φtotal = Φdiffraction + Φradiation (2.3.1)

For the diffraction problem, the load imposed on the wet body can be splited into
two parts. Imagining there is no existent object to interfere the flow, the flow just
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generate force with the velocity potential of Φ0. The load caused by the incident wave
itself is called Froude-kriloff load. Also, the existence of the body changes the moving
direction of the flow, generating waves. The generated wave introduces additional
load. This phenomenon is exactly called diffraction, giving the velocity potential
ΦD, and corresponding load is named diffraction load. The velocity potential can
be written as the sum of ϕ0 and ϕD.

Φdiffraction = Φ0︸︷︷︸
incident

+ ΦD︸︷︷︸
diffraction

(2.3.2)

Then the wave excitation load can be written as

Fexc,k = −
∫
SOB

ρ
∂Φ0

∂t
nkdS −

∫
SOB

ρ
∂ΦD

∂t
nkdS, k=1,2,3,4,5,6 (2.3.3)

Here, the k numbers the direction of the force or moments. The transfer function
of excitation force is defined as the excitation force introduced by unit wave height,
which is used in the numerical simulations. The wave spectrum is predefined and
the excitation load is calculated through multiplying wave height with the transfer
functions.

Xk =
Fexc,k

ζa
, k=1,2,3,4,5,6 (2.3.4)

For the radiation problem, as mentioned, the load is caused by the wave generated
by the oscillation of the body. The velocity potential can be written as

ΦR = R

{
6∑

j=1

η̇jϕj

}
, j=1,2,3,4,5,6 (2.3.5)

Here, j denotes the degree of freedom of motions. η means the oscillatory motions
in six degree of freedom.

ηj(t) = R
{
ηja e

iωt
}
, j=1,2,3,4,5,6 (2.3.6)

With the velocity potential, the radiation force can be derived as Equation 2.3.7.
SOB means the surface area of wetted body. As mentioned, the hydrodynamic
restoring force is caused by the variation of the buoyancy. It is associated with the
hydrostatic pressure. The added mass and damping forces are connected with the
dynamic pressure due to the body motions. The radiation force can be written as
the sum of added mass and damping force.

Frad,k = −
∫
SOB

ρ
∂ΦR

∂t
nkdS =

6∑
j=1

−{Akj η̈j +Bkj η̇j}, k,j=1,2,3,4,5,6 (2.3.7)
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2.3.2 Descritized Added Mass, Damping Coefficients and
Transfer Functions of Excitation

The hydrodynamic added mass, damping and excitation force of each panel can be
obtained through integrating the pressures from radiation and diffraction potentials.
The Wamit output OPTN.5P file gives the pressure components for computing the
hydrodynamic coefficients. The linear dynamic pressure can be written as the time
derivative of the velocity potential according to Bernoulli’s equation.

P = −ρ
∂Φ

∂t
(2.3.8)

the time-dependent velocity potential can be written into the space-dependent ve-
lovity potential multiplied by a harmonic time-dependent term

ΦD(x, y, z, t) = R
{
ϕD(x, y, z)e

iwt
}

(2.3.9)

The time-dependent diffraction pressure can be written as

PD = −i ω ρΦD(x, y, z, t) (2.3.10)

Then, the space-dependent diffraction pressure can be written as

pD = −i ω ρ ϕD(x, y, z) (2.3.11)

The excitation force term is found by integration of velocity potential of diffraction
over the wetted body surface.

Xj = −iωρ

∫∫
SB

ni ϕD dS =

∫∫
SB

ni pD dS, j=1,2,3,4,5,6 (2.3.12)

The radiation velocity potential is defined as

ΦR = R

{
iω

6∑
j=1

ηj ϕj,

}
j = 1, 2, 3, 4, 5, 6 (2.3.13)

The space-dependent radiation pressure due to unit motion can be written as

pRj = ω2 ρ ηaj ϕj, j=1,2,3,4,5,6 (2.3.14)

The added mass and damping coefficients can be obtained through integrating the
radiation velocity potential. It can be finally written as the expression with the
dynamic pressure caused by unit motion.

Ak,j −
i

ω
Bk,j = ρ

∫∫
SB

nk ϕj =
1

ω2

∫∫
SB

nk
pRj

ηaj
dS, j, k=1,2,3,4,5,6 (2.3.15)
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In Wamit, the lower-order panel method is used, which assumes the velocity po-
tential on each panel is constant. Then, the hydrodynamic coefficients can be cal-
culated in a simplified manner. The pressure on the panel can be written as the
multiplication of the panel area and averaged pressure. The dS in the formula is
the area of panel, of which the value equals to 1. When it comes to the added mass,
damping coefficients and transfer function of excitation force on individual panels,
Equation 2.3.16 is used to get the distributed transfer functions of excitation force,
added mass and damping coefficients, applied in the computer program Wamit [37].

Xj,pnl = nk pD dS

Ak,j,pnl −
i

ω
Bk,j,pnl =

1

ω2
nk

pj
ηaj

dS
(2.3.16)

2.3.3 Hydrodynamics of Flexible Multi-body Model

The hydrodynamic added mass and damping coefficients as well as excitation force
transfer function of each section predefined are obtained through integrating over
each panel on the surface of the wet body. The output from Wamit code includes:

• Added mass matrix [6 x 6]

• Damping matrix [6 x 6]

• Transfer function of excitation force vector [6 x 1]

There are 60 wave periods defined and 11 wave directions of incident waves, the
algorithm is to loop over the 60 periods to get the added mass and damping of each
wave period, and get the excitation force transfer function of each wave period under
each wave direction. Therefore the target matrix or vector size for each section are
as follows

• Added mass matrix [60 x 6 x 6]

• Damping matrix [60 x 6 x 6]

• Transfer function of excitation force vector [60 x 11 x 6 x 1]

The hydrodynamic terms for a given section is the summation of that on each panel
within the section. If there is N panels on the given section, the sectional added
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mass, damping and excitation force can be written as

Asec =
N∑

n=1

Apnl,n

Bsec =
N∑

n=1

Bpnl,n

Xsec =
N∑

n=1

Xpnl,n

(2.3.17)

2.3.4 Hydro-static & Gravitational Loads on Flexible Multi-
body Model

The hydro-static loads acted on the body contributes to the motion of the platform
and calculation of internal forces. The restoring coefficients and gravity distribu-
tion should be given reasonably, which can accurately describe both motion and
mechanical behavior of the platform. The restoring force and moment due to wa-
ter pressure and buoyancy movement can be calculated with the formula given in
Wamit theory manual [38] as listed in Equation 2.3.18. Among these two equations,
η⃗ = [η1, η2, η3, η4, η5, η6]

T is the vector of 6-DOF motions, of which the former three
terms represent the translational motion and the other three represent rotational
motions. This can also be written as η⃗ = [ζ⃗ , θ⃗]T . x⃗ = [x, y, z]T and n⃗ = [nx, ny, nz]

T

are the vector of location under global coordinate and normal vector respectively.
Equation 2.3.18 given with unit translational and rotational motion can compute
the C matrix, which is [6× 6].

Fres =− ρg

∫ ∫
SB

(θ⃗ × n⃗)zdS

− ρ

∫ ∫
SB

n⃗g(η3 + η4y − η5x)dS

Mres =− ρg

∫ ∫
SB

(x⃗× n⃗)(η3 + η4y − η5x)dS

− ρg

∫ ∫
SB

(ζ⃗ × n⃗)zdS

− ρg

∫ ∫
SB

[θ⃗ × (x⃗× n⃗)]zdS

(2.3.18)

In addition, the moment introduced by the movement of gravity when there is an
angle of inclination contributes to pitch and roll motions. This moment can be
written as

M (4)
grav = mgzgθ1

M (5)
grav = mgzgθ2

(2.3.19)
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The stiffness matrix introduced by hydro-static loads and gravity can be written as

K =


0

0
C33 C34 C35

C43 C44 −mgzg C45

C53 C33 C55 −mgzg
0

 (2.3.20)

The K matrix of each panel on the wet surface can be calculated using the formula
mentioned above and integrated over each section predefined. This can produce the
sectional stiffness needed for describing the motions of the entire platform.

Ksec =
N∑

n=1

Kpnl,n (2.3.21)

2.3.5 Morison Equation

For slender system like the mooring lines, the Morison formula is sufficient to account
for the hydrodynamic load effect. The Morison formula is written as

F = ρCm V u̇︸ ︷︷ ︸
Inertia

+
1

2
ρCd Au |u|︸ ︷︷ ︸

Drag

, (2.3.22)

The Morison’s equation is a semi-empirical formula for the in-line force. There are
two empirical hydrodynamic coefficients, the Cm is the coefficient of added mass
and the Cd is the drag coefficient. The first force component is the inertia (mass)
term, which coincides with the excitation force based on potential-flow long-wave
approximation (when Cm = 2). This means the validity is restrained to large wave
length compared to the diameter. The valid range is given as λ/D > 5. The drag
force is the in-line viscous force. It is connected with the pressure loss due to the
boundary layer and the flow separation and with the frictional stresses along the
body. The Cm and Cd are associated with Re, KC numbers and roughness [39]. For
calculation convenience, the Cm and Cd are usually assumed to be constant.

2.4 Rigid Body Motion & Retardation Function

If the floater of FOWT is regarded as a point, the motion of the floater can be
described by the equilibrium of rigid-body motion. The equilibrium can be written
as

(M + A)x
′′
+Bx

′
+ Cx = Fexc (2.4.1)
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In the equilibrium, M is the mass of object, A is the added mass, B is the damping
coefficient and C is restoring stiffness. The x represents the unknown displacement,
excited by the excitation force marked as Fexc. Since the motion or the excitation is
associated with the wave elevation, which can be written into the form with eiωt+ϵ.
If differentiating two sides of Equation 2.4.1, the frequency-domain formulation for
a linear system can be written as Equation 2.4.2. What should be noticed is that
here the restoring term is given with C matrix which is expressed by hydro-static
pressure, since the program has introduced the gravity effect. If the gravity effect is
not additionally considered, the C matrix here should be replace by K matrix given
in Equation 2.3.20.

−ω2(M + A(ω))x(ω) + iωB(ω)x(ω) + Cx(ω) = Fexc(ω) (2.4.2)

Since time domain simulation is the approach used for analysis, the frequency-
domain hydrodynamic coefficients should be transferred to time domain. Applying
the Inverse Fourier Transform, the Equation 2.4.2 can be written into

−ω2(M + A∞)x(t) +

∫ ∞

−∞
(iωa(ω) + b(ω))iωx(ω)eiωtdω + Cx(t) = fexc(t) (2.4.3)

The second term with an integration is the convolution term. This term reflects that
the radiation force has a memory effect. In the time domain simulation, this can be
described by the retardation function, the retardation function can be defined as

k(τ) =
1

2π

∫ ∞

−∞
(iωa(ω) + b(ω))eiωτdω (2.4.4)

The equation of motions can be written into

(M + A∞)ẍ(t) +

∫ ∞

−∞
k(t− τ)ẋ(τ)dτ + Cx(t) = fexc(t) (2.4.5)

The second term is the convolution of the retardation function and velocity. The re-
tardation function is what is used in the SIMO program to transform the frequency-
domian input to time-domain input. it is used for estimating the radiation forces
on the body in time domain analysis.

2.5 Beam Formulation

In the fully-coupled analysis of FOWTs, the rigid bodies are modeled as points
connected by beam elements, for example, the hub is connected to the floater by the
tower. The assumption for the mechanics of beams is Euler-Bernoulli beam theory
which assumes the material to be linear-elastic. The Euler-Bernoulli beam is shown
in Figure 2.3.
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Figure 2.3: Euler-Bernoulli beam illustration.

https://commons.wikimedia.org/wiki/File:Euler-Bernoullibeamtheory.png

The relationship between external distributed load and deflection of the beam can
be written as

d2

dx2
(EI

d2w

dx2
) = q(x) (2.5.1)

In Equation 2.5.1, q is the external load, E is the Young’s module, I is the inertia of
cross section, and w is the curvature. Based on D’Alembert’s principle, the inertia
force can be regarded as a correction to the external load. This helps associate the
equilibrium with the structural mass. The equilibrium can be rewritten into

d2

dx2
(EI

d2w

dx2
) + ρA(x)

d2w

dt2
= q(x, t) (2.5.2)

The equation can be solved only if the EI and ρA are constant. Using a letter µ to
replace ρA, this equation can be further written into

EI
d4w

dx4
+ µ

d2w

dt2
= q(x, t) (2.5.3)

This is the dynamic equilibrium of the vibration of a beam after receiving impulse.
The solution of the partial differential equation (PDE) is the oscillation time series.
The d2w

dx2 can be solved using Raleigh-Ritz method, which assumes the solution as a
sum of assumed functions, or it can be solved through Finite Element (FE) method.

The solution can be used for the calculation of cross-sectional bending moment and
shear force as follows.

M = −EI
d2w

dx2

Q = − d

dx
(EI

d2w

dx2
)

(2.5.4)
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2.6 Fatigue Damage Analysis

The fatigue failures of the components of structures result from the cycled loading
history. Usually for engineering structures, the loading history is random. To build
up a reference standard to predict fatigue damage or fatigue life, the crack formation
can be divided into two stage, the crack initiation stage and crack growth stage. The
Paris law is used to describe the crack growth above a certain threshold.

da

dN
= C∆Km (2.6.1)

Here, The da
dN

is the crack growth rate, C and m are constant values. The ∆K is
the range of stress intensity factor. This is defined based on linear elastic fracture
mechanics (LEFM). It is expressed as

∆K = ∆S
√
πaF (2.6.2)

F is the parameter accounts for the geometry shape. The Equation 2.6.2 gives the
relationship between crack growth rate and local stress intensity around the crack
tip. Then the fatigue life can be obtained by intergrating the dN .

N =

∫ af

ai

da

da/dn
=

∫ af

ai

da

C(∆S
√
πF )mam/2

=
a
1−m/2
f − a

1–m/2
i

C(∆S
√
πF )m(1–m/2)

(2.6.3)

2.6.1 SN Curve

Adapting Equation 2.6.3 into logarithmic form, the SN curve formula can be ex-
pressed as

logN +mlog∆S = logA

A = C(
√
πF )m (1–m/2)

(2.6.4)

The empirical SN curve given in DNVGL-RP-C203 [40] refers to plate thickness of
25mm. There is a need of recalculating the equivalent stress range when the given
thickness is larger.

∆S = ∆Sref

(
tref
t

)k

(2.6.5)

The SN-curve given in DNVGL-RP-C203 [40] is shown in Figure 2.4, the turning
points around 10−7 have taken the low cycles into consideration.
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Figure 2.4: SN-curve in DNVGL-RP-C203.

The fatigue design limit state of marine structures generally follows the SN curve
given in DNVGL-RP-C203. The input of the SN curve should be the equivalent
stress range obtained from random load history.

2.6.2 Rain Flow Counting

The rainflow counting [41] is a commonly used technique to get the equivalent stress
range from the history of random loads. The important random loads include axial
force Fa, fore-aft bending moment My and side-side bending moment Mz. The
normal stress time series is computed from the times series of these loads d through

S(t) =
Fa(t)

A
+

My(t) z

Iy
+

Mz(t) y

Iz
(2.6.6)

The general idea of train flow counting is to count the cycles of the strain deform-
ation. The count of load cycles is done by finding terminations of flow. The flows
terminates when it merges with the flow starts from previous tensile peak or it en-
counters an opposite tensile peak with larger amplitude. Also, it ends at the end of
time series. The process is shown in the Figure 2.5, where the half cycles counted
include 0-1, 1-2, 2-3, 3-4, 4-5. The WAFO toolbox [42] provides the functions to
perform the rainflow counting.
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Figure 2.5: Rainflow counting example.

https://commons.wikimedia.org/wiki/File:Rainflow counting vs stress-strain curve.svg

After counting the load cycles, the equivalent stress range can be calculated through

∆Seq =

[∑
i ni(∆Si)

m∑
i ni

]1/m
(2.6.7)

For the continuous load history, the load cycles can be assumed to follow a 2-
parameter Weibull distribution. The equivalent stress range is the input of SN
curve.

∆Seq =
∆S0

(lnn0)1/h

[
Γ
(
1 +

m

h

)]1/m
(2.6.8)

To calculate the fatigue damage, the Miner sum rule is used

D =
∑
i

ni

Ni

(2.6.9)

The exact 1-hour fatigue damage contribution under each working condition should
be multiplied with the probability of that working condition, which can be noted as
D∗. If the working condition is determined by wind speed, significant wave height
and time period, the fatigue damage contribution can be written as

D∗ = D fUw,Hs,Tp(u, h, t) (2.6.10)

The total fatigue damage considering all possible working conditions can be written
as

D∗
tot =

n∑
i=1

D(i) f
(i)
Uw,Hs,Tp

(u, h, t) (2.6.11)
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Chapter 3

Wind Turbine Parameters &
Environmental Conditions

Figure 3.1: General properties of UMaine model [22].

This section principally prepares for the practice of time domain simulations. The
input to the simulation tool is the model information and environmental state. A
general description of the concept of 15 MW FOWT is described first. After that,
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the target site and related environmental model is introduced.

3.1 Description of 15 MW Floating Wind System

The model selected for the study in this thesis is the IEA Wind 15-Megawatt off-
shore wind turbine [43]. The corresponding supporting structure is the UMaine
VolturnUS-S platform. This platform is a semi-submersible floating structure stablized
by buoyancy and mooring lines. It has the pros of high flexibility and easy installa-
tion. It also has the cons including large footprint on the seabed and large relative
translational motions. In the work of this thesis, the substructure of the 15 MW
FOWT is focused. The concept model of tower and floater is shown in Figure 3.2.

Figure 3.2: Concept Model of the substructure.

3.1.1 Tower Description

The general properties of the tower is given by the IEA report [22]. As described
in the report, the tower was designed as an isotropic steel tube with high stiffness.
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The designed fore-aft and side-side bending frequency was out of the 1P and 3P
frequency. The properties are listed in Table 3.1.

Parameter Value Units
Mass 1263 tonne
Length 129495 m
Base Outer Diameter 10 m
Top Outer Diameter 6.5 m
1st Fore-Aft Bending Mode 0.496 Hz
1st Side-Side Bending Mode 0.483 Hz

E 2.00e+13 Pa
G 7.93e+12 Pa
ρ 7850 kg/mˆ3

Table 3.1: Properties of floating tower.

Along the tower, the cross section and thickness are varying. The numerical model
built in SIMA follows the parameters of each cross section listed in Table 3.2.

Height [m] Outer Diameter [m] Thickness[mm]
15.000 10.000 82.954
28.000 9.964 83.073
41.000 9.967 82.799
54.000 9.927 29.900
67.000 9.528 27.842
80.000 9.149 25.567
93.000 8.945 22.854
106.000 8.735 20.250
119.000 8.405 18.339
132.000 7.321 21.211
144.000 6.500 21.211

Table 3.2: Tower dimensions of different cross section.

3.1.2 Floater Description

The floater of the IEA 15 MW model is composed of one central column and three
side columns which are connected by the pontoons. The Table 3.3 gives the para-
meters which are used for the hydrostatic verification. The important parameters
include the area and inertia of the cross sections.

The floater is not given with detailed designing parameters, especailly the inner
layout and mass distribution. To estimate the fatigue damage at the floater, the
parameters of the columns and pontoons are estimated based on assumed plate
thickness. The relevant properties are given in the Table 3.4.
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Parameter Value Units
Hull Displacement 20206 mˆ3
Hull Steel Mass 3914 tonne
Tower Interface Mass 100 tonne
Ballast Mass (Fixed/Fluid) 2540/11300 tonne
Draft 20 m
Freeboard 15 m
Vertical Center of Gravity from SWL -14.94 m
Vertical Center of Buoyancy from SWL -13.63 m
Roll Inertia 1.25e+11 kg*mˆ2
Pitch Inertia 1.25e+11 kg*mˆ2
Yaw Inertia 2.36e+10 kg*mˆ2

Table 3.3: Basic parameters of the floater.

Central Column Side Column Pontoon
ρ[kg/m3] 7850 7850 7850
t[mm] 80 80 80
Sin[m] 78.2256 112.4564 87.1104
Sout[m] 78.5398 113.0973 87.5
E[Pa] 2.10e+11 2.10e+11 2.10e+11

ν 0.3 0.3 0.3
G[Pa] 7.69e+10 7.69e+10 7.69e+10
Iy[m

4] 3.9191 11.5032 7.2139
Iz[m

4] 3.9191 11.5032 1.74E+01
Ip[m

4] 22.974 7.8304 24.5645
EA[N] 6.60e+10 1.35e+11 8.18e+10

EIy[Nm2] 8.23e+11 2.42e+12 1.51e+12
EIz[Nm2] 8.23e+11 2.42e+12 3.64e+12
GIy[Nm2] 3.01e+11 8.85e+11 5.55e+11
GIz[Nm2] 3.01e+11 8.85e+11 1.33e+12

Table 3.4: Properties of the floater columns and pontoons.
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3.2 Model of Joint Probability Distribution

Figure 3.3: Approximate location of the selected site named Norway 5.

The applied site for operation is the site named Norway 5, of which the joint distri-
bution of is established by Li et al. [44]. The location of the site is marked in the
map in Figure 3.3. The model is developed based on 10-year measured data. The
water depth is approximately 200m, which is suitable for the utilization of the semi-
submersible platform. The given probability model describing the joint distribution
of Hs, Tp and Uw can be written as

fUw,Hs,Tp(u, h, t) = fUw(u) · fHs|Uw(h|u) · fTp|Hs(t|h) (3.2.1)

This probability model is a simplified model, the conditional distribution of Tp with
given Uw and Hs is replaced by the conditional distribution of Tp with given Hs.
The marginal distribution of mean wind speed Uw follows the two-parameter Weibull
distribution.

fUw(u) =
αu

βu

(
u

βu

)αu−1 · exp[−(
u

βu

)αu ] (3.2.2)

The αu and βu are shape and scale parameters respectively, αu = 2.209 and βu =
9.409. The conditional PDF of Hs over Uw is given as a two-parameter Weibull
distribution.

fHs|Uw(h|u) =
αHC

βHC

(
h

βHC

)αHC−1 · exp[−(
h

βHC

)αHC ] (3.2.3)

Here, the αHC and βHC are shape and scale parameters respectively, expressed by
the form of power functions of mean wind speed. The a1, a2, a3, b1, b2 and b3 are the
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parameters obtained by fitting the raw hindcast data.

αHC = a1 + a2 · ua3

βHC = b1 + b2 · ub3
(3.2.4)

conditional distribution of Tp given Hs, the data follow as lognormal distribution.

fTp|Hs(t|h) =
1√

2πσLCT t
· exp[−1

2
(
ln(t)− µLCT

σLCT

)2] (3.2.5)

µLCT and σLCT are the mean value and the standard deviation of ln(t). Here, the
µLCT and σLCT are written as the functions of Hs, while the c1, c2, c3, d1, d2 and d3
are the parameters obtained by smoothing the Hs.

µLTC = c1 + c2 · hc3

σ2
LTC = d1 + d2 · exp(d3h)

(3.2.6)

With the joint distribution of environmental condition, the next step is to define the
working conditions as the input of time domain simulations (different combinations
of Hs, Tp and Uw). Kvittem et al. [6] studied the influence of simulation bin size,
number of seeds and simulation time duration. Due to that this study applied the
data from specific numerical model, the exact input applied in this thesis should be
re-evaluated.

Before running simulations to study the fatigue of the 15 MW FOWT, the number
of cases can be estimated roughly. According to the IEC standard [45], the bin size
of mean wind speed, significant wave height and peak wave period should be 2m/s,
0.5m and 0.5s respectively. The input of Hs, Tp and Uw are as follows

• Hs: [1,6] with bin size 0.5m

• Tp: [4,12] with bin size 0.5s

• Uw: [4,22] with bin size 2m/s

The probability of these inputs in total is very close to 100%, and the scatter dia-
grams are produced based on these inputs. The example of Uw = 8m/s is shown
in Figure 3.4. The highest probability is marked with red color, while lowest with
green color. scatter diagrams of different wind speed are attached in Appendix C.
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Figure 3.4: Example of scatter diagram of joint probability distribution [Uw = 8m/s].
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Chapter 4

Numerical Modeling of 15 MW
FOWT

With the theoretical support, the time domain analysis starts from modeling a
coupled model with a rigid floater. This model is firstly compared with the given
results in IEA report to verify its usability. After that, it is set as a reference for
the modeling of a flexible multi-body floater model. The verification of the flexible
multi-body floater model is through comparing the kinetic and dynamic performance
with the rigid-body model. In other words, the modeling of rigid-body floater is the
foundation for the exploration of modeling flexible floater.

4.1 Modeling of Rigid Floater

The setup of fully-coupled time domain analysis requires different numerical mod-
els built in different numerical tools. The state-of-the-art computer codes applied
for the preparation of coupled analysis include GeniE [46], HydroD [47] (contain-
ing WADAM), SIMA (containing SIMO and RIFLEX) and Wamit [37]. The time
domain simulation of the rigid-floater model is based on SIMO/RIFLEX code. In
SIMO, the floater is a rigid floater, the total hydrodynamic coefficients are added to
the floater. A technical roadmap is developed to illustrate the modeling and analysis
with the state-of-the-art codes, as shown in Figure 4.1.
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Figure 4.1: Working flow of rigid-floater numerical coupled model for fatigue analysis (based on time domain
simulations).

Figure 4.1 visualizes the procedure of implementing fatigue analysis with the rigid-
floater numerical model. Starting from the top left corner in Figure 4.1, the Sea
State Code is self-developed in order to generate scatter diagrams of loading cases
(LC), marked in the blue block. This code also enables the calculated fatigue damage
is mapped to scatter diagrams. Turbsim [48] code generates turbulent wind based
on the scatter diagrams. The wind files are input to the aerodynamic module in
SIMA. From the top right corner, the basic model information is used for building
numerical model in Sesam code package from DNV. Panel model built in Sesam code
package is transferred to Wamit for both hydrodynamic radiation and diffraction
coefficients, which are input into SIMO module to describe the rigid body motions
in waves. In SIMA, The aerodynamic and hydrodynamic loads are transformed to
the beam elements defined in RIFLEX module, and then the dynamic response of
the structure like turbine blades, tower and mooring lines can be computed. The
normal stress time history can be computed from nodal load history, and Rainflow
counting technique can be used for counting load cycles. Then, the equivalent stress
range can be obtained and input into the two-slope SN curve to get the damage of
corresponding loading case. The total damage can be calculated with Miner sum
method.
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4.1.1 Panel Model - GeniE & HydroD &WAMIT

The Sesam software GeniE [46] and HydroD [47] are utilized to build up the panel
model for the hull of the floater. In GeniE, a finite element (FE) model is established
based on the geometry of the concept model. The mesh is drawn on the surface of
the geometry with relatively fine mesh. The diagonal length of the grid is 0.5 meter,
which is sufficient for the hydrodynamic analysis [7, 36]. The FE model built in
GeniE is shown in Figure 4.2

Figure 4.2: FE model in GeniE and panel model in HydroD.

The FE model is imported into HydroD to generate the 3D panel model. The panels
are created based on the FE grids to capture the hydrodynamic pressure. The FE
model and panel model are shown in Figure 4.2. The wave direction is from 0 deg to
180 deg with 11 directions. The wave frequency ranges from 0.01 rad/s to 5 rad/s
with 60 frequencies. The mass is calculated with the option ”fill from buoyancy”,
being approximately 20679 tonnes, which is very close to the mass given in Table 3.3.

4.1.2 Hydrodynamic Inputs to SIMO/RIFLEX

As mentioned above, panel model built in Sesam HydroD is utilized to calculate the
coefficients regarding diffraction and radiation. This calculation is finished in Wamit.
Appendix A includes both the plots of radiation and diffraction terms. Observed
from the plot of excitation transfer functions, wave in 0o direction gives the highest
excitation in surge, heave and pitch, while the excitation for sway, roll and pitch is
zero due to the symmetry of geometry. Figure 4.4 shows that the amplitude and
phase angle of excitation force or moment of unit wave elevation in surge, heave
and pitch, when wave is in 0o direction. The maximum excitation forces of surge
and heave are 180o out of phase with the wave elevation. The maximum excitation
forces of pitch is 110o out of phase. The wave in 0o direction is of importance, since
it gives the largest excitation to the pitch motion. The pitch motion is very relevant
to the fore-aft bending moment.

Figure 4.3 plots the frequency dependent added mass and radiation damping. It
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can be observed that the added mass and damping of yaw motion are much larger.
The added mass and damping coefficient of surge nearly equal to that of sway. It is
the same with pitch and roll. There is the coupling between surge and pitch, also
between sway and roll. The added mass A15 is of the same amplitude with A24, but
they are 180 degree out of phase. The damping B15 and B24 also present the same
regularity. The curves plotted coincides with that of the IEA report [22]. This proves
that the rigid-floater model was set up correctly. The total added mass and damping
from HydroD can be used for the analysis of the rigid floater in SIMO/RIFLEX.

Figure 4.3: Added mass and radiation damping computed from HydroD.
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Figure 4.4: Excitation force amplitude and phase angle in surge, heave and pitch, in 0o wave direction.

Based on the result in HydroD, the added mass of infinite frequency can be written
as Equation 4.1.1. This is the parameter in the equilibrium in time domain. The unit
of A∞[1−3,1−3] is kg. The unit of unit of A∞[1−3,1−3] is kgm

2, while that A∞[1−3,4−6]

and A∞[4−6,1−3] is is kgm.

A∞ =


9.54e6 −9.91e7

9.54e6 9.91e7
2.46e7

9.91e7 1.15e10
−9.91e7 1.15e10

2e10




kg
kg
kg
kgm
kgm
kgm




1
1
1
m
m
m



T

(4.1.1)

The frequency dependent potential damping and added mass are calculated utilizing
the retardation function introduced in Section 3.1.2. The quadratic damping matrix
is taken from the IEA report [22], which is computed with CFD method. The unit
of BQ[1−3,1−3] is kg/m, while that of BQ[1−3,4−6] is kgm, and unit of BQ[4−6,1−3] is kg.
The unit of BQ[4−6,4−6] is kgm.

BQ =


9.23e5 −8.92e6

9.23e5 8.92e6
2.3e6

8.92e6 1.68e10
−8.92e6 1.68e10

4.8e10




kg/m
kg/m
kg/m
kg
kg
kg




1
1
1
m2

m2

m2



T

(4.1.2)
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The hydrostatic restoring force matrix is written as

C =


0

0
4.46e6

2.19e9
2.19e9

0




N/m
N/m
N/m
N
N
N




1
1
1
m
m
m



T

(4.1.3)

The unit of C[1−3,1−3] is N/m, while that of C[1−3,4−6] and C[4−6,1−3] isN . The unit of
C[4−6,4−6] is Nm. Then the global motion of the platform with quadratic damping
in timedomain can be written as

(M + A∞)ẍ(t) +

∫ ∞

−∞
k(t− τ)ẋ(τ)dτ +BQẋ(t)|ẋ(t)|+ Cx(t) = fexc(t) (4.1.4)

The excitation here includes the force or moment transferred from tower.

4.1.3 Coupled Analysis Model - SIMO/RIFLEX

Figure 4.5: Illustration of node connection of the rigid-floater 15 MW wind turbine model in SIMA.

SIMO/RIFLEX is the numerical tool used for the integrated time domain simu-
lation, which is inside SIMA platform. SIMO is principally employed to describe
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the rigid-body motions. Hydrodynamic kinetic properties can be defined in SIMO
body. RIFLEX provides the function of modeling beam or bar elements for dynamic
analysis. Mooring lines, tower and blades of offshore wind systems are modeled in
RIFLEX to capture the dynamic response of these slender elements. SIMO/RIFLEX
can model the floating wind turbine, where the floater is modeled as a SIMO body
and the mooring lines, tower and blades are modeled as flexible beams. The con-
nections of different components are shown in Figure 4.5.

4.2 Test of Rigid-floater Model

4.2.1 Constant Wind Test

The constant wind test is to check the performance of the wind turbine and the
controller. The relevant results are integrated in Figure 4.6.

Figure 4.6: Rotor Speed, Torque, Blade Pitch, Generator power and Thrust Force of Constant Wind Test.

The wind speed ranges from 4m/s to 24m/s with the bin size of 2m/s. In addition,
the designed rated speed of 10.6m/s is also taken into the test. In Figure 4.6, the
plotted results include the variation of rotor speed, torque, blade pitch, generator
power and thrust force along wind speed is plotted .

In general, the SIMA results match the result from OpenFast in IEA report . After
the turbine is rated, the rotor speed and torque reaches the maxima and levels
out. It is the same with the power generated, since the power is proportional to
the torque and rotor speed. The blade pitch angle gets increased along with the
increase of wind speed due to the control strategy. There is a obvious difference
between the results from SIMA and OpenFast. The thrust force is clipped due to
‘peak shaving’. This is done by the controller in order to reduce the peak load on
the rotor and substructure in case of larger wind turbines. This is expected based
on the controller file used.
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4.2.2 Decay Test

The decay test is one way to estimate the natural period, linear and quadratic
damping coefficients. To conduct the decay test, an impulse should be added on the
body for a period of time and then get removed. After removing the impulse, the
body will oscillate to perform the free decay motion. The 6-DOF free decay motions
are shown in the Figure 4.7.

Figure 4.7: Free decay of six degree of freedom.

The PQ method is applied to find the damping coefficients. The equation of the
free decay motion can be written as

mẍ+ b1ẋ+ b2|ẋ|ẋ+ kx = 0 (4.2.1)

b1 and b2 represents the coefficients or linear and quadratic damping respectively.

After removing the impulse, the damping force works to reduce the oscillation. The
kinetic energy loss can be expressed by the potential energy difference between the
peaks of the motion, where the kinetic energy is transformed into potential energy.

∆Ui =
1

2
kx2

i −
1

2
kx2

i+1 =
1

2
k(xi + xi+1)(xi − xi+1) =

1

2
k(xi)(xi − xi+1) (4.2.2)

The work done by the damping force in one cycle can be expressed as the integration
along time.

Wi =

∫ ti+1

ti

(b1ẋ+ b2|ẋ|ẋ)ẋdt (4.2.3)

The motion and velocity can be expressed as

x = xi cos(ωt+ ϵ)

ẋ = −ωxi sin(ωt+ ϵ)
(4.2.4)
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The total work of the damping force will be equal to the total loss of the kinetic
energy of the system. The Wi = ∆Ui can be written into

xi − xi+1

xi

=
ωπ

k
b1 +

8ω2

3k
b2xi (4.2.5)

The equation gives a linear relation ship between xi−xi+1

xi
and xi. The equation can

be written as
xi − xi+1

xi

= P +Qxi (4.2.6)

The P and Q can be estimated through the linear regression of the data points (xi,
xi−xi+1

xi
). With the P and Q found by linear regression, the linear and quadratic

damping coefficient can be estimated. The P is the y-intercept and the Q is the
slope of the fitted straight line, as shown in Figure 4.8. The result of the linear
regression actually is affected by the selection of the set of data points. To give a
more accurate estimation, the former part of the decay motions are selected where
the work of damping is more significant.

Figure 4.8: Maxima counting and linear regression to get the P&Q values.

The damping coefficients obtained from the PQ analysis are listed in Table 4.1.
Compared with the hydrodynamic damping of the floater, it can be noticed that
there is the difference from the damping coefficients estimated through PQ analysis.
This means the hydrodynamic load on the floater only contributes to part of the
damping. The upper structure and mooring system also provide the damping. Also,
the quadratic damping contributes most to the total damping of the entire system.
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Mode Linear damping b1 Quadratic damping b2
Surge 1.80E + 04 [kg/s2] 1.30E + 06 [kg/m]
Sway 2.00E + 04 [kg/s2] 1.20E + 06 [kg/m]
Heave 2.40E + 04 [kg/s2] 3.90E + 06 [kg/m]
Roll 1.30E + 06 [kgm2/s2] 1.12E + 09 [kgm]
Pitch 1.50E + 06 [kgm2/s2] 7.01E + 08 [kgm]
Yaw 6.47E + 06 [kgm2/s2] 2.12E + 09 [kgm]

Table 4.1: Damping coefficients estimated from PQ analysis

Figure 4.9: Free decay of six degrees of freedom with re-mapped PQ analysis result.

The Figure 4.9 shows the remapped decay motions of 6 DOFs. It can be observed
that the remapped curves fit the original curves well. This means the data fitting is
quite accurate. The Table 4.2 compares the damped natural frequency calculated in
the decay test and that given in IEA report [22]. The results match each other. This
verifies that the model of the rigid body is correctly built up in the SIMO/RIFLEX
code.

Natural frequency [HZ]
Mode IEA report SIMA
Surge 0.007 0.0074
Sway 0.007 0.0073
Heave 0.049 0.0504
Roll 0.036 0.0367
Pitch 0.036 0.0367
Yaw 0.011 0.011

Table 4.2: Damped natural frequencies of 6 DOFs
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Figure 4.10: Bending moment variation at the beginning of pitch motion decay test.

After finding the natural frequency of motions. The natural frequency of fore-aft
bending behavior should be found. This frequency can also be found from decay
test. The initial 30 seconds of the bending moment history at tower base is plotted
in Figure 4.10 to find the natural period of fore-aft bending behavior of the tower.
The natural period can be found through counting the peaks, and the natural period
is approximately 2.4 s, which is slightly longer than value given in IEA report.

Figure 4.11: Frequency plotting of 1P, 3P and fore-aft bending frequency.

The Figure 4.11 gives the fore-aft bending frequency compared to the 1P and 3P
frequencies. The fore-aft bending frequency is out of the range of both 1P and
3P. This result coincides with the description in IEA report [22]. The result also
indicates the design is a stiff-stiff design.

4.2.3 Static Position

Due to that the mass of the turbine is not located at x = 0 and the rigid floater
assumes the mass distribution of floater is uniform, there will be an initial pitch
angle. Two initial boundary conditions are applied to still water case. One is that
the floater is free and stabilized after static analysis, and the other one is fixed and
released at t = 0 in dynamic analysis. The Figure 4.12 gives the initial pitch angle
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is approximately −1.5◦. The initial boundary condition of fixed floater has the pro
of better convergence while there is a small disturbance .

Figure 4.12: Pitch motion when the FOWT is positioned on still water.

4.2.4 Restoring Force Verification

The decay test of the numerical model in SIMO/RIFLEX presents kinetic char-
acteristics which matches those given in IEA report. The added mass, damping
coefficients computed are sufficiently accurate to describe the kinetic behavior of
the platform, but the restoring matirx input is from the IEA report, as listed in
Equation 4.1.3. This restoring matrix neglects the coupling effect between mo-
tions and should be examined through comparision to the result calculated using
Equation 2.3.18. The C matrix integrated using Equation 2.3.18 is listed in Equa-
tion 4.2.7. The amplitude of C44 and C55 is slightly larger than the value in Equa-
tion 4.1.3. Also, there are surge-pitch, roll-sway and roll-yaw coupling terms high-
lighted in blue color. These terms are quite small compared with the diagonal terms
but can contribute to the translational and rotational motions of the platform.

C∗ =


0.008 −1.16e− 9 −659.13 −5.59e− 8

−5.12e− 9 710.16 −1.12e− 7 −31.03
0.008 −5.12e− 9 4.47e6 −5.96e− 8 82.5

−1.16e− 9 710.16 −5.96e− 8 2.21e9 8.82e− 6 −2.32e4
−659.13 −1.12e− 7 82.5 8.8215e− 6 2.21e9 −2.38e− 7

−5.59e− 8 −31.03 −2.32e4 −2.38e− 7


∗
[
N/m N/m N/m N N N

]T
∗
[
1 1 1 m m m

]
(4.2.7)

To visualize the influence of the restoring matirx, decay tests with two different
restoring matrix are proceeded. The decay-test result of the same model using
different restoring matrix is presented in Figure 4.13. As shown in the plots, the
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sway motion is apparently weakened, while the roll motion is strengthened. As
mentioned, the restoring matrix may influence the motions slightly when there is
coupling effect. This coupled behavior more or less influences the motion in sway
and roll. The influence is only on the amplitude of oscillation in the decay test,
while the frequency is not affected. Although the difference is small, due to that
the system is a highly non-linear system, slight difference can lead to remarkable
variance in the result. The control of modeling accuracy is of significance and the
C matrix calculated with Equation 2.3.18 should be put into practices.

Figure 4.13: Decay test of rigid-floater model using restoring matrix from IEA report and self-developed program
respectively.
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Chapter 5

Novel Modeling of Flexible
Floater Model

The conventional coupled analysis of FOWTs normally defines the floater as a rigid
body. This assumption makes the numerical modeling easy to implement, but struc-
tural analysis of the floater cannot be carried out. To tackle this challenge, there
should be an improvement in the fully-coupled time domain simulations. It is prefer-
able to make improvement in already-existing code like SIMO/RIFLEX instead of
coupling with some other finite element program to avoid increasing simulation
time. Also, this preference can avoid the incompatibility with another solver. In
other words, the goal is to maximize the utilization of functions in SIMO/RIFLEX.
The proposed solution is that the floater can be cut into sub-bodies connected by
beams, and cross sections on the connecting beams can output the dynamic response
of force and moment. This idea can be exactly implemented in SIMO/RIFLEX
without importing other numerical tools.
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Figure 5.1: Working flow of flexible-floater numerical coupled model for fatigue analysis (based on time domain
simulations).

With the rigid-floater model as a reference, the modeling of a multi-body numerical
model is described by Figure 5.1. The main difference between Figure 5.1 and
Figure 4.1 is that the radiation and diffraction coefficients of each predefined sub-
body are obtained from integration of panel pressure using self-developed code.
The different part is highlighted in a red block as shown in Figure 5.1. The kinetic
properties of each body are described by the result from integration, while the bodies
are connected by RIFLEX beam elements for the computation of sectional dynamic
response.

To capture the reacting forces and moments on the floater, the floater is discretized
first. Figure 5.2 demonstrates how the floater is discretized. As mentioned, to
implement the redistribution of hydrodynamic force on each section of the multi-
body model, WAMIT code is used to generate panel pressure. Dynamic pressure on
each panel is integrated over each section by self-developed code. The body below
the water surface (shown in the small figure in Figure 5.2) is used in the calculation
inside WAMIT program and the output includes the coordinate information of panels
and pressure on panels.
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Figure 5.2: Illustration of node connection of the 15 MW wind turbine model in SIMA.

5.1 Modeling of Flexible Floater

Based on the description above, the work of establishing a flexible multi-body model
in SIMO/RIFLEX can be divided into two parts. The first part is to recalculate the
hydrodynamic coefficients including added mass, damping and restoring coefficients
as well as transfer functions of excitation forces. The second part of work is to input
the hydrodynamic terms to the model in SIMO/RIFLEX code and connect those
sub-bodies with beam elements. As required, the newly-built model should present
nearly the same hydrodynamic performance as the rigid-floater model.

5.1.1 Body Division & Hydrodynamic Coefficients of Sub-
Bodies

Before the recalculation of hydrodynamic coefficients, the floater should be divided.
In substance, body division means that coordinate range of sub-bodies is confirmed.
If the coordinate of a panel is within the range, the panel pressure is integrated over
that range. The floater can be divided into 4 columns and 3 pontoons as shown in
Figure 5.3 .
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Figure 5.3: Illustration of floater divided into 7 parts.

To capture the dynamic response at the columns and pontoons, the columns and
pontoons can be further divided. Figure 5.4 demonstrates how the columns and
pontoons are divided into sections. Pressure on panels over each section is integrated
to compute radiation and diffraction coefficients.

Figure 5.4: Illustration of how columns and pontoons are cut into sections.

Figure 5.5 and Figure 5.6 examine which part of the floater contributes most to
added mass and damping. The 7 main components of the floater (4 columns and 3
pontoons) are colored in the 3D geometry plot in Figure 5.5 and Figure 5.6. The
colors on the body correspond to the color of curves in other three subplots.
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Figure 5.5: Comparison of added mass (A55, A44 and A66 of different parts of the floater).

For the three modes of rotational motion, the total added mass is dominated by
the contribution of pontoons. The pontoon NO.1 is the one aligned with x-axis. It
provides most of the added mass to pitch motions, while the other two pontoons
produce large added mass to roll motions.

Figure 5.6 shows the corresponding damping coefficients in pitch-pitch, roll-roll and
yaw-yaw mode respectively. The pontoons also contribute most to the damping in
roll and pitch motions, while the side columns provide most of the yaw damping.
This finding reminds that correctly modeling of pontoon is very important.
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Figure 5.6: Comparison of damping coefficients (B55, B44 and B66 of different parts of the floater).

Before modeling the multi-body floater in SIMA, the hydrodynamic coefficients of
sub-bodies are summed up to be compared with the direct output from Wamit,
where the floater is one body only.

Figure 5.7: Comparison of transfer functions of 0-degree wave (the red curves represent the module of summation
of sectional excitation transfer function, while the black curves represents the module of excitation transfer function
from Wamit; the red scatters represent the phase of summation of sectional excitation transfer function, while the
black scatters represent the phase of excitation transfer function from Wamit).
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Figure 5.8: Comparison of translational added mass and damping components (the red curves represent the
summation of sectional added mass and damping, while the black curves represents the output of total added mass
and damping from Wamit).

Figure 5.9: Comparison of of selected off-diagonal added mass and damping coefficients (the red curves represent
the summation of sectional added mass and damping, while the black curves represents the output of total added
mass and damping from Wamit).
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Figure 5.10: Comparison of diagonal added mass and damping components (the red curves represent the summa-
tion of sectional added mass and damping, while the black curves represents the output of total added mass and
damping from Wamit).

Figure 5.7 compares the excitation transfer functions of wave from 0-degree direc-
tion. The amplitude of recalculated excitation transfer functions matches the result
from Wamit perfectly, while there is small bias in the phase angle due to numerical
errors. Figure 5.8, Figure 5.9 and Figure 5.10 compare the added mass and damping
coefficients. The recalculated result matches the output of Wamit. The recalculated
added mass, damping coefficients and transfer functions of excitation can be used
in the modeling of multi-body floater.

5.1.2 Modeling in SIMO/RIFLEX

After the recalculation of distributed added mass, damping coefficients and transfer
functions of excitation, the modeling work in SIMO/RIFLEX can be started. In the
modeling tool, required inputs are not limited to added mass, damping coefficients
and transfer functions of excitation. The inputs to sub-bodies should include:

• Added mass and damping coefficients

• Transfer functions of excitation force

• Restoring stiffness

• Buoyancy and buoyancy centers
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• Mass, inertia and COGs

The modeling work is complicated, which can be simplified through utilizing func-
tions in RIFLEX code. Different modeling strategies have been practiced and listed
as follows.

• Simplified method 1 (S1):
Input integrated translational terms of added mass, damping coefficients and
transfer functions of excitation force. The stiffness introduced by hydro-static
pressure and gravity is automatically computed from the mass and cross section
properties of beam elements in RIFLEX.

• Simplified method 2 (S2):
Input integrated added mass coefficients, damping coefficients and excitation
transfer functions (both tranlational and rotational) to the SIMO bodies con-
nected to beam nodes. The stiffness introduced by hydro-static pressure and
gravity is automatically computed from the mass and cross section properties
of beam elements in RIFLEX.

• Complete method (C1):
Input integrated added mass coefficients, damping coefficients, excitation trans-
fer functions, mass and restoring coefficients to the SIMO bodies, while RIFLEX
beams are only used as connections to calculate internal force between sections.

The method S1 is the simplest modeling method, utilized by Svendsen [7], Hegseth
[8] and Brevik [9], who studied a TLP model, a semi-submersible and two spar
models respectively. This method worked well for TLP and spar model where the
models are feature by one single column. However, in the practice to the semi-
submersible model, this method produces unavoidable bias in rotational added mass
and damping. This is due to that the added mass and damping of pontoons are not
described correctly, when the added mass and damping caused by local rotations
are neglected.

The method S2 is derived from method S1 and makes up the deficiencies of method
S1. This method is capable of keeping the same added mass and damping. However,
there exists the bias in rotational inertia and restoring stiffness, since these two terms
are automatically computed in RIFLEX. This means that there is still improving
space for SIMO/RIFLEX code to make method S2 applicable, but currently this
scheme should be dropped. The detailed discussion of these two non-applicable
methods is in Appendix D and will not be expanded here.

The finally determined scheme is to use method C1. For the method C1, the SIMO
code is responsible for nearly all the inputs describing the kinetic characteristics,
while the RIFLEX module is only used to connect different bodies defined in SIMO
and transfer forces and moments. This method improves the control of consistency
between multi-body model and rigid-floater model, but it increases the complexity
of modeling. A small adjustment of the model like increasing sections requires modi-
fication of almost all the input files to ensure the similarity to the reference model.
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In the practice of this thesis, from the perspective of both simplicity and practical-
ity, one third of the structure is modeled into sub-bodies as shown in Figure 5.11.
This simplicity is applicable since the work in this thesis focuses on the situation
that wave and wind are aligned and come from 0-degree direction. Figure 5.11 il-
lustrates how the sub-bodies are defined in SIMO and connected by beams defined
in RIFLEX. The beam connections are given with quite large stiffness here. One
reason is that the sub-bodies should not have very large relative motions. If there
is very large relative motions between sub-bodies, the multi-body model cannot be
compared with rigid-floater model. The kinetic and dynamic performance might be
totally different. It can be guessed that the floater is perhaps quite flexible, but the
study of flexibility should have experiment as reference. This will not be further
expanded here.

Figure 5.11: Sketched illustration of beam connections, sub-body shape and cross sections defined.

Figure 5.12 visualizes exactly the outlook of the flexible multi-body model in SIMA.
The blue columns are the slender bodies used for adding viscous force, where the
difference is that the slender lines are distributed to sub-bodies with the same drag
coefficients given in rigid-body model.

Figure 5.12: Flexible multi-body floater modeled in SIMA.
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5.2 Test of Flexible-floater Model

5.2.1 Decay Test

Decay test is the first step to check the consistency with the rigid-floater model.
As illustrated in Figure 5.13, the free decay test of the flexible multi-body model
presents highly-consistent kinetic performance, compared to the rigid-floater model.
This means that properties like mass, restoring stiffness, added mass and damping
coefficients as well as damped natural period are under very strict control.

Figure 5.13: Decay test of flexible multi-body model compared with rigid-body model.

5.2.2 Irregular Wave Test

After decay test, the actual performance in wave sea should be compared. Irregular
wave tests are proceeded before the turbulent wind is added to conduct fully-coupled
simulations. The basic set of loading cases for fully-coupled time domain simulations
are most-probable combinations of Hs and Tp under each Uw. Four representative
irregular wave conditions are selected from that set and listed in Table 5.1. These
waves are from the 0◦. The simulations under these four wave conditions are accom-
plished to compare the motions of both the rigid-floater model and flexible-floater
model.
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Hs [m] Tp [s]
LC1 2.25 9.5
LC2 3.25 10.5
LC3 4.25 11.5
LC4 6.25 12.5

Table 5.1: Loading cases of irregular wave set.

Figure 5.14: Surge motion comparison between rigid-floater model and flexible-floater model.

Principally, the surge, heave and pitch motions are compared, since these motions
influences the the axial force and fore-aft bending moment at the tower base, es-
pecially when the wave and wind are aligned. The wave used in the simulations is
given with the same random seed (realization of simulations). The comparison of
motions in wave sea is to check the modeling consistency of the multi-body model
compared with rigid model.

The standard of consistency in the wave test should be that the time series of two
model generally coincides. Also, the frequency component and peaks in the power
spectra should match. The zoomed-in time series and power spectra of surge, heave
and pitch motions are given in Figure 5.15, Figure 5.15 and Figure 5.16 respectively.
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Figure 5.15: Heave motion comparison between rigid-floater model and flexible-floater model.

As shown in Figure 5.14 and Figure 5.15, for LC1 and LC2, there is a slight mean
offset between the two time series. The mean offset means that the initial position
at t = 0 has slight difference. The sight difference is very likely due to the numerical
errors when the mass and hydro-static pressure are distributed. Another reason for
the numerical error can be the change of numerical precision when data is trans-
ported from code to codes. But generally, the surge, heave and pitch motions of
the flexible-floater model present the same trend as the rigid-floater model. The
difference is negligible due to that it does not influence the frequency components
in the power spectra.
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Figure 5.16: Pitch motion comparison between rigid-floater model and flexible-floater model.

5.2.3 Turbulent Wind Test

Turbulent wind test is also conducted to check if the dynamic response at certain
cross sections is the same. The cross section that is compared is the tower base.
The time series and power spectra of bending moment are compared to check the
consistency in dynamic response. The standard of being consistent is still that the
time series of two model generally coincides, and the frequency component and peaks
in the power spectra should match.

As mentioned in the section of irregular wave test, most probable combinations of
Hs and Tp under each Uw are selected to make up a set for the test of fully-coupled
time domain simulations. The set of selected loading cases are listed in Table 5.2.
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Uw [m/s] Hs [m] Tp [s]
LC1 4 1.75 9.5
LC2 6 1.75 9.5
LC3 8 1.75 9.5
LC4 10 2.25 9.5
LC5 12 2.75 10.5
LC6 14 3.25 10.5
LC7 16 3.25 10.5
LC8 18 4.25 11.5
LC9 20 4.75 11.5

Table 5.2: Loading case of turbulent wind and irregular wave set

The zoomed-in time series of the fore-aft bending moment of two models are plotted
in Figure 5.17. The two bending moment time series exactly match each other, which
attests that the motion difference in the irregular wave test is tolerable. The slight
bias in wave test has no significant influence to the dynamic response on the tower
base section. The spectra of the bending moments are compared in Figure 5.18.
The consistence in the power spectra of bending moment testifies the usability of
the flexible multi-body model.

Figure 5.17: Time series of bending moment on tower base of rigid-floater model and flexible-floater model.

It should be noticed that the peak at wave frequency and pitch natural frequency
(ω = 0.23 rad/s) gets enhanced from LC1 to LC9. These two frequencies stand out
in the spectra of pitch motion in Figure 5.14. This points out that bending moment
on tower has strong correlation with pitch motion. Also, when the mean wind
speed is over rated speed, the frequency component at fore-aft bending frequency
(ω = 2.5−2.6 rad/s) is noticeable. The fore-aft bending behavior is excited in these
cases.
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Figure 5.18: Spectra of bending moment on tower base of rigid-floater model and flexible-floater model.

Based on the results of this simulation set, the fatigue damage under each case
can be estimated and compared. The fatigue damage under each loading case is
benchmarked in Figure 5.19. The calculated fatigue damage between two models
gives very close results to each other. There is apparently a certain trend that the
fatigue damage increases with the wind speed. If those most probable combinations
of Hs and Tp under each wind speed can be representative of the average of all the
combinations under that wind speed, a fitted model to these cases can be used for
prediction. This will be further discussed in chapter 6.

Figure 5.19: Fatigue damage comparison between rigid-floater model and flexible-floater model under nine loading
cases.
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5.3 Sectional Response on Floater Hull

Previously, one third of the floater is cut into sub-bodies to study the sectional
response on the floater. Figure 5.20 gives information about the predefined cross
sections which are employed to discuss the dynamic response. The color marked in
Figure 5.20 corresponds to the plot color of the results in the lateral discussion of
sectional response.

Figure 5.20: Sketched illustration of cross sections defined.

Since the connections between columns and pontoons are welded together, these
connections are regarded as vulnerable due to stress concentration. For simplicity,
the connections between columns and pontoons can be regarded as tubular joints.
The column can be treated as a brace, and the pontoon can be counted as a chord.
For the fatigue analysis, the response at two points close to the welding should
be extracted, and the hot-spot stress is calculated. However, the detailed design
parameters of the floater is not ensured, and it is rational to compare the sectional
loads and estimate the fatigue damage. The work in this section aims at providing
insight for further analysis to fatigue issue of floater hull.

5.3.1 Sectional Loads on Central Column

The original rigid-floater model only enables the capture of dynamic response at the
tower base. But literally, more intensive response may occur to the central column
base. This location undertakes the hydrodynamic loads directly, and there is very
large bending moment induced by wind. It is very likely that this location undergoes
severe fatigue failure, and the dynamic response of this location should be examined.
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Figure 5.21: Time series comparison between bending moment at tower base and central column base.

Figure 5.22: Mean and standard deviation of bending moment at tower base and central column base.

The time series of fore-aft bending moment at the tower base and central column base
are plotted in Figure 5.21. The two curves present similar trend of vibration with
a mean offset introduced by gravity. Figure 5.22 compares the mean and standard
deviation of bending moment time sereis at tower base and central column base.
The bending moment in negative direction at low wind speed cases is due to the
initial pitch angle of the FOWT. The distribution of mean fore-aft bending moment
generally follows the trend of thrust force depicted in Figure 4.6 as expected. The
bar graph of standard deviation tells that the bending moment at central column
base varies in a wider range. It can be guessed that the central column base will
suffer from severer fatigue damage, if it is designed with the same plate thickness
with tower base.

The time series in Figure 5.21 also shows that the proportion of wave-frequency
components is higher as Uw and Hs are improved. This is reflected in Figure 5.23,
where the shape of power spectra is close to each other. The pitch motion contributes
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to the fore-aft bending moment significantly. It can be guessed that the fatigue
damage at the central column base is severe.

Figure 5.23: power spectra comparison between bending moment at tower base and central column base.

Figure 5.24: 1-hour fatigue damage at tower base and central column base.

The estimated 1-hour fatigue damage (D) at central column bottom under each
loading case is benchmarked in Figure 5.24. The damage at central column base
is approximately twice the damage at tower base. The fatigue damage of central
column base is an estimated value, since the detailed design inside the column
(including girders or stiffeners) is not confirmed. The value can merely function
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as a reference for further detailed analysis. This part of structure can be deemed
as an extension of the tower, welded with the pontoons. The stress concentration
around welding plus high load cycles make this location very dangerous. This warns
that designers should be circumspect when designing the central column. Besides,
Figure 5.24 tells that the distribution of the damage generally follows a similar trend
to that of tower base. This regularity enables the utilization of the same technique
as used in fatigue estimation at tower base.

5.3.2 Sectional Loads on Side Column

The central column is connected to the tower directly. The dynamic behavior at
central column base presents similar characteristic compared to tower base. But
when it comes to the side columns, the result might be very different. The side
column and central column are connected by the pontoon in between. The bending
moment related to pitch motions does not matter for the response on side columns.
Instead, translational motions are important to this part of structure, since the
mooring line is connected directly to the side columns.

Figure 5.25: Time series of fore-aft bending moment at side column base.
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Figure 5.26: Power spectra of fore-aft bending moment at side column base.

The time series of the fore-aft bending moment at side column base is plotted in
Figure 5.25 for a genral view of the dynamic response. Larger vibration is noticed
in the loading case under rated wind speed. It can be observed that there is very
high proportion of low-frequency components from the time series plots for the 9
loading cases. This is reflected in Figure 5.26, where the peaks are located at around
surge motion natural frequency (ω = 0.044 rad/s). The amplitude of wave-frequency
component is much lower for the case of side column. If zoomed in, the peak under
wave frequency is not even 1

1000
of that in the low-frequency range. The spectra

plot of bending moment at side column base is very similar to spectra of stress in
mooring lines. It can be confirmed that there is correlation between surge motions
and dynamic response on the side column. The response on the side column is
featured to be similar to that of mooring lines.

The bar graph of standard deviation in Figure 5.27 compares the mean and stand-
ard deviation under each loading case. The distribution of mean fore-aft bending
moment generally follows the trend of thrust force depicted in Figure 4.6 as expec-
ted. The graph of standard deviation benchmarks the intensity of vibration. The
standard deviations of bending moment under LC2 and LC3 are quite high. This is
indirectly reflected in Figure 5.28, where the fatigue damage under LC2 and LC3 is
much larger than that under other loading cases.
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Figure 5.27: Mean and standard deviation of fore-aft bending moment at side column base.

Figure 5.28: 1-hour fatigue damage at side column base.

Results in Figure 5.28 shows that the distribution of fatigue damage does not follow
the trend in Figure 5.24. It gives that the simplified strategy applied for tower base
is not suitable for analyzing fatigue at side columns. Also, since the outer part of
the pontoon is connected with the side column, it can be guessed that the dynamic
response of that part is influenced by mooring lines, resonant at surge-motion natural
frequency. This will be discussed in the following section.

5.3.3 Sectional Loads on Pontoon

For the 15 MW model, the pontoon is a very long beam, which undertakes very
large bending moment also. The pontoon selected is towards the x-axis direction,
and the bending moment around y-axis is regarded to dominate the contribution
to the sectional stress. The first cross section is the farthest cross section from the
central column, while the third is the nearest one.

The time series of sectional bending moments on three cross sections under nine
loading cases are plotted in Figure 5.29. The time series plot shows that the largest
mean bending moment occurs to the inner section, while the outer section suffers
from low-frequency loads most. Figure 5.30 quantifies the mean and standard de-
viation of bending moment on three cross sections. The trend of mean bending
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moment versus wind speed is close to that of thrust force. The bar graph of mean
value tells that the pontoon close to the central column bears largest mean bending
moment. The result is reasonable since the moment on this cross section balances
the moment introduced by the gravity on the left. According to the ranking of
mean loads on the three cross sections, it can be said that extreme value analysis
for ULS should consider the cross sections close to the center. The bar graph of
standard deviation illustrates that the largest oscillation occurs to the outer cross
section under low wind speed, and the standard deviation of cross section 1 is al-
ways the largest from LC1 to LC9. Since the stress is principally determined by the
bending moment, high stress cycles can be speculated to exist, and fatigue damage
can be large under those low wind speed for section 1. This speculation is proved by
Figure 5.31, where estimated fatigue damage at three cross sections are compared.

Figure 5.29: Time series of sectional bending moments on three cross sections of one pontoon.

Figure 5.30: Mean and standard deviation of sectional bending moments on three cross sections of one pontoon.
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Figure 5.31: Roughly estimated fatigue damage on the three cross sections of one pontoon.

The fatigue damage on the three cross sections are roughly estimated to see the
regularity, as plotted in Figure 5.31. The cross section is regarded as a hollow
rectangle. Since the fore-aft bending moment contributes most to the stress on the
cross section when the wave and wind are aligned, the stress calculated is on the
upper surface of the pontoon, where the plate is subjected to large tension.

In Figure 5.31, it is depicted that the sections closer to the central column follows
similar trend as that of the tower, as can be seen from the trend of damage on cross
section 2 and cross section 3. Estimated damage on section NO.1 does not follow
a trend that fatigue damage increases along with wind speed. The fatigue damage
under low wind speed stands out and gets close to the fatigue damage under high
wind speed.

Power spectra of sectional bending moments on three cross sections are plotted
in Figure 5.32 to reason the distribution of fatigue damage. The spectra of cross
section 2 and cross section 3 are close to the spectrum of tower base, while the
spectrum of cross section 1 is close to that of side column. The sections close to the
side column and central column are the hot-spot locations for studying the fatigue
around welding area. The two locations present different loading characteristics and
should be dealt differently when simplifying the analysis approach. Due to that the
inner-space design of pontoons is not confirmed (including girders and stiffeners), the
magnitude of estimated fatigue damage is not that accurate. However, the fatigue
damage on the pontoon can be dramatic and should not be neglected.
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Figure 5.32: Power spectra of bending moments on three cross sections of one pontoon.

5.4 Summary

This section describes the procedure of modeling a multi-body floater model. The
modeling is strictly controlled to be consistent with the original rigid-floater model.
The comparison through decay test, irregular wave test and turbulent wind test
is conducted. the result of comparison verifies the correctness of selected modeling
scheme. The sectional dynamic response is also explored using the newly-built multi-
body floater. The results from those cross sections provide some insights into the
future work of fatigue on floater hull.

• The load range of bending moment at central column base is very large. The
central column may undertake larger fatigue damage than the tower base. The
tower base design should be careful concerning fatigue issue.

• The side column may not suffer from large fatigue damage. But larger fatigue
damage occurs to the weather with lower wind speed.
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• Very severe fatigue damage is likely to occur to the pontoon. The pontoon
should also be specially designed to avoid severe fatigue failure.

• The location close to the joint of central column and pontoon suffers from not
only large fatigue damage but also large extreme load.

• Fatigue analysis to the locations close to central column can apply the same
simplified manner, since the results from those locations present similar dy-
namic characteristics.

• Fatigue simplification to different locations on the floater may vary, since the
dynamic response is very different from center to the side.

The study in this section also has some insufficiency that should be improved.

• The values calculated especially at the pontoon cannot be regarded to be
accurate enough. Detailed inner design is needed for further analysis.

• The connections between sub-bodies are quite stiff to keep the consistence with
rigid-floater model. There is the concern that the result may be very different
if the floater is very flexible in reality.

• There is not a positive correlation between mean wind speed and fatigue dam-
age of those locations on the side. High fatigue damage occurs to scenarios
with low wind speed. The reason for the high fatigue damage at low wind
speed should be found.

• More loading cases should be given to confirm that locations around the center
present similar regularity in fatigue response.
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Chapter 6

Long-term Fatigue Analysis

Driven by the motivation of exploring regularities behind fatigue problem and sim-
plifying fatigue analysis at the early design phase of a ultra-scale FOWT, long-term
fatigue analysis is conducted. The selected reference location is the tower base.
There are several reasons for that as listed.

• The design parameter of the tower is confirmed and practiced by IEA. Al-
though the numerical model for floater analysis is established, due to that the
inner design (including girders or stiffeners) of the floater is not confirmed yet,
long-term analysis to the floater hull is not that practical.

• The locations around the center exhibit similar response characteristics to the
tower base. The result of tower base can provide insights into the fatigue issue
at other locations.

• The fatigue at tower base should be studied first. If the tower base fatigue is
intolerable at the beginning, other locations on the floater cannot be spared.

In this section, the work concentrates on the the analysis of results from large-
amount simulations. The distribution of fatigue damage and relative regularity are
visualized to provide some insights for the further analysis dealing with large-scale
FOWTs.

6.1 Condition Set for Time-domain Simulations

Metocean design basis is developed based on the work of Li et al. [44]. Scatter
diagrams with Hs, Tp and Uw are developed as the input of time-domain simu-
lations. The selected bin size creates in total 2376 environmental conditions to be
considered. However, many of these 2376 cases has very low probability of occur-
rence. According to the DNV standard [49], environmental conditions which are
below the probability level of 10−4 are excluded. After filtering, there are in total
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1018 cases that should be taken into consideration. The sum of probability of these
cases is close to 99%. However, this number is still very large for the exploration
stage. The size of the condition set is shrunk further into 383 cases, after cases with
probability lower than 10−3 are filtered out. The sum-up probability of 383 cases
is around 80%. In the stage of exploring and understanding the fatigue behavior
of the 15MW model, a medium-size condition set is preferable for the avoidance of
time wasted on meaningless results.

The exact size of the condition set should be multiplied by the number of random
seeds. The number of seeds means the number of realizations at given wind and wave
condition. The usage of different realizations is to cover the stochastic uncertainties.
The number of seeds recommended by Kvittem [6] is 10. The selection of 6 random
seeds is also pointed out to be applicable. 6 seeds multiplied by 383 environmental
conditions makes 2298 cases in total. Before running thousands of simulations,
it is smarter to examine the minimum number of random seeds, since increasing
one more seed means adding additional 383 simulations. Therefore, most probable
combinations of Hs and Tp under each wind speed are selected as the testing set.
This means that there are two groups of simulations. The first group tests the
influence of random seeds, while the second group maps fatigue damage into scatter
diagrams.

Based on the discussions above, two groups of simulations are accomplished. Group
one includes most-probable combinations of Hs and Tp under each given mean
wind speed. These cases can provide an outlook about how the fatigue damage
distributes along with mean wind speed. Each case has 6 random seeds. This work
can help to find a minimum number of time-domain realizations which are sufficient
to return an accurate fatigue estimation. If the number of seeds can be reduced, the
computational effort for fatigue analysis can be reduced significantly. The cases of
most probable combinations of Hs and Tp under each mean wind speed are listed
in Table 6.1.

Uw [m/s] Hs [m] Tp [s] Prob
4 1.75 9.5 0.39%
6 1.75 9.5 0.55%
8 1.75 9.5 0.59%
10 2.25 9.5 0.58%
12 2.75 10.5 0.51%
14 3.25 10.5 0.40%
16 3.25 10.5 0.28%
18 4.25 11.5 0.19%
20 4.75 11.5 0.12%
22 5.25 11.5 0.07%

Table 6.1: Most probable combinations of Hs and Tp under each mean wind speed.

The second group is a large number of time domain simulations which cover ap-
proximately 80% of the possible environmental conditions. The result is set as a
reference for comparison. Predicted result from simplified method will compared
with the result from raw data to verify the accuracy of prediction. The probabil-
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ity distributions of selected 383 cases under each mean wind speed are plotted in
Figure 6.1.

Figure 6.1: Distribution of sea states of given Uw, Hs and Tp.

In Figure 6.1, the height or color of these ridges in the plot reflects the probability
density at given Hs and Tp. This plot is set as a reference. Similar plot will be
made to fatigue damage D∗, which is the damage at given Hs and Tp multiplied
by corresponding probability. Through comparing the plot of D∗ and probability
density, the influence of probability to exact fatigue damage can be observed.
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6.2 Results From Time Domain Simulations

6.2.1 Results from Simulation Group 1

Figure 6.2: Spectrum comparison of most probable combination of Hs and Tp under each mean wind speed using
6 random seeds.

Before comparing fatigue damage, there is the necessity of examining the dominating
frequency component through spectrum analysis. Figure 6.2 compares the power
spectra of most probable combinations of Hs and Tp under each mean wind speed
using six random seeds. The spectra plot in Figure 6.2 matches that in ??. The six-
seed spectra gives similar frequency components and spectrum density amplitude.
There is only observable difference in the amplitude of spectrum density at low
frequency, which is due to the stochastic nature of turbulent wind. It can be noticed
that the proportion of wave-frequency and high-frequency components is improved,
as the wind speed is increasing. It can also be noticed that the amplitude of spectrum
density at around ω = 0.23rad/s is improved as wind speed is increasing. This
frequency is the pitch motion natural frequency. The strengthened pitch motion
will contribute significantly to the dynamic response at the cross section of tower
base.
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Figure 6.3: Fatigue damage of the most probable combination of Hs and Tp under each wind speed, using 6
random seeds.

The fatigue damage result of group one simulation is plotted in Figure 6.3. This
scatter graph is to prove that less random seeds is also applicable for long-term
analysis. Also, the scatter graph can serve for data fitting. The six series of scatters
in the plot represent the fatigue damage result from six random seeds, marked
with 6 different colors. Under each wind speed, the scatter from six random seeds
almost covers each other. The plot gives the information that the number of seed
has very small influences on the result of fatigue damage, with only the case of
Uw = 14m/s presents larger variance. Simulations with one random seed can be
applicable at the early stage of fatigue analysis, which will reduce the workload
significantly. The distribution in this plot is seen to follow certain trend that the
fatigue damage increases along with the enhancement of mean wind speed. This can
be explained by the result of spectra study in Figure 6.2. Figure 6.2 has revealed
that the contribution from excited pitch motions is enhanced as the wind speed is
increasing (but it should be noticed the Hs is also increasing). Since the trend in
Figure 6.3 bonds fatigue damage and wind speed in certain relationship (the fatigue
damage versus wind speed follows an approximate parabolic shape), this means
that a mathematical model can be established to simplify the analysis. Granted,
this finding is currently limited to this semi-submersible 15-MW FOWT model. Tt
is of necessity to study different large-scale and ultra-scale FOWT models to check
if there is the regularity in common.

6.2.2 Results from Simulation Group 2

The simulation group 2 emulates 383 loading cases using one random seed to cal-
culate the fatigue damage at tower base. The fatigue result is remapped to scatter
diagrams for the observation of regularities.
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Figure 6.4: Distribution of D∗ (fatigue damage multiplied by corresponding probability of given Uw, Hs and Tp)
versus Hs and Tp under each wind speed; D∗ = D ∗ fUw,Hs,Tp (u, h, t).

Figure 6.4 visualized the distribution of the tower base fatigue damage at given Hs,
Tp and Uw multiplied by corresponding probability, which is marked as D∗. The
shape of fatigue damage distribution in Figure 6.4 is close to that in Figure 6.1,
which can be observed through comparing Figure 6.4 and Figure 6.1. The probab-
ility distribution generally controls the distribution of exact fatigue damage. This
indicates that the selection of metocean design basis is important, which influences
the final fatigue damage result.

The fatigue damage under each selected environmental condition is highlighted in
Figure 6.5, with the lowest in blue and highest in red. This plot is made through
remapping fatigue damage to those scatter diagrams. The fatigue damage high-
lighted in Figure 6.5 is the fatigue damage D, which is not multiplied by probability.
This plot can generally describe how fatigue damage is influenced by Hs and Tp.
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Figure 6.5: Distribution of D (fatigue damage without being multiplied by corresponding probability of given Uw,
Hs and Tp) versus Hs and Tp under each wind speed.

Combining Figure 6.5 with the scatter diagram in Appendix C, it can be noticed that
the highest-damage case is not located at the higher-probability zone. Instead, there
is the trend that the individual fatigue damage is increasing towards the direction of
steeper waves, which can bring larger wave loads. This regularity is not going to be
expanded here, since the selected cases only take up half picture of the distribution.
The summarize of fatigue damage versus Hs and Tp should be based on larger
condition set.
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Figure 6.6: Spectrum comparison of stress power spectra of 383 simulations (the red line means the amplitude of
peak at wave frequency of most probable cases).

Figure 6.6 displays the spectra of stress from all combinations of Hs and Tp under
each mean wind speed. The two main peaks are located at low-frequency range
and wave-frequency range respectively. The red horizontal line levels out as the
amplitude of spectrum density at wave frequency of most probable combinations of
Hs and Tp. The amplitude of spectrum density at low-frequency range is the same
for all the cases under certain wind speed. This tells that the change of Hs and
Tp has negligible influence on the low-frequency response. The peak of spectrum
density at wave frequency varies in a wide range. For the cases of which wind
speed ranges from 4m/s to 14m/s, majority of the peaks at wave frequency is below
the red line. This implies that wave-frequency contribution of most probable cases
benchmark at an average level.

After the spectra study of all the simulation results, there is also the need of checking
the fatigue contribution of most probable combinations of Hs and Tp. This is to
prove that the finding in Figure 6.3 can be used for making simplifications. To
check the contribution of those most probable cases, the fatigue damage should be
multiplied by corresponding probability. Figure 6.7 can be obtained after the values
of each grid in Figure 6.5 are multiplied by corresponding probability in scatter
diagrams.
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Figure 6.7: Distribution of D∗ (fatigue damage multiplied by corresponding probability of given Uw, Hs and
Tp) versus Hs and Tp under each wind speed; D∗ = D ∗ fUw,Hs,Tp (u, h, t); The black arrow points towards the
direction that fatigue damage is increasing; The black dot line marks the average level of fatigue damage.

In Figure 6.7, the black arrow points towards the direction that fatigue damage is
increasing, while the black dot line marks the average level of fatigue damage. The
intersection of these two lines is around the location of most probable combination
of Hs and Tp. Furthermore, the fatigue damage of most probable cases is compared
with the mean damage under each mean wind speed in Figure 6.8. Except the case of
Uw = 16m/s, the damage of most probable cases is very close to the average level at
given wind speed. This means that fatigue damage of most probable combination
of Hs and Tp under each Uw can be representative of the average fatigue level.
According to Figure 6.8, it should be pointed out that very large fatigue damage
occurs at Uw = 16m/s. The corresponding Hs and Tp can be found in Figure 6.5,
being 5.25m and 10.5s respectively.

Based on this suppose and the trend in Figure 6.3, the first idea of simplifying
fatigue analysis comes out that most probable case under several wind speed can be
simulated and used to predict the total fatigue damage.
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Figure 6.8: Fatigue damage comparison; Blue scatters are the results from 383 simulations; Black scatters are the
mean damage at each wind speed; Red scatters are the damage of most probable cases.

6.3 Fatigue Prediction Based on Most Probable

Cases & Linear-regression Model

Figure 6.9: Linearized data of six-seed fatigue damage of most probable combination of Hs and Tp under each
wind speed.

The data plotted in Figure 6.3 can be reorganized to find a proper regression model.
The first attempt is to linearize the data and use linear regression to fit in a linear
model. Since the raw data is in non-linear shape, the fatigue damage is divided by
the integral power of corresponding mean wind speed to exploit a linear relationship.
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It is found that the fatigue damage divided by mean wind speed presents a linear
trend as shown in Figure 6.9. The fitted linear model after linear regression is shown
in Figure 6.10. In Figure 6.10, the data is from 1-seed average to 6-seed average
in the six subplots respectively. The fitted linear model and confidence bounds are
colored in red. It can be observed that the data is within the 95% confidence range.
The linear model can be a predictor of most probable damage under each wind
speed.

Figure 6.10: Linearized data of six-seed fatigue damage of most probable combination of Hs and Tp under each
wind speed (using 1 seed average, 2 seed average, 3 seed average, 4 seed average, 5 seed average and 6 seed average
respectively.

with the linear regression model and simulation results, predicted fatigue damage
can be compared with result calculated from raw data. Table 6.2 provides the
estimated damage from both 2-group simulation data and linear regression model.
The group 2 data is selected as the reference due to the data size. The ϵ is the
reletive error compared to the group 2 dataset. The group 1 data is used to compare
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the influence of the choice of seed number on the accuracy of damage prediction.
The linear regression results include the model developed from different number of
samples. The 5-sample linear model selects one cut-in-range speed, two rated-range
speed and two cut-out-range speed, while the 3-sample linear model selects one
cut-in,rated-range and cut-out speed respectively.

D ϵ
383 simulations 7.23E-06
1-seed most probable cases 7.16E-06 1.02%
2-seed most probable cases 7.16E-06 1.02%
3-seed most probable cases 7.16E-06 1.02%
4-seed most probable cases 7.17E-06 0.87%
5-seed most probable cases 7.19E-06 0.57%
6-seed most probable cases 7.25E-06 0.25%
Linear model (9 samples) 7.48E-06 3.50%
Linear model (5 samples) 7.20E-06 0.44%
Linear model (3 samples) 7.57E-06 4.63%

Table 6.2: Comparison between fatigue damage estimated from large-amount simulations, most probable cases
under each wind speed and linear regression model.

The result in Table 6.2 reveals the nature of linear regression that the selection of
fitting samples has influence on the accuracy of predicted result. A proper selection
of sampling data can significantly improve the accuracy as indicated by the result of
using 5 sampling points, of which the relative error is barely 0.44%. It should also be
noticed that the result from group 1 using 6-seed averaged result can also produce
very accurate prediction, of which the the relative error is barely 0.25%. The increase
of number of random seeds can help improve the accuracy of damage prediction,
while the improvement from using 1-seed result to using 6-seed averaged samples is
approximately 0.77%, which is very small. The prediction of using most probable
cases under each wind speed controls the relative error within 1.02%, the accuracy
can be over 98.98%. This in return proves the suppose based on Figure 6.5 that the
most probable combination of Hs and Tp under each wind speed benchmarks the
average level.

6.4 Summary

With the goal of exploring regularities behind fatigue issue, large amount of simu-
lations are conducted and relevant data is processed. Some results from this study
that can be helpful for future work dealing with large-scale FOWTs. The useful
results are summarized as follows

• The distribution of fatigue damage has correlation with the metocean model
selected.
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• Pitch motion is important to the fatigue performance under the condition
where wind and wave are aligned. For the design and optimization of FOWT,
pitch control can help to decrease the risk of fatigue failure.

• Fatigue damage in general increases towards the direction of steeper wave and
stronger wind.

• Most-probable combinations of Hs and Tp under each Uw can be used for
fatigue predication, which returns quite accurate result.

• The condition set for time domain simulations can be further reduced through
linearization of damage versus mean wind speed.

This study provides an overview of the fatigue issue related to ultra-scale FOWTs.
There are also some limitations in this study.

• Remapped scatter diagram of fatigue damage distribution exactly gives half
side of the full picture. A more complete picture with more cases is preferable
to study the influence of Hs and Tp.

• Linear regression model is developed based on the finding of certain regularity.
It returns surprisingly pleasant result in this special case regarding a 15-MW
FOWT. But there is uncertainty if fatigue damage of any other large-scale
FOWTs presents similar regularities.

• The study is limited to tower base. If the detailed design of floater is finished,
it is preferable to study the fatigue damage at different locations on the floater
hull.

• The study is also limited to one FOWT. There is the likelihood that the
regularity found in this study is special to this case. Studies to more different
large-scale and ultra-scale models are meaningful for summarizing common
regularities.

• The applied scenario is that wind wave are aligned in 0◦, which maximizes
the influence of fore-aft behavior. There should be the work considering wind
and wave from different directions to see if there is similar regularity behind
fatigue issue.
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Chapter 7

Conclusion & Discussion

Offshore wind is playing an important role in the global energy transition. The
increasing need and decreasing cost of offshore wind drives the industry and research
groups look towards larger wind turbine. With the turbine being upscaled, the
design of supporting structure faces many challenges. In the work of this thesis,
two challenges regarding a 15 MW FOWT have been proposed. One challenge is
about the calculation of dynamic response on floater hull in numerical simulations.
The other challenge is about fatigue analysis to the structure. In the work of this
thesis, efforts towards these two challenges have been made. Regarding the first
challenge, the functionalities of available simulation tools are exploited to study the
dynamic response on floater hull. For the second challenge, some regularities are
found from large amount of simulation results, and one simplified method has been
proposed. Some conclusions regarding the thesis work and suggestions for future
work are discussed in this final chapter.

7.1 Conclusion

The numerical model of 15 MW FOWT is modeled in SIMO/RIFLEX to implement
fully-coupled time domain analysis. In the numerical tool, the aerodynamics of
wind turbine is described by BEM, and hydrodynamics of the floater is described by
potential flow theory. The blades, tower and mooring lines are modeled as flexible
beams, described by Euler-Bernoulli beam theory. The numerical model is verified
first through comparison with the result provided by IEA. The model is verified to
be correctly set up.

When it comes to the study regarding multi-body floater, the modeling scheme
in SIMO/RIFLEX has simplified the analytical procedure for obtaining response
on the floater hull. With this scheme, the time for simulations is not increased,
since there is no need for coupling SIMO/RIFLEX with other FE program. An
exploratory study has been proceeded to compare dynamic response at different
locations. The fatigue damage at these locations are roughly estimated to provide
insights for further design and optimizations. The underwater-part central column
is more vulnerable to fatigue failure compared to tower base, while the side column
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is relatively safe and mainly affected by the mooring line behavior. Although the
damage calculation overestimates the fatigue on the pontoons, fatigue damage on
pontoons is still non-negligible. The spectra study plus the estimated fatigue damage
indicates that the fatigue issue at different locations can be very different. The result
implies that the locations around the center can apply the same strategy for fatigue
analysis. The result also indicates that pre-analysis of loading components through
spectra study is important for applying proper method to simplify the study.

For the work regarding long-term fatigue analysis, it is found that fatigue damage of
most probable Hs and Tp under each mean wind speed are ranked at average level
among all the possible cases under each wind speed. This finding tells that most
probable cases under each wind speed can be used to estimate fatigue damage. The
estimated result from most probable cases under each wind speed and result from
large-amount simulations has been compared. It is shown that the estimation based
on most probable cases can control the relative error within 1%. This means that
there is very high confidence in the prediction using 11 ∼ 66 out of 383 simulations.

The other finding is that fatigue damage under each wind speed generally follows
a trend (D ∝ Uw). The trend enables fitting samples with regression model, and
linear regression is sufficient to describe this regularity. The general strategy is to
select samples around cut-in, rated and cut-out wind speed first. And then linear
regression technique is applied to these sampling points to get a predication function.
Using linear regression, the needed cases can be reduced to 3, which returns over
95% accuracy. It should be noted that the accuracy of linear-regression model
varies with the selection of sampling points. A proper selection can optimize the
accuracy of prediction up to over 99%, while a poor sample set can still return
approximately 95% accuracy. The study also highlights the importance of spectra
analysis, which can provide information for selecting a both simplified and accurate
manner of fatigue analysis. The spectra study provides evidence that pitch motions
are strengthened with the increase of mean wind speed. Pitch motions contribute
to the fore-aft bending moment significantly, which causes large fatigue damage at
the tower base.

7.2 Recommendations For Future Work

This thesis has provided insights into how to implement analysis to the floater
hull of semi-submersible platform in time domain simulations. However, there are
deficiencies in this part of work. For the improved modeling scheme itself, one third
of the floater is modified with flexible connections, since the fore-aft behavior is
assumed to be most important. Further improvement is to divide the entire floater
into sub-bodies, which enables the analysis to side-side behaviors. This should be
proceeded to make the analysis complete. There is also the deficiency in the floater
parameters. The detailed design inside the floater has not been confirmed yet by the
group who put forward this conception model. The estimated fatigue damage up to
now is not sufficiently accurate. For further analysis to floater hull, the inner design
should be accomplished first. Furthermore, the exact flexibility is unknown and
unable to be verified in current stage. It can be predicted that the result of dynamic
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response can be very different if the exact floater is very flexible.The flexibility of
floater hull is of interest for future study. But there should be model experiment as
comparison to verify the result.

As concluded, the work in this thesis look into the fatigue issue through remapping
fatigue damage into scatter diagrams. Some regularities are found and a simplified
method for estimation is put forward, but there is still insufficiency in this part of
work. The first limitation is that the long-term analysis does not cover all the pos-
sible environmental conditions. It is preferable to expand the picture in the future
to improve the confidence in the result. In this way, more detailed study regarding
influence of Hs and Tp can be expanded. Based on the whole picture of fatigue
damage distribution in scatter diagrams, a lumped method of environmental vari-
ables can be put forward. Besides, the study of simplification on fatigue estimation
is limited to the tower base. More locations should be studied to prove that certain
regularity or certain method can be applied to most of the locations on the FOWT.
The result in this thesis is also limited to only one FOWT model. The regularity
found is likely to It is uncertain if the same regularity may occur to other FOWTs.
A more advanced simplified method should be able to cover more prototypes. It is
recommended to study the fatigue of more models, for example, to study 10 MW,
12 MW, and 15MW models. If there is similar regularity found in the study of
these models, it can be concluded that the regularity is applicable to large-scale and
ultra-scale FOWTs.

As summary, the thesis makes contributions towards numerical analysis to floater
hull of FOWTs and fatigue analysis regarding a large-scale FOWT. It provides
insight into how to conduct fatigue analysis to the substructure of a new concept
model. The study in this work can be further improved through increasing research
object and scale.Also, the detailed design of floater can be made for fatigue analysis.
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Appendix A

Hydrodynamic Results

The main output from HydroD that is going to be used for the next-stage work in-
cludes the radiation and diffraction forces. The Figure A.1 shows the total frequency
dependent added mass and radiation damping of the body.

Figure A.1: Added mass and radiation damping computed from HydroD.

The Figure A.2 demonstrates the excitation force amplitude in 11 directions. The 0o

wave gives highest excitation force for surge, heave and pitch motions. It gives zero
excitation for sway, roll and yaw motions. The 90o wave provides the highest excit-
ation for sway and roll motions. The wave in 30o,90o and 150o direction generated
the same amplitude of excitation force for the yaw motion. This can be expected
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due to the angle of 120o between pontoons. The wave in these three directions gives
the same-amplitude torque to let the body spin along the z axis.

Figure A.2: Excitation force amplitude of unit wave elevation computed from HydroD.
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Appendix B

Multi-body Hydrodynamic Code

The self-developed code is attached in this Appendix, which is employed to definr
the sub-bodies and integrate panel pressure. The computed output includes added
mass, damping coefficients and transfer functions of excitation. The main function
is given as below.

1 %-----------------------

2 % MAIN !

3 %-----------------------

4 close all

5 clear all

6 clc

7 tic

8 set(0,'defaultfigurecolor','w')

9 format long

10 %% output and input

11 Kfile = '';

12 K_info = load(Kfile);

13

14 prefix = 'semi';

15 folder = '';

16 folderout='semi_out\';

17 % output

18 mode_out = 6; % 3 for potential flow library, 6 for SIMO body way. model for output

19

20

21 %% Read WAMIT output

22 datGDF = dlmread([folder prefix '.GDF'],'',1,0); % geometric data file

23 datpnl = dlmread([folder prefix '.pnl']); % panel data file

24 dat1 = dlmread([folder prefix '.1']); % added mass and damping coefficients

25 dat2 = dlmread([folder prefix '.2']);% exciting forces from Haskind relations

26 dat3 = dlmread([folder prefix '.3']); % exciting forces from diffraction potential

27 dat5p = dlmread([folder prefix '.5p']);% Hydrodynamic pressure on body surface

28

29 %% Define basic parameters

30 ULEN = datGDF(1,1);

31 g = datGDF(1,2);

32 XV = datGDF(4:end,1);

33 YV = datGDF(4:end,2);

34 ZV = datGDF(4:end,3);

35
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36 Mpnl = datpnl(:,1);

37 Kpnl = datpnl(:,2);

38 XCT = datpnl(:,3); % x coordinate of panels

39 YCT = datpnl(:,4); % y coordinate of panels

40 ZCT = datpnl(:,5); % z coordinate of panels

41 AREA = datpnl(:,6);

42 nx = datpnl(:,7);

43 ny = datpnl(:,8);

44 nz = datpnl(:,9);

45 nrx = datpnl(:,10);

46 nry = datpnl(:,11);

47 nrz = datpnl(:,12);

48

49

50 pers = flipud(unique(dat5p(:,1)));

51 Npers = length(pers); % number of periods

52 Npanels = length(Kpnl); % number of panels

53 Nbetas = length(unique(dat3(:,2))); % number of wave headings

54 betas = unique(dat5p(Npanels+1:Npanels+Npanels*Nbetas,2));

55 omega = 2*pi./pers;

56 rho = 1025;

57 L = ULEN;

58

59 x0=0; %Position of new local coordinate system

60 y0=0; %Position of new local coordinate system

61

62 %% Split TLP into column, base node (lower column) and (indivdual) pontoons

63 heightC = 13.0; % upper column length (under water)

64 heightPon = 7;

65 lengthP = 51.75;

66

67 radC_c = 10/2; % central column diameter

68 radC_s = 12.5/2; % side column diameter

69 radBN = radC_c + 5; % start section to cut pontoons

70 draft = min(ZCT); % semi-sub draft

71 lengthBN = -draft-heightC; % Base Node means BN

72 Zs = draft+8.5*0.5; % spokes centerline in z, shouled be -

73

74 crd_Semi = [XCT YCT ZCT]; % all panel center coordinates Semi

75

76 pnl_C = find( sqrt(crd_Semi(:,1).^2 + crd_Semi(:,2).^2) <= radC_c & crd_Semi(:,3)>-heightC );

77 crd_C = crd_Semi(pnl_C,:); % panel coordinates central column, x y z all

78

79 pnl_Cs1 = find( sqrt(crd_Semi(:,1).^2 + crd_Semi(:,2).^2) > radC_c & crd_Semi(:,3) >

80 -heightC & crd_Semi(:,1) > 0 );

81 crd_Cs1 = crd_Semi(pnl_Cs1 ,:); % panel coordinates side column 1

82 pnl_Cs2 = find( sqrt(crd_Semi(:,1).^2 + crd_Semi(:,2).^2) > radC_c & crd_Semi(:,3) >

83 -heightC & crd_Semi(:,2) > 0 & crd_Semi(:,1) < 0 );

84 crd_Cs2 = crd_Semi(pnl_Cs2 ,:); % panel coordinates side column 2

85 pnl_Cs3 = find( sqrt(crd_Semi(:,1).^2 + crd_Semi(:,2).^2) > radC_c & crd_Semi(:,3) >

86 -heightC & crd_Semi(:,2) < 0 & crd_Semi(:,1) < 0 );

87 crd_Cs3 = crd_Semi(pnl_Cs3 ,:); % panel coordinates side column 3

88

89 pnl_P1 = find( crd_Semi(:,3) <= -heightC & crd_Semi(:,1) > 4 &

90 sqrt(crd_Semi(:,1).^2 + crd_Semi(:,2).^2) > radBN); % x positive,

91 crd_P1 = crd_Semi(pnl_P1,:); % panel coordinates pontoon 1

92 pnl_P2 = find( crd_Semi(:,3) <= -heightC & crd_Semi(:,2) > 0 &

93 crd_Semi(:,1) < 4 & sqrt(crd_Semi(:,1).^2 + crd_Semi(:,2).^2) > radBN);

94 crd_P2 = crd_Semi(pnl_P2,:); % panel coordinates pontoon 2

95 pnl_P3 = find( crd_Semi(:,3) <= -heightC & crd_Semi(:,2) < 0 &
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96 crd_Semi(:,1) < 4 & sqrt(crd_Semi(:,1).^2 + crd_Semi(:,2).^2) > radBN);

97 crd_P3 = crd_Semi(pnl_P3,:); % panel coordinates pontoon 3 % z+ r + xy

98

99 pnl_BN = find( sqrt(crd_Semi(:,1).^2 + crd_Semi(:,2).^2) <= radBN &

100 crd_Semi(:,3) <= -heightC);

101 crd_BN = crd_Semi(pnl_BN,:); % panel coordinates central column, x y z all

102 % here, all panels are included. no missing, checked, correct

103 n_should =[length(pnl_C);length(pnl_Cs1); length(pnl_Cs2),; length(pnl_Cs3);

104 length(pnl_P1); length(pnl_P2); length(pnl_P3); length(pnl_BN)];

105 if Npanels ==sum(n_should)

106 disp('all panels are included. no missing, checked, correct');

107 else

108 disp('Not all panels are included. no missing, checked, incorrect');

109 end

110

111 %% Define multi-body model

112 Ndl = 5;

113 idl = input('mode of sections divided == ');

114 if idl == 1

115 NN = 16;

116 elseif idl == 2

117 NN = 12;

118 elseif idl == 3

119 NN = 8;

120 elseif idl == 4

121 NN = 4;

122 elseif idl == 5

123 NN = 2;

124 elseif idl == 6

125 NN = 1;

126 elseif idl == 7

127 NN = 3;

128 end

129

130 NsectionC = NN; % number of section of Upper Column.

131 NsectionBN = 1; % number of section.

132 NsectionP = NN; % number of section.

133

134 d1 = heightC/NsectionC; %length of individual section

135 d2 = lengthBN/NsectionBN;

136 %--------------------------------------------------------------------------

137 % columns from low to top, the boundary of each section, not the center

138 zC = linspace(-heightC,0,NsectionC+1)';

139 xC = zeros(size(zC)); % node x-locations on column

140 yC = zeros(size(zC)); % node y-locations on column

141 SecC = [xC yC zC];

142 % side columns 1 is along the x positive, 2 is in the 2nd qudarant. 3 is in 3rd.

143 zCs1 = zC ; zCs2 = zC ; zCs3 = zC ;

144 xCs1 = ones(size(zC))*lengthP; xCs2 = ones(size(zC))*lengthP *(- cosd(60));

145 xCs3 = ones(size(zC))*lengthP *(- cosd(60));

146 yCs1 = zeros(size(zC)); yCs2 = ones(size(zC))*lengthP *(sind(60));

147 yCs3 = ones(size(zC))*lengthP *(- sind(60));

148 SecCs1 = [xCs1 yCs1 zCs1]; SecCs2 = [xCs2 yCs2 zCs2]; SecCs3 = [xCs3 yCs3 zCs3];

149 % pontoon 1 is along the x positive, 2 is in the 2nd qudarant. 3 is in 3rd.

150 xP1 = linspace(radBN,radC_s+lengthP,NsectionP+1)';

151 % from column surface to tip. mesh number is 30 (29.7).

152 if idl == 7

153 xP1 = [10, 25, 40, 58]';

154 end

155 yP1 = zeros(size(xP1)); % node y-locations on pontoon 1 1st
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156 zP1 = Zs*ones(size(xP1)); % node z-locations on pontoon 1

157 xP2 = -cosd(60)*xP1; % node x-locations on pontoon 2

158 yP2 = cosd(30)*xP1; % node y-locations on pontoon 2, 2nd qudarant

159 zP2 = Zs*ones(size(yP2)); % node z-locations on pontoon 2

160 xP3 = xP2; % node x-locations on pontoon 3

161 yP3 = -yP2; % node y-locations on pontoon 3 3rd

162 zP3 = zP2; % node z-locations on pontoon 3

163 % Base node which is below central column

164 zBN = linspace(draft,-heightC,NsectionBN+1)';

165 xBN = zeros(size(zBN)); % node x-locations on column

166 yBN = zeros(size(zBN)); % node y-locations on column

167 SecP1 = [xP1 yP1 zP1]; SecP2 = [xP2 yP2 zP2]; SecP3 = [xP3 yP3 zP3];

168 Secs = [SecC; SecCs1; SecCs2; SecCs3; SecP1; SecP2; SecP3];

169 %---------objectives-----------------------

170 % SecC, SecCs1, SecCs2, SecCs3

171 % SecP1, SecP2, SecP3

172 % Secs

173 %---------------------------------------------------------------------------------------

174 %---------------------------------------------------------------------------------------

175 % node, middle of section

176 % central column

177 zCn = zC - 0.5*d1*ones(size(zC));

178 zCn = zCn(2:end);

179 xCn = zeros(size(zCn));

180 yCn = zeros(size(zCn));

181 nodesC = [xCn yCn zCn];

182 NnodesC = size(nodesC,1);

183 % side column

184 zCsn1 = zCn ; zCsn2 = zCn ; zCsn3 = zCn ;

185 xCsn1 = ones(size(zCn))*lengthP;

186 xCsn2 = ones(size(zCn))*lengthP *(- cosd(60));

187 xCsn3 = ones(size(zCn))*lengthP *(- cosd(60));

188

189 yCsn1 = zeros(size(zCn));

190 yCsn2 = ones(size(zCn))*lengthP *(sind(60));

191 yCsn3 = ones(size(zCn))*lengthP *(- sind(60));

192 nodesCs1 = [xCsn1 yCsn1 zCsn1];

193 nodesCs2 =[xCsn2 yCsn2 zCsn2];

194 nodesCs3 =[xCsn3 yCsn3 zCsn3];

195 nodesCs = [nodesCs1;nodesCs2;nodesCs3];

196 NnodesCs1 = size(nodesC,1);

197 NnodesCs2 = size(nodesC,1);

198 NnodesCs3 = size(nodesC,1);

199 % pontoon1

200 xP1n = xP1 - 0.5*(lengthP/NsectionP)*ones(size(xP1));

201 xP1n = xP1n(2:end);

202 yP1n = zeros(size(xP1n));

203 zP1n = Zs*ones(size(xP1n));

204 nodesP1 = [xP1n yP1n zP1n]; NnodesP1 = size(nodesP1,1);

205 % pontoon2 and 3

206 xP2n = -cosd(60)*xP1n;

207 yP2n = cosd(30)*xP1n;

208 zP2n = Zs*ones(size(yP2n));

209 xP3n = xP2n;

210 yP3n = -yP2n;

211 zP3n = zP2n;

212 nodesP2 = [xP2n yP2n zP2n]; NnodesP2 = size(nodesP2,1);

213 nodesP3 = [xP3n yP3n zP3n]; NnodesP3 = size(nodesP3,1);

214 % central Base Node

215 zBNn = zBN - 0.5*d2*ones(size(zBN));
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216 zBNn = zBNn(2:end);

217 xBNn = zeros(size(zBNn));

218 yBNn = zeros(size(zBNn));

219 nodesBN =[xBNn yBNn zBNn]; NnodesBN = size(nodesBN,1);

220 %-------------------------------------------------------------------

221 nodes = [nodesC; nodesCs1; nodesCs2; nodesCs3;

222 nodesP1; nodesP2; nodesP3; nodesBN];

223 Nnodes = [length(nodes), NnodesC, NnodesCs1, NnodesCs2, NnodesCs3,

224 NnodesP1, NnodesP2, NnodesP3, NnodesBN] ;

225 %------------------------------------------------------------------

226

227 %---------objectives-------------------

228 % nodesC, nodesCs1, nodesCs2, nodesCs3

229 % nodesP1, nodesP2, nodesP3

230 % nodes

231 % ------------------------------------

232 %% Generate SIMO body input for A, B and F from radiation and diffraction pressures

233 % Now we defined 7 substructures, 4 columns and 3 pontoons

234 Nbody = 8;

235 AB = cell(Nbody,1);

236 F = cell(Nbody,1);

237 Buoy = cell(Nbody,1);

238 ZBuoy = cell(Nbody,1);

239 C = cell(Nbody,1);

240 K = cell(Nbody,1);

241 for i =1:Nbody

242 AB{i} = zeros(Npers,Nnodes(i+1),6,6);

243 F{i} = zeros(Npers,Nbetas,Nnodes(i+1),6);

244 Buoy{i} = zeros(Npers,Nnodes(i+1),6);

245 ZBuoy{i} = zeros(Nnodes(i+1));

246 C{i} = zeros(Npers,Nnodes(i+1),6,6);

247 end

248 Lm = [L^2 L^2 L^2 L^3 L^3 L^3]; % m for force. n and k for pressure and radiation coefficient.

249 Lkn = [L^-3 L^-3 L^-3 L^-4 L^-4 L^-4]; % for radiation. L k-n, see 6.18 equation. correct.

250 count = 0;

251 n = zeros(Nbody,1);

252 for iper = 1:Npers % number of periods , in total 60

253 n = zeros(Nbody,1);

254 for i =1:Nbody

255 K{i} = zeros(Nnodes(i+1),6,6);

256 end

257 disp(['Run calculation period ' num2str(pers(iper))])

258 % loop, panels and separate. 2 seciton node. 3 beta for force

259 for ipnl = 1:Npanels % loop through panels, all panels. this is panel number

260 count = count + 1; % extract 5p file data. see below

261 norm = [nx(ipnl), ny(ipnl), nz(ipnl), nrx(ipnl), nry(ipnl), nrz(ipnl)]; % normal direction

262 area = AREA(ipnl); % panel area

263 % Classify panels into different substructures and sections

264 %----------------------------------------------------------------------

265 if any(pnl_C==ipnl) % central column sequence

266 [F{1}, AB{1}, Buoy{1}, ZBuoy{1}, C{1}, K{1}, n(1)] =

267 Integration_Column(F{1},AB{1},Buoy{1},ZBuoy{1},C{1},K{1},K_info,Nnodes(2),

268 ipnl,XCT,YCT,ZCT,zC,dat5p,norm,n(1),count,Lkn,area,g,omega,iper,Nbetas,Npanels,Lm);

269 elseif any(pnl_Cs1==ipnl) % side column 1 sequence

270 [F{2}, AB{2}, Buoy{2}, ZBuoy{2}, C{2}, K{2}, n(2)] =

271 Integration_Column(F{2},AB{2},Buoy{2},ZBuoy{2},C{2},K{2},K_info,Nnodes(3),

272 ipnl,XCT,YCT,ZCT,zC,dat5p,norm,n(2),count,Lkn,area,g,omega,iper,Nbetas,Npanels,Lm);

273 elseif any(pnl_Cs2==ipnl) % side column 2 sequence

274 [F{3}, AB{3}, Buoy{3}, ZBuoy{3}, C{3}, K{3}, n(3)] =

275 Integration_Column(F{3},AB{3},Buoy{3},ZBuoy{3},C{3},K{3},K_info,Nnodes(4),
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276 ipnl,XCT,YCT,ZCT,zC,dat5p,norm,n(3),count,Lkn,area,g,omega,iper,Nbetas,Npanels,Lm);

277 elseif any(pnl_Cs3==ipnl) % side column 3 sequence

278 [F{4}, AB{4}, Buoy{4}, ZBuoy{4}, C{4}, K{4}, n(4)] =

279 Integration_Column(F{4},AB{4},Buoy{4},ZBuoy{4},C{4},K{4},K_info,Nnodes(5),

280 ipnl,XCT,YCT,ZCT,zC,dat5p,norm,n(4),count,Lkn,area,g,omega,iper,Nbetas,Npanels,Lm);

281 elseif any(pnl_P1==ipnl)

282 [F{5}, AB{5}, Buoy{5}, ZBuoy{5}, C{5}, K{5}, n(5)] =

283 Integration_Pontoon(F{5},AB{5},Buoy{5},ZBuoy{5},C{5},K{5},K_info,Nnodes(6),

284 ipnl,XCT,YCT,ZCT,xP1,yP1,dat5p,norm,n(5),count,Lkn,area,g,omega,iper,Nbetas,Npanels,Lm);

285 elseif any(pnl_P2==ipnl)

286 [F{6}, AB{6}, Buoy{6}, ZBuoy{6}, C{6}, K{6}, n(6)] =

287 Integration_Pontoon(F{6},AB{6},Buoy{6},ZBuoy{6},C{6},K{6},K_info,Nnodes(7),

288 ipnl,XCT,YCT,ZCT,xP2,yP2,dat5p,norm,n(6),count,Lkn,area,g,omega,iper,Nbetas,Npanels,Lm);

289 elseif any(pnl_P3==ipnl)

290 [F{7}, AB{7}, Buoy{7}, ZBuoy{7}, C{7}, K{7}, n(7)] =

291 Integration_Pontoon(F{7},AB{7},Buoy{7},ZBuoy{7},C{7},K{7},K_info,Nnodes(8),

292 ipnl,XCT,YCT,ZCT,xP3,yP3,dat5p,norm,n(7),count,Lkn,area,g,omega,iper,Nbetas,Npanels,Lm);

293 elseif any(pnl_BN==ipnl)

294 [F{8}, AB{8}, Buoy{8}, ZBuoy{8}, C{8}, K{8}, n(8)] =

295 Integration_BN(F{8},AB{8},Buoy{8},ZBuoy{8},C{8},K{8},K_info,Nnodes(9),

296 ipnl,XCT,YCT,ZCT,zBN,dat5p,norm,n(8),count,Lkn,area,g,omega,iper,Nbetas,Npanels,Lm);

297 end

298 %-----------------------------------------------------------------------

299

300 end

301 % each pers, have these panels

302 count = count + Npanels*Nbetas;

303 end

304 if sum(n) == Npanels

305 disp('all the pressure on panels are integrated');

306 else

307 disp('there is some panel not integrated ! ! !');

308 end

This function is used for integrating the diffraction and radiation terms of the
columns.

1 function [F, AB, Buoy, n] = Integration_Column(Fin, ABin, Buoyin,

2 Nnodes, ipnl,ZCT, zC, ...

3 dat5p, norm, n, count, ...

4 Lkn, AREA, g, ...

5 omega, iper, Nbetas, Npanels, Lm)

6

7 F = Fin;

8 AB = ABin;

9 Buoy = Buoyin;

10 heightC = 13;

11 rho = 1025;

12 for inode = 1:Nnodes

13 % from low to up, both the upper column and lower column

14

15 if ZCT(ipnl) > zC(inode) && ZCT(ipnl) <= zC(inode+1)

16 % panel center between two node of section

17 %Calculate added mass and damping matrix from radiation presssure

18 %p = pressure(dat5p,count);

19 p1 = dat5p(count,4)+1i*dat5p(count,5);

20 p2 = dat5p(count,6)+1i*dat5p(count,7);
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21 p3 = dat5p(count,8)+1i*dat5p(count,9);

22 p = [p1 p2 p3 0 0 0];

23 clear p1 p2 p3

24 rn = [0, 0, 0]; % Set the rotational forces to 0.

25 nrn = ([norm rn].*Lkn)';

26

27 % 1. Added mass and Damping

28 ABpan = nrn*p*AREA*g/(omega(iper))^2;

29 AB(iper,inode,:,:) = squeeze(AB(iper,inode,:,:)) + ABpan;

30 n = n+1;

31

32 % 2. Exicatation of different wave directions

33 for ibet = 1:Nbetas

34 f = dat5p(count+Npanels*ibet,5) + 1i*dat5p(count+Npanels*ibet,6);

35 Fpan = AREA./Lm.*[norm rn]*f;

36 clear f

37 F(iper,ibet,inode,1) = Fpan(1) + F(iper,ibet,inode,1); %Fx

38 F(iper,ibet,inode,2) = Fpan(2) + F(iper,ibet,inode,2); %Fy

39 F(iper,ibet,inode,3) = Fpan(3) + F(iper,ibet,inode,3); %Fz

40 F(iper,ibet,inode,4) = 0;

41 F(iper,ibet,inode,5) = 0;

42 F(iper,ibet,inode,6) = 0;

43 end

44

45 % 3. Buoy contributed by vertical pressure

46 Buoy(iper,inode) = Buoy(iper,inode) +

47 norm(3) * AREA * rho * g * (-ZCT(ipnl));

48 end

49 end

This function is used for integrating the diffraction and radiation terms of the pon-
toon.

1 function [F, AB, Buoy, n] = Integration_Pontoon(Fin, ABin, Buoyin, Nnodes,

2 ipnl, XCT, YCT, ZCT, xP, yP, ...

3 dat5p, norm, n, count, Lkn, AREA, g, ...

4 omega, iper, Nbetas, Npanels, Lm, lengthP)

5 F = Fin;

6 AB = ABin;

7 Buoy = Buoyin;

8 rho = 1025;

9 radC = 5;

10 for inode = 1:Nnodes

11 % from low to up, both the upper column and lower column

12 lim1 = sqrt(xP(inode)^2 + yP(inode)^2);

13 if inode == 1

14 lim1 = 0;

15 end

16 lim2 = sqrt(xP(inode+1)^2 + yP(inode+1)^2);

17 % take the right boundary panels

18 if sqrt(XCT(ipnl)^2 + YCT(ipnl)^2 ) > lim1 && ...

19 sqrt(XCT(ipnl)^2 + YCT(ipnl)^2 ) <= lim2

20 % panel center between two node of section

21 %Calculate added mass and damping matrix from radiation presssure

22 %p = pressure(dat5p,count);

23 p1 = dat5p(count,4)+1i*dat5p(count,5);

24 p2 = dat5p(count,6)+1i*dat5p(count,7);
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25 p3 = dat5p(count,8)+1i*dat5p(count,9);

26 p = [p1 p2 p3 0 0 0];

27 clear p1 p2 p3

28 rn = [0, 0, 0];

29 % Set the rotational forces to 0.

30 nrn = ([norm rn].*Lkn)';

31

32 % 1. Added mass and Damping

33 ABpan = nrn*p*AREA*g/(omega(iper))^2;

34 AB(iper,inode,:,:) = squeeze(AB(iper,inode,:,:)) + ABpan;

35 n = n + 1;

36 % 2. Exicatation of different wave directions

37 for ibet = 1:Nbetas

38 f = dat5p(count+Npanels*ibet,5) + 1i*dat5p(count+Npanels*ibet,6);

39 Fpan = AREA./Lm.*[norm rn]*f;

40 clear f

41 F(iper,ibet,inode,1) = Fpan(1) + F(iper,ibet,inode,1); %Fx

42 F(iper,ibet,inode,2) = Fpan(2) + F(iper,ibet,inode,2); %Fy

43 F(iper,ibet,inode,3) = Fpan(3) + F(iper,ibet,inode,3); %Fz

44 F(iper,ibet,inode,4) = 0;

45 F(iper,ibet,inode,5) = 0;

46 F(iper,ibet,inode,6) = 0;

47

48 end

49 % 3. Buoy contributed by vertical pressure

50 Buoy(iper,inode) = Buoy(iper,inode) +

51 norm(3) * AREA * rho *g * (-ZCT(ipnl));

52 end

53 end

54 end
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Appendix C

Scatter Diagrams of Site 14

The scatter diagrams of the selected site are presented in this appendix. The cases
that has probability lower than 1e-4 are neglected.

• The wind speed ranges from 4m/s to 24m/s, of which the bin size is 2m/s

• The significant wave height ranges from 0m to 9m, of which the bin size is
0.5m

• The wave period ranges from from 4 s to 16 s, of which the bin size is 1 s

The scatter diagrams are used to identify the cases for time domain simulations.

Figure C.1: Example of scatter diagram of joint probability distribution [Uw = 4m/s].
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Figure C.2: Example of scatter diagram of joint probability distribution [Uw = 6m/s].

Figure C.3: Example of scatter diagram of joint probability distribution [Uw = 8m/s].
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Figure C.4: Example of scatter diagram of joint probability distribution [Uw = 10m/s].

Figure C.5: Example of scatter diagram of joint probability distribution [Uw = 12m/s].
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Figure C.6: Example of scatter diagram of joint probability distribution [Uw = 14m/s].

Figure C.7: Example of scatter diagram of joint probability distribution [Uw = 16m/s].
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Figure C.8: Example of scatter diagram of joint probability distribution [Uw = 18m/s].

Figure C.9: Example of scatter diagram of joint probability distribution [Uw = 20m/s].
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Figure C.10: Example of scatter diagram of joint probability distribution [Uw = 22m/s].

Figure C.11: Example of scatter diagram of joint probability distribution [Uw = 24m/s].
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Appendix D

Alternative Methods for
Multi-body Modeling

In Appendix D, two simplified methods are briefly discussed. The two methods
are not applied due to the inaccuracy in describing the motions. These two meth-
ods are still introduced and discussed here in details, since there is the space for
improvement.

D.1 Discussion of Modeling Method S1

RIFLEX code is universally utilized and verified in the studies of mooring system,
it is also assigned with the functionality of inputting hydrodynamic force which is
based on potential flow theory. The method of inputting the hydrodynamic coef-
ficients to RIFLEX beam is utilized by Svendsen [7] who applied this method to
study the elasticity of a TLP-type platform. Hegseth [8] used this method to study
the response of a semi-submersible FOWT. Brevik [9] used this method to study the
elasticity of two spar-type floater. In their works, the added mass, damping coeffi-
cients and transfer function of excitation integrated matches to those output directly
from Wamit to a great extent, with the case of semi-submersible as an exception.
This method is a simplified method which neglects the contribution of the moment
caused by angular acceleration or angular velocity. It assumes that the moment
caused by translational force matters much more than the moment caused by local
rotations. Under each frequency, the added mass and damping are 6x6 matrix. The
off-diagonal terms in the A and B matrix can be calculated using the formula in
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Equation D.1.1.

A15 =
Nsec∑
n1

(A
(n)
11 z

(n) − A
(n)
13 x

(n)), B15 =
Nsec∑
n=1

(B
(n)
11 z(n) −B

(n)
13 x(n))

A24 =
Nsec∑
n=1

(A
(n)
22 z

(n) − A
(n)
13 x

(n)), B24 =
Nsec∑
n=1

(B
(n)
22 z(n) −B

(n)
13 x(n))

A26 =
Nsec∑
n=1

(A
(n)
11 z

(n) − A
(n)
13 x

(n)), B26 =
Nsec∑
n=1

(B
(n)
11 z(n) −B

(n)
13 x(n))

(D.1.1)

The diagonal terms of rotational motions in the A and B matrix can be written as

A55 =
Nsec∑
n=1

[A
(n)
11 (z

(n))2 − 2 · A(n)
13 z

(n)x(n) + A
(n)
33 (x

(n))2]

B55 =
Nsec∑
n=1

[B
(n)
11 (z(n))2 − 2 ·B(n)

13 z(n)x(n) +B
(n)
33 (x(n))2]

A44 =
Nsec∑
n=1

[A
(n)
22 (z

(n))2 − 2 · A(n)
32 y

(n)z(n) + A
(n)
33 (y

(n))2]

B44 =
Nsec∑
n=1

[B
(n)
22 (z(n))2 − 2 ·B(n)

32 y(n)z(n) +B
(n)
33 (y(n))2]

A66 =
Nsec∑
n=1

[A
(n)
22 (x

(n))2 − 2 · A(n)
12 y

(n)x(n) + A
(n)
11 (y

(n))2]

B66 =
Nsec∑
n=1

[B
(n)
22 (x(n))2 − 2 ·B(n)

12 y(n)x(n) +B
(n)
11 (y(n))2]

(D.1.2)

In the work of Brevik, Hegseth and Svendsen [7, 8, 9], the effect of increasing
number of cuts can improve the accuracy of overall hydrodynamic coefficients input
to RIFLEX. In the work of this thesis, the columns and pontoons of the semi-
submersible platform are divided in five division modes as listed in Table D.1. The
dm is the abbreviation of division mode.

Division Mode dm = 1 dm = 2 dm = 3 dm = 4 dm = 5
Column x4 16 12 8 4 2
Pontoon x3 16 12 8 4 2
Total 108 84 56 28 14

Table D.1: Number of sections in different division mode.

As mentioned, the diffraction forces and radiation coefficients of each section are
inserted to the corresponding RIFLEX beam element. The RIFLEX beam model in
different division mode listed in Table D.1 is shown in Figure D.1. The rotational
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added mass and damping coefficient should be checked. When it comes to the off-
diagonal terms in the A and B matrix, three off-diagonal terms are selected to have
comparisons. These terms are calculated in SIMA through calculating the moment
to the global original point caused by the translational forces.

Figure D.1: RIFLEX beam elements of the elastic floater.

The translational total added mass and damping coefficients should present per-
fect matches, since the local translational terms can be transferred to the global
coordinate directly. This is shown in Figure D.2.

Figure D.2: Translational added mass and damping under different division modes.
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The magnitude of added mass and damping coefficients in the surge-pitch coupling
and sway-roll coupling motions are compared in Figure D.3. There are large variance
at lower frequencies. Increasing the length of subsections can improve the accuracy
to some extend, but after the structure is divided into 56 sub-bodies, there is no
more further improvement. It is the same with the diagonal rotational added mass
and damping. This also indicates that the moment introduced by local rotation is
non-negligible for this semi-submersible floater model.

The result in Figure D.3 shows that the multi-body model in SIMA would over-
estimate the added mass in roll and surge motions, and this is unavoidable even
if the division of the model is finer. This method is not suitable to be used. The
added mass coefficients influence the natural period of of platform motion, while
the damping influences the amplitude of motions. This input cannot guarantee an
acceptable similarity between models.

Figure D.3: Diagonal rotational added mass and damping under different division modes.

109



D.2 Discussion of Modeling Method S2

Due to that the numerical model built in RIFLEX with integrated WAMIT result
input to each beam element cannot map the overall hydrodynamic coefficients into
sub-bodies perfectly, SIMO bodies are employed to fill in the gap. The SIMO body
is added to nodes on RIFLEX beams in order to render kinetic characteristics reas-
onably. This method enables the insertion of added mass and damping coefficients
as well as transfer functions of excitation force in 6 DOF. The sectional added mass
and damping matrix can be sum up to be compared with the total added mass and
damping produced in WAMIT. The Figure D.4, Figure D.5 and Figure D.6 shows
that the added mass and damping coefficients distributed to the multi-body model
match the input to rigid-body model. This method can rationally depict the motion
of the platform.

Figure D.4: Comparison of translational added mass and damping components (the red curves represent the
summation of sectional added mass and damping, while the black curves represents the output of total added mass
and damping from Wamit).
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Figure D.5: Comparison of of selected off-diagonal added mass and damping coefficients (the red curves represent
the summation of sectional added mass and damping, while the black curves represents the output of total added
mass and damping from Wamit).

Figure D.6: Comparison of diagonal added mass and damping components (the red curves represent the summation
of sectional added mass and damping, while the black curves represents the output of total added mass and damping
from Wamit).

The module and phase angle of transfer function of excitation with wave from 0
degree direction is plotted in Figure D.7. The transfer function of excitation force
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matches each other completely, while the phase angles have minor bias, which roots
in the data accuracy when the information travels through different computer pro-
gram.

The added mass, damping coefficients and transfer functions are calculated through
integrating the distributed dynamic pressure of panels over sections. These are
input as kinetic properties of SIMO bodies. Other kinetic properties principally
includes restoring stiffness, inertia and buoyancy are described by RIFLEX. The
mass and inertia are calculated by RIFLEX when the cross-sectional mass is input
as properties of beams. The buoyancy is computed based on the volume defined
by the cross-sectional area. And the restoring stiffness is calculated in RIFLEX
based on the moment caused by buoyancy and gravity. This means that the method
used in this subsection has strict control over added mass, damping coefficients
and transfer functions, while the other terms in the equilibrium depends on the
RIFLEX program. The design of this approach aims at higher accuracy of motion
description and less additional complexity in computation. The visualization of the
floater model in SIMO/RIFLEX is shown in Figure D.8.

Figure D.7: Comparison of transfer functions of 0-degree wave (the red curves represent the module of summation
of sectional excitation transfer function, while the black curves represents the module of excitation transfer function
from Wamit; the red scatters represent the phase of summation of sectional excitation transfer function, while the
black scatters represent the phase of excitation transfer function from Wamit).
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Figure D.8: Elastic floater modeled with beam elements, inputted with A, B & Fexc from Wamit).

To further examine the kinetic characteristics of the flexible multi-body model, of
which the inertia and restoring stiffness is calculated in RIFLEX code, 6-DOF decay
test is proceeded and plotted in Figure D.9. The decay test result indicates the
drawback of this method that the natural frequency of pitch and roll is lengthened,
as can be seen from the mismatch of peaks of oscillation. This mismatch results
from the bias in both inertia and restoring stiffness. In the method S2, the rotational
inertia of the platform is estimated by the mass of cylinder-type beams, while the
hydro-stiffness is calculated based on the mass of displaced water of cylinder-type
beams, which equals to the buoyancy. Under the condition that the cross-sectional
area and mass are given correctly, there is still slight bias due to the simplicity
of calculating inertia and restoring force. This model cannot be applied directly,
since the change of pitch and roll natural frequency may significantly influence the
dynamic response. Kinetic consistency is one of the important preconditions that
the result calculated is convincing, based on the confidence in the rigid-floater model.
The exploration with method S2 gives the insight that the focus should be the inertia
and restoring stiffness, in order to build a more successful multi-body model. This
insight leads to the updated method C1 in the main text.

Figure D.9: Decay test of flexible multi-body model compared with rigid-body model.
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