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All of old. Nothing else ever. Ever tried Ever failed. No matter. Try

again. Fail again. Fail better. (Samuel Beckett)





Abstract

The alarming decline of sea ice extent over the last few decades has made the polar marine region and its

resources more accessible to humans. This has resulted in increased shipping and mining activities in this area

which in turn raise the probability of extremely hazardous and environmentally damaging oil spills in ice-covered

waters.

Experimental studies and scientific analyses of sea ice microstructure are essential to describe the morpho-

logical, physical and physiomechanical properties of sea ice and hence develop strategies to deal with potentially

devastating oil spills in ice-covered waters. To this end, we performed laboratory and field experiments combined

with non-destructive X-ray micro-computed tomography investigations of clean sea ice and sea ice hosting oil

and diesel. Based on the acquired data sets i) the evolution of sea ice on a pore scale and ii) the effect of oil in

the sea ice pore space were studied.

Oil-free sea ice cores harvested during a field experiment in spring 2016 allowed us to study a wide variety

of properties of young Arctic sea ice. Our investigations show that bulk properties such as salinity and density

and structural properties such as the pore size strongly depend on the total brine porosity. The collected data set

demonstrated little change in the variation of salinity, density, and pore sizes between samples. Nevertheless, we

examined a significant decrease in pore number and an increase in pore connectivity over time.

In order to accurately analyse and interpret the distribution of oil and diesel distribution within sea ice imaged

from computed tomography scans, different segmentation methods were developed. The segmentation approach

methods developed in this study were designed to differentiate the low absorption contrast of oil/ diesel and ice

and allowed us to investigate the oil and diesel distribution on a microscopic scale. We investigated the oil and

diesel distribution on a selection of samples from four different experiments. We examined dispersed spread oil

in the upper part of the ice cores and more channelized oil inclusion in the lower part of sea ice and with an

average oil filled pore size of 0.04-0.2 mm.
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4 1 Introduction

It is the set of the sails... that determines which way we will go. (Jim Rohn)

1.1 Background

Increasing global temperatures has led to a substantial decline in the extent of sea ice which has in turn made

the polar marine region more accessible to humans (e.g., Vaughan et al., 2013; IPCC, 2014, 2021). Therefore,

historically remote previously inaccessible areas are becoming increasingly attractive for conventional heavy

industrial operations such as mining, oil-and-gas- production, as well as marine shipping (e.g., Peters et al.,

2011; Smith and Stephenson, 2013; Assesment, 2010). Moreover, sea ice acts as a critical element within the

climate system with significant influence over heat and moisture transfer and the global albedo (Ebert and Curry,

1993). Sea ice provides the habitat for a whole ecosystem vital for the Arctic food web (Legendre et al., 1992).

The microstructure of the sea ice can strongly influence its physical, biological and engineering properties. The

presence of salt in the ocean (average 35 �) makes sea ice a permeable material, as it gives rise to a network of

brine channels and air pockets. The size and connectivity of this network changes with temperature and strongly

affects the properties of sea ice. Studying and understanding the sea ice structure at the microscale can help us

solve challenges faced on the macroscale and cope with hazard management of potential oil spills in ice-covered

waters. Experimental studies and scientific analyses of sea ice microstructure are essential to develop strategies to

deal with devastating oil spills in ice-covered waters. Proper hazard response is dependend on the understanding

of the sea ice microstructure evolution on a pore scale and the understanding of the fate of oil in the sea ice pore

space.

1.1.1 Earth’s cryosphere

Ice covers approximately 10 % of the Earth’s surface, and on average 7 % of the oceanic surface is covered

annually (Reay et al., 2007). The Cryosphere consists primarily of meteoric ice (e.g., snow cover, glaciers, ice

caps, ice sheets), sea ice, freshwater ice in lakes and rivers and frozen ground.

Snow consists of meteoric ice crystals that precipitate as snowflakes from clouds. Clouds form by condensa-

tion of water vapour to liquid water or sublimation to ice in the presence of solid particles by aerosols in present.

In cold regions and at high altitudes, clouds usually consist of ice or a mixed solid and liquid water phase. When

the temperature decreases to 195 K or lower, snow precipitates from polar stratospheric clouds (Bartels-Rausch

et al., 2012). Once fallen to the ground, the single hexagonal crystals grow together (i.e. sinter), and eventually

transform under mechanical load and metamorphism to ice, creating glaciers, ice caps and ice sheets, ice shelfs

and icebergs. The IPCC (2021) summarizes that nearly 45 % of the land surface in the Northern Hemisphere is

covered by snow at its annual maximum in winter. Ice sheets hold 99.5 % of the perennial ice volume (Davies,

2022) while glaciers constitute less than 1% of the global ice volume (IPCC, 2021).

Subsurface ice forms when the water content in soil and rocks freezes. The pore water filling the ground

(either partially or entirely frozen) forms pore ice or ice films. Ice layers or lenses (0.15-13.0 cm thick) form as the

ground retracts water during freezing, and are known as segregated ice. Superimposed ice can be distinguished

in seasonally frozen ground and permafrost, where permafrost stays below 0 ◦C for at least two consecutive years
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(Everett, 1989). Permafrost occurs when the winter ground freezing exceeds the summer thawing (Dobinski,

2011). It occurs both on land and beneath offshore arctic continental shelves, and underlies about 22 percent of

the Earth’s land surface (National Snow and Ice Data Center, 2020). In the Northern Hemisphere, around 58 %

of the land freezes seasonally (National Snow and Ice Data Center, 2020).

Freshwater ice cover develop in high-latitude freshwater bodies during winter months. The area and volume

of freshwater ice are small compared to other components of the cryosphere (IPCC, 2014). In the boreal zone,

tundra, and mountain regions, lakes freeze seasonal, while in very high altitudes and high polar latitudes, a

perennial lake ice cover can develop (Leppäranta, 2015). Lake freezing is stratified since the maximum density

of water is met before the freezing point (Figure 1.1.) As atmospheric cooling occurs, the fluid density increases

until 4 ◦C. The surface layer of the lake in contact with the atmosphere cools faster than the underlying warmer

fluid, creating convection. The convective mixing continues until the mixing layer is cooled to 4 ◦C, after which

a stable situation where colder (less dense) water sits on top of warmer (more dense) water occurs and faster

cooling occurs. Eventually, as atmospheric cooling continues, the lake develops an ice cover. Unlike lakes,

turbulent mixing in rivers caused by streams requires the entire water depth to cool uniformly even after the

maximum density at 4 ◦C is met.

Sea ice formation starts with the atmospheric cooling of the ocean below freezing temperature. Typically a

water layer of 10 to 40 m needs to be cooled to -1.8 ◦C, called the surface mixed layer. This layer experiences

an unstable situation due to density differences (Figure:1.1). For salinity higher than 24.7 ‰ the temperature of

maximum density is lower than the freezing point. The oceans have an average salinity of 35 ‰, meaning that

during consistent cooling below the freezing point, the density of the surface layer is higher than the density of

underlying warmer fluids, creating an unstable situation and convection. Once the mixing layer (typically 10-40

m) has reached freezing temperature, ice formation will start before the density maximum is reached (Weeks,

2010).

Fig. 1.1 Density maxima and freezing point as a function of salinity. From (Weeks, 2010).
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1.1.2 Sea ice formation and initial brine entrapment

The initial ice crystal nucleates with the aid of particles in the presence of a thin supercooled surface layer, where

sea water typically does not supercool by more than 0.1 K (Fletcher, 1970). These primary ice crystals (called

frazil ice) typically have a diameter of a few millimetres to tens of millimetres and a thickness of less than a

millimetre (Weeks, 2010). The frazil may freeze together and form a continuous ice cover. The initial thin ice

cover is characterized by randomly shaped and oriented crystals describing granular ice (Figure 1.2). Under the

presence of winds and waves, frazil ice forms within a turbulent surface layer, and not only at the surface. When

the wind-driven turbulence ceases and the submerged ice crystals float to the surface, a deeper initial granular

ice layer forms.

Fig. 1.2 Schematic diagram of typical congelation first year sea ice structure from Maykut et al. (1992). The first columns shows

the typical structure of first year sea ice, with snow, infiltrated snow ice and the initial ice skim with a granular texture on the top.

The granular ice is underlain by the transition zone, the columnar zone and the skelatal layer. Column two represents schematic

horizontal and vertical thin sections and the third column presents typical c-axes orientation found in the different levels of young

sea ice.
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Once a continuous ice layer has formed at the sea surface, growth conditions change, and the transition zone

is entered. The transition zone (Perey and Pounder, 1958) is characterised by a mixed ice texture consisting

of granular and columnar ice (Figure 1.2). The ice cover growth in this zone depends on the balance of heat

flux between atmosphere and ocean. Furthermore, ice crystals prefentially grow in a vertical direction (c-axes

oriented parallel to the water surface) as they otherwise interfere with neighbouring grains (Figure:1.3). Since

ice crystals with horizontal c-axes orientation are favoured, geometric selection appears and leads to anisotropic

growth. The geometric selection is commonly present within a vertical distance of less than 10 cm from the

ice-air interface, where the bottom of the transition zone is present within 15 cm. (Weeks, 2010).

Fig. 1.3 Schematic diagram of the geometric selection in sea ice growth, representative for the Transition Zone from Perey and

Pounder (1958). In the upper picture three individual oriented sea ice crystals are shown (A,B and C). The lower pictures depicts

that the growth conditions of crystal A and C are favoured due to the orientation of the optical axes and advantageous thermal

conductivity.

Below the transition zone, when geometric selection largely resulted in horizontal c- axis orientation, the ice

is called columnar. The Columnar Zone is defined by congelation ice with a strong alignment of the c-axes

in the horizontal direction and pronounced elongation of the ice grains with a typical lamellar substructure,

which favours heat conduction (Figure 1.2). Maykut et al. (1992) reports a gradual increase in the average crystal

size measured in the horizontal plane with depth. Pore size and shape, including brine tubes and channels, are

characteristically parallel to the grain boundaries.

The lower 2- 3 cm in a growing ice sheet is called the skeletal layer (Figure 1.2). This layer is associated with

little mechanical strength. The weakness is related to the lack of horizontal ice contact with a high brine volume

fraction (Cox and Weeks, 1986). As sea ice grows, the salt from the ocean is rejected. Salt rejection is related

to the molecular structure of ice and salt. The crystal lattice of pure ice consisting of 𝐻2𝑂 has an approximate

unit cell volume of 130 Å3 (O-O distance 2.76 Å). At the same time, NaCl shows a unit cell volume of 179 Å3

(Cl-Cl distance 5.64 Å) which makes it too big to be incorporated into the crystal lattice of ice. As the sea ice

grows downwards, salt builds up in a thin layer ahead of the growth front resulting in a concentration gradient.

This gradient, in consequence, leads to the diffusion of salt from the growth front towards the less salty ocean.

At the same time, heat exchange by diffusion from the warmer ocean towards the colder growth front appears.

Since heat transport is an order of magnitude faster than salt diffusion, a thin, slightly salt enriched layer in front
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of the growth interface is cooled below the freezing point. This mechanism leads to constitutional supercooling

and a nonplanar, cellular interface, and brine entrapment (Weeks, 2010) (Figure: 1.4.) The pore microstructure

(i.e. crystal size and orientation and layer spacing of pores) is manifested in the crystal pattern developed in the

skeletal layer (Petrich and Eicken, 2016).

Fig. 1.4 Schematic diagram of the skeletal layer, with corresponding salinity gradient (left) and temperature changes (right) from

the freezing interface toward the ocean. 𝑆𝑖 denotes the sea ice salinity and 𝑆𝑤 the ocean salinity. The skeletal layer consists of

lamellar ice crystals separated by brine layers.𝑇𝑓 (𝑧) is the freezing temperature (dashed line to the right) at the actual salinity (S(z))

(to the left). The actual temperature profile (solid line to the right) is colder than 𝑇𝑓 (𝑧) . The grey zone represents the constitutional

supercooled layer. From Petrich and Eicken (2016).

An important parameter to describe the substructures within an ice crystal is the brine layer spacing (𝜆)

(Figure:1.5). 𝜆 describes the distance between the centres of two neighbouring brine layers measured parallel to

the c-axis as a function of the growth velocity v. 𝜆 often increases with distance from the sea ice surface and is

inversely proportional to the growth velocity. In young sea ice 𝜆 shows typical values from 0.4 mm near the air-ice

interface and around 1.0 mm at the bottom (Weeks et al., 1962)). Maus (2020) reviews existing observations on

the average brine layer spacing depending on the growth rate. Maus (2020) presents a simplified model of the

brine layer spacing based on the theory of constitutional supercooling (Rutter and Chalmers, 1953).

1.1.3 Brine inclusions and their evolution

The brine layer spacing is an initial length scale of sea-ice microstructure evolution. As skeletal layer growth

continues, the temperature in the upper part of the skeletal layer decreases. The reduction in temperature leads to

a decrease in brine inclusion size and brine volume. As the ice lamellae thicken and eventually bridge, a pure ice

matrix hosts an increasing number of minor isolated brine inclusions. The described intercellular entrapped brine

is further referred to as primary brine inclusions, which will merge and create a whole network of brine channels.

Some residual brine is likely to stay connected as long as freezing increases the pore pressure and pushes brine

through the matrix. Additional brine channels form, indicating the favoured pathway of brine movements. Upon

warming, the brine inclusions will enlarge. This secondary pore space is characterized by longer and broader

channels than the primary pore space (Petrich and Eicken, 2016).

Several processes lead to the redistribution of brine within the ice cover, to desalinisation and the development

of the sea ice pore structure. Processes such as brine pocket migration, brine expulsion, gravity drainage and the

coalescence of pores are described.
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Fig. 1.5 Average brine layer spacing (𝜆) denoted as a0 in dependency of growth velocity (v). Summary of brine layer measurements

from different experiments. From Maus (2020).

Brine pocket migration As brine strives for thermal equilibrium, temperature changes within the ice cover

will lead to redistribution and migration of brine. Temperature gradients in the ice causes concentration gradients

in the brine pockets. In growing sea ice, the upper part of the ice (closer to the atmosphere) is colder than the

lower part (closer to the ocean). The temperature gradient causes the salinity and density to increase towards

the surface under thermodynamic equilibrium. This unstable situation favours salt diffusion from the top of the

brine inclusion towards the bottom. In return, ice forms at the top and dissolves in the bottom part of the brine

pocket as described by Whitman (1926). Consequently this leads to a slow downward brine pocket migration.

Untersteiner (1968) calculated the migration for a brine pocket located 10- 20 cm below the sea ice surface in

Antarctic multiyear ice. The author concluded that the brine pocket migrates 2 cm downwards between August

and April and an equal amount upwards from May to June, resulting in net migration of essentially 0. In brine

inclusions bigger than 1 mm in diameter, in addition to diffusion, thermal convection might appear, speeding

the processes of brine pocket migration up. The significance of brine pocket migration is limited to microscopic

observation but might also affect the pore space connectivity (Petrich and Eicken, 2016).

Brine expulsion Freezing of brine causes a volumetric change, since ice (𝜌𝑖𝑐𝑒= 918.0 𝑘𝑔𝑚−3 at -10 ◦𝐶) is less

dense than brine (𝜌𝑏𝑟𝑖𝑛𝑒= 1000+0.08*𝑆𝑏 [𝑘𝑔𝑚
−3] (Zubov, 1945) or 1113.2 𝑘𝑔𝑚−3 at -10 ◦C). Consequently,

the phase change leads to a pressure increase within the brine pocket, failure of the ice in the vicinity and

redistribution of brine within the ice. Most brine is expelled at higher temperature, when brine pores are

connected. Notz and Worster (2009) concluded that the brine flow rate is always lower than the growth rate of

sea ice at the lower interface and furthermore assumed that the brine cannot leave the ice during sea ice growth

and is instead redistributed by brine expulsion.
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Gravity drainage The brine density profile within the ice cover is unstable during the winter months due to

thermodynamic equilibrium. Therefore, the highest brine density is observed at the top of the ice flow. Studies

propose that this situation results in an overturn of brine and some replacement with seawater in permeable sea

ice. Notz and Worster (2009) suggests that gravity drainage is the leading mechanism of salinity loss during

winter months.

Coalescence of pores During the melt season and warming temperatures, the brine salinity within the brine

pockets decreases, consequently increasing the brine freezing temperature. The reduction in brine salinity is

caused by an increase in brine volume via the melt of pure ice diluting brine and leading to an expansion of brine

inclusions (Perovich and Gow, 1996). Warming sequences cause brine inclusions to merge, and bigger inclusions

grow at the cost of smaller inclusions (Ostwald ripening) to accomodate the expansion of brine inclusions (Figure

1.6).

Fig. 1.6 Changes in brine pockets during a warming sequence. a) -13 ◦C, b) -8 ◦C,c) -4 ◦C and cooled to d) -13 ◦C. Arrow 1

indicates merged brine inclusion, and arrow 2 indicates shrinkage of a brine pocket. In Figure 1.6d), inclusion remained merged

after cooling. From Light et al. (2003).

1.1.4 Air inclusions

Dissolved gases are entrapped during sea ice formation and growth, forming the gas porosity of ice. Furthermore,

we refer to the gas porosity as air porosity. Gas is excluded from the ice growth process since the crystal lattice

structure of pure ice can only accommodate a limited amount of impurities. Loose et al. (2009) observed that

45 to 61 % of O2 is rejected during ice growth and accumulates at the growth front. Since the gas concentration

increases, a gradient appears, and diffusion from the growth front towards the ocean occurs. Gases have a higher

diffusion coefficient in comparison to salt (Loose et al., 2009). This phenomena leads to a lower air porosity

(𝜙𝑎𝑖𝑟 ) than brine porosity in the ice (𝜙𝑏), as gases are more effectively rejected. Loose et al. (2009) concluded

that at a lower freezing rate (higher temperature), gasses have more time to diffuse from the growth interface.

Hence, fewer gases are entrapped in the ice. The gas content expressed as air volume fraction (𝜙𝑎𝑖𝑟 ) in first-year
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ice frequently occurs in the range of 2 to 30‰. The upper portion hosts more air volume up to around 55‰,

with the highest values at the top Weeks (2010). In first year sea ice the air pockets are generally cylindrical

or spherical (Lieb-Lappen et al., 2017), and the diameter of air inclusions varies from micrometre-scale (Light

et al., 2003) up to several millimetres (Perovich and Gow, 1996). Other mechanisms for gas entrapment in sea

ice are:

• Freezing of already encapsulated brine leads to a supersaturation of gases. This induces air bubbles to form

within the brine inclusion (Glud et al., 2002).

• Replacement of brine with air due to brine drainage (Tsurikov, 1979).

• "Snow ice formation", flooding of snow with seawater and refreezing. Air present in the snow cover becomes

trapped in the ice(Tsurikov, 1979).

• Internal melting of ice, the volumetric change from ice to water induces bubble formation (Tsurikov, 1979).

• Oxygen production via respiration by microorganisms (Glud et al., 2002).

1.1.5 Sea ice phases

The sea ice phase diagram is essential to understand the relationship of the different phases within sea ice

(ice, brine, solid salt) at specific temperatures. The classic phase relation, given by Assur (1960) based on

experimental data from Nelson (1953) and Nelson et al. (1954), describes the physiochemical phase relation for

a standard composition of sea ice to predict characteristic sea ice behaviour regarding cooling and warming.

Despite information on the phase volumes, no direct information on the sea ice microstructure can be drawn from

this data. Following the classical phase relations in sea ice, Cox and Weeks (1983) derived a set of equations

to obtain the brine (𝜙𝑏) and air volume fractions (𝜙𝑎𝑖𝑟 ) as a function of the sea ice temperature 𝑇𝑖𝑐𝑒, bulk

salinity 𝑆𝑖𝑐𝑒 and the bulk density 𝜌𝑏𝑢𝑙𝑘 . Any change in 𝑇𝑖𝑐𝑒 affects the brine salinity 𝑆𝑏 , phase volumes and

consequently the sea ice microstructure. Ideally one obtains the sea ice bulk density 𝜌𝑏𝑢𝑙𝑘 to calculate the phase

volume fractions. 𝜙𝑏 is determined as:

𝜙𝑏 =
𝜌𝑏𝑢𝑙𝑘 ∗ 𝑆𝑖𝑐𝑒
𝐹1(𝑇𝑖𝑐𝑒)

(1.1)

and 𝜙𝑎𝑖𝑟 is calculated as:

𝜙𝑎𝑖𝑟 = 1 −
𝜌𝑏𝑢𝑙𝑘
𝜌𝑖𝑐𝑒

+ 𝜌𝑏𝑢𝑙𝑘 ∗ 𝑆𝑖𝑐𝑒 ∗
𝐹2(𝑇𝑖𝑐𝑒)

𝐹1(𝑇𝑖𝑐𝑒)
; (1.2)

where 𝜌𝑖𝑐𝑒 is the ice density at temperature 𝑇𝑖𝑐𝑒 and F1 and F2 are empirical functions based on the

phase relation. 𝐹𝑖 (𝑇𝑖𝑐𝑒) = 𝛼0 + 𝛼1𝑇𝑖𝑐𝑒 + 𝛼2𝑇
2
𝑖𝑐𝑒 + 𝛼3𝑇

3
𝑖𝑐𝑒. 𝜌𝑖𝑐𝑒 is given in kg/m3 and 𝑇𝑖𝑐𝑒 in ◦C as: 𝜌𝑖𝑐𝑒 =

916.7 − 0.1403𝑇𝑖𝑐𝑒. Coefficients are listed in Cox and Weeks (1983) for a temperature range from -2 to -30 ◦C.

Coefficients for the phase volume fraction calculation on warmer sea ice, with 𝑇𝑖𝑐𝑒 in the range of 0 to -2 ◦C are

recorded in Leppäranta and Manninen (1988).
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1.2 Motivation

This PhD project is motivated by the need to improve the current knowledge regarding sea ice microstructure

and its interaction with oil. Currently Norway’s largest industry is petroleum, and development into the higher

Arctic is expected. Licences awarded by the Norwegian Petroleum Directorate (e.g., Licence 1134, granted 2021

in Licensing round 25) lay in seasonally ice-covered areas. Quantitative descriptions of sea ice microstructure

and behaviour and distribution of oil within this structure will help to inform effective response strategies in the

case of oil spills and therefore help mitigate the subsequent risks of environmental and ecological damage.

1.3 Research approach

Field and laboratory studies on sea ice were planned and performed. The microstructure of sea ice containing oil

and oil-free samples from the experiments was investigated by 3-D X-ray micro-computed tomography (𝜇-CT).

𝜇-CT scans were morphologically analysed and statistically interpreted with the understanding of the physical

processes.

1.4 Target of Research

1.4.1 Objective

The main objective of this research was to investigate the interaction of sea ice with oil on the pore scale.

Through analyses of non-destructive imaged sea ice samples by 𝜇-CT, the brine, air and oil size distribution

were analysed in order to acquire insights into the underlying physical processes.

1.4.2 Research topics

From the objectives, the following research topics are identified:

• Study of the microstructure evolution of "non-contaminated" sea ice.

• Investigation and quantification of pore parameters of oil-contaminated sea ice.

• Develop an enhanced semi-automated image segmentation method due to similar absorption contrast of oil

and ice in 𝜇-CT scans.

• Analysis of the spatial distribution of oil in sea ice.
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1.4.3 Scope

To meet the research objectives, the following scope is defined:

• Experimental preparation and performance of under-ice oil spills and their fate on the porous space of sea ice

through laboratory experiments and field investigations.

– Small-scale ice-tank experiment at Norut (Northern Research Institute AS). Our experiments aimed to

investigate the oil distribution and concentration within laboratory grown sea ice by using 𝜇-CT imaging.

– Field observations on Svalbard, Norway. Six-weeks sea ice microstructure evolution and diesel distribution

study on naturally grown young sea ice.

– Four-weeks large-scale ice-tank experiment at HSVA ( Hamburgische Schiffbau- Versuchsanstalt). Exam-

inations on the oil migration and distribution in sea ice and the near-surface detectability.

• Work-flow allowing objective differentiation of ice and oil signal obtained by 𝜇-CT.

• Characterisation of the oil-, air-, brine-volume fraction, pore size distribution, porosimetry, and porosity.

• Obtaining sea ice bulk properties such as sea ice temperature, salinity and density.

1.5 Thesis structure

This thesis is organised as a collection of scientific papers and divided into two parts. Part I gives an overview

of the conducted research work during the PhD.

• Chapter 1 provides an introduction and background information to the research topic. The motivation to

conduct the research is described. The objectives, research topics, and the scope of the work are presented.

Finally, this discloses the outline of this thesis.

• Chapter 2 describes the experimental set-ups.

• Chapter 3 elaborates on the microstructure investigation and evolution of oil-free young sea ice based on field

data.

• Chapter 4 presents the fate of oil on the pore scale and characterises oil inclusions investigated on 𝜇- CT

scans. And describes the executed work steps to establish a semi-automated oil segmentation.

• Chapter 5 provides the conclusions and recommendations for further research.

Part II comprises the scientific publications of the PhD research.





Chapter 2

Experimental
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Difficulties are just things to overcome. (Ernest Shackleton)

Data were collected during four different types of field and laboratory experiments described in this chapter,

ranging from small scale ice-tank experiments to ship-tank and field experiments summarised in Table 2.1.

Table 2.1 Overview of experiments

Experiment ice type Type of experiment Paper

Svea mixed* field Chapter 3 & 4 (Paper I, II)
HSVA mixed* & columnar large scale ship-tank Chapter 4 (Paper II)
Norut I & II columnar small scale ice-tank Chapter 4 (Paper II,III,IV)
*mixed: columnar with granular ice on top

2.1 Svea: Field experiment

During spring 2016 (16 March - 23 April) a field study located in Sveasundet (Spitsbergen) south of Sveagruva in

Van Mĳenforden (77◦53’13.0”N 16◦44’23.1”E) was conducted (Figure: 2.1). The aims of this experiment were

to obtain i) a data set to investigate the porous space throughout the field season and ii) a data set to investigate

the behaviour of diesel within the pore structure.

Fig. 2.1 Field work location: Sveasundet, south of Sveagruva in Van Mĳenfjorden, Spitsbergen (77◦53’13.0”N 16◦44’23.1”E)
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Before sampling sea ice, the field site was prepared on 16 and 17 March 2016 to minimise oil intrusion into

the environment. An area of 12x12 m was subdivided into 16 smaller fields, each 3x3 m. A cardboard tube with

an inner diameter of 7.8 cm (outer diameter 8.2 cm) and a length of 50 cm was placed in the centre of each

square. The cardboard tubes enclosed the later artificially created under-ice diesel spill. One cardboard tube

was equipped with two sets of temperature sensors. Each set comprised of six type T thermocouples spaced

10 cm apart. One set of temperature sensors faced south and the other one north. No oil was injected into the

cardboard tube with the temperature sensors. The sea ice temperature signal from the sensors was logged with a

USB-5104 4-channel logger from Measurement Computing every 5 seconds. Furthermore, a temperature sensor

to measure the ocean temperature (SBE 56, Sea bird Scientific) with a resolution of 0.00001 ◦C and an accuracy

of ±0.00286 ◦C in the temperature range of -5 to +35 ◦C was deployed at 1.2 m below the sea ice surface. The

ocean temperature was logged every two minutes.

To submerge the cardboard tubes in the sea ice cover, ice cores were drilled using a Kovacs core barrel (7.2 cm

diameter diameter). The ice core was extracted and immediately relocated into the cardboard tube and returned

to the original position. The temperature sensors were oriented south and north. The sea ice thicknesses of the

submerged cores were 29 - 37 cm. After relocating the ice core into the cardboard tubes and returning to the

original positions within ice cover, the cores were left for 2-4 days to refreeze before oil injection experiments

were conducted. The 15 installed cardboard tubes for oil injection had aluminium pipes (inner diameter: 5.1 mm,

outer diameter: 6.0 mm) to facilitate oil injection. The top part of the pipes was covered with a screw-threaded

lid. The bottom was sealed with a latex membrane. Covers avoided seawater entering the pipe and plugging it.

Two days after the cardboard tube installation, oil was injected through the aluminium pipes. The lid on the top

was removed, and the latex membrane was punctured. A two-meter long silicone tube was mounted on the top

end of the aluminium pipe. A funnel mounted to the silicone tube was filled with motor oil (Lazerway 5W-40

from Circle K). By lifting the funnel, potential energy was used to try to overcome the hydrostatic pressure of

the sea to enable transfer of the motor oil into the cardboard tube. However, the high viscosity of the motor oil

at low temperature prevented sufficient flow and this strategy was abandoned. In order to overcome this issue

experienced attempting to inject motor oil, injection of winter diesel (Circle K) was attempted instead and the

injection strategy was modified. The end of a silicone tube was now formed to a hook and mounted to a stick.

Next to each cardboard tube, we drilled a hole through the ice cover. The syringe was submerged through the

drilled hole, and the neighbouring cardboard tube was hooked. After manoeuvring, we commenced with the

diesel injection using a funnel as described previously.

After preparation of the field site, sampling was conducted as summarised in Table 2.2, which gives an

overview of the field activity. On each sampling day, we measured the snow depth with a ruler (resolution: 1

mm), snow temperature, slush-ice interface temperature and two sea ice temperature profiles with a portable

thermometer (HI 93510 from Hanna Instruments, accuracy: 0.4 ◦C, resolution: 0.1 ◦C). Two salinity cores, one

density core, two diesel-free cores for pore structure analysis with the 𝜇- CT, and diesel cores were sampled.

The length of all cores was measured. Salinity cores were subsampled to a length of 2.5 cm from bottom to top,

and density cores were cut into subsamples of 5 cm in length. Both salinity and density subsamples were packed

in plastic containers before they were transported in an upright position and at ambient temperatures to the

laboratory in Longyearbyen. Microstructure cores were subsampled into 2.5 cm lengths from bottom to top and

stored in conical plastic containers. Conical containers were chosen to minimise contact between the sample and

the container walls. Samples were transported in an upright position close to their in situ temperature, in portable
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battery-powered cooling boxes (WAECO) to the laboratories at The University Centre in Svalbard (UNIS).

Sampled diesel cores were wrapped as a whole into plastic bags and were transported at ambient temperature to

the UNIS laboratory.

Table 2.2 Field activity

Date Work ℎ𝑖𝑐𝑒 𝑇𝑜𝑐𝑒𝑎𝑛 𝑇𝑖𝑐𝑒 𝑆𝑖𝑐𝑒 𝜌𝑏𝑢𝑙𝑘 𝜇𝐶𝑇𝑖𝑐𝑒 oil

16 March Preparation

17 March Preparation & sampling 35.6 cm × × × ×

19 March Oil injection

21 March Oil injection

30 March Sampling 40.4 cm × × × × × ×

06 April Sampling 38.9 cm × × × × × ×

12 April Sampling 42.2 cm × × × × × ×

23 April Sampling 47.5 cm × × × × × ×
ℎ𝑖𝑐𝑒: average ice thickness, measured on extracted cores,excluding oil cores

2.2 Norut: Small-scale ice tank experiment

We performed small-scale ice tank experiments at the former Northern Research Institute AS (Norut) in Narvik,

Norway, now administrated by Stiftelsen for industriell og teknisk forskning (SINTEF). The experiments were

conducted in slightly conical, double-walled Plexiglas tanks 51 x 51 x 51 cm in dimensions (inner-dimensions

of 50 x 50 x 50 cm, figure 2.3. In order to provide cooling of the water column from top, to allow quasi-one-

dimensional columnar ice growth with a planar growth front, radiant heat was supplied from below the tank

that was homogeneously distributed by means of a fan and the tank was insulated using Styrofoam. The tanks

were filled with around 100 L of artificial saltwater (Blue Treasure Synthetic Salt). Before initiating ice growth,

we lowered the water temperature roughly to 0 ◦C. Sea ice was grown at an ambient air temperature of -15
◦. The room was cooled to this temperature, which was determined to be the starting point of the experiment.

Once the ice reached a thickness of 3.5 - 8.0 cm, a silicone syringe with a diameter of 0.5 cm was used to

inject oil beneath the ice surface. Once the oil was encapsulated, ice samples were taken using a core barrel

of 5 cm in diameter. Two slightly different experiments were conducted in this manner. The main differences

in the experiments are summarized as follows and listed in Table 2.3. We acquired two 𝜇-CT data sets of the

samples from experiment Norut I at NTNU and SLF (WSL-Institut für Schnee- und Lawinenforschung SLF,

Davos, Switzerland). Harvested ice cores from experiment Norut II were imaged by synchrotron-based 𝜇-CT at

DESY (Deutsches Elektronen-Synchrotron, Hamburg, Germany). In the Norut I experiment, circular Styrofoam

patches 3 cm in diameter were deposited on the sea ice surface once the ice thickness reached 6.5 cm. The

styrofoam patches slowed down the local ice growth and created under ice cavities. These cavities hosted the

injected oil. Additionally, we increased the ambient temperature to -10 ◦C one day after the oil injection to allow

oil migration. Sampling was conducted three days after the oil injection by which time the ice thickness was

11-13 cm. After sampling, we stored the specimens at -80 ◦C overnight before transportation to NTNU where

they were stored at -50 ◦C. Prior to the 𝜇-CT imaging at SLF, specimens were cut into subsamples of 2.0- 3.5

cm in height and a diameter of 3.5 cm. Samples were transported between NTNU to SLF at -15 ◦C.
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Fig. 2.2 Small-scale ice tank setting. a) Depicts the slightly conical, double walled sea ice tank. b) Cross sectional view of the ice

tank. Styrofoam for insulation creates the outer layer of the tank. Two plexiglass walls with an air cushion in between providing

extra insulation. At the bottom tank a fan distributes the heat sourcing from a metal plate. Sketches are not to scale, from Salomon

et al. (2016). c) shows a photography of the ice tank and d) depicts an ice sample containing oil.

In the Norut II experiment, crude oil injection was undertaken twice. We injected the first oil droplets at an ice

thickness of 3.5 cm and the second oil injection at an ice thickness of 8.0 cm. We proceeded with the sampling

at an ice thickness of 10-11 cm. Harvested ice cores were subsampled to 8.75 mm in diameter and placed into

tightly fitting plastic containers. The samples were transported in two portable battery-powered cooling boxes

by train from Narvik via Stockholm and Copenhagen to the Deutsches Elektronen- Synchrotron (DESY) in

Hamburg. The cooling boxes were set to a temperature of -7 ◦C and -18 ◦C, respectively. -7 ◦C represented the

in-situ temperature at an ice thickness of 3.5 cm. Backup- samples were transported at -18 ◦C and on dry ice.

Table 2.3 Norut Experiments

Experiment initial salinity[ppt] 𝑧𝑖,𝑜𝑖𝑙 [cm] Paper

Norut I 31.5 8.0 Paper II & III

Norut II 30.5 & 30.6 3.5 & 8.0 Paper IV
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2.3 HSVA: Large-scale ship tank experiment

We conducted large-scale oil in ice experiments at the HSVA (Hamburgische Schiffbau- Versuchsanstalt) in the

Arctic Environmental Test Basin (AETB). The experiments were performed from 14 March to 4 April 2017,

with an entire growth season and a warming cycle simulation. The experiment aimed to quantify and predict

near-surface oil movements and distribution and their impact on near-surface detectability by remote sensing

(Petrich et al., 2018). The AETB measures 30x6 m and was filled with a saline solution of 30 gkg−1 NaCl mixed

with tap water from the pumping station Rothenburgsort to a depth of 1.2 m. Two sections, with dimensions of

16x6 m and 14x6 m were created using a wooden barrier to separate the areas. Columnar ice was grown in the

larger section while the smaller area accommodated granular ice growth underlain by columnar ice. The ambient

temperature was -12 ◦C during the ice growth. Over two days of ice growth, an airflow created by six centrifugal

fans (WDH-AB 10) was forced over the water surface, creating turbulence and allowing granular ice to form.

Additionally, we submerged cardboard tubes before the onset of freezing into the granular and columnar division

of the test basin. The cardboard tubes were mounted on a wooden rack to hold them in place and facilitated

simulated oil spills with iodine-doped crude oil. Iodine increases the x-ray absorption of oil, simplifying later

oil segmentation of 𝜇-CT scans. The cardboard tubes had an inner diameter of 7.8 cm (outer diameter of 8.2

cm) and a length of 50 cm.

Ten days after the ambient temperature was reduced to -12 ◦C, the ice reached a thickness of approximately

13.6-17.2 cm. At this point, Styrofoam patches were placed on top of the ice, reducing the sea ice growth and

creating under-ice cavities. After two days after the insulation was removed in order to allow the ice temperature

to equilibrate overnight and oil injection experiments were carried out the following day. 5400-7600 mL of

Troll B crude oil was injected into the medium sized cavities of approximately 1 m in diameter. To ensure oil

encapsulation by ice forming underneath the simulated oil spill, the ambient temperature was maintained at -12
◦C for three more days. Four days after oil injection, the ambient temperature was gradually increased to -6 ◦C

and six days after the injection to -2 ◦C. After each temperature adjustment, the ice had a minimum of 14 hours to

thermally equilibrate before sampling. Ice samples containing incorporated oil were sampled from day one after

the oil injection until the end of the experiment. We sampled using a Kovacs core barrel (7.2 cm in diameter).

The ice cores were subsampled on-site to a height of 5-7 cm with a handsaw and packed in plastic containers

filled with cooling liquid (RT-9HC and RT-4HC from Rubitherm Phase Change Material, based on Paraffins

(petroleum), normal C5-20. The cooling liquid was pre-cooled to avoid excessive oil leakage. Furthermore, to

this end the samples were transported to NTNU at -20◦ C.
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Fig. 2.3 Large-scale ship tank settings from Petrich et al. (2018). a) Schematic top view of the experimental set-up. To the left of

the divider mixed ice type growth, with granular ice on top underlain by columnar ice. To the right of the divider columnar ice

type. Blue sections represent the areas of clean ice and oil spills with non-doped oil injected. The dark red patches show the areas

with installed cardboard tubes injected with iodine-doped oil. b) shows an image of the oil injection. The oil spill seen from the

top, shining through the ice and from underneath seen through an underwater camera. c) Oil injected into an under-ice cavity seen

through an underwater camera.
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Nothing is constant except change. (Heraclitus Ephesus)

This chapter summarises the analysis, and results of experimental field data on the pore structure evolution

of young sea ice, collected in Van Mĳenfjorden (Svalbard) in spring 2016. The experimental data, including

macroscopic investigations such as salinity, density, and temperature, as well as microscopic observations of the

brine- and air- pore sizes, connectivity and number, is presented in its full length in Part II (Paper I).

3.1 Introduction

Initial sea ice structure studies are mainly based on 2-D macroscopic observations (cm-mm scale). The descrip-

tions were mostly made on vertical or horizontal thick- and thinsections, which required destructive preparation.

In the 1970s, Lake and Lewis (1970) provided the first 3-dimensional insight into brine channel systems through

a detailed study on sections from an ice block of ca. 2x2x1.5 m and a weight of 5900 kg. Since then several

optical studies on the description of sea ice microstructure using petrographic methods have been published (e.g.,

Lange, 1988; Perovich and Gow, 1991, 1996; Light et al., 2003). A detailed 2- D study of single brine inclusions

was conducted by Sinha (1977) who implemented a dual observation method using a polarized- and a scanning

electron microscope. Investigations on the sea ice pore fluids and their thermal evolution utilizing magnetic

resonance imaging were conducted by Eicken et al. (2000). Kawamura (1988) gave the first 3-D insights into sea

ice, employing non-destructive CT, with a resolution of 2 mm. The advances in technology and the use of 𝜇-CT

allow us to examine specimens at a much higher resolution and provide an opportunity to deepen our knowledge

of the physical properties of sea ice. Brine inclusions, their connectivity and permeability were investigated

with 𝜇-CT by Golden et al. (2007) and Pringle et al. (2009), supporting the disconection of the pore space with

decreasing temperature. Investigations on the spatial distribution of gas bubbles and gas transport through sea

ice were conducted by Crabeck et al. (2016). Observations on natural grown sea ice from 𝜇-CT scans were first

reported in 2009 (Maus et al., 2009; Obbard et al., 2009; Lieb-Lappen et al., 2017). The brine volume tend

towards thermodynamic equilibrium, and temperature changes alter the sea ice microstructures . To diminish

the likelihood of changes occuring within the pore structure in the time between from sampling until imaging,

Maus et al. (2009) removed the brine volume fraction by centrifuging the ice specimens. The proposed method

was used to obtain cast samples of the sea-ice pore space (Freitag, 1999; Weissenberger et al., 1992). Maus

et al. (2009) transported the samples close to their in situ temperature for the field into the lab. Once in the lab,

specimens were centrifuged close to their in situ temperature, and the highly mobile brine was removed. The

brine removal allowed transportation and imaging of the samples at sub-eutectic temperatures without changes

to the pore structure.

This part of the thesis presents the development of young sea ice pore structures obtained in the period

16 March to 23 April 2016. Detailed investigations of the brine network, air inclusions and bulk physical

parameters, including sea ice temperature, salinity, density, porosity, pore- and throat- size and pore number per

area, are reported. Hydrostatic density- measurements were compared with sea ice density derived from 𝜇-CT
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observations. Salinity derived from conductivity was collated with salinity deduced from 𝜙𝑏 observed from 𝜇CT

scans.

3.2 Methods

3.2.1 Laboratory setup

The bulk salinity (𝑆𝑖𝑐𝑒) was measured on melted samples, utilising a conductivity/salinity meter from Hanna

instruments (HI 98 188). Salinity was measured in psu.

The sea ice bulk density of sea ice (𝜌𝑏𝑢𝑙𝑘 ) was measured by hydrostatic weighing of samples in paraffin

(Fritidsparafin: Wilhelmsen Chemicals) (Nakawo, 1980; Kulyakhtin et al., 2013; Pustogvar and Kulyakhtin,

2016). Sample weight was determined in air (𝑊𝑎𝑖𝑟 ) and the submerged sample weight (𝑊𝑝𝑎𝑟 ) as well as the

measured paraffin density (𝜌𝑝𝑎𝑟 ) to calculate 𝜌𝑏𝑢𝑙𝑘 after Equation 3.1.

𝜌𝑏𝑢𝑙𝑘 =
𝑊𝑎𝑖𝑟

𝑊𝑎𝑖𝑟 −𝑊𝑝𝑎𝑟
∗ 𝜌𝑝𝑎𝑟 (3.1)

We used the measured bulk density and salinity to calculate 𝜙𝑎𝑖𝑟 after Cox and Weeks (1982) (Equation: 3.2).

𝜙𝑎𝑖𝑟 = 1 −
𝜌𝑏𝑢𝑙𝑘
𝜌𝑖𝑐𝑒

+ 𝜌𝑏𝑢𝑙𝑘 ∗ 𝑆𝑖𝑐𝑒 ∗
𝐹2(𝑇)

𝐹1(𝑇)
(3.2)

The samples collected for microstructure analysis were removed from the conical plastic containers used

to transport the samples from the field to the laboratory. The salinity of the brine that had accumulated during

transport was measured (𝑆𝑏𝑑𝑟𝑖𝑝). Microstructure samples were weighed (PCE Group, BT 2000) and reduced

to a diameter of 4 cm.The waste accumulated during the trimming of the samples was retained for salinity

measurements (𝑆𝑟𝑒𝑠𝑡 ). Samples for pore structure analysis were centrifuged at a temperature of -3 ◦C and 900

revolutions per minute (40 G) for 10 minutes to remove the mobile brine. The salinity of the brine removed

during centrifuging was measured (𝑆𝑏𝑐𝑒𝑛𝑡 ). Centrifuged samples were packed in plastic bags prior to storage

and transported at -15 ◦C from the laboratory of UNIS to NTNU, where the pore structure analysis by 𝜇-CT

scanning were conducted. Following scanning, the sample was melted and the salinity was determined (𝑆𝑐𝑒𝑛𝑡 ).

3.2.2 𝝁-CT imaging and post imaging processing

3-D X-ray micro-computedtomographic imaging of collected samples was performed at the Norwegian Centre

for X-ray Diffraction, Scattering and Imaging (RECX), NTNU using an XT H 225 ST micro-CT system (Nikon

Metrology NV). The CT was equipped with a Perkin Elmer 1620 flat panel detector (2048 × 2018 pixel field

of view). Scanning was executed with 3142 rotation per 360°, an exposure time of 708.00 ms at 250 𝜇A, an

acceleration voltage of 150 kV and tungsten (W) was chosen as the target material. Diverse settings, including

different targets (W, Mo, Ag, Cu), currents, acceleration voltage, and exposure time, were tested before acquiring

the whole data set. W and Mo with a current of 150 kV and an acceleration voltage of 260 𝜇A or 250 𝜇A and

3142 projections gave the best results regarding the noise to signal ratio and the sharpest phase transition for
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the objects of interest (air and brine inclusions). The acquisition using Mo target took longer and provided only

minor improvement to the image quality. Therefore W was chosen. The images were scanned with a voxel edge

length of 25 𝜇m. Reconstruction was conducted using the Nikon Metrology XT Software. Beam hardening 1

correction was applied during reconstruction, and data were stored as 16-bit grey value stacks. For the scans,

an alumina sample holder (1 mm wall thickness) was used and scans were performed at -15◦C. The scanning

temperature was maintained by a self-assembled cooling system consisting of two thermoelectric assemblies

(www.lairdtech.com).

Reconstructed data stacks were processed using ImageJ (Schneider et al., 2012). The images were cropped

to a cross-section of 1150x1150 pixels and an average of 400-650 pixels in height. The sample holder and

scattering on the top and bottom were cut out of the field of view (FOV). A filter combination of a Median filter

(radius: 2 voxels) and a Gaussian filter (radius: 1.5 voxels) was applied to the cropped scans. Next, the grey

values within the CT images were segmented into three signals: ice, air and brine. To differentiation between the

ice and air signal Otsu’s algorithm (Otsu, 1979; Maus et al., 2015) was applied. Air segmentation was conducted

in a semi-automated procedure: Five sub-areas were chosen which contained a similar amount of ice and air and

Otsu’s algorithm was applied. The mean of the Otsu derived threshold from the subareas was selected as the

air threshold. The brine threshold was determined by the Triangle algorithm (Zack et al., 1977), since the Otsu

threshold gave too high brine volume fractions. The brine threshold was estimated on a selection of 41 samples.

Five subregions, including an equal amount of brine and ice, were visually chosen. Based on the investigation

of the 41 selected samples, we observed a correlation between the ice peak and the brine threshold. The brine

threshold was set following the ice peak. The ratio of brine threshold determined with the Triangle algorithm to

ice peak was 1.13 (±0.03). The brine segmentation in this study is based on that factor and was set following the

ice peak (Figure: 3.1).

3.2.3 Pore space analysis

Porosity metrics

GeoDict 2018 and 2019 (Linden et al., 2018) was used to determine in situ brine porosity 𝜙
′

𝑏 and the air porosity

𝜙
′

𝑎𝑖𝑟 . 𝜙𝑏 can be further specified into the open brine porosity 𝜙
′

𝑏𝑜𝑝𝑒𝑛, the connected brine porosity 𝜙
′

𝑏𝑐𝑜𝑛 and

the closed brine porosity 𝜙
′

𝑏𝑐𝑙𝑜𝑠𝑒𝑑 .

The fractions of open and closed pores were determined in GeoDict concerning the six faces of a 3-D image.

The x-axis and the y-axis span the horizontal cross-sectional plane, and the z-axis defines the vertical direction.

An open pore is connected to any of the sample surfaces. A closed pore is isolated and locked from the surfaces.

The connected porosity is a sub-set of the open porosity and was determined through the access of the open pores

from the different faces in the z-direction. The pore fraction opened either to the upper surface z+ (𝜙𝑧+) or the

lower surface z −(𝜙𝑧−) were summed up. In this manner, some of the pores were counted twice. Consequently,

the pore fraction accessed from both z+ and z −(𝜑𝑧±) were accounted for and subtracted from the sum of the

porosity reached from either top or bottom as expressed in Equation 3.3. Applying Equation 3.3 on the example

1 Beam hardening: When polychromatic radiation is applied, beam hardening occurs. The lower-energy photons are consumed faster

than the higher-energy photons when the beam penetrates a sample. The result is an average increasing photon energy of the beam

with distance ("hardening").
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Fig. 3.1 Filtered greyscale 𝜇-CT scans (horizontal) for a) a sample with a small number of macropores and c) a large number of

macropores. Filtered data are segmented into air (blue), brine (green) and ice (grey). The histograms in the middle show the linear

grey value distribution in black and the logarithmic distribution in grey with a significant ice peak. b)& d) present segmented image

slices. From Salomon et al. (2021)

given in Figure 3.2 results in one connected pore. In more detail, two air pores are reached from z+, three air

pores from z−and four pores are opened in the z± direction, resulting in one interconnected pore.

𝜑𝑐𝑜𝑛 = 𝜑𝑧+ + 𝜑𝑧− − 𝜑𝑧± (3.3)

Since the samples were centrifuged before imaging, the segmented output from the CT images needs to be

reinterpreted. The received output from the imaged samples was 𝜙𝐶𝑇𝑏𝑟𝑖𝑛𝑒, which consists of the residual brine

and solid salt that remained in the ice sample after centrifuging. 𝜙𝐶𝑇𝑎𝑖𝑟 inclued all imaged air-filled voids. 𝜙𝐶𝑇𝑎𝑖𝑟 is

composed of disconnected air pockets and centrifuged brine pores. We assumed that all the open air porosity

found in the CT- images (𝜙𝐶𝑇𝑎𝑖𝑟𝑜𝑝𝑒𝑛) originated from centrifuged brine pores. Further, we supposed that the closed

air pores (𝜙𝐶𝑇𝑎𝑖𝑟𝑐𝑙𝑜𝑠𝑒𝑑 ) correspond to the original air porosity in the ice sample before centrifuging. Since the

connected pore space is a part of the open pore space, 𝜙𝐶𝑇𝑎𝑖𝑟𝑐𝑜𝑛 is associated with the connected brine pore space.

The 𝜇-CT derived porosities are related to the in situ pore metrics as illustrated in Figure: 3.2, where the

prime denotes the 𝜇-CT imaged derived in situ properties. 𝜙𝐶𝑇𝑎𝑖𝑟𝑜𝑝𝑒𝑛 is associated with the 𝜇-CT derived in situ

property of open brine (𝜙′
𝑏𝑜𝑝𝑒𝑛). 𝜙

′
𝑏𝑜𝑝𝑒𝑛 pores were open brine filled pores under in situ conditions and emptied

during centrifuging. The connected air space (𝜙𝐶𝑇𝑎𝑖𝑟𝑐𝑜𝑛) found in the 𝜇-CT analyses relates to connected brine

space (𝜙′
𝑏𝑐𝑜𝑛) under in situ condiciont. 𝜙′

𝑏𝑐𝑜𝑛 is a part of 𝜙′
𝑏𝑜𝑝𝑒𝑛. The disconnected brine space observed in the
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Fig. 3.2 Classification of pores under in situ conditions to the left, after centrifuging in the middle, and after 𝜇-CT image analysis

to the right. 𝜙𝑏𝑟𝑖𝑛𝑒 and 𝜙𝑎𝑖𝑟 present the in situ brine, and air porosity. After centrifugation air porosity is given by 𝜙𝐶𝑇
𝑎𝑖𝑟 and the

brine porosity by 𝜙𝐶𝑇
𝑏𝑟𝑖𝑛𝑒. In the the 𝜇-CT images the air volume fraction can be distinugished in 𝜙𝐶𝑇

𝑎𝑖𝑟𝑐𝑙𝑜𝑠𝑒𝑑 interpreted as in situ

air porosity 𝜙′
𝑎𝑖𝑟 , 𝜙𝐶𝑇

𝑎𝑖𝑟𝑜𝑝𝑒𝑛 interpreted as in situ open brine porosity 𝜙′
𝑏𝑜𝑝𝑒𝑛, and 𝜙𝐶𝑇

𝑎𝑖𝑟𝑐𝑜𝑛 interpreted as in sity connected brine

porosity 𝜙′
𝑏𝑐𝑜𝑛. The brine 𝜙𝐶𝑇 𝑏𝑟𝑖𝑛𝑒 observed in the CT images is interpreted as in situ closed brine porosity 𝜙′

𝑏𝑐𝑙𝑜𝑠𝑒𝑑 . From

Salomon et al. (2021).

𝜇-CT images (𝜙𝐶𝑇𝑏𝑟𝑖𝑛𝑒) corresponds to the closed brine porosity (𝜙′
𝑏𝑐𝑙𝑜𝑠𝑒𝑑) under in situ conditions. The total in

situ brine porosity (𝜙′
𝑏) comprises the sum 𝜙′

𝑏𝑜𝑝𝑒𝑛 and 𝜙′
𝑏𝑐𝑙𝑜𝑠𝑒𝑑 . However, as 𝜇-CT acquisition was performed

below in situ temperatures, 𝜙′
𝑏𝑐𝑙𝑜𝑠𝑒𝑑 needs to be converted by the factor 𝑓 (𝑇,𝑇𝐶𝑇 ), where T represents in situ

temperature and 𝑇𝐶𝑇 denotes the centrifugation temperature. To calculate the conversion factor of the brine

volume at different temperatures Equation 3.4 from Cox and Weeks (1982) was used, i.e. 𝑓 = 𝐹1(𝑇𝐶𝑇 )
𝐹1(𝑇 )

.

𝐹1 (𝑇) = 𝜌𝑏𝑟𝑖𝑛𝑒𝑆𝑏 (1 + 𝑘) (3.4)

While the conversion factor is solely valid for the brine volume, one needs to make a minor correction since

the 𝜇-CT imaged brine fraction contains undetected solid salt crystals. f was divided by 𝐹𝑆𝑆 to account for the

solid salt volume at 𝑇𝐶𝑇 of −15 ◦C. 𝐹𝑆𝑆 describes the factor to calculate the solid salt fraction from the brine

volume fraction at −15◦C and is calculated as shown in Equation 3.5.

𝐹𝑆𝑆 = (𝐶 (𝑇𝐶𝑇 ) + 1) ∗
𝜌𝑏𝑟𝑖𝑛𝑒 (𝑇𝐶𝑇 ) − 𝜌𝑠𝑠 (𝑇𝐶𝑇 )

𝜌𝑏𝑟𝑖𝑛𝑒 (𝑇𝐶𝑇 )
, (3.5)

where C describes the temperature-dependent ratio of the mass of solid salt to the mass of brine Cox and

Weeks (1982), column 4 in Table 1. 𝜌𝑏𝑟𝑖𝑛𝑒 is the brine density and 𝜌𝑆𝑆 the solid salt density at centrifuging

temperature 𝑇𝐶𝑇 . At our imaging temperature C was 41.69 ∗ 10−3 and thus 𝐹𝑆𝑆 = 1.031(±0.03).

Bulk salinity and density calculation from CT derived porosity

Based on the porosity metrics determined from segmented 𝜇-CT images, we calculated the bulk salinity in psu

after Equation 3.6.

𝑆𝐶𝑇 =
𝜙′
𝑏𝜌𝑏𝑟𝑖𝑛𝑒 (𝑇)𝑆𝑏 (𝑇)

𝜌𝑏𝑢𝑙𝑘
, (3.6)

where 𝜌𝑏𝑟𝑖𝑛𝑒 is the brine density and 𝑆𝑏 is the brine salinity at temperature T. The bulk sea ice density 𝜌𝑏𝑢𝑙𝑘

was calculated after Equation 3.7.
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𝜌𝐶𝑇 = 𝜌𝑎𝑖𝑟 ∗ 𝜙
′
𝑎𝑖𝑟 + 𝜌𝑏 ∗ 𝜙

′
𝑏 + 𝜌𝑖𝑐𝑒 ∗ (1 − 𝜙′

𝑏 − 𝜙′
𝑎𝑖𝑟 ) (3.7)

where 𝜌𝑎𝑖𝑟 is the air density and 𝜌𝑖𝑐𝑒 the ice density.

Pore sizes

The pore size distribution (granulometry) and the throat size distribution (porosimetry) describe characteristic

length scales of the pore space.

• The pore size distribution (granulometry) (Figure: 3.3 b) was determined by fitting spheres of different sizes

into every single point of the pore volume. A point was classified by the diameter of the largest sphere that

fits in the pore around it. The frequency of sphere diameters was binned into classes of 1 voxel (25 𝜇m). The

pore size distribution was determined for 𝜙′
𝑎𝑖𝑟 , 𝜙

′
𝑏𝑜𝑝𝑒𝑛 and 𝜙′

𝑏𝑐𝑙𝑜𝑠𝑒𝑑 (Salomon et al., 2021).

• The throat size distribution (porosimetry) (Figure: 3.3 c) considers the connectivity and the connection size

for the open pore space. Spheres were injected from the surfaces, and any point was classified by the largest

sphere that can reach it via any path. For example, a larger pore reached via a bottleneck would be assigned

the size of the bottleneck. Porosimetry was determined by considering injections from all sample surfaces

and binned into classes of 1 voxel (25 𝜇m). The approach is comparable to laboratory tests known as Mercury

Intrusion Porosimetry (MIP) or Liquid Extrusion Porosimetry (LEP), yet it is a virtual measurement. Using

MIP and LEP, a non-wetting fluid or gas is pressed through the pore space while measuring the absorbed

volume and the applied pressure (Salomon et al., 2021).

Fig. 3.3 Granulometry and porosimetry used to calculate the pore, and throat size distribution, respectively. a) Shows a structure

with the solid material in white and the pore space in black. b) Granulometry: shows the same structure with coloured pore volume.

The red volume describes the pore diameters around 40 𝜇m and larger, green areas represent diameters around 20 𝜇m and the blue

coloured area below 15 𝜇m. c) Porosimetry: structure shown in a gets penetrated with a non-wetting fluid, indicated by the red

arrows. Pores found by porosimetry must be connected to the non-wetting phase. From Linden et al. (2018).
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Statistical analysis of the pore space

Statistical analysis of the pore and throat size distribution were conducted in MatlabR2017b and R2019b. The

pore and throat sizes were classified into micropores <700 𝜇m, and macropores > 700 𝜇m. A value of 700 𝜇m

was chosen since this corresponds to the brine layer spacing at moderate growth rates (0.5 to 2.0 cm day−1)

(Weeks, 2010; Shokr and Sinha, 2015; Maus, 2020). An average sea ice growth rate of 0.3 to 1.0 cm day−1 was

observed, which compares well with the typical growth rate of 0.5 to 2.0 cm day−1 for the upper 35 to 40 cm of

the ice collected throughout the field campaign. Macro pores were interpreted as secondary pores formed by the

connection of the primary brine layers. Freitag (1999) applied a similar classification, yet he classified pores <

1 mm as micropores. Presented pore and throat size distributions are smoothed with a running mean over three

pore classes. The distribution per sampling day was based on the average of two cores.

3.3 Results and Discussion

3.3.1 Sea ice bulk properties

Ice thickness

The average ice thickness increased from 35.6 cm on 17 March to 46.3 cm on 26 April. The calculated growth rate

throughout the experiment varied between 0.3 to 1.0 cm 𝑑𝑎𝑦−1.The boundary between columnar and granular

ice was distinguished on vertical 𝜇-CT reconstructions (Figure: 3.4). Markers for the transition were elongated

inclusions in the vertical for columnar ice and randomly orientated inclusions for granular ice. The granular-

columnar boundary constantly moved into bigger depths from 4 to 8 cm with respect to the sea ice surface from

30 March towards 12 April. On 23 April, the boundary was found at a depth of 7 cm. We observed that snow

infiltrated ice was accumulating on top of the sea ice throughout the field campaign, thus the granular ice layer

increased.

Temperature

The mean air temperature during the experimental period was -11.1 ◦C. The minimum temperature was -29.2 ◦C

measured on 21 March, and the observed maximum air temperature was 0.1 ◦C observed on 23 April. The coldest

sampling day was 17 March, with an average measured air temperature of -20.2 ◦C. The warmest sampling day

was 23 April, with an average air temperature of -0.5 ◦C (Figure: 3.5). Observed sea ice temperatures showed

little variation and fluctuated, at any level in the ice, by less than 0.5 K over the whole sampling period. The

temperature gradient over the sea ice depth was relatively weak, allowing transport and centrifugation of the

ice close to its in situ temperature with limited logistics. The centrifuge temperature, computed from 𝑆𝑏𝑐𝑒𝑛𝑡

was systematically by an average of 0.7 ◦C higher than the sea ice in situ temperature. The largest temperature

differences between the centrifugaton and the in situ temperature was observed in the upper- and lowermost

subcores. This is related to different causes, described as followed.
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Fig. 3.4 Vertical 𝜇-CT reconstructions, showing ice in red, brine in green and air in white. Elongated, vertical oriented air inclusions

(centrifuged brine) from sample 2-2-9 and downwards indicate columnar sea ice. Sample 2-2-10 and 2-2-9 show a random pattern

of air inclusions and are therefore interpreted as granular sea ice. From Salomon et al. (2021)



32 3 Sea ice microstructure investigations and evolution

• Scooter-based transport of samples in mobile freezers showed that the temperature control suffered from

rapid changes in environmental conditions and that the nominal temperature accuracy of ±0.5 K was not met.

• The temperature stability in the centrifuge.

The overall higher processing temperature in comparison to the in situ temperature had to be taken into

account in the interpretation of the brine volume fraction and all parameters associated.

Fig. 3.5 Air, ice and ocean temperatures over the course of the fieldwork period from 17 March to 23 March 2016. a) Blue

line represents the original air temperature data, measured every hour from The Norwegian Meteorological institute at Sveagruva

målestasjon (99760) 9 m a.s.l. The red line shows air temperature data from the same source, filtered by a moving mean with an

interval of 24 hours. b) Sea ice temperature profiles over the course of the fieldwork period from 17 March to 23 April 2016. In

dark blue the temperature profile for 17 March is shown, the red dotted line represents temperature measurements for the 06 April,

temperature profile for 12 April is presented as the yellow line and the purple dashed line presents the temperature profile from 23

April. Measured snow surface temperature is presented as purple circles, snow-slush interface temperature is represented as green

diamonds. c) Ocean temperature measured at a depth of 1.2 meter (0.7-0.8 meter below the ice) is plotted in blue. The red line

represents filtered data with a running mean of 24 hours. From Salomon et al. (2021)

Salinity

The salinity profiles based on measured conductivity (𝑆𝑐𝑜𝑛 were investigated Figure:3.6a-e, blue line), as well

as the salinity derived from 𝜙′
𝑏 observed on 𝜇-CT scans (𝑆𝐶𝑇 ,Figure:3.6a-e, red line). 𝑆𝐶𝑇 calculated from

porosity values at centrifuging temperature (mean -2.0 ◦C). The salinity profiles based on the presented methods

largely coincided, where 𝑆𝐶𝑇 was smaller than 𝑆𝑐𝑜𝑛 in the lower half of the ice. Averaged vertical salinity values

over time were consistent. An average 𝑆𝑐𝑜𝑛 of 6.7 psu (± 2.1 psu), and 𝑆𝐶𝑇 of 6.1 psu (±4.2 psu) was observed.

The comparison of vertical profiles on 𝑆𝑐𝑜𝑛 and 𝑆𝐶𝑇 broadly agreed, yet they were considerably scattered. It

was noticeable that all 𝜇-CT cores were slightly shorter than the salinity cores since the weak skeletal layer was

destroyed during the cutting process. Deviations of 𝑆𝐶𝑇 in comparison to 𝑆𝑐𝑜𝑛 can be explained as follows:
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• The natural variability between two different cores and the fact that 𝑆𝐶𝑇 was based on an approximately 10

times smaller volumes than 𝑆𝑐𝑜𝑛, may have contributed to the observed differences Gough et al. (2012).

• An underestimation of 𝑆𝐶𝑇 was attributed to the resolution limitations in the 𝜇-CT scans. Objects smaller

than two times the voxel size of 25 𝜇m pixel were not sufficiently resolved and might have appeared as mixed

pixels (Nyquist–Shannon theorem).

• Erroneous brine segmentation due to the similar signal of brine to mixed air-brine pixels account for uncer-

tainties of 1 % in the closed brine volume fraction (𝜙′
𝑏𝑐𝑙𝑜𝑠𝑒𝑑) (Maus, 2020). Consequently at a total brine

volume fraction (𝜙′
𝑏) of 10-20 % a salinity change by 5–10% or 0.3–0.7 psu can be expected. The observed

difference of −0.5 to + 0.8 psu between 𝑆𝑐𝑜𝑛 and 𝑆𝐶𝑇 lays within the error expected from image analysis and

the resolution limit of brine pore detection.

• Consistently lower 𝑆𝐶𝑇 in the lower parts of the ice core may be related to brine loss during sampling. One

would expect that 𝑆𝐶𝑇 derived from 𝜙′
𝑏𝑜𝑝𝑒𝑛 was not affected by brine loss, as the derivation accounts for the

centrifuged brine. But since the assumed 𝑆𝑏𝑐𝑒𝑛𝑡 (considering the loss of brine during sampling and transport)

would be lower than the in situ values, the calculated 𝑆𝐶𝑇 based on equation 3.6 was affected, resulting in an

underestimation. Maus et al. (2020) concluded that during similar storage and transport procedures, 28% of

the total connected brine leaked before centrifugation.

• In the upper part of the salinity profiles-in the freeboard 𝑆𝐶𝑇 was overestimated in comparison to 𝑆𝑐𝑜𝑛. In

this part, sea ice drained naturally before sampling, leaving many connected pores empty. As described earlier

𝜙𝐶𝑇𝑎𝑖𝑟𝑜𝑝𝑒𝑛 was interpreted as 𝜙′
𝑏𝑜𝑝𝑒𝑛 in the 𝜇-CT analyses, thus 𝑆𝐶𝑇 was overestimated.

Density

The hydrostatic evaluated density (𝜌ℎ𝑦𝑑𝑟𝑜, figure 3.6f-j, blue line) was compared to the density calculated based

on 𝜙′
𝑎𝑖𝑟 and 𝜙′

𝑏 (𝜌𝐶𝑇 , Figure 3.6f-j, red line). 𝜌ℎ𝑦𝑑𝑟𝑜 was performed at -2.7 ◦C for samples from 17 March and 30

March and at -15 ◦C for the samples from April. 𝜌𝐶𝑇 was calculated at the same temperature as 𝜌ℎ𝑦𝑑𝑟𝑜. 𝜌ℎ𝑦𝑑𝑟𝑜

of 17 March was calculated after Cox and Weeks (1982) since problems in the cooling chain destroyed the cores

for the pore structure analysis. The overall average 𝜌ℎ𝑦𝑑𝑟𝑜 was 900.5 kgm−3 (± 21.6 kgm−3). In comparison, the

average 𝜌𝐶𝑇 was 911.8 kgm−3 with a standard deviation of 9.8 kgm−3. 𝜌𝐶𝑇 was on average 11.3 kgm−3 larger

than 𝜌ℎ𝑦𝑑𝑟𝑜 (± 4.4 kgm−3). The difference appeared systematically over the ice depth, where the upper 10 cm

showed a higher 𝜌𝐶𝑇 than 𝜌ℎ𝑦𝑑𝑟𝑜, with differences of up to 20-80 kgm−3. The upper part of the sea ice included

the freeboard and ice formed from snow. Below 10-15 cm from the sea ice surface 𝜌𝐶𝑇 (range lower 15 cm: 896

- 962 kgm−3 were similar or slightly higher than 𝜌ℎ𝑦𝑑𝑟𝑜 (range lower 15 cm: 895 - 926 kgm−3). Differences for

𝜌𝐶𝑇 in comparison with 𝜌ℎ𝑦𝑑𝑟𝑜 in the upper part were explained as follows:

• 𝜌𝐶𝑇 was based on 𝜙′
𝑎𝑖𝑟 and 𝜙′

𝑏𝑟𝑖𝑛𝑒, and since the entire open air-filled space on CT images was assumed to be

brine filled under in situ conditions, 𝜌𝐶𝑇 was overestimated. The correct value at the surface is thus 𝜌ℎ𝑦𝑑𝑟𝑜.

• Transport and centrifuging temperatures were higher than the in situ temperature for samples from the upper

part of the sea ice cover and lower for the samples near the sea ice bottom. Incongruity in temperatures may

result in lower 𝜌𝐶𝑇 closer to the bottom, and larger 𝜌𝐶𝑇 close to the top.
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Fig. 3.6 Depth proflies of salinity in psu (a-e) and density in kgm−3 (f-j) plotted for the period from 17 March to 23 April 2016.

0 cm depth represents the top sea ice surface.. a-e) Blue line represents conductivity measured salinity 𝑆𝑐𝑜𝑛 and red depicts the

calculated salinity from porosity observed in 𝜇-CT scans 𝑆𝐶𝑇 at centrifuging temperature. f-j) Blue line represents measurements

from hydrostatic weighing 𝜌ℎ𝑦𝑑𝑟𝑜 and the red line presents calculated density from 𝜇-CT data 𝜌𝐶𝑇 .𝜌ℎ𝑦𝑑𝑟𝑜 and 𝜌𝐶𝑇 at -2.7 ◦C

for the 17 and 30 March and at -15 ◦C for the sampling days in April. From Salomon et al. (2021).
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Porosity

The air porosity based on 𝜇-CT scans (𝜙′
𝑎𝑖𝑟 , Figure 3.7 b-e,in red) was compared to the estimated air porosity

evaluated from hydrostatic density measurements (𝜙𝑎𝑖𝑟𝑐𝑎𝑙 , Figure 3.7 a-e, in blue). The two compared methods

were largely consistent, with an exception in the upper 10-15 cm where 𝜙𝑎𝑖𝑟𝑐𝑎𝑙 was considerably larger than

𝜙′
𝑎𝑖𝑟 . In the upper part of the ice 𝜙𝑎𝑖𝑟𝑐𝑎𝑙 reached values from 3-9 vol.%, whereas the average 𝜙𝑎𝑖𝑟𝑐𝑎𝑙 was 2.6

vol.% (±2.0 vol.%). 𝜙𝑎𝑖𝑟𝑐𝑎𝑙 was in average by 0.8 vol.% (± 0.6 vol.%) larger than 𝜙′
𝑎𝑖𝑟 . 𝜙

′
𝑎𝑖𝑟 showed a mean

value of 1.6 vol.% with a standard deviation of 0.6 vol%. An underetimation of 𝜙′
𝑎𝑖𝑟 was assumed in the upper

part of the sea ice cover. In the upper sea ice cover the freeboard was found, and infiltrated snow metamorphism

to ice. Since, the entire detected open air porosity was interpeted as 𝜙′
𝑏𝑜𝑝𝑒𝑛, 𝜙

′
𝑎𝑖𝑟 was underestimated . However,

𝜙′
𝑎𝑖𝑟 is valid for ice below the freeboard. Comparison of 𝜙𝑎𝑖𝑟𝑐𝑎𝑙 with 𝜙′

𝑎𝑖𝑟 (excluding the top 15 cm) show that

𝜙′
𝑎𝑖𝑟 was by a mean of 0.4 vol % smaller (±0.5 vol%). This difference may have resulted from natural variability

as well as from resolution limitations.

Brine porosity measurements based on 𝜇-CT scans (𝜙′
𝑏 , Figure 3.7 g-j,in red) at a mean centrifuging

temperature of -2.0 ◦C were compared to brine porosity calculations based on salinity measurements (𝜙𝑏𝑐𝑎𝑙 ,

Figure 3.7 f-j,in blue) at in situ temperature. The connected brine porosity (𝜙′
𝑏𝑐𝑜𝑛) a part of 𝜙′

𝑏 is depicted in

yellow. 𝜙′
𝑏 showed a mean of 17.8 vol.% (± 11.4 vol. %) at centrifuging temperature (mean -2.0 ◦C). 𝜙′

𝑏𝑐𝑜𝑛

contributed to approximately two thirds of 𝜙′
𝑏 . The mean 𝜙′

𝑏𝑐𝑜𝑛 was 12.2 vol.% (±10.2 vol %). 𝜙′
𝑏𝑐𝑜𝑛 corresponds

to the vertically connected brine porosity fraction of 𝜙′
𝑏𝑜𝑝𝑒𝑛 which showed a mean of 14.8 vol. % (± 10.0 vol.

%). An almost linear increase in 𝜙′
𝑏𝑐𝑜𝑛 with the total brine porosity 𝜙′

𝑏 was observed. Vertically connected brine

pores were not found once the total brine porosity dropped below 3 %. As well as for 𝜙′
𝑏𝑐𝑜𝑛 an almost linear

increase of 𝜙′
𝑏𝑜𝑝𝑒𝑛 was observed depending on 𝜙′

𝑏 .

3.3.2 Pore characteristics

Pore number density

Anlayses of the open brine channel number resulted in 5 to 50 pores 𝑐𝑚−2.An increase in the number of

open brine channels in the bottom 5 cm was observed, apart from that no pronounced depth dependence was

distinguished. Furthermore, a decrease in connected brine pores throughout the fieldwork period was seen. A

negative correlation between the open pore number with the total brine porosity 𝜙′
𝑏 with a R2 of 0.2 was observed

i.e. the open pore number decreased slightly with an increase in 𝜙′
𝑏 . The number density of closed brine pores

mostly fell into the range of 103 to 104 pores per 𝑐𝑚3 (or 1-10 pores per 𝑚𝑚3). Both an increase of pores

towards the top and the bottom was observed. A negative correlation between the closed brine pore number

with 𝜙′
𝑏 with a R2 of 0.04 was observed. These data can be compared to the reported pore statistics from Light

et al. (2003) and Perovich and Gow (1996). Light et al. (2003) reported 24 brine pockets per 𝑚𝑚3. The higher

number is likely related to the higher imaging resolution (10 𝜇m compared to our 25 𝜇m). Perovich and Gow

(1996) detected in their optical analysis of 2-D thin sections (pixel size of: 30 𝜇m) of young sea ice 1-6.9 brine

pockets per 𝑚𝑚3. Furthermore, they observed a decrease in brine pockets at higher porosities, attributed to the

coalescence of pores. In the porosity range of 3 to 20 %, they saw an increase in the number of brine pockets

associated with increased pores of the size that reached the detectability threshold.
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However, we observed a continuous decrease in pore pockets over time from 06 April to 23 April for 𝜙′
𝑏 from

15 to 50 %. The closed air pore density mostly was in the range of 200 to 1000 per 𝑐𝑚3 (or 0.1 -1 pores per

𝑚𝑚3). With an observed increase towards the top and the bottom. A negative correlation between the closed air

pore number with 𝜙′
𝑏 with a R2 of 0.1 was observed. A comparison of the results presented here with the study

from Light et al. (2003) again shows significantly larger air pocket number in the latter study (1.2 air pockets

per 𝑚𝑚3) at higher resolution (10 𝜇m ). Hence, the smallest air bubbles were likely not resolved. Yet a decrease

of air pockets at high 𝜙′
𝑏 is observed, which is likely related to the the coalescence of brine pores. Furthermore,

the highest number of air bubbles were observed close to the bottom and the top of the sample.

Pore size distribution

The biggest air inclusion was found on 30 March with a pore size of 2575 𝜇m. Most air pores appeared in the

size of micropores, and we typically found the mode in the range 200 to 225 𝜇m. The smallest micro and macro

pore medians were observed close to the sea ice surface. A positive correlations of the air pore size distribution’s

median with 𝜙′
𝑏 and a R2 of 0.05 was observed. Since the investigated samples were centrifuged only air bubbles

within the residual brine and the ice matrix were observed. Moreover, all the samples were scanned at the same

temperature (-15 ◦C), which was below the in situ temperature. As the air bubbles decrease simultaneously with

the residual brine volume (Crabeck et al., 2019), little variation in the air pore size was observed in dependence

of 𝜙′
𝑏 (which was centrifuged).

The pore size distribution of the closed brine pore fraction was analysed at -15 ◦C, and was seen to stretch

up to 875 𝜇m. Most closed brine pores found were classified as micropores < 700 𝜇m. Note that investigations

on the closed brine pores were restricted by the scanning resolution for scans with a voxel edge length of

25 𝜇m. The indication was given by the pronounced peak in the beginning of the pore size distribution. No

significant evolution for the mode and median of 𝜙′
𝑏𝑐𝑙𝑜𝑠𝑒𝑑 pore size distribution over time was found. The pore

size distribution suggests that around 16% of 𝜙′
𝑏𝑐𝑙𝑜𝑠𝑒𝑑 had a diameter of 2 voxel (50 𝜇m) and 13 % had a diameter

of 1 voxel (25 𝜇m). To estimate the number of undetected pores, reference data at higher resolutions are needed.

Light et al. (2003) (pixel size: 10 𝜇m) observed numerous brine pockets with a length at the resolution limit of

10 𝜇m. Brine inclusions with diameters <50 𝜇m in our study would roughly correspond to the class of brine

pockets with lengths <100 𝜇m in Light et al. (2003) Figure 8, containing roughly 3% of 𝜙′
𝑏 . This comparison

suggests an inconsiderable fraction of hidden pockets, in terms of their volume. Nevertheless, Light and others

(2003) stated that they could only visualize 2/3 of the conductivity-based brine volume. In general, there is a

lack of data on small inclusions.

The open brine pore size distribution 𝜙′
𝑏𝑜𝑝𝑒𝑛 contained pore sizes up to 7450 𝜇m (Figure 3.8), where the

mode was found between 200 and 300 𝜇m. In general, the smallest macro pore median (diameter larger than 300

𝜇m) was observed towards the ocean. The median of 𝜙′
𝑏𝑜𝑝𝑒𝑛 macro pores increase with 𝜙′

𝑏 the correlation was

given with a R2 of 0.9. An increase in pore size is expected as the sea ice warms and internal melting occurred,

leading to an increase in 𝜙′
𝑏 and thus widening the pores.
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Throat size distribution

The throat size distribution for 𝜙′
𝑏𝑜𝑝𝑒𝑛 showed a mode of 100 to 200 𝜇m throughout the experiment. The biggest

throat had a size of 3825 𝜇m. Similar to the pore size distribution of 𝜙′
𝑏𝑜𝑝𝑒𝑛 the throat size distribution for

𝜙′
𝑏𝑜𝑝𝑒𝑛 showed an increase in size correlating with increasing 𝜙′

𝑏 . The correlation was given with an R2 of 0.3.

The mechanism is the same as described above. The observed mode of the pore size was larger than the mode

in the throat size distribution for 𝜙′
𝑏𝑜𝑝𝑒𝑛, by a factor of roughly 1.5. Throats above 2 mm in diameter were

only found in the upper 7.5 cm at the beginning of the experiment. As the sea ice matured by the end of the

experiment, throats larger than 2 mm in diameter were apparent throughout the whole profile. Analysis of the

throat size showed that between 0.4 and 3.4 vol % had a diameter larger than 2 mm.

3.4 Conclusion

Microscopic sea ice properties were defined from the process of (i) centrifuging, removal of brine allowing for

investigation of the connected and disconnected pore space and (ii) 3-D 𝜇-CT imaging followed by (iii) analysis

of the pore size characteristics. The main findings from this study are:

• Density and air porosity determinations based on hydrostatic weighing and 𝜇-CT images below the freeboard

are consistent, regarding the measurement accuracy and natural variability.

• 𝜇-CT-based salinity determinations are subject to larger than standard uncertainties due to spatial resolution

limitations. The 𝜇-CT-based brine investigation’s strength is to distinguish from spatially different porosity

metrics, the local distribution, and the differentiation in open, closed and vertically connected brine fractions.

• Vertical variation of the occurrence of open and closed brine pores and closed air pores is remarkably small.

Most variation observed was related to changes in the brine porosity.

• Salinity and density, pore sizes and the proportion of secondary (macro) pores remained broadly constant

throughout the observation period (16 March to 23 April 2016), while a decrease in the pore number and an

increase in pore connectivity over time was observed.

• Confident correlations between the open, connected and the total brine porosity in young sea ice were

established. The air pore sizes varied little and the open brine sizes increased with increasing total brine

porosity.

Future studies focusing on density measurements on non- centrifuged sea ice samples will be helpful to diminish

the observed problems above the freeboard and better understand surface drainage and the evolution of the low-

density layer. However, the presented approach provided details on the morphology of the drained low-density

surface regime.

Another critical issue for future studies is the scale-dependence of properties (e.g., connectivity, permeability,

percolation threshold), which should be addressed by scanning larger samples with a larger FOV at different

temperatures.
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Chapter 4

Fate of oil and diesel in sea ice
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It took a million years of unprecedented volcanic activity during the Permian to poison the ocean. We have
begun to do so again in less than two hundred. (David Attenborough)

This chapter summarises experimental analysis and results on the distribution of oil and diesel within sea

ice. It exemplifies different segmentation methods for low absorption contrast materials in CT- images, such as

oil and ice. Specimens imaged with 𝜇-CT were segmented either manually by object tracing (Part II, Paper III)
or by a newly recommended enhanced semi-automated thresholding technique (Part II, Paper II). In addition

to scans from laboratory-based 𝜇-CT, synchrotron-𝜇-CT scans are presented (Part II, Paper IV). Four different

experimental sets are presented (Norut I & II, Svea and HSVA).

4.1 Introduction

The high porosity and permeability of sea ice make it a potential entrapment medium for spilled oil. Previous

studies suggest that once oil is spilled underneath a sea ice cover during the sea ice-growth season, the spreading

of oil primarily depends on the under-sea ice topography. Oil will collect preferentially in lenses, with a thickness

of 0.08- 0.2 m underneath concave depressions (Wilkinson et al., 2015; Glaeser and Vance, 1972; NORCOR

Engineering and Research Ltd, 1975). Most of the spilled oil is entrapped in lenses within 12 to 48 hours

by continuous ice growth (NORCOR Engineering and Research Ltd, 1975; Buist and Dickins, 1983). Upwards

percolation of the oil is limited to the skeletal layer of the ice, where only a minor amount is infiltrated (NORCOR

Engineering and Research Ltd, 1975). The sea ice porosity limits the ability of oil penetration (Otsuka et al.,

2004; Karlsson et al., 2011). Previous studies determined porosity thresholds between 8 to 15 % and an oil

saturation up to 4.5 to 7 mass % were observed (Otsuka et al., 2004; Petrich et al., 2013). Petrich et al. (2013)

investigated the potential oil penetration depth and entrained oil volumes. The authors based their study on

1D thermodynamic modelling of salinity and temperature profiles in first-year ice. Depending on the sea ice

temperature, they observed an increase in potential penetration depth (0.02 -0.10 m in January to 0.12 - 0.25 m

in May for a porosity threshold of 10%). The penetration depth was halved at a porosity threshold of 15 %. The

oil entertainment volume was found to increase with sea ice temperatures and ranges from less than 1 up to 5

𝐿/𝑚2 (Petrich et al., 2013).

Another critical factor determining whether oil will enter the sea ice pore space is the pore size and the

dimensions of necking connecting the single pores. The critical pore size depends on the thickness of the oil

layer, buoyancy, and capillary pressure. The porous space can be entered once the buoyancy overcomes the

capillary pressure. Maus et al. (2015) simulated the oil saturation in sea ice based on the sea ice porosity

obtained by CT images. They concluded that buoyancy is too weak to be the driving mechanism for oil to enter

young sea ice with a median pore size of 0.15 mm. Moreover, they did not note a porosity threshold for oil to

enter the sea ice. It was presumed that oil entrainment depends on several factors such as the permeability, oil

layer thickness, convection of brine, and the pore microstructure. In a recent study from Oggier et al. (2019) five

phases of oil migration throughout one seasonal cycle were experimentally described:

• Oil saturation of the skeletal layer.
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• Oil immobilization as the permeability is low during sea ice growth (some oil can migrate upward in larger

channels).

• Mobilization of oil because of melting and warming, as the porosity increased (permeability threshold

≈ 10−11𝑚2).

• Invasion of unaffected primary and secondary pore space as ice continues to warm and bulk porosity increases.

• Invasion of granular pore space before complete ice melt.

However, studies on faithfully preserved sea ice samples using X-ray 𝜇CT including oil remain a challenge and

are rare (Salomon et al., 2017; Desmond et al., 2021). The reason is that the similarity in density and the resulting

similar absorption contrast of ice and oil makes the distinction in 𝜇-CT images difficult. Recently Desmond

et al. (2021) suggested an enhanced automated segmentation method to detect oil. They used the absorption

contrast of the polypropylene tube they used as a sample holder as a benchmark for the oil segmentation. Their

observation from the upper part of sea ice (frazil/interfrazil layer) was:

• The major diameter of oil inclusions is less than 1 mm.

• Oil inclusion size does not vary with depth.

• 50 % of the inclusions ranged between 0.1 and 0.2 mm at different imaging temperatures ranging from -15
◦C to -4.8 ◦C at pixel size of 29 𝜇m.

• Sea ice temperature did not affect the size of the oil inclusion.

𝜇-CT imaging is a powerful tool to interpret the morphological distribution of oil in ice. However, an

independent and systematic segmentation process of low absorption contrast phases needs to be developed. To

this end, three oil segmentation methods are presented: Object tracing (OT), Semi- automated segmentation

(SAS) and Manual segmentation. One of the approaches is a newly suggested semi-automated segmentation

routine for low absorption contrast phases such as oil/diesel and ice. The results of the segmented oil amount

are compared with reference measurements on melted samples. Furthermore, the oil inclusion morphology and

distribution are presented.

4.2 Methods

4.2.1 𝝁-CT imaging

Four different experimental sets (Norut I & II, Svea and HSVA) were scanned by 𝜇-CT imaging for non-

destructive 3-D investigations on the oil distribution within sea ice. The acquisition specifications are summarized

in Table 4.1.

The samples acquired during the experiment Norut I were scanned twice, once at the SLF(WSL- Institut für

Schnee- und Lawinen Forschung) and another time at NTNU. At SLF, we used a Scanco Medical 𝜇-CT 40 and

80 with a current and peak energy of 177 𝜇A and 45 kV. The detector panel for the Scanco Medical 𝜇-CT 40

had a dimension of 2048 x 256 pixels, while the Scanco Medical 𝜇-CT 80 was equipped with a detector panel of



44 4 Fate of oil and diesel in sea ice

Table 4.1 Overview of CT- settings

Experiment Scanner/ Location Energy Voxel edge length Sample diameter

Norut I XT H 225 ST 𝜇-CT (Nikon Metrology NV)/NTNU 250 𝜇A, 150 kV 25 𝜇m 35 mm

Norut I Scanco Medical 𝜇-CT 40 & 80 / SLF 177 𝜇A, 45 kV 18 𝜇m 35mm

Norut II IBL* P05 at PETRA III/ DESY 20 kV 4.9 𝜇m 8.75 mm

Svea XT H 225 ST 𝜇-CT (Nikon Metrology NV)/NTNU 250 𝜇A,175 kV 49 𝜇m 72 mm

HSVA XT H 225 ST 𝜇-CT (Nikon Metrology NV)/NTNU 250 𝜇A,175 kV 49 𝜇m 72 mm

*IBL: Image Beam Line at the storage ring Petra III

2048 x 128 pixels. Both systems were operated with 2000 rotations per 360 ◦. The voxel edge length was 18 𝜇m,

and scanning was performed at an ambient temperature of -15◦C. Settings for both systems were the same, and

no difference in the 𝜇-CT-scans was assumed. At NTNU a XT H 225 ST 𝜇-CT (Nikon Metrology NV) was used

at a current of 250 𝜇A and an acceleration voltage of 15 kV to scan the samples from the Norut I experiment

at a voxel edge length of 25 𝜇m. The flat panel detector was a Perkin Elmer 1620 with a pixel size of 200 𝜇m

x 200 𝜇m and 2048 x 2018 pixels. 3124 radiographs were taken per 360◦ at an exposure time of 708 ms. The

temperature during scanning was -15 ◦C.

Samples from the Norut II experiment were imaged with synchrotron radiation at the Helmholtz Zentrum

Gesthacht P05 imaging beamline at Petra III/ DESY, Hamburg in Germany. Scanning energies that allowed

sufficient transmission for phase-contrast imaging were chosen. An energy of 20 kV and a FOV of 7.5 mm x 7.5

mm was used, resulting in a voxel edge length of 2.45 𝜇m. 600-1500 radiographs of 1300x3056 pixel in size at

an exposure time of 150-250 ms were acquired per 180◦. During reconstruction, voxels were binned two times,

giving an effective voxel edge length of 4.9 𝜇m. The samples were scanned in plastic containers, in which they

were also transported. Specimens acquired during the Svea and HSVA experiment were imaged at NTNU using

an XT H 225 ST 𝜇-CT (Nikon Metrology NV). The samples were scanned at a 250 𝜇A current and peak energy

of 175 kV. 3142 rotations per 360◦ were taken at an exposure time of 500 ms. The FOV was 98 mm x 98 mm,

relating to a voxel edge length of 49 𝜇m. Throughout all the scans performed at NTNU, the temperature was

controlled by bottom and top cooling with a thermoelectric assembly (www.lairdtech.com). The samples were

placed in an aluminium container with a wall thickness of 1 mm during the scans. The data aquired at NTNU

was reconstructed using the Nikon Metrology XT software, applied beam hardening correction, and stored data

as size 16-bit grey value stacks of 2000x2000x2000 pixels.

4.2.2 Segmentation

The reconstructed images were cropped to the largest possible volume ( volume of interest VOI), excluding the

sample holder, such that the VOI included only air, brine, ice, and oil. Air and brine segmentation was conducted

on filtered images. A filter combination of a Median filter (radius: 2 voxels) and a Gaussian filter (radius: 1.5

voxels) was applied to the VOI. For descriptions of the segmentation of air and brine, the reader is referred

to section 3.2.2. Oil segmentation was performed using three different methods. The method presented first

is a manual segmentation relying on visual tracing of objects and the second method introduces a three-step

semi-automated segmentation. The third segmentation process presented is based on the grey value histogram

of the CT- scans and is performed manually.
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Object tracing (OT)

Oil inclusions found in 𝜇-CT- scans from the Norut I experiment were segmented using the image analysis

software ImageJ (Schneider et al., 2012) by manual performance of the Wand (tracing) Tool. The segmentation

was performed on 2D horizontal slices of the filtered 3D VOIs. Therefore an initial pixel (iP) was chosen in every

visually detected oil blob. After that, the Wand Tool investigated the grey value of the four adjacent pixels to the

iP. It selects the vicinal area under the condition that its grey value falls within a tolerance range and classifies

the pixel as the region of interest (ROI). The Wand Tool proceeded similarly with the next neighbouring pixels

if the contiguous area was selected. The manual selection of iP was repeated on every 5th to 20th horizontal

cross-section and interpolated the ROIs between the 2-D slices, by connecting them with each other.

Semi-automated segmentation (SAS)

The presented approach aims to detect oil via a semi-automated segmentation (SAS). The method consists of 3

processing parts: pre-segmentation-processing, segmentation, and post-segmentation-processing. The processes

were applied to selected samples from the Norut I, Svea and HSVA experiment, cropped but non-filtered (further

referred to as original images).The brightness gradient towards the CT scan faces in the pre-segmentation

processing was compensated for. The segmentation images processed in the pre-segmentation were labelled as

ice or oil. In the post-segmentation-processing morphological operations were applied to the segmented oil.

Thinner features were connected, and isolated oil inclusions < 10 voxels (for a voxel edge length of 25 𝜇m and

49 𝜇m, respectively 10 voxels correspond to a volume of 1.6*10−5 mm3 and 1.2*10−4 mm3) were removed.

The pre-segmentation-processing was performed to diminish the brightness gradient toward the edges and

faces of the CT scans. The process was executed on original images in Matlab2021a and can be subdivided

into four steps. The Idun cluster at NTNU (Själander et al., 2019) powered the computational demand of the

operations. The pre-segmentation for one sample took around 24 to 72 hours, depending on the sample size.

1. Masked image: In the first step, air and brine were excluded by masking. The air threshold was determined

with Otsu’s algorithm (Otsu, 1979; Maus et al., 2015), whereas the brine threshold was identified according

to the ice peak. Brine masking was carried out by determining the ice peak for each slice in the grey value

histogram. The brine threshold was found according to ice peak and a determined ratio. For further details

on the air and brine threshold, the reader is referred to section 3.2.2. Based on the determined threshold, grey

values ≥ brine threshold and grey values ≤ air threshold were set to not a number (NaN) and excluded from

further processing steps.

2. Background image: From the masked images in step 1, a background image was produced. The background

image represented the grey value distribution of the matrix, in this case, ice. The masked images were filtered

with a 2-D Median filter ignoring NaN with a kernel size of 99 x 99 pixels. Since median values were

computed for the masked areas, these were replaced with NaN in a further step.

3. Divided image: In the third step, the brightness gradient within the original images was removed, by dividing

the background image by the original image (
𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 ). The division led to an inversion of the oil and ice

grey values compared to the original image. As a result, the oil appeared brighter than ice.
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4. Pre-segmented image: In a fourth step, we applied a combination of a 3D- median and minimum filter with

a footprint of 5x5x5 voxels on the divided image stacks. The median filter removed noise while the minimum

filter eroded oil clusters smaller than 5x5x5 pixels.

The oil-ice segmentation was determined on pre-segmented image stacks in Geodict2021 and 2022 (Linden

et al., 2018). The processed images were labelled as either ice or oil, aiming to simplify further analyses. The

segmentation was based on the grey value histogram from pre-segmentation-processed images. The threshold

was appointed visually right after the ice peak.

In the post-segmentation-processing the segmented image stacks were processed in ProcessGeo (Geod-

ict2021 and 2022). Dilatation and Erosion, two morphological operations, were iteratively applied. The sequence

of these two operations is known as "opening" and "closing". It had the effect of connecting thin and small oil

structures while filling holes at the same time (Stock, 2018; Elmoutaouakkil et al., 2003). First, all pixels seg-

mented as oil were dilated by two voxels, meaning two extra voxels of oil were added at the oil boundaries.

Afterwards, the outermost two oil voxels at the oil inclusion boundary were removed by Erosion.We applied

Clean (Geodict2021 and 2022) on the dilated and eroded images, to filter out noise. During that process, all

oil pores smaller than the volume of 10 voxels, which were not connected with at least one face to another oil

inclusion were removed. This resulted in an elimination of smaller, unconnected and dispersal distributed oil

inclusions and removal of noise. Finally, ring artefacts were manually edited in a few samples using the software

Geodict2022.

Manual segmentation

A visually determined threshold was applied for ice and oil on selected iodine doped samples from the HSVA

and the Norut II experiment. The CT scans were cropped to the largest possible VOI and filtred with a Median

Filter (radius: 2 voxels) and a Gaussian filter (radius: 1.5 voxels) to reduce noise. The threshold was determined

accordingly to the grey value histogram of each sample and verified by visual inspection and comparison of the

segmented to the original CT reconstruction. The oil inclusions were observed to be surrounded by a few brine

pixels. These brine pixels were mixed pixels between ice and doped oil. To remove the mixed pixels, we applied

Dilation after the oil segmentation. Dilation expanded the oil inclusion laterally by the number of mixed pixels.

4.2.3 Pore space analysis

We analysed pore metrics as well as characteristic pore scales (pore and throat size) focusing on the oil pore

space. An overview of investigated parameters for the oil thresholded by object tracing (OT), the semi-automated-

segmentation (SAS) and the manual method are presented in table 4.2. The closed, open and total volume fraction

of air (𝜙𝑎𝑖𝑟 ), brine (𝜙𝑏) and oil (𝜙𝑜𝑖𝑙) were investigated. Furthermore, the pore size (PSD) distribution for the

open and closed 𝜙𝑎𝑖𝑟 as well as for the total 𝜙𝑜𝑖𝑙 , were obtained. The throat sizes (TSD) connecting the open

𝜙𝑎𝑖𝑟 and 𝜙𝑜𝑖𝑙 were investigated. Oil content reference measurments 𝑂𝑖𝑙𝑟𝑒 𝑓 , conducted by UV-fluorescence
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spectroscopy and 𝜇-CT on melted samples are presented. Salinity measured by conductivity on melted samples

(𝑆𝑜𝑖𝑙) was compared to the salinity 𝑆𝐶𝑇 derived from 𝜙𝑏 .

Table 4.2 Overview of measured parameters

Experiment 𝜙𝑎𝑖𝑟 𝜙𝑏 𝜙𝑜𝑖𝑙 𝑃𝑆𝑎𝑖𝑟 PS𝑜𝑖𝑙 TS𝑎𝑖𝑟 TS𝑜𝑖𝑙 Oil𝑟𝑒 𝑓 S𝑜𝑖𝑙 S𝐶𝑇 Segmentation

tot open closed tot open closed tot open closed open closed UV CT

Norut I (SLF) � � � � � � � � � � OT

Norut I (NTNU) � � � � � � � � � � OT

Norut I (NTNU) � � � � � � � � � � � � � � � � � SAS

Norut II � � � � � � � � � Manual

Svea � � � � � � � � � � � � � � � � � SAS

HSVA � � � � � � � � � � � � � � � � � SAS

HSVA (doped) � � � � � � � � � Manual

Porosity

The closed and open porosity were calculated using GeoDict, concerning the six faces in the Cartesian coordinate

system for three-dimensional space. The x- and y-axis span the horizontal plane of the sample. The z-axis

identifies the vertical direction. Pores connected to one of the six faces are defined as open pores. Closed pores,

on the contrary, were isolated to any of the six sample faces. Based on this concept, the porosity of any segmented

face (air, brine and oil) can be determined. Furthermore, the total brine porosity (𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 ) was used to calculate the

CT-derived bulk salinity (𝑆𝐶𝑇 ). For further details on the calculation of 𝑆𝐶𝑇 , the reader is referred to equation

3.6 in section 3.2.3.

Pore and throat size distribution

The pore size (PS) distribution was determined for 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛,𝜙
𝑎𝑖𝑟
𝑐𝑙𝑜𝑠𝑒𝑑 ,𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 and 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 in GeoDict. The reader is

invited to find additional information on the background on the calculations in section 3.2.3. The pore and throat

size distribution were calculated for selected cores from the Norut I experiment imaged at NTNU, the Svea and

HSVA experiment. All samples were thresholded with SAS.

4.2.4 Oil content measurements on melted samples

Two different approaches to measure the total oil content on melted samples were applied. Selected samples from

the HSVA and Norut I experiment were analyzed by UV-fluorescent spectroscopy. The oil content on melted

samples from the Svea experiment was derived from 𝜇-CT scans.

• UV-fluorescent spectroscopy: We used a TD-500TM (Turner Desings Hydrocarbon Instrumens, Inc.) to

determine the total oil content by ultraviolet (UV)- fluorescence spectroscopy. First,the contained oil from the

melted sample was extracted using heptane. Subsequently, the oil concentration in the heptane-oil solution
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was determined. Under UV or near UV light, aromatic hydrocarbons of oil are stimulated to emit fluorescent

light. The emitted fluorescent light is proportional to the concentration of the aromatic molecules in the

sample. The TD-500TM was calibrated with the same crude oil as used in the experiments, and the intensity

of the fluorescent emission corresponds to the oil concentration in the extract(Brost et al., 2011).

• Oil content from 𝜇-CT:

The volume fractions of the individual samples was determined by CT imaging of the melted samples. To

enhance the absorption contrast between oil and the saline solution, approximately 0.05 g of iodoheptane

was added per 100 mL of sample. The oil content reference measurements was performed at NTNU at a

current and peak energy of 200 kV and 300 𝜇A with a resolution of 16 𝜇m, an exposure time of 354 ms

and 800 projections per 360◦. The 𝜇-CT imaging was performed in test glasses (3 cm in diameter) holding

approximately 100 mL of melted sample. Acquired image stacks were reconstructed with beam hardening

correction and stored as 16-bit image stacks. The image stacks were cropped with a maximum VOI in Fĳi

(ImageJ). Subsequently, the image stacks were filtered in GeoDict using a Median filter with a sphere radius

of 2 voxels and a Gaussian filter with a sphere radius of 1 voxel and a sigma of 1.5 voxels. The segmentation

was performed in Geodict, where the diesel threshold was visually determined from the grey value histogram.

The obtained diesel volume fraction was converted into mass volume fraction to be comparable with the

UV-fluorescent spectroscopy measurements.

4.3 Results and Discussion

4.3.1 Ice thickness

The measured ice thickness for the cores from the Norut I experiment was around 12 cm. Presented cores from

the Svea experiment are Svea 5-2, cored on the 12. April 2016 with a length of 40 cm and sample Svea 1-1

with 42 cm in length, sampled on 23 April 2016. Salinity and temperature cores were somewhat longer(39-49

cm). Cores containing oil from the HSVA experiment were sampled with a length of 18 cm, and the salinity

and temperature cores were slightly longer (23 -25.5 cm). Presented samples from the HSVA experiment were

sampled towards the end of the experiment on 02 April 2017.

4.3.2 Temperature

Depth profiles of sea ice temperature profiles from oil- and diesel-free cores in ◦C are shown in Figure 4.1.

Unfortunately, the sea ice temperature for the Norut I experiment was not recored. The temperature profile from

the experiment Norut II is plotted as solid purple line. The temperatures plotted for Norut II were measured with

a set of thermocouples frozen into the ice. We measured sea ice temperature in the range of -8.9 ◦C at the top to

-2.2 ◦C at the bottom. The dashed red and blue lines represent sea-ice temperature measurements from the Svea

experiment associated with core Svea 5-2 (-3.9 to -2.2 ◦C)and Svea 1-1 (-3.2 to -1.6 ◦C), respectively. Svea 5-2

was sampled on the 12 April and was slightly cooler than Svea 1-1 sampled on 2 April. Sea ice temperature

profiles linked to the presented cores from the HSVA experiment are depicted with a yellow dotted line ranging
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Fig. 4.1 Depth profiles of sea ice temperature cores are presented. The dark blue dashed line presents the temperature profile for core

Svea 5-2, and the red dashed line presents the temperature profile for core Svea 1-1. The dotted yellow line presents the temperature

profile from the HSVA experiment. The temperature profile from Norut II is measured with thermocouple probes.

from -2.8 to -1.7 ◦C. All samples were transported and imaged below their in situ temperature. Although the aim

was to maintain conditions as close to in situ as possible, a comprise had to be made due to the presence of oil.

For oil- and diesel-free cores, it has been conclusively shown that microstructural changes related to temperature

fluctuations are minimized by centrifuging the samples (Salomon et al., 2021; Maus, 2020). Centrifuging sea

ice samples containing oil would not only removed the brine but also the oil and diesel content. As a result, the

microstructure investigations on diesel and oil samples presented here do not precisely meet in situ conditions.

Observations linked to the brine volume fraction are particulary unrepresentative of in situ conditions and

instead gave a conceptual image of the brine distribution. However, the air and oil fraction is believed to be less

affected by temperature fluctuations (Desmond et al., 2021). Nevertheless, the 3-D distribution and characteristic

pore-scale parameters of oil and diesel in sea ice were successfully studied.

4.3.3 Segmentation

Thresholding of 𝜇CT images is a crucial image processing step and subjected to several sources of errors. The

segmentation step defines the geometry and volume fractions of the constituents, thus the highest precision was

essential for all quantitative analysis of the samples that followed. The main difficulty in the segmentation of 𝜇CT

images in this study stemmed from the low contrast between ice and oil, which made it necessary to remove the

grey value gradient within the 𝜇CT images towards the edges and faces. The oil and the ice peak observed on the

grey value distribution, were noted to overlap. Desmond et al. (2021) presented grey value histograms from oil

containing sea ice samples, where the ice and oil peak were clearly separated from each other. The ice peak was

found at about two times higher grey values than the oil peak. (Desmond et al., 2021) chose a lower acceleration
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voltage of 50 kV, a higher current of 800 𝜇A and a longer exposure time, compared to the energy settings in

this study. We observed as well better absorption contrast at lower energy settings in the SLF acquisitions of

the Norut I samples (Figure 4.4). Desmond et al. (2021) used polypropylene sample holder, as we did for the

imaging at SLF, compared to the aluminium sample holder used in the acquisition for the HSVA, Svea and

Norut I samples at NTNU. Polypropylene has a lower density and consequently a lower X-ray absorption than

aluminium, allowing X-rays with a lower energy to pass through (beam hardening). The chosen thresholding

approach using SAS (to remove the brightness gradient) gave concern to the detectability of larger oil inclusion.

The signal from homogeneous oil lenses approximately two times the kernel size of the 2- D median filter used

to produce the background image vanished in the matrix. Consequently, we could no longer detect the oil signal

and segmented it as ice. This issue appeared in sample Norut E4. Due to this artefact, a 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 of 0.82 mass % was

measured in comparison to 3.09 mass% from the UV- fluorescence measurements. The application of a more

generous 2-D median filter in the background image production could resolve this problem. Trials showed that

no significant change was achieved by applying a kernel size of 100 or 200 pixels regarding the segmentation

of bigger oil inclusions. We suppose that applying a kernel size exceeding 200 pixels could have generated the

desired result. Unfortunately, this question could not be answered since the computational power restricted the

kernel size to 200 pixels.

Another problem arose from the resolution limitation in the 𝜇-CT scans. Objects smaller than double the

voxel size are not sufficiently resolved and may appear as mixed pixels. Consequently, the mixed pixel might be

segmented as the wrong phase. Most mixed pixels were observed to arise where air met ice. These pixels were

erroneously segmented as oil before the SAS algorithm was applied. The mixed air and ice pixels were reduced

by the pre-segmentation steps of the SAS method. To gain confidence two additional segmentation methods were

performed and the results compared with oil content measurements on melted samples. Segmentation of oil with

OT is subjective since it is a manual segmentation method. Questionable oil signals were quickly discarded,

especially when they appeared only in one slice. The manual segmentation of doped oil samples was promising,

although mixed pixels of doped oil and ice were segmented around the oil inclusions as brine. The latter was

easy to handle by dilation. Additionally, a prominent emptied brine channel was observed with a local braided

network partially filled with oil in the centre of the core. We assume that the confined ice growth conditions in

the cardboard forced the brine channel to form. O’Sadnick et al. (2017) observed the same in a study conducted,

where sea ice was grown inside a cardboard tube. Results from the oil segmentation on synchrotron radiation CT

scans showed flaws created by streak and phase-contrast artefacts occurring at the edges of the oil inclusions.

Streak artefacts appear as radial brighter lines and resemble the form of stars. This artefact is associated with

X-ray scattering and beam hardening. Phase-contrast artefacts let the oil inclusion edges appear sharper and

were observed as a brighter line around the oil inclusion. Both artefacts were likely to be falsely segmented as

brine and for this reason, these images were not further evaluated quantitatively.

4.3.4 Salinity and brine porosity

Figure 4.2 presents salinity concentration (psu) as a function of ice thickness (cm). Profiles a-d) show results

from conductivity measurements on melted oil- and diesel-free cores (𝑆 𝑓 𝑟𝑒𝑒). The salinity cores were sampled

in close vicinity to oil and diesel cores. Figure 4.2 e-g) presents conductivity measurements from melted oil- and
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diesel cores (𝑆𝑜𝑖𝑙). Salinity calculated at in situ temperature from brine porosity (𝑆𝐶𝑇 ) where oil was segmeted

by SAS is depicted in Figure 4.2(h-j), by OT (l-m), and by visual segmentation (n-o). 𝑆𝐶𝑇 and 𝑆𝑜𝑖𝑙 profiles

were shorter than 𝑆 𝑓 𝑟𝑒𝑒 profiles. The fragile skeletal layer often fell off during the sampling of oil/diesel cores.

Also the injected oil slowed down the growth rate in the oil cores which led to shorter 𝑆𝐶𝑇 and 𝑆𝑜𝑖𝑙 profiles.

The HSVA salinity profiles 𝑆 𝑓 𝑟𝑒𝑒 depict that the columnar oil core 18CO had lower salinity than the granular

oil core 18GO , where the upper part of the cores deviated the most. In general 𝑆 𝑓 𝑟𝑒𝑒 (3.6-14.7 psu) was found

to be higher than 𝑆𝑜𝑖𝑙(0.7-7.9 psu) and 𝑆𝐶𝑇 (0.03-10.9 psu). The correlation suggests that oil replaced some

brine (Oggier et al., 2019). In addition, some brine might have leaked from the sample from coring until CT-

scanning, and the final conductivity measurements. Comparison of average higher 𝜙𝑎𝑖𝑟𝑡𝑜𝑡 (0.3-17.2 %) for samples

containing oil, where 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛 was (0.03-17.0 %), with 𝜙𝑎𝑖𝑟𝑡𝑜𝑡 (1.3-2%) from oil free cores presented in Chapter 3,

supported the idea of brine leakage. Consequently we presumed that 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛 represents the leaked brine and oil

pore space. 𝑆𝑜𝑖𝑙 and 𝑆𝐶𝑇 measured on samples from the Svea experiment were less saline, and additionally had

a bigger oil content than those from the HSVA. This observation suggests that the transfer of the ice cores into

the cardboard tubes prior to the oil injection caused brine to leak. Comparison of 𝑆𝑜𝑖𝑙 with 𝑆𝐶𝑇 revealed that in

the Svea and HSVA cores around 50 % of 𝑆𝐶𝑇 at a voxel size of 49 𝜇m were overlooked (Figure: 4.3). Scans

with a voxel edge length of 25 𝜇m (Norut I) resolved 𝜙𝑏 better and in average 15% of 𝑆𝐶𝑇 was not detected

in samples segmented by SAS. In the Norut I samples segmented by OT, 9% of 𝑆𝐶𝑇 was overlooked. At a

resolution of 18 𝜇m, the oil segmentation with OT overestimated 𝑆𝐶𝑇 by an average of 15 % in comparison to

𝑆 𝑓 𝑟𝑒𝑒. Overestimation of 𝑆𝐶𝑇 might have arisen due to several different reasons:

• If the actual scanning temperature was incongruent with the set scanning temperature, assumed for further

calculations. The temperature influences the brine salinity 𝑆𝑏 and brine density 𝜌𝑏 and is therefore crucial

for the calculation of 𝑆𝐶𝑇 after equation 3.6 in section 3.2.3.

• In noisy CT- scans, which were not sufficiently filtered, the noise was potentially segmented as brine. The

application of filters with a bigger kernel might erase distinct transition from objects. From our experience,

the application of successive filtering with a Median filter (radius: 2 voxels) and Gaus filter (radius: 1.5 voxels)

preserved edges from distinct objects in the best possible way while reducing the signal to noise ratio within

the CT- scans.

• As mentioned earlier brine might have leaked between CT-scanning and conductivity measurements.

Underestimation of 𝑆𝐶𝑇 can occur due to resolution limitations. The brine pore size distribution revealed

that around 54 % of the pores range in the class of 1-2 voxes and 11 % in the range 2-3 voxel (voxel size: 49

𝜇m) from the Svea experiment, 31 % and 13%, respectively from the HSVA experiment and 11 % and 7 %from

the Norut I experiment (voxel size:25 𝜇m) (Figure: 4.5). The exponential fall in the 𝜙𝑏 PSD from 1 voxel to 3

voxels in the Svea and HSVA data makes it very likely that a significant part of the brine volume fraction we

overlooked. A comparison to Salomon et al. (2021) and the brine pocket PSD of oil-free cores reveal that 16 %

and 13% of the brine pockets were found at at a voxel size of 25 to 50 𝜇m and 50 to 75 𝜇m respectively. As

mentioned before, pores smaller than 2 times the voxel size might not be sufficiently resolved and potentially

appear as mixed pixels. Considering the missing 𝜙𝑏 derived salinity 𝑆𝐶𝑇 in comparison with the conductivity

derived salinity 𝑆𝑜𝑖𝑙 , the fractions showed good correspondence. It should be mentioned that neither 𝜙𝑏 nor the

PSD 𝜙𝑏 represented in situ conditions.
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4.3.5 Oil porosity

The total, open and closed porosity is presented for 𝜙𝑜𝑖𝑙 . The porosity is presented in volume fraction in % over

the total analysed sample volume for each sub-sample and plotted as a function of the ice thickness in cm in

Figure 4.6. The results were based on measurements on CT scans and represent the pore space at an imaging

temperature of -15◦C. In all plots, the total porosity 𝜙𝑡𝑜𝑡 is shown in blue, where the total porosity is the sum of

the open porosity 𝜙𝑜𝑝𝑒𝑛 represented in red and the closed porosity 𝜙𝑐𝑙𝑜𝑠𝑒𝑑 in yellow. a-b) presents results for

𝜙𝑜𝑖𝑙 from the Svea experiment, the oil was thresholded by SAS on images with a voxel size of 49 𝜇m. c-d) shows

the 𝜙𝑜𝑖𝑙 profiles for the HSVA experiment the SAS was applied on scans with a resolution of 49 𝜇m. e-g) 𝜙𝑜𝑖𝑙

for Norut I was thresholded by SAS with a voxel size of 25 𝜇m. h) presents 𝜙𝑜𝑖𝑙 for a doped core from the HSVA

experiment at a resolution of 49 𝜇m thresholded by visual segmentation based on the grey value histogram. 𝜙𝑜𝑖𝑙

for Norut I samples, OT was applied for segmentation i-l) oil on scans with a resolution of 25 𝜇m and m-p) with

a voxel size of 18 𝜇m.

For all experiments most of 𝜙𝑜𝑖𝑙 was present in closed pores. Comparisons for 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 derived from SAS on

scans with voxel size of 49 𝜇m suggested that the Svea samples (0.1-2.3 %) had a higher oil volume fraction

than the samples from HSVA (0.03-0.5 %). Samples analysed from the Norut I experiment with a resolution of

25 𝜇m and thresholded by SAS show a range of 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 from 0.1-7.9 %. The OT approach on Norut I samples

imaged with a voxel size of 25 𝜇m gave a 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 range of 0.01-29.47 % and at 18 𝜇m from 0.009-17.8 %. From the

observations of Norut I cores segmented by SAS and OT on scans with a resolution of 25 𝜇m, we concluded that

SAS tended to give higher 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 than OT, with some exception. Increased 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 segmented by SAS in comparison

to OT might be subjected to the manual segmentation. In the manual OT approach the tendency to discard

doubtful oil signals, especially those just appearing in a single slice, needs to be considered. A direct comparison

of 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 on samples scanned with different voxel resolution and oil was thresholded by alike methods is difficult.

Comparison of 𝜙𝑜𝑖𝑙 on frozen samples (𝑂𝑖𝑙𝐶𝑇 ) and reference measurements on melted samples showed that

the reference measurements with the 𝜇-CT (𝑂𝑖𝑙
𝑟𝑒 𝑓
𝐶𝑇 ) applied on the Svea samples generally underestimated 𝜙𝑜𝑖𝑙

(Figure: 4.3b) . The UV fluorescent spectroscopy measurements 𝑂𝑖𝑙
𝑟𝑒 𝑓
𝑈𝑉 applied to HSVA and Norut I samples

showed neither a systematic under- nor overestimation. The underestimation of 𝑂𝑖𝑙𝐶𝑇 can be explained by the

resolution limitation of the 𝜇-CT acquisitions. As figure 4.5 shows, more than 50 % of oil pore sizes detected in

the Svea (56%) and HSVA (71%) experiment fell into the class of 1 voxel, and more than 10 % ranged into the

category of 2 voxels (Svea: 14 %, HSVA: 12 %). The resolution of 25 𝜇m in Norut I samples resolved the oil

pore sizes better. About 16 % of the oil pores are found in the class of 1 voxel and 3% in the spectra of 2 voxels.

Deviations can be explained as follows.

• The overestimation of 𝑂𝑖𝑙𝐶𝑇 on samples from the Norut I experiment scanned with a resolution of 18 𝜇m

at SLF can be explained as follows. Oil was lost from the acquisition at SLF until 𝜇-CT scanning at NTNU

and the final melting of the samples and oil mass concentration measurements. One example of oil loss from

scanning at SLF until the acquisitions at NTNU is presented in figure 4.4.

• Underestimation of 𝑂𝑖𝑙
𝑟𝑒 𝑓
𝐶𝑇 in the Svea experiments can most probably be explained by the technique used

to determine the oil mass on melted samples. Since we acquired the melted sample in the 𝜇CT, resolution

limitations and diverse segmentation flaws might occur and lead to a general underestimation of the oil volume

𝑂𝑖𝑙
𝑟𝑒 𝑓
𝐶𝑇 .
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It was observed that oil inclusions were often adjacent to air inclusions (Figure 4.8). In the upper layers of

the ice, oil tended to appear dispersed. At the same time, filled channels (most likely emptied brine channels)

with oil were found in the lower columnar part of the ice. Oil and brine were observed to be separated and not

approximating each other.

b)a) b)

Fig. 4.3 a) Salinity measurements on melted samples in comparison with salinity derived by 𝜙𝑏 from CT-scan. b) Oil mass fraction

derived from CT- image analysis in comparison with oil content measurements on melted samples. Blue dotted line representing

perfect compliance.

4.3.6 Pore- and throat size distribution

The pore size distribution (PSD) was measured for 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛, 𝜙
𝑎𝑖𝑟
𝑐𝑙𝑜𝑠𝑒𝑑 , 𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 and 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 in 𝜇m for cores from the

Norut I, Svea, and HSVA experiment thresholded with SAS . 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛 and 𝜙𝑎𝑖𝑟𝑐𝑙𝑜𝑠𝑒𝑑 are depicted in blue, 𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 in

red and 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 in yellow. The pore size distribution mode is demonstrated with a circle, and the median is plotted as

a square. The throat size distribution is presented in the same manner (Figure 4.7) for 𝜙𝑜𝑖𝑙𝑜𝑝𝑒𝑛 in yellow and 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛

in blue. In general larger pores were measured for 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛 (median PS: 0.16-2.6 mm) than 𝜙𝑎𝑖𝑟𝑐𝑙𝑜𝑠𝑒𝑑 (median PS:

0.14-3.1 mm), with an exception in subsample Norut D3 where 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛 (median PS: 1.7 mm) was smaller than

the median PS 𝜙𝑎𝑖𝑟𝑐𝑙𝑜𝑠𝑒𝑑 (median PS:3.1 mm). We observed similar pore sizes for 𝜙𝑎𝑖𝑟𝑐𝑙𝑜𝑠𝑒𝑑 in all the experiments.

The PSD 𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 started with a peak at the resolution limit of the CT-scans for samples imaged with a voxel

size of 49 𝜇m, indicating that the full spectrum of PS for 𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 was likley not resolved. Interestingly, a distinct

local maximum in the size of 3-4 voxels in the 𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 PSD for the Svea and HSVA cores and at 5-6 voxels for

the Norut experiment were observed. The mode of the PSD 𝜙𝑎𝑖𝑟𝑐𝑙𝑜𝑠𝑒𝑑 in data from Svea and HSVA were always

found at pore sizes slightly larger than the local maximum in the pore size distribution for 𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 , which is as

expected as the air bubbles were accommodated in the brine channels.
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Fig. 4.4 Transversal cross-section from Norut I experiment (sample Norut C4). To the left the aquisition from SLF and to the right

a scan from NTNU. Red box marks area were oil was lost during the two different 𝜇-CT aquisitions.

g)f)e)

d)b)a)

Fig. 4.5 Pore size distribution for oil porosity from SAS. (a-g) Pore volume fraction for oil in % plotted against the pore size in 𝜇m.
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The largest brine pore (0.9 mm in diameter) was noted in core Norut C, while the median brine pore size in

the subsamples varied between 0.08-0.2 mm. Observations made on the PSD for 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 indicated that the smallest

pore sizes are likley not resolved for both the voxel size of 49 𝜇m and 25 𝜇m, since a pronounced peak in the

size of one voxel was observed. From the 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 PSD we determined that more than half of the oil pores were not

detected in the Svea and the HSVA experiments. 56 % of the oil pores in the Svea experiment were in the size of

1 voxel, and 14 % had a size of 2 voxels. The HSVA 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 PSD showed that 71 % of the oil pores have the size

of 1 voxel and 12 % the size of 2 voxels. Data acquired at higher resolution as for the Norut I experiment were

better resolved. Around 16 % of the pores had the size of 1 voxel and 3% the size of 2 voxels. The largest oil

pore was detected in the Svea cores with a diameter of 1.5 mm, with a median oil pore size between 0.04-0.2

mm. The largest oil-filled pores were larger than the biggest brine-filled pores.

Comparison of the PSD for 𝜙𝑡𝑜𝑡𝑜𝑖𝑙 , 𝜙
𝑡𝑜𝑡
𝑏𝑟𝑖𝑛𝑒, 𝜙

𝑜𝑝𝑒𝑛
𝑎𝑖𝑟 and 𝜙𝑐𝑙𝑜𝑠𝑒𝑑𝑎𝑖𝑟 (Figure 4.5) were interpreted as follows:

• The local maximum found in the PSD 𝜙𝑡𝑜𝑡𝑏𝑟𝑖𝑛𝑒 at approximately 170 𝜇m (3-4 voxel) in the Svea and HSVA

experiment and at 140 𝜇m (5-6 voxel) in the Norut experiment can be assumed to resemble the actual mode

of the brine pore distribution.

• A local maximum was observed in the PSD for 𝜙𝑡𝑜𝑡𝑜𝑖𝑙 at around 220 𝜇m (4-5 voxel) in the data from the Svea

and HSVA experiment and at around 110 𝜇m (4-5 voxel). As for brine the local maximum in the oil pore size

distribution can be interpreted as the actual mode.

• The peak in PSD 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛 at bigger pore sizes than the local maximum in PSD 𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 and 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 , is conclusive,

since oil and brine was hosted in 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛.

• The local maximum in PSD 𝜙𝑜𝑖𝑙𝑡𝑜𝑡 was observed at slightly bigger pore sizes than 𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 , implementing that

𝜙𝑜𝑖𝑙𝑡𝑜𝑡 pore sizes were less affected by temperature changes than 𝜙𝑏𝑟𝑖𝑛𝑒𝑡𝑜𝑡 (Desmond et al., 2021).

Calculations for the throat size distribution were carried out for 𝜙𝑜𝑖𝑙𝑜𝑝𝑒𝑛 and 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛. Similar to the PSD for 𝜙𝑜𝑖𝑙𝑡𝑜𝑡
the distribution started with a peak at 1 voxel. Comparing PSD and TSD 𝜙𝑜𝑖𝑙𝑜𝑝𝑒𝑛 revealed that the median for

TSD (0.03-0.1mm) were smaller than for the median PSD (0.04-0.2 mm). The same observation applied for the

relation between the median PSD (0.16-2.6 mm) and TSD (0.12-2.6 mm) 𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛. PSD and TSD for𝜙𝑎𝑖𝑟𝑜𝑝𝑒𝑛 were

an order of magnitude bigger than for 𝜙𝑜𝑖𝑙𝑜𝑝𝑒𝑛.

4.4 Conclusion

The 3-dimensional distribution of oil within sea ice and the characteristic pore metrics were studied on selected

samples from four different oil in ice experiments. The experiments covered two small-scale test tank experiments

(Norut I & II) and a large tank experiment (HSVA) with artificial grown sea ice, as well as a field study (Svea)

with naturally grown ice. The oil in the samples of these experiments was segmented using three different

approaches: (i) a semi-automated segmentation (SAS), (ii) segmentation by manual object tracing (OT) and (iii)

manual segmentation. Our main observations are:

• We detected oil throughout the whole sea ice column in granular and columnar ice. We observed that the oil

was dispersed in granular ice and tends to accumulate in channels within columnar ice.

• The median oil pore size was 0.04-0.2 mm. The maximum oil inclusion found had a pore size of 1.5 mm.

• The throats connecting the open oil pores are slightly smaller than the median oil pores size of 0.03-0.1mm.
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g)f)e)

d)b)a)

Fig. 4.7 Throat size distribution for the open air and oil porosity. The throat size distribution in 𝜇m is shown as a function of its

frequency.The blue line represent the throatsize distribution for 𝜙𝑎𝑖𝑟
𝑜𝑝𝑒𝑛 and the yellow line for 𝜙𝑜𝑖𝑙

𝑜𝑝𝑒𝑛. The mode is presented circles

and the median by squares.

• In general, we observed higher 𝑆 𝑓 𝑟𝑒𝑒 than 𝑆𝑜𝑖𝑙 suggesting that some brine was replaced by oil.

• SAS and OT approach compared on samples from Norut I imaged with a resolution of 25 𝜇m suggest that

SAS detects more oil than OT since the OT approach is subjected to flaws in the manual segmentation.
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E4
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1-1-4

18GO1

18GO2

Norut Svea HSVA
E1

E2

1-1-5

1-1-3

1-1-2

1-1-1

18GO3

Fig. 4.8 3-D segmented core with (SAS): Norut E, Svea 1-1 and HSVA 18GO. In red ice, green, brine, white air and black oil.

Norut E to the left had an average 𝜙𝑜𝑖𝑙 : 0.46 % , 𝜙𝑏𝑟𝑖𝑛𝑒: 3.19%, 𝜙𝑎𝑖𝑟 : 2.11 %. Svea 1-1 in the middle had an average 𝜙𝑜𝑖𝑙 : 1.04

% , 𝜙𝑏𝑟𝑖𝑛𝑒: 0.24%, 𝜙𝑎𝑖𝑟 : 5.32 % . HSVA 18GO to the right had an average 𝜙𝑜𝑖𝑙 : 0.37 % , 𝜙𝑏𝑟𝑖𝑛𝑒: 2.05%, 𝜙𝑎𝑖𝑟 : 2.50 %
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Dum og deilig (Knutsen & Ludvigsen)

5.1 Conclusion

This thesis addresses i) microstructural investigations and the evolution of the sea ice pore scale and ii) the

distribution of oil and diesel within sea ice. The microscopic sea ice properties of clean sea ice were defined at

in situ temperature through a combined technique of (i) brine removal via centrifuging, (ii) 𝜇-CT scans and (iii)

morphological analysis. The distribution of oil and diesel has been studied on selected samples from different

oil in ice experiments (small-, large- ice tank, and field experiment) and different 𝜇-CT acquisition systems .

Challenges met in the segmentation of the low absorption contrast between oil in ice met in 𝜇-CT scans were

overcome by (a) visual tracing of oil inclusions (OT) and (b) a novel semi-automated segmentation (SAS)

method. Novel insights into the 3-dimensional distribution of diesel and oil within sea ice were made.

The main findings presented in the thesis are as follows:

• Observations on the brine porosity and related parameters are underestimated due to spatial resolution

limitations in the 𝜇- CT scans. The pore and size distribution of the closed brine volume fraction (𝜙𝑏𝑐𝑙𝑜𝑠𝑒𝑑)

suggests that at a resolution of 25 𝜇m, and at -15 ◦C imaging temperature, around 16 % of the detected pores

fall into the range of the resolution limitation. For a resolution of 49 𝜇m, the fraction of undetected brine

pores is even higher, 54 % for the Svea experiment and 31% for the HSVA experiment. I.e, approximatly

50 % of the salinity is overlooked in scans with a voxel edge length of 49 𝜇m, while in scans with a voxel

edge length of 25 𝜇m the salinity is overestimated by about 5 %. To estimate the number of undetected brine

pores, one needs to obtain scans at a higher resolution. Although the CT derived brine porosity is limited,

the strength of the technique is to investigate porosity metrics such as the open, closed and connected brine

porosity, the local distribution, vertical connectivity and characteristic pore scales.

• Investigations of the time-dependent variation of salinity, density and pore sizes in Arctic young sea ice show

that these parameters remained constant. At the same time, a decrease in the pore number linked to an increase

in connection of the pores is observed.

• From observations of the 3-D oil distribution, it is reasonable to conclude that oil was found throughout the

whole sea ice. The dispersed distribution of oil is mainly observed in the upper granular part of the sea ice,

while oil tends to collect in channels in the columnar part of the ice. It was not possible to investigate the oil

distribution in the fragile skeletal layer since the part of the samples was destroyed during sampling.

• The average median oil pore size detected was 0.04-0.2 mm. This is similar to the resolution limit observed

for the brine pore fraction, therefore smaller oil pores remained undetected . We found that more than half of

the oil inclusions observed from the Svea samples and more than 3
4

of the oil pores from the selected HSVA

samples were not detected. The data set of oil inclusions scanned at a higher resolution of 25 𝜇m were better

resolved, and around 19 % of the pores were not detected. Again the underestimation of oil pore sizes can be

addressed by scanning at a higher resolution.
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• Comparison of the different oil segmentation methods presented suggests that OT detects less oil than SAS.

OT is based on manual segmentation and is therefore subjective, smaller oil signals might not have been

visually detected, and doubtful signals are not segmented and analysed. On the contrary, the SAS approach

raises concerns about the detectability of bigger homogeneous oil signals.

5.2 Future perspectives

Global warming is undeniable. According to the IPCC (2021) the Arctic surface air temperature has increased

more than two times the global average temperature in the last 20 years. Sea ice falls as a victim to the increasing

global temperatures. Observed reductions in the September sea ice extend suggests that 12.8% (± 2.3%) is lost

per decade from 1979-2018. This rapid loss is unprecedented in the last 1000 years and contributes to increased

warming. Linked to the current degradation of the sea ice extend, the shipping activity in the Arctic summer has

increased.

By conducting this study and disseminating my findings with fellow researchers, I actively contributed to

diminishing this thesis’s core matter and material. A rough calculation of the CO2 emission by solely travelling

via plane throughout this study is 3071.6 kg CO2. To limit the global temperature rise to below 2◦C in the 21st

century, the estimated maximum emission per person and year is 1610 kg CO2 (O’Neill et al., 2018). Meaning

that plane travels in this study consumed approximately the CO2 emissions of one person in 2 years. Having said

this, there are still plenty of questions that could be answered nearly emission-free with the acquired data sets

during this PhD.

• The mechanism of oil and diesel migration throughout the sea ice pores on a micro scale remains uncertain.

With the two collected data sets from a conducted field study (Svea) and a ship-tank experiment (HSVA),

aspects of the oil migration could be studied, throughout the sea ice growth season until the onset of melt.

Investigations on a larger data set could improve the semi-automated segmentation and allow the training of

an AI-based algorithm.

• The investigation on the evolution and migration of oil in sea ice throughout a seasonal cycle on young arctic

sea ice and data from a ship-tank experiment could be implemented in oil migration models to improve the

hazard response, as the exact timing of oil surfacing could be predicted. Consequently, oil cleanup by in situ

burning, as it is a widely implemented technique, can be timed, before the volatile components of oil have

evaporated, which determine the success of burning.

• A study on sea ice density measurements by 𝜇-CT scans compared to hydrostatic weighing and volume to

mass estimations could diminish the uncertainty in the well established density evaluation methods. This

could improve the sea ice thickness estimation by satellite.

• Improvements in the semi-automated segmentation algorithm could allow application in a broader field, for

example in medical imaging, imaging in material science or the search for the perfect food texture. Simply,

this could be applied in processes relying on imaging techniques where phases with a low absorption contrast

appear, in addition to noise and brightness gradients.

And now, it is time to put some fresh air in my brain!
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Abstract

We analysed the three-dimensional microstructure of sea ice by means of X-ray-micro computed
tomography. Microscopic (brine- and air- pore sizes, numbers and connectivity) and macro-
scopic (salinity, density, porosity) properties of young Arctic sea ice were analysed. The analysis
is based on ice cores obtained during spring 2016. Centrifuging of brine prior to CT imaging has
allowed us to derive confident relationships between the open, vertically connected and total por-
osity of young sea ice at relatively high temperatures. We analysed the dependence of the micro-
scopic properties on vertical position and total brine porosity. Most bulk properties (salinity,
density) and pore space properties (pore sizes and their distribution) show a strong dependence
on total brine porosity, but did not change significantly over the course of the field work.
However, significant changes were observed for pore numbers (decreasing over time) and pore
connectivity (increasing over time). CT-based salinity determinations are subject to larger than
standard uncertainties (from conductivity), while the CT method yields important information
about the salinity contributions from closed and open pores. We also performed a comparison of
CT-based air porosity with calculations based on density from hydrostatic weighing. The consist-
ency is encouraging and gives confidence to our CT-based results.

Introduction

Sea ice is a key element in earth’s climate system, it has an impact on the heat and moisture
transfer between the ocean and the atmosphere and influences the global albedo (Ebert and
Curry, 1993). Sea ice contains, unlike freshwater ice, brine in pore networks and inclusions.
Often termed ‘brine channels’, these are the habitat to a whole ecosystem crucial for the arctic
food web (Legendre and others, 1992). As the interest in exploring natural resources and ship-
ping traffic in the Arctic is increasing (Peters and others, 2011), sea ice becomes an engineer-
ing challenge (Schwarz and Weeks, 1977). Human activities bear the risk of increased marine
pollution and oil spills. The sea-ice porous space can act as a buffer (Petrich and others, 2013;
Salomon and others, 2017; Desmond and others, 2021). Hence, physical, optical and mechan-
ical characteristics of sea ice, relevant to its geophysical, biological and engineering properties,
are strongly linked to its microstructure.

Early studies on sea-ice structure were mainly dominated by two-dimensional (2-D) macro-
scopic descriptions (cm-mm scale) of either vertical or horizontal sections. Destructive prep-
aration of thin- or thick sections was necessary to allow studies on sea-ice structure. Based on
such sections, Lake and Lewis (1970) illustrated the overall 3-D patterns of brine channels sys-
tems. Since then there have been a couple of microstructure studies based on optical thin sec-
tion analysis summarised in Weeks (2010) and Shokr and Sinha (2015). Extended thin section
analysis by electron microscope observation has resulted in detailed 2-D views of single brine
inclusions (Sinha, 1977). 3-D insights and the application of X-ray computed tomography
(CT) to sea-ice samples were first given by Kawamura (1988). This study allowed for the
first time non-destructive observation of sea ice, with a resolution of 2 mm. Since then,
advances in technology have allowed examination at much higher resolution with
micro-X-ray CT (μ-CT). Applying μ-CT on laboratory sea ice has advanced understanding
in the field. Golden and others (2007) and Pringle and others (2009) investigated brine inclu-
sions within sea ice, its connectivity and permeability supporting the percolation theory.
Crabeck and others (2016) conducted studies on the spatial distribution of gas bubbles and
gas transport within sea ice. Insights into pollutant distribution within sea ice on the example
of crude oil were given by Oggier and others (2019) and Petrich and others (2019). Eicken and
others (2000) investigated microstructure and thermal evolution of brine inclusions with mag-
netic resonance imaging on laboratory and natural grown sea ice. The first μ-CT-images of
field collected sea ice were published in 2009 (Maus and others, 2009; Obbard and others,
2009; Lieb-Lappen and others, 2017). To diminish the likelihood of changing pore structure
during transport and storage from changing temperatures, Maus and others (2009) proposed
a method that had earlier been used to obtain cast samples of the sea-ice pore space (Freitag,
1999; Weissenberger and others, 1992). Prior to μ-CT imaging, samples were transported close
to their in situ temperature to the lab and were centrifuged. Removal of the brine allows that
samples can be further stored and transported at sub-eutectic temperatures without altering
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the pore structure to reveal insights into pore size distribution and
permeability of sea ice. These data were used to model oil entrap-
ment in ice (Maus and others, 2009, 2013, 2015). This paper aims
to investigate the sea-ice pore space, which is defined by its brine net-
works and air inclusions on a microscale. The physical parameters
including sea-ice temperature, salinity, density, porosity, pore size,
throat size and pore number per area were studied. Sea-ice density
and salinity measurement based on CT-microstructural observation
are compared with hydrostatical density evaluations and salinity
determined from conductivity.

Methods

Study site

Fieldwork location was Sveasundet, south of Sveagruva in Van
Mijenfjorden, Spitsbergen (77°53′13.0′′ N 16°44′23.1′′ E) (Fig. 1).
From 16March until 23 April 2016, eight site visits were conducted.

Field set-up

Field site preparation took place on 16 and 17 March 2017. Two
sea-ice temperature profiles were logged throughout the field cam-
paign, eachwith a set of six typeT thermocouples. Registered sea-ice
temperaturewas logged every 5 swithUSB-5104 4-channel thermo-
couple loggers fromMeasurement Computing with a time accuracy
of ±1 min per month at 25°C. Prior to the installation of the sea-ice
temperature devices, thermocouples were mounted with a spacing
of 10 cm inside a paperboard tube with an inner diameter of
7.8 cm and an outer diameter of 8.2 cm. An ice corewith a diameter
of 7.2 cmwasdrilledwith aKovacs 1 mcore barrel and fitted into the
paperboard tube. The tube equipped with thermocouples and filled
with the ice core was re-positioned to its in situ position. The ther-
mocouples were oriented such that one set of thermocouples was
facing to the south and the other set was facing to the north.
Unfortunately, the thermocouples started giving erroneous results
after our second visit, probably due to a moisture problem.

A temperature sensor (SBE 56, Sea bird Scientific) with a reso-
lution of 0.0001°C and an accuracy of ± 0.002°C (range: − 5 to +
35°C)was installed 1.2 mbelow the ice surface to registerocean tem-
peratures. The ocean temperaturewas logged in an interval of 2 min.

Snow depth above the ice cover was measured at several loca-
tions on each field day with a commercial benchmark with a reso-
lution of 1 mm. The snow temperature was measured at the
surface as well as the slush-ice interface with a portable thermom-
eter (HI 93510 from Hanna Instruments, accuracy: 0.4°C, reso-
lution: 0.1°C).

After the installation of temperature loggers, two salinity cores,
two temperature cores, two cores for microstructure analysis and
one for density determination were drilled. This coring regime
was repeated on 30 March, 06, 12 and 23 April.

All cores except cores from 30 March were drilled with a core
barrel of 7.2 cm in diameter. Cores from 30 March were drilled
with a core barrel of 12 cm in diameter, due to technical issues
with the core barrel of 7.2 cm in diameter. Bulk salinity, tempera-
ture and density cores were drilled next to each other.
Temperature cores were extracted one by one and measured
immediately after coring. The temperature was measured with a
portable thermometer (HI 93510 from Hanna Instruments)
from bottom to top every 2.5 cm. Bulk salinity cores were mea-
sured in length and sub-sampled from bottom to top in 2.5 cm
steps. Subsamples were packed into watertight plastic containers
and transported back to the laboratory in Longyearbyen.
Density cores were measured in length, sub-sampled to a height
of 5 cm, packed into plastic containers and transported at ambient
temperature in an upright position to the laboratory.

Microstructure cores were measured in length and sub-
sampled to a height of 2.5 cm from bottom to top. The subsam-
ples were packed in conical plastic boxes to avoid the sample
touching the floor of the container and transported in an upright
postion in active cooling boxes (WAECO T22,T32 and WAECO
Cool Freeze CDF35) as close as possible to their in situ tempera-
ture to the UNIS laboratories.

Laboratory set up and methods

Bulk salinity (Sice) of melted samples from the field was measured.
We used a HI 98 188 conductivity/salinity meter from Hanna
instruments to determine the salinity measured in practical salin-
ity unit (psu). Sea-ice density (ρ) was determined by hydrostatic
weighing in paraffin (Fritidsparafin by Wilhelmsen Chemicals),
based on Archimedes’ law (Kulyakhtin and others, 2013;
Pustogvar and Kulyakhtin, 2016).

rice =
Mair

Mair −Mpar
∗rpar (1)

Ice samples were weighed in air (Mair) and submerged in paraffin
(Mpar) using a Kern KB 2000-2NM scale (resolution 0.01 g and
accuracy 0.1 g). The paraffin density (ρpar) was determined with
an aerometer (resolution: 1 kg m−3) to calculate the sea-ice dens-
ity (Eqn (1)). Density measurements were performed in a cold lab
at − 15°C, except for the cores from 17 and 30 March, which were
measured at − 2.7°C. Air porosity from density was determined
using equations by Cox and Weeks (1982), with density values
from hydrostatic weighing and measured bulk salinity.

Samples for microstructure analysis were first weighed using a
scale from PCE Group, BT 2000, and then reduced utilising a core
barrel to a diameter of 4 cm. The cut-off from drilling was col-
lected after this step. Afterwards, the reduced sample was centri-
fuged for 10 min at a set temperature of − 3°C and 900
revolutions per minute, corresponding to 40 G in a cooled centri-
fuger (Minifuge Heraeus Christ). The centrifuged samples were
packed in plastic bags, stored at − 15°C and transported at this
temperature to the Norwegian University of Technology
(NTNU). Samples were stored at NTNU for 11 months at − 15°

Fig. 1. Field work location: Sveasundet, south of Sveagruva in Van Mijenfjorden,
Spitsbergen (77°53′13.0′′ N 16°44′23.1′′ E).

2 Martina Lan Salomon and others

77



C before further investigations. Centrifuging of ice samples makes
it feasible to transport and investigate the microstructure of
sea-ice samples, close to in situ conditions, without uncontrolled
loss of brine and preserving the sea-ice microstructure. The
amount and salinity of dripped brine (Sbdrip) during transport
was determined, as well as the amount and salinity of the cut-off
(Srest) and the centrifuged brine (Sbcent). The salinity of the centri-
fuged microstructure samples (Scent) was measured after μ-CT
analysis at NTNU.

Micro computed-tomography imaging and post imaging
processing

We conducted 3-D X-ray micro-tomographic imaging at the
Norwegian Centre for X-ray Diffraction, Scattering and Imaging
(RECX), NTNU, with a XT H 225 ST micro-CT system from
Nikon Metrology NV, equipped with a Perkin Elmer 1620 flat
panel detector with a 2048 × 2018 pixel field of view. Image acqui-
sition was performed with a current source of 250 μA, an acceler-
ation voltage of 150 kV and a Wolfram target. Scans were
performed with 3142 rotation per 360° and an exposure time of
708.00 ms. The field of view (FOV) was 50 mm and corresponds
to a pixel size of 25 μm. Samples were placed in an alumina sample
holder with 1 mm wall thickness. The top and bottom temperature
of the sample holder was controlled by a self-assembled cooling sys-
tem, based on thermoelectric assemblies (www.lairdtech.com). The
temperature during scanning was set to − 15°C, the same tempera-
ture as during transport and storage. NikonMetrology XT Software
was used for reconstruction of the datasets. During reconstruction,
we applied a beam hardening correction. Data were stored as 16-bit
grey value stacks.

Data stacks were first processed in Image J. First, we cropped
the cross-sections into a FOV of 1150 × 1150 pixel and cut to
an average vertical extend of 400–650 slices. Images were then fil-
tered using a combination of a Median filter (radius: 2 voxel) and
a Gaussian filter (radius: 1.5 voxel), where a voxel is a 3-D pixel.
In the next step, images are segmented into three classes: ice, air
or brine. Otsu’s algorithm (Otsu, 1979; Maus and others, 2015)
was applied for differentiation between the air and ice signal.
This was done in a semi-automatic manner. Therefore, five sub-
areas in a 2-D slice were chosen. Each area contained a similar
fraction of ice and air, on which the threshold based on Otsu’s
algorithm was computed. The mean of these thresholds was
selected for air segmentation. For segmentation of brine from
ice, the Triangle algorithm (Zack and others, 1977) was applied.
The Triangle algorithm was chosen for brine segmentation, as
Otsu’s algorithm gave brine volumes that were too high (Hullar
and Anastasio, 2016). First, the threshold was estimated for 41
samples, where in each of the samples five subregions containing
a similar amount of brine and ice, without containing air, were
investigated. Based on these 41 samples, it was found that the
ratio of this threshold and the histogram peak corresponding to
ice was 1.13 (±0.03). In the second step, brine segmentation was
based on a threshold 1.13 times the ice histogram peak (Fig. 2).

Pore space analysis

Bulk properties: porosity, salinity and density
We used the software GeoDict 2018 and 2019 (Linden and others,
2018) to determine different porosity metrics of the pore space,
salinity and density. We are interested in the following porosity
metrics in situ:

Fig. 2. Filtered grey scale CT-scans for (a) a sample with a small number of macro pores and (c) a large number of macro pores. Filtered data are segmented into air
(blue), brine (green) and ice (grey). The histograms in the middle show the linear grey value distribution in black and the logarithmic distribution in grey with a
significant ice peak.
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ϕb = brine porosity
ϕbopen = open brine porosity
ϕbclosed = closed brine porosity
ϕbcon = connected brine porosity
ϕair = air porosity

The CT output is the segmentation into air and brine:

fCT
brine = brine and solid salt porosity in CT image (residual)

fCT
air = air porosity in CT image

The air porosity from the CT output consists of centrifuged
brine pores and disconnected air pores. Open air pores might
have existed, but are further considered as open brine pores. It
can be further geometrically analysed by taking directional infor-
mation into account (see Fig. 3 for illustration):

fCT
air closed = closed air porosity in CT image

fCT
air open = open air porosity in CT image

fCT
air con = vertically connected air porosity in CT image

In Geodict, the fractions of open and closed pores can be
determined with respect to the six sides of a 3-D image. Where
the x-axis (±) and the y-axis (±) do describe the horizontal
plane and the z-axis (±) specifies the vertical position in the sam-
ple. The open porosity fCT

airopen contains all air pores connected to
one of the sample surfaces in any Cartesian direction. A closed
pore is considered to be isolated and unreachable from the sur-
faces. GeoDict does not distinguish connected pores. In order
to calculate the connected pore fraction we looked into the
open pore space from different intrusion directions: z + (upper
surface); z− (lower surface) and z ± (upper and lower surface).
The connected pore space can be calculated with the
above described metrics as in Eqn (2). Firstly, pores opened to
z + and z− direction are counted, the sum of these pores takes
all opened pores into account. Since some of the opened pores
are counted twice, as they were reached from both z + and z−
directions, pores in z + − direction need to be subtracted in a
second step in order to get the true number of connected pores.
For the example given in Figure 3, two air pores are reached
from z +, three pores are opened towards z−, and four pores
are opened in z +− direction. Applying Eqn 2 on this example
results in one connected pore. At this point, it should be noted
that the connected porosity is a subset of the open porosity.

wcon = wz+ + wz− − wz+, (2)

Air pores defined in this way are illustrated in Figure 3. Note
that we do not divide the brine porosity, fCT

brine, into open and
closed pores. In general, this could be useful to further refine
the fraction of closed brine pores that may have been cut and

emptied by centrifuging and thus resulted in open air pores.
However, the open fraction was found to account for just a few
per cent of residual brine and will not be considered here.
Figure 3 illustrates how these CT-based porosity metrics are
related to in situ metrics. Formally, we use the following relations:

f′
bopen = fCT

airopen

f′
bcon = fCT

aircon

f′
air = fCT

airclosed

f′
bclosed = f (T , TCT fCT

brine)

ϕ′b = ϕ′bopen + ϕ′bclosed,

where the prime denotes CT-image derived in situ porosities.
Hence, pores classified as fCT

airopen ≃ ϕ′bopen in the CT image are
identified with pores that were brine filled and open at in situ con-
ditions and emptied by centrifuging. Closed air pores fCT

airclosed ≃
ϕ′air and connected brine pores fCT

aircon ≃ ϕ′bcon are directly iden-
tified in the CT images. The brine and solid salt porosity observed
in the CT, fCT

brine, is identified with the disconnected brine and salt
that could not be centrifuged. However, as CT imaging was per-
formed at lower temperature (TCT) than the in situ temperature
(T) one needs to convert the closed brine fraction ϕ′bclosed by a fac-
tor f(T, TCT) to a higher temperature. We use the brine volume
dependence from Cox and Weeks (1982, Eqn (6)), or f = F1
(TCT)/F1(T ), to obtain this conversion factor with a small correc-
tion: as the conversion is between brine volumina, while the CT
imaged brine porosity also contains solid salts, we divide f by
1.031 (FSS) to account for this effect of solid salt volume at TCT
=−15°C.

Based on these porosity determinations, the CT-based bulk
salinity in psu is obtained:

SCT = f′
brb(T)Sb(T)

r
, (3)

where ρb and Sb are the brine density and brine salinity at tem-
perature T. Furthermore, the ϕ′b and ϕ′air observations were
used to estimate the density. First the ϕ′bopen fraction needed to
be converted from higher centrifuging temperature (Tcent) to
lower TCT. We used the brine volume dependence as described
above to estimate the brine volume correction. In the density cal-
culations based on CT measurements, the solid salt fraction in
ϕ′bclosed was calculated following Cox and Weeks (1982, Eqn
(8)) at − 15°C.

FSS = (c(TCT)+ 1)∗ rb(TCT)− rss(TCT)
rb(TCT)

. (4)

Since the solid salt fraction is not resolved in the CT-scans, a
factor FSS of 1.031 was applied to calculate the solid salt fraction

Fig. 3. Classification of pores under in situ conditions after sampling transport centrifuging and CT-imaging and after CT-image analysis.
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from the volume brine fraction at − 15°C (Eqn (4)). c gives the
phase relation between brine and the solid salt mass in brine in
dependence of the temperature following Cox and Weeks (1982,
Table 1). ρb and ρss are the brine density and solid salt density
at temperature TCT.

rCT = rair∗f′
air + rb∗f′

b + rice∗(1− f′
b − f′

air). (5)

The bulk density was calculated using Eqn (5) at − 15°C,
except for the cores from 17 and 30 March, which were performed
at − 2.7°C.

Pore sizes
Two characteristic length scales are determined for the pore space:

(1) The pore size distribution (granulometry) (Fig. 18b) is deter-
mined by fitting spheres of different sizes into every single
point of the pore volume. A point is classified by the diameter
of the largest sphere that can be fitted in the pore around it.
This frequency of sphere diameters is then binned into classes
with 1 voxel (25 μm) bin size. Such a pore size distribution is
determined for the pore space classified as closed and open
air and brine, corresponding to ϕ′air, ϕ′bopen and ϕ′bclosed,
respectively.

(2) The throat size distribution (porosimetry) (Fig. 18c) is not
only based on the pore sizes alone, but also considers the con-
nectivity of the pore space to the surfaces. In contrast to the
pore size distribution, spheres are injected from the surfaces,
and any point is classified by the largest sphere that can reach
it via any path. For example, a larger pore that is reached via a
bottle neck would be assigned the size of the bottle neck.
Porosimetry was determined by considering injections from
all sample surfaces and binned into classes with 1 voxel
(25 μm) bin size. The approach is comparable to laboratory
tests known as Mercury Intrusion Porosimetry (MIP) or
Liquid Extrusion Porosimetry (LEP), yet it is a virtual experi-
ment. Using MIP and LEP, a non-wetting fluid or gas is
pressed through the pore space while measuring the absorbed
volume and the applied pressure. It has recently been applied
to analyse the oil uptake and saturation of the sea-ice pore
space (Maus and others, 2015).

The pore and throat size distributions obtained with Geodict
have been further analysed statistically in Matlab R2017b and
R2019b. In particular, we aim to classify them into two size
classes that we term micro- and macro-pores, with a division
between them at 700 μm. This threshold was chosen, as this
value corresponds to the sea-ice plate spacing (or brine layer spa-
cing) at moderate growth rates of 0.5–2 cm d−1(Weeks, 2010;
Shokr and Sinha, 2015; Maus, 2020). This concept interprets
macro pores as secondary pores that form by connection of ori-
ginal brine layers upon elimination of an ice subgrain or plate.
The micro-porosity refers to the primary pores that are located
within the elemental brine layers during columnar freezing

of sea ice. Note that observed average growth rates between
the field sampling dates were 0.3–1.0 cm d−1 and we consider
0.5–2 cm d−1 as typical for the upper 35–40 cm of the ice.
Freitag (1999) has used a similar classification, yet with a larger
threshold of 1.0 mm.

The pore size distribution results for ϕ′air, ϕ′bclosed and ϕ′bopen
were smoothed with a running mean over three pore classes.
The pore size distribution per sampling day was calculated on
the basis of two cores. The depth dependence of the mode (max-
imum in the distribution) and the median for the micro pores, as
well as the median for the macro pores, were also determined by
averaging results from two cores at each depth in the ice and for
each sampling day. The same analysis was performed for the
throat size distribution of ϕ′bopen. For the overview in the discus-
sion, the overall mode (maximum), median and mean of pore and
throat size distributions were calculated for each sampling date,
showing their evolution over time. Columnar and granular ice
was distinuguished on vertical CT-reconstructions, where elon-
gated, vertical inclutions air inslucions (centrifuged brine) are
characteristic for columnar ice and random orientation of air
inclusions are interpreted as granular sea ice (Fig. 19). The
boundary between granular and columnar ice per sampling day
was interpreted on the basis of two cores.

Results

Sea-ice parameters including temperature, salinity and density are
described in the following section. Observations of the sea-ice
structure for the parameters for the porosity, number density,
throat size and pore size are also described.

Bulk properties

Ice thickness
The average ice thickness gradually increases from 35.6 cm on
17 March, and towards 46.3 cm at the end of the experiment
(23 April). The average ice growth over the entire experiment
is 10.7 cm, with an average growth rate of 0.3 cm per day.

Temperature
In Figure 4a, we show air temperature observations from
The Norwegian Meteorological institute (Sveagruva målestasjon,
99 760, 9 m a.s.l. 1 km from the site). The vertical black dotted
lines indicate days with field work activity. Over the field period,
the mean air temperature was − 11.1°C with a standard deviation
of 7.5°C. The minimum of − 29.2°C was reached on 21 March
and the maximum air temperature was observed on 23 April
with 0.1°C. The coldest sampling day was 17 March with an aver-
age temperature of − 20.2°C. The highest air temperature on a
sampling day was measured on 23 April with an average tempera-
ture of − 0.5°C.

Green and blue circles in Figure 4b give the temperatures
observed at the snow surface and at the snow slush/sea-ice inter-
face, respectively (this interface was slushy in all cases). Figure 4b
shows temperature profiles collected on each sampling day in °C
over the ice thickness in cm. The profiles are averaged over two
temperature profiles per day, where 0 cm refers to the sea-ice sur-
face. On 30 March, the temperature sensor broke, so no tempera-
ture profile measurements are available for this day. We have,
however, results from the installed logger that worked properly
until this date. Temperatures are relatively constant and vary, at
any level in the ice, by < 0.5 K over the sampling period. The
low near bottom temperature on 12 April is very likely erroneous
due to cooling of the sample during measurements.

In Figure 4c, ocean temperatures in °C are shown over the
course of the field work. Ocean temperature was recorded at a

Table 1. Field activities

Date Work Hice Tocean Tice Sice ρice μCTice

16 March Prepare
17 March Prepare 35.6 cm × × × ×
30 March Sampling 40.4 cm × × × × ×
06 April Sampling 38.9 cm × × × × ×
12 April Sampling 42.2 cm × × × × ×
23 April Sampling 47.5 cm × × × × ×
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depth of 1.2 m below the ice-air interface. There is a strong tidal
signal present. Removing the latter using a simple running mean
of 24 h, the mean ocean temperature was −1.8°C with a standard
deviation of 0.1°C. The minimum of −1.9°C was reached on 26
March and the maximum ocean temperature was observed on
23 April with − 1.3°C.

Salinity
In Figure 5, salinity profiles are shown for each sampling day over
the course of the field work. The salinity in psu is plotted over the
ice thickness in cm. For each sampling day, the values shown were
averaged from two cores. The two profiles in Figures 5a–e corres-
pond to salinity based on conductivity of melted samples (blue),
further called Scon, and the salinity based on CT-scans (red), fur-
ther referred to as SCT. SCT was calculated from porosity values at
centrifuging temperature (mean −2.0°C) (Fig. 12a). SCT data are
not available for 17 March, when samples were lost due to a cool-
ing box failure. The vertical resolution of the measured Scon as
well as SCT was 2.5 cm. However, SCT are based on an approxi-
mately 10 times smaller volume. The salinity profiles based on
the two methods are largely consistent with each other, while
SCT are smaller than Scon in the lower half of the ice. An exception
to this is the very bottom on 30 March, yet here the cores had very
different lengths. The vertical and time-averaged salinities, however,
are consistent with each other with an average Scon of 6.7 psu with a
standard deviation of 2.1 psu, and SCT of 6.1 psu with a standard
deviation of 4.2 psu. Note that all CT cores are slightly shorter
because the weak skeletal layer was often destroyed during the
cutting process.

Density
Density measurements are presented in Figures 5f–j. The plots
show the density in kgm−3 over the measured ice thickness in

cm. Hydrostatic density (ρhydro) profiles are plotted in blue.
ρhydro was performed at −2.7°C for samples from 17 March and
30 March. ρhydro measurements from the remaining field days
were performed at −15°C. Density calculations based on evalu-
ated air and brine porosity from CT-images (ρCT) are presented
in red. ρCT was calculated on porosities at the same temperature
as ρhydro was conducted. On 17 March, samples for ρCT were
lost due to cooling problems, hence no density was calculated.
The overall average ρhydro from hydrostatic weighing is
900.5 kgm−3 with a standard deviation of 21.6 kgm−3. In com-
parison, ρCT has a mean of 911.8 kgm−3 with a standard deviation
of 9.8 kgm−3. ρCT is on average 11.3 kgm−3 larger than ρhydro,
with a standard deviation of 4.4 kgm−3. The difference varies sys-
tematically over the thickness. Above a depth of 10 cm (with
respect to the ice surface) the ρCT is higher than ρhydro, with dif-
ferences of up to 20−80 kgm−3. This upper part of the ice
includes the freeboard and snow ice.

Porosity
The porosity is given as volume fraction in % over the total ana-
lysed sample volume, shown in Figure 6 for both air (a–e) and
brine porosity (f–j). Brine porosity measurements based on CT
scans (ϕ′b) at centrifuging temperature (mean −2.0°C) in red
are compared to brine porosity calculations based on salinity
measurements ϕbrinecal at in situ temperature assuming thermal
equilibrium given by Cox and Weeks in blue. For air porosity,
CT-based values ϕ′air in red are compared to porosity estimates
based on ρhydro, ϕaircal in blue. ϕ′bcon shows the connected part
of ϕ′b presented in yellow. Again, all data points are based on aver-
aging two cores, except for 17 March where CT samples were lost.
It is seen that air porosities based on the two methods are largly
consistent with each other, except in the upper 10–15 cm, where
ϕaircal values are considerably larger. At the ice surface, air

Fig. 4. Air, ice and ocean temperatures over the course of the fieldwork period from 17 March to 23 March 2016. (a) Blue line represents the original air temperature
data, measured every hour from The Norwegian Meteorological institute at Sveagruva målestasjon (99 760) 9 m a.s.l. The red line shows air temperature data from
the same source, filtered by a moving mean with an interval of 24 h. (b) Sea-ice temperature profiles over the course of the fieldwork period from 17 March to 23
April 2016. In dark blue the temperature profile for 17 March is shown, the red dotted line represents temperature measurements for the 06 April, temperature
profile for 12 April is presented as the yellow line and the purple dashed line presents the temperature profile from 23 April. Measured snow surface temperature
is presented as purple circles, snow-slush interface temperature is represented as green diamonds. (c) Ocean temperature measured at a depth of 1.2 m (0.7–0.8 m
below the ice) is plotted in blue. The red line represents filtered data with a running mean of 24 h.
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porosity ϕaircal based on hydrostatic density ρhydro measurements
reaches values from 3 to 9 vol.%. ϕaircal shows a mean of 2.6 vol.%
with a standard deviation of 2.0 vol.% and is by an average of 0.8

vol.% with a standard deviation of 0.6 vol.% larger than ϕ′air. ϕ′air
has a mean value of 1.6 vol.% with a standard deviation of 0.6
vol.% Total ϕ′b shows a mean of 17.8 vol.% with a standard

Fig. 5. Salinity profiles in psu and density proflies in kgm−3 plotted over the ice thickness in cm over the course of the fieldwork period from 17 March to 23 April
2016. 0 represents the sea-ice surface in contact with the atmosphere, numbers increase in depth towards the ocean. Grey dotted line represnets the boundary
between columnar and granular ice. (a–e) Blue line represents conductivity measured salinity Scon plotted over ice thickness and red shows the calculated salinity
from porosity observed in CT-scans SCT at centrifuging temperature. (f–j) Blue line represents measurements from hydrostatic weighing ρhydro and the red line
presents calculated density from CT-Data ρCT. ρhydro and ρCT at −2.7°C for 17 and 30 March and at −15°C for the sampling days in April.
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deviation of 11.4 vol.% at centrifuging temperature (mean −
2.0°C). Roughly two-third of ϕ′b are connected, with ϕ′bcon on aver-
age 12.2 vol.% and a standard deviation of 10.2 vol.%. ϕ′bcon cor-
respond to the vertically connected brine porosity fraction of
ϕ′bopen. ϕ′bopen shows a mean of 14.8 vol. % with a standard
deviation of 10.0 vol.%.

Pore scale characteristics

Pore number densities
We use two metrics for the number of pores in a sample, (i) the
total number of open pores per area (OPN, for brine only) and
(ii) the number of closed pores per volume (CPN for air and
brine). The first is a measure of the number of connected brine
channels; the second counts the air bubbles and brine inclusions.
In Figure 7a, the profiles of OPN are based on counting the brine
pores open to the lower side of the samples. Open pore numbers
OPN fall between 5 and 50 per cm2. Except an increase in the bot-
tom 5 cm of the ice, they do not show a pronounced depth
dependence. The number decreases during the field work period.
The number density of closed brine pores CPNbrine (Fig. 7b) falls
mostly in the range 103 to 104 per cm3. The profiles show an
increase both towards the top and the bottom. The number dens-
ity of closed air pores CPNair (Fig. 7c) falls mostly in the range
200 to 1000 per cm3. The profiles also show an increase towards
the top and the bottom. The profile from 23 April indicates ver-
tical fluctuations with 5–10 cm thicker regimes of high and low
pore numbers.

Pore size distributions
Pore and throat size distributions are presented in Figures 8–11a–d.
The overall distribution for each sampling date from 30 March to

23 April is given for ϕ′air, ϕ′bclosed, ϕ′bopen and the throats. It is
shown for a bin size of 25 μm as a volumetric distribution, rather
than measuring the volume in each pore size class then counting
their number. Again, all data points are based on an average of
two cores per field day. The vertical dotted line indicates
the separation into micro pores with pore sizes in the range
25 −700 μm and macro pores larger than 700 μm. The mode
(maximum) and the median for the micro pores are presented
as a red circle and a yellow square respectively. The median for
macro pores is shown as a purple star. Analyses of the micro
and macro pore fraction show that most of the pores appear as
micro pores. The spatial resolution of the pore and throat size dis-
tribution is given in Figures 8–11e–h as the spatial resolution of
the micro median and mode and the macro median in μm over
the sea-ice thickness in cm. The median for micro pores is pre-
sented as a solid blue line, mode for micro air pores is shown
as a dash-dotted green line, and the red solid line represents the
median for macro pores.

Air pores
Theair pore size distribution is presented inFigure 8 for the four sam-
pling dates. The distribution shows the broadest spectrum of pore
sizes on 30 March with pore sizes up to 2575 μm. The micro mode
typically lay in the range of 200–225 μm. The micro median is also
here slightly largerwith typical values from225 to275 μm.Nochange
in these characteristics is apparent over time. For themacro pores, the
mode decreases from1000 μmto 800 μmover time. This, however, is
related to two samples from 30 March (at 3 and 25 cm depth) with
some extremely large pores. The macro pores show a larger vertical
variation with the biggest variety at the very beginning of the experi-
ment.Thesmallest airporemediansare, forboththemicroandmacro
pores, observed near the ice-ocean interface.

Fig. 6. Total air ϕ′air, brine porosity ϕ′b and connected brine porosity ϕ′bcon in depth. Porosity in volume fraction % over the total sample volume. Ice thickness
measured in cm, 0 is ice surface. Number increase as ice thickness increase towards the ocean. Blue line presents theoretical air ϕaircal and brine porosity ϕbrinecal
according to Cox and Weeks at in situ temperature. Red line shows porosity data for brine ϕ′b and air ϕ′air at centrifuging temperature observed from CT-images.
Yellow line presents connected brine porosity ϕ′bcon. Grey dotted line represnets the boundary between columnar and granular ice. (a) Air porosity from 17 March at
−2.7°C, in (b) air porosity from 30 March is shown at −2.7°C, (c) presents air porosity from 06 April at −15°C, (d) shows air porosity from 12 April at −15 °C and (e)
represents air porosity from 23 April at −15°C. (f) Brine porosity from 17 March, in (g) brine porosity from the 30 March is shown, (h) presents brine porosity from 06
April, (i) shows brine porosity from 12 April and ( j) represents brine porosity from 23 April.
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Closed brine pores
Pore size distribution of the closed brine fraction at −15°C shows
pore sizes up to 875 μm (Fig. 9). Most pores are smaller than
700 μm, and just an insignificant part of the pores can be
found in the spectrum of the macro pores. Therefore no differen-
tiation between micro and macro pores for the closed brine frac-
tion is made. A constant mode of 50 μm is found over all the

sampling days, with the median varying between 75 and
100 μm. These values indicate the limitation in our spatial reso-
lution (Nyquist limit of two times voxel size is 50 μm). For
both the mode and the median, no significant evolution over
time and temperature can be observed. The spatial distribution
over median and mode for the brine closed volume fraction are
typically found between 60 and 160 μm.

Fig. 8. Pore size distribution for air porosity. (a–d) Pore volume fraction for air in % plotted against the pore size in μm. Red circle presents mode, yellow square
marks median of micro pores and the purple star represents the macro median. (e–h) Median and mode for air pore size distribution in μm plotted over ice thick-
ness in cm. Grey dotted line represnets the boundary between columnar and granular ice.

Fig. 7. Number of pores per area in cm2, respectively by volume cm3 over ice thickness in cm. Grey dotted line represnets the boundary between columnar and
granular ice. (a–d) Number of open pores per cm2 in z-minus direction. (e–h) Number of closed brine pores per cm3 in xyz-direction. (k–l) Number of closed air
pores per cm3 in xyz-direction. The yellow line shows results for 30 March, red dashed line for 06 April, blue dashed dotted line for 12 April and the purple dotted
line data for 23 April.
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Open brine pores
Pore sizedistribution for theopenbrinevolumefractionshowsa spec-
trumup to 3125 μm(Fig. 10). Themicromode can be found between
200 and 300 μm and the micro median ranges from 275 −375 μm.
The macro pore median varies from 1025 −1275 μm. The biggest
macro pore median is found on 12 April in the top 4–10 cm. The
smallestmacroporemediancanbe found in thebottommost samples
towards the ocean interface.

Throat size distribution
The throat size distribution (Fig. 11) stretches up to 7425 μm with
constant micro modes and a value of 200 μm. The micro median
varies from 275−375 μm, the minimum can be seen on 12 April
and the maximum on 23 April. The macro pore median increases
from 1075 μm on 30 March up to 1275 μm before it decreases
again to the minimum macro median of 975 μm on 23 April.
Spatial resolution of the micro median and mode varies typically

Fig. 9. Pore size distribution for closed brine porosity at − 15°C. (a–d) Pore volume fraction for closed brine in % plotted against the pore size in μm. Red circle
presents mode and yellow square marks median of micro pores. (e–h) Median and mode for closed brine at − 15°C pore size distribution in μm plotted over ice
thickness in cm. Grey dotted line represnets the boundary between columnar and granular ice.

Fig. 10. Pore size distribution for open brine porosity. (a–d) Pore volume fraction for open brine in % plotted against the pore size in μm. Red circle presents mode,
yellow square marks median of micro pores and the purple star represents the macro median. (e–h) Median and mode for open brine pore size distribution in μm
plotted over ice thickness in cm. Grey dotted line represnets the boundary between columnar and granular ice.

10 Martina Lan Salomon and others

85



from 125−375 μm. The spatial resolution of the macro median
ranges from 725−2852 μm with the maximum found on 12 April.

Discussion

The goal of our study has been to obtain 3-D microstructure
information on natural sea ice that reflects its in situ stage as
closly as possible. This is a challenge because on the one hand
we have to minimise changes in sea-ice microstructure due to
temperature, internal freezing and brine drainage, and on the
other hand we need to ensure that samples are sufficiently stable
during 3-D μCT acquisition of up to several hours. Moreover, the
approach requires sufficient X-ray contrast to distinguish between
ice and brine. To do so, we have applied a three-step procedure.
First, we have transported and stored sea-ice samples at tempera-
tures close to their in situ values in the field. Next, we have cen-
trifuged these samples on the following day (also close to their in
situ temperatures), which removes the highly mobile connected
brine volume fractions. Finally, we have stored these samples at
low temperatures until X-ray scanning. The latter approach is
essential to obtain high-quality images for pore space analysis at
high temperatures Maus (2020). Other approaches, like adding a
contrast agent (Pringle and others, 2009) or imaging samples at
high enough brine concentration and low temperature (Obbard
and others, 2009), are not practical for warm natural sea ice.
Overall, the procedures bear potential for a number of errors and
biases, of which the following are considered most important:

(1) Transport and storage have been performed with mobile free-
zers with a nominal temperature accuracy of ± 0.5 K, which
can be improved by calibration with other temperature sen-
sors. However, we found that the response of the temperature
control of the mobile freezers was less predictable for rapidly
changing environmental conditions (from − 20°C in the field
to 10−20°C in different labs and storage rooms).

(2) A similar problem as for the transport and storage was
observed with the temperature stability in the centrifuge.
Overall, this resulted in sample temperatures during process-
ing that were 0.3–1.3 K lower than in situ values.

(3) The quality of salinity calculations based on CT observations
depends on several factors related to the determination of the
salinity in open and closed pores. For the open pores the
assumption is made that all these pores were filled with
brine with the same salinity as the centrifuged brine. This
assumption may be wrong in the upper part of the ice includ-
ing the freeboard and snow-ice, where pores may have
drained. For the closed brine-filled pores, the quality depends
on the spatial resolution and the question of how many pores
have sizes below the latter and thus remain undetected. It also
depends on proper choice of the segmentation threshold.

Despite these problems in obtaining CT images exactly at in situ
conditions, the present study has not only collected a new dataset
of 3-D microstructure and pore scale properties of young sea ice,
but has also provided information about the change of these prop-
erties over the course of 3 1/2 weeks. In the following discussion,
the focus will be on sea-ice bulk and pore space property changes
over time and on its dependence on the brine porosity ϕ′b. The ver-
tically averaged bulk properties and pore space characteristics for
the sampling dates are summarised in Figures 12 and 13.

Bulk properties

Temperature

Over the course of the field work, the temperature gradient was
relatively weak. This made it feasible to transport and centrifuge
the ice close to its in situ temperature with limited logistics.
The comparison of the average ice temperature per day with the
average centrifuge temperature (Fig. 12a) suggests that the centri-
fuge temperature, computed from the salinity of centrifuged
brine, was systematically higher than the in situ ice temperature,
with an average difference of 0.7°C. Larger temperature differences
were observed in the uppermost and lowermost parts of the ice cores
and are related to the above-mentioned imperfect temperature con-
trol. Since the differencewas not constant (being 0.3 K on 30March
and 12April compared to 1.2 Kon06April and 23April), this has to
be taken into account in the interpretation of brine fraction

Fig. 11. Throat size distribution for open brine porosity. (a–d) Throat volume fraction for open brine in % plotted against the pore size in μm. Red circle presents
mode, yellow square marks median of micro pores and the purple star represents the macro median. (e–h) Median and mode for throat size distribution in
μm plotted over ice thickness in cm. Grey dotted line represnets the boundary between columnar and granular ice.
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observations and all associated parameters as well as pores size
changes, and will be discussed below.

Salinity
Figure 12 summarises the evolution of average temperature and
salinity during our field work. The vertically averaged salinity
Scon during our field work shows typical values in the range

5.9–7.4 psu, at the upper end of the range 3.5–6.5 ppt that
Høyland (2009) reported for sea ice of a similar age (3–4 months)
from different locations in Van Mijenfjorden. The average salinity
did not change significantly during the field work. The average
SCT at temperature TCT shows a mean of 6.1 psu with a standard
deviation of 4.2 psu and is on average 0.6 psu lower than Scon
(Fig. 12b) with a mean of 6.7 psu and a standard deviation of

Fig. 12. Overview over measured parameters: (a) average air temperature in °C for each sampling day, plotted in blue. Average ice temperature for each sampling
day over ice depth plotted in red. (b) Average measured salinity Scon for each sampling day over ice depth in psu plotted in blue. Mean salinity in psu calculated SCT
for each sampling day at centrifuge temperature over ice depth, observed from brine porosity in CT-scans are shown in red. (c) Average hydro-static determined
density ρhydro in kg/m3 for each sampling day over ice depth plotted in blue. Calculated density ρCT from CT-images plotted in red. (d) In blue theoretical air por-
osity ϕaircal following Cox and weeks in vol. %, in red air porosity observed from CT-images ϕ′air, in yellow the observed brine porosity from CT-scans ϕ′b at centrifuge
temperature, in purple the theoretical brine porosity ϕ′brinecal at in situ temperature following Cox and weeks, in dark green the open brine porosity ϕ′bopen at
centrifuge temperature and in light green the connected brine porosity at centrifuge temperature ϕ′bcon for each sampling day over the ice depth is shown.

Fig. 13. Overview over measured parameters: (a) average OPN in z-minus direction per cm2 for each sampling day, plotted in blue. Average CPNbrine in xyz-minus
direction per cm3 for each sampling day plotted in red and the average CPNair per cm

3 in yellow. (b) Mean pore size in μm for ϕ′bopen plotted for each day in blue,
ϕ′bclosed in red, ϕ′air in yellow and the mean throat size in purple for each day at a temperature of −15 <. (c) Median pore size in μm for ϕ′bopen plotted for each day in
blue, ϕ′bclosed in red, ϕ′air in yellow and the median throat size in purple for each day at −15 °C. (d) Macro pore fraction in % for ϕ′bopen plotted for each day in blue,
ϕ′bclosed in red, ϕ′air in yellow and the macro throat size in purple for each day at −15°C.
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2.1 psu. For the individual sampling dates, the differences range
between 1.4 psu larger Scon and 0.1 psu larger SCT. Natural vari-
ability between different cores, internal variability of samples
and the fact that Scon is based on ten times smaller sample
volumes may all contribute to the differences. The comparison
between vertical profiles of Scon and SCT shows broad agreement,
yet considerable scatter (Fig. 5).

An underestimation of salinity based on CT data can result
from resolution limitations in the CT images, as objects smaller
than two times the voxel size of 25 μm pixel cannot be resolved
(Nyquist–Shannon theorem). Looking at the pore size distribu-
tion of closed brine pores (Figs 9a–d) we find that around 16%
of the closed pores have diameters of 2 voxel (50 μm) and 13%
are in the 1 voxel size class of 25 μm. Combining this with our
finding that the detected closed pores contain about one-sixth
of the salt (see discussion below), these correspond to fractions
of 3 and 2% of total brine porosity (and salinity). To estimate
the number of undetected pores one would need reference data
at a higher resolution. Light and others (2003) observed numer-
ous brine pockets with a size below the resolution of this study,
and as small as 10 μm, which they classified according to their
length (in 2-D optical images) and their aspect ratio. Brine inclu-
sions with diameters <50 μm in our study would roughly corres-
pond to the classes of brine pockets with lengths <100 μm in their
Figure 8, containing roughly 3% of the total brine volume. Hence,
this comparison would not indicate a considerable fraction of
undetected pockets. However, there is general lack of data on
small inclusions, and Light and others (2003) noted that they
were only able to visually detect 2/3 of the conductivity-based
brine volume. Maus and others (2021) also noted the difficulty
of segmenting brine, because ice has a similar absorption as a
mixed air-brine pixel, ending up with uncertainties of 1% for
closed brine porosity. Related to total porosity of 10–20%, this
would change the salinity by 5–10% or 0.3–0.7 psu. Hence, the
difference of + 0.8 to − 0.5 psu between conductivity and
CT-based salinity is within the error bounds expected from
image analysis and a resolution limit of brine pore detection.

However, more critical is the systematic vertical distribution of
the difference, with SCT larger than Scon in the upper ice, and
lower in the lower portion of the ice. For the lower portion, a pos-
sible source of error is loss of brine during sampling. Normally,
one would expect that SCT based on the open pore space is not
affected by the loss of brine during sampling. However, if slow
brine loss is considered (leakage of brine during transport and
prior to centrifuging), then the leaked brine would have a higher
salinity than the centrifuged brine. Due to cutting samples to a
smaller diameter prior to centrifuging, only the centrifuged
brine salinity Scent is considered to compute SCT with Eqn (3),
and this would lead to an underestimated SCT value. In a different
study, one of the authors determined that, during similar storage
and transport procedures, 28% of the total connected brine
(leaked and centrifuged) leaked out prior to centrifugation
Maus and others (2021). If this brine had two times the centri-
fuged brine porosity, this would increase the bulk salinity due
to connected brine pores by 28%. Considering that another 25%
of salt is contained in closed brine pores, the bulk salinity
would be underestimated by 20%, or for our profiles by 1–2 psu.
A vice versa argumentation holds for the upper part of the
ice – the freeboard. Here, the ice has drained naturally, many con-
nected pores are empty, yet are interpreted as connected brine
pores in the CT-based analysis. Hence, here the estimates of SCT
will overestimate the in situ salinity.Note that all these contributions
could be quantified by accurate determination of the masses of
leaked and centrifuged brine, which in our study by sampling and
centrifuging samples of different diameters, was not done.
However, the estimates indicate that differences between

conductivity Scon and CT-based salinity SCT of 3–4% as found
near the bottom on 12 April cannot be explained by brine leakage
alone.Here, the lowsalinityof theCTsamplesmust be related tonat-
ural variability on a scale of a few centimeters.

Brine porosity
Salinity is a largely conservative property, while the brine porosity
depends on temperature, and is thus different for the in situ and
centrifuged-based calculations. Figure 6 shows thatmost centrifuge-
based porosities are larger, simply because the centrifuge and stor-
age temperatures were larger. We also see that the in situ porosities
show a decrease towards the top, where the ice is colder, while the
centrifuge and CT-based porosities often show an increase towards
the ice surface. The reason for this is that the transport temperature
for individual samples was often lower than the in situ temperature
near the bottom, but larger than the surface in situ temperatures.
The overall CT-based porosities cover the range of 2–40%, while
the in situ values were in the range 5–18%, and most of this differ-
ence is temperature-related.

Density and air porosity
Onaverage, the density based onhydrostatic weighing ρhydro, is smal-
ler than the CT-based density ρCT, the mean difference being
11.3 kgm−3, see Figure 12c. ρhydro, with a mean of 900.5 kgm−3, has
a much higher standard deviation of 21.6 kgm−3, compared to ρCT
with an average of 911.8 kgm−3 and a standard deviation of
9.8 kgm−3. The difference between the density estimates is strongly
dependentontheverticalposition(Figs5f–j). In theupper ice, includ-
ing the freeboard and snow-ice, the CT-based densities aremuch lar-
ger, while in the rest of the ice, below 10–15 cm depth, the values are
similaror theCT-basedvalues are slightly lower.Anexception to this,
as for the salinity, is the bottomsample on 30March, where an excep-
tionally high CT-based density is related to an exceptionally high
salinity.

For the large difference between ρhydro and ρCT in the upper
part of the ice cores, we have, as for the salinity, the following
explanation. ρCT is calculated on the air and brine porosity
observed from centrifuged samples, where the entire open air
space was assumed to be brine filled at in situ conditions.
However, as the brine in the upper part of the ice including the
freeboard and snow-ice has often drained, and thus the open
air space is not brine-filled, the latter assumption overestimates
the density. The correct value at the surface is thus the hydrostatic
density ρhydro. Below the freeboard, the values are much more
consistent. Comparison of the density profiles without the upper-
most 15 cm show a mean difference of 4.1 kgm−3 with a standard
deviation of 7.7 kgm−3 where ρhydro tends to be larger than the
ρCT. Temperatures duringCT core storage and centrifugingwere lar-
ger than in situ values in the upper ice, and lower near the ice bottom.
Thismayresult in lowerρCTnear thebottomand largervaluesclose to
the top. Nakawo and Sinha (1981) describes decreasing density pro-
files and an increase in air porosity towards the top, as it is observed
from ρhydro profiles in Figures 5f–j and 6a–e.

Based on the same consideration, it follows that the CT-based
air volume fraction ϕ′air is underestimated in the upper part of the
ice including the freeboard and snow-ice (see Figs 6a–e).
Averaging over the whole ice thickness gives a mean ϕ′air of
1.6% with a standard deviation of 0.6%. The mean ϕaircal based
on hydrostatic weighing is 2.6% with a standard deviation of
0.6%. The CT-based vertically averaged ϕ′air is thus on average
0.8% smaller than ϕaircal. However, the CT-based air porosity
ϕ′air can be expected to be valid for ice below the freeboard.
Comparison of ϕ′air and ϕaircal without the top 15 cm, gives larger
CT-based air porosities, with a mean difference of 0.4% in com-
parison to ϕaircal with a standard deviation of 0.5%. A look into
the profiles indicates this difference may be related to natural
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variability, but also resolution and/or measurement errors may be
relevant. Firstly, CT-based air porosities may be too small due to
undetected air pores below our spatial resolution. A look into the
air pore size distribution in Figure 8 indicates that this effect is
likely negligible for our samples. Secondly, the density calibration
during hydrostatic weighing is limited by the aerometer’s uncer-
tainty to obtain the density of paraffin (in our case 0.2%).
Thirdly, one could suspect that hydrostatic weighing overesti-
mates the air porosity, because it cannot distinguish between
leaked brine and closed air pores. The latter seems not to be a
problem in our study. As air porosity is a rarely measured prop-
erty, there are not many observations for comparison.
Lieb-Lappen and others (2017) observed in a micro-CT study
of non-centrifuged first year sea ice, that the air phase represents
<1% in a volume of 7.5 mm3. Nakawo (1983) has obtained air
porosity based on density measurements as well as the volume
of released gas during melting of samples. He reports a range
0.3–1% air porosity below the freeboard, and values of up to
5% in the freeboard of 1 m thick first-year ice. Values Nakawo
(1983) reports are slightly below our observed range. Pustogvar
and Kulyakhtin (2016) reports air porosities based on hydrostatic
weighing, with similar values to what we found in the upper part
of the ice. Below the freeboard they observe a range from 0.1 to
2.7%, which is comparable to our measurements, yet with larger
variation. Crabeck and others (2016) observed, based on mass-
volume density measurements, air volume fractions of 1–2% in
the lowermost layer, in the middle part of the profiles air volume
fractions of typically 1.5–4% and in the uppermost part 4–10%.
However, these values were subject to large uncertainties, as the
density was not obtained by the hydrostatic method. Crabeck and
others (2016) obtained much lower CT-based air porosities, often
less then half the density-based values (their Figure 10), in all levels
of the ice. This underestimation can be attributed to their spatial
resolution (pixel size 97 μm, Nyquist criterion of 194 μm). Since
we find most median air pore sizes between 225 and 275 μm, see
Figure 8, this would imply that roughly half of the air pore volume
would not have been detected at such a resolution. Obbard and
others (2009) reported an air volume fraction of 1.96% for one

sea-ice sample imaged with a resolution of 15 μm and comparable
to samples below the freeboard of the present study.

Pore space characteristics

Open and connected brine porosity
The CT-based values allow to determine the aspects of the pore
space which are not given by the in situ bulk properties as the
open brine porosity ϕ′bopen, the closed brine porosity ϕ′bclosed and
the vertically connected brine porosity ϕ′bcon. ϕ′bcon ranges, with
a vertical average over the four sampling dates, between 6.2 and
19.4% (Fig. 12), corresponding to 48–80% of the total brine por-
osity ϕ′b. Individual values for ϕ′bcon in dependence on ϕ′b are plot-
ted in Figure 14 and range from 0 to 35%. An almost linear
increase in ϕ′bcon with the total brine porosity ϕ′b is observed.
For a total brine porosity below 3% no vertical connection within
the samples is found, e.g. near the bottom on 12 April, where the
minimum CT-based salinities SCT also occur (Fig. 5). ϕ′bopen
ranges with a vertical average between 9.7 and 21.6%. As the
residual brine porosity ϕ′bclosed is related to ϕ′bopen by (ϕ′bclosed =
1− ϕ′bopen) this corresponds to a relative closed brine pore fraction
in the range of 11% , f′

b closed/f
′
b , 25%. This range is consist-

ent with other centrifuge studies at high porosities and tempera-
tures Maus and others (2021); Weissenberger and others (1992).
The individual values of open brine porosity ϕ′bopen are shown in
Figure 14a dependent on the total porosity. A close to linear increase
in open porosity with total brine porosity is apparent. Maus and
others (2021) discusses ϕ′bopen and ϕ′bcon, and their dependency on
ϕ′b for slightly younger ice, and describes the relationship by

f′
bopen/f

′
bcon = C(f′

b − fbcrit)
b, (6)

where C is a constant and ϕbcrit is a threshold porosity that was deter-
mined as ϕbcrit≃ 0.024 for young ice. The exponent β is related to
the percolation theory. Maus and others (2021) determined β≃
0.83 for the open brine porosity ϕ′bopen and as β2≃ 1.2 for the con-
nected brine porosity ϕ′bcon, from data of columnar young ice in the

Fig. 14. (a) Open brine porosity ϕ′bopen and (b) connected brine porosity ϕ′bcon plotted against total brine volume fraction ϕ′b for each day. 30 March is represented
in yellow, 06 April is shown in red, 12 April is plotted in blue and 23 April is represented in purple. Grey line representing the percolation threshold. Yellow line least
square fit for ϕ′bopen and ϕ′bcon against ϕ′b. Purple line fit following Maus and others (2021) for total brine porosity ≤ 2%.
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porosity range of 1–20%. The relationships given by Maus and
others (2021) are shown in Figures 14a and 14b as dashed magenta
curves. In the present study, little data close to the percolation
threshold were found, thus an assumption of ϕbcrit≃ 0.024 is
made, and obtained comparable fits by application of a double-
logarithmic regression. For ϕ′bopen, β≃ 0.87 ± 0.07, while for ϕ′bcon,
β≃ 1.10 ± 0.17 is found. As discussed by Maus and others (2021),
the open brine porosity exponent is consistent with the theoretical
estimate β≃ 0.82 for directed percolation. Data presented are from
ice cores taken over the period of one month, containing both col-
umnar and granular ice, with a brine porosity ϕ′b range from 1 to
55%, while Maus and others (2021) studied columnar ice sampled
over one week, at lower temperatures and a brine porosity range
from 1 to 20%. Data presented in our study start to deviate from
the relationship given by Maus and others (2021) at porosities
above 10–15%. Though there is overall good agreement between
these studies, more detailed analysis should take differences in high
and lowporosity regimes and the difference between granular and col-
umnar ice into account. The connected porosity ϕ′bcon increases with a
higher exponentβ≃ 1.10 ± 0.17 than the openporosity, in close agree-
ment with the exponent of β≃ 1.2 ± 0.1 by Maus and others (2021).
Based on our least square fits, ϕ′bopen and ϕ′bcon match at a total brine
porosity of 45%, where they both are predicted as 36.8%. Due to the
uncertainties in the fits, we do not attribute a physical meaning to
thisvalue,but rather interpret it asavalidity limit, astheconnectedpor-
osity cannot be larger than the open porosity.

Figures 14a and 14b also indicate a difference between sam-
pling dates, as seen when focussing on the colour code. For
brine porosities above 20%, ϕ′bopen and ϕ′bcon values from 23
April at the same total brine porosity ϕ′b, are higher than values
from 06 April and 12 April. Hence, there appears to be a relative
increase in the open porosity ϕ′bopen and a corresponding decrease
in the closed porosity ϕ′bclosed. This increase is only observed for
the sampling date 23 April, but not between 30 March and
12 April, and thus it is not happening constantly over time. As
shown in Figure 16 and discussed below, 23April is also exceptional
in terms of pore numbers. The evolution is thus consistent with a
transition from a higher number of smaller and disconnected

pores to a smaller number of connected pores with larger diameter
and length.

Pore number density
Pore numbers shown in Figure 7 are further investigated depend-
ing on the total brine porosity in Figure 15. We recall that open
brine pore numbers are given per cross-sectional area, while
closed air and brine pore numbers are given per volume. The ver-
tical average for the sampling dates is given in Figure 13, with a
minimum for theOPNon23Aprilwith 14pores percm2and amax-
imum of 32 pores per cm2 on 30 March. As seen in Figure 7a, the
overall variation in OPN is between 5 and 80 per cm2. A correlation
between the measurements taken for the OPN and the brine
porosity suggests a slight but significant decrease in OPN with
increasing brine porosity (Fig. 15a). Most of this decrease is related
to themuch lowerOPNon23April, compared to theother sampling
dates.

For the CPNbrine closed brine pore numbers, no significant
trend dependent on the brine porosity ϕ′b is observed
(Fig. 15b). Most data fall in the range 1–10 pores per mm3,
with an average of 3.8 pores per mm3 and a large standard devi-
ation of 5.2 pores per mm3. An exception to this are the signifi-
cantly lower pore numbers from 23 April (on average 1.5 pores
per mm3). This change is consistent with the decrease in closed
brine porosity ϕ′bclosed described above, and likely related to mer-
ging, coarsening and opening of pores. The results can be com-
pared to reported pore statistics from other studies. Light and
others (2003) reported an average number density of 24 pores
per mm3 for thicker first-year ice. This higher number is likely
related to the higher resolution in that study (down to 10 μm
compared to our 25 μm voxel size). Our results are comparable
to the brine pocket numbers reported by Perovich and Gow
(1996) for young and first-year ice, being in the range 1–6.9
pores per mm3. Perovich and Gow (1996) obtained these numbers
from optical analysis of 2-D thin sections with a similar pixel size
(0.03 mm) as in our study. It is noteworthy that Perovich and
Gow (1996) found a complex change in number density of
brine pockets with porosity: at high porosities they observed a

Fig. 15. (a) Open pore number per cm2 in z-direction plotted against total volume brine fraction ϕ′b for each day. (b) Closed brine pore number per cm3 shown
against the total brine volume fraction ϕ′b. (c) Closed air pore number per cm3 in xyz-direction plotted against total brine volume fraction ϕ′b for each day. Yellow
represents data from 30 March, red shows data from 06 April, in blue measurements from 12 April and in purple data points from 23 April.
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decrease in the brine pore number densities with porosity, attrib-
uted to coalescence of pores. However, for the porosity range from
3 to 20%, they observed an increase which they attributed to the
increase in pore sizes above their detectability threshold. Our data
show too high variability to indicate such behaviour. However, we
observe, for porosities above 15%, a continuous decrease in close
brine pore numbers over time from 06 April to 23 April (seen in
the colour coding in Fig. 15b).

The number densities of closed air pores, CPNair, are mostly
found in the range 0.1–1 pores per mm3, an order of magnitude

of 10 smaller than for the closed brine pores CPNbrine (Fig. 15c),
and with an average of 0.32 pores per mm3. Also here, the
decreasing trend with porosity is mostly related to the signifi-
cantly lower pore numbers from 23 April (on average 1.5 pores
per mm3). This change is consistent with the decrease in closed
brine porosity described above, and likely related to merging,
coarsening and opening of pores. The results can be compared
to reported pore statistics from other studies. Also here the aver-
age number density of 1.2 per mm3 reported by Light and others
(2003) is significantly larger, which again can be attributed to the

Fig. 16. (a) Median pore size in μm for ϕ′bopen plotted with stars, throatsize represented as squares are plotted against the total brine volume ϕ′b in % for each day.
(b) Median pore size in μm for ϕ′bclosed and (c) median pore size for ϕ′air are plotted against ϕ′b in % for each day. 30 March is represented in yellow, 06 April is shown
in red, 12 April is plotted in blue and 23 April is represented in purple.

Fig. 17. (a) Macro pore size fraction in % for ϕ′bopen (b) throatsize and (c) ϕ′air the throatsize represented as diamonds are plotted against the total brine volume ϕ′b
in % for each day. 30 March is represented in yellow, 06 April is shown in red, 12 April is plotted in blue and 23 April is represented in purple.
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higher resolution in the latter study. Light and others (2003) also
reported earlier observations of air bubble numbers in young ice
that were an order of magnitude lower than ours (0.03 pores per
mm3). Our study does not resolve the smallest air pores, but pro-
vides two other interesting findings. First, an observed decrease in
air pore numbers at high porosities, that is likely attributable to
the reopening and coalescence of brine pores. Second, as shown
in Figures 7i–l, air pore numbers are larger near the bottom
and surface of the ice, than in the middle.

Pore and throat size
Both the median (Fig. 16) as well as the macro pore fraction
(Fig. 17) for the open pores and throat sizes show a significant
increase with the total brine porosity ϕ′b. Comparison of pore-
and throat sizes shows that pore sizes are by a factor of roughly
1.5 larger (Fig. 16a). An increase in pore and throat sizes is
expected during warming when internal melting increases the
brine porosity and thus widens the pores. If no pores coalesce
or split, a diameter D∼ ϕ′b

1/2 for brine tubes and D ∼ ϕ′b
1/3 for

spherical brine inclusions are expected. However, we observe
smaller exponents of 0.24 for the median pore and 0.22 for throat
diameters. This indicates a different pore widening process than
for simple cylindrical pores. In general, this observation is not
inconsistent for widening processes in sea ice. For example, if
pores develop from original vertical brine layers, they tend to be
anisotropic in a horizontal cross section Perovich and Gow
(1996), if those pores primarily expand in longitudinal direction
by dissolution of ice, the shorter direction of the pore (measured
with the sphere fitting algorithm in Geodict) will be less affected
by porosity changes.

A similar weak dependency of pore diameters on porosity has
been observed by Perovich and Gow (1996) for a warming
sequence. For young ice that was cooled than warmed prior to
X-ray imaging, and with most data in the porosity regime between
3 and 15%, Maus and others (2021) obtained exponents of 0.34
for pore and 0.46 for throat sizes. Hence, the details of pore
size redistribution during warming and cooling appear to be com-
plex, and should be studied in more detail. The median throat and
pore sizes obtained in the present study exceed those obtained by
Maus and others (2021) by roughly a factor of 1.5. This may be
attributed to the greater thickness and age of the present ice
(2 months compared to 3 weeks in the latter study) and the higher
number of wider brine channels in the older ice. It is further
noted that neither for throat nor pore sizes exceptional values
are observed for 23 April, quite in contrary to the pore numbers.

The pore sizes for closed brine PSbclosed show an insignificant
decrease in pore size with total brine porosity. This is not surpris-
ing, as the closed brine pores were all imaged at the same tem-
perature of − 15 °C, and were unaffected by the centrifuging
technique and temperature. We interpret the slight decrease
towards 06 and 23 April, for the warmer cores and higher poros-
ity, with a likely merge between the larger brine pores and the
open porosity, leaving pores with smaller diameters back.

Also for the closed air pores PSair no significant correlation
with the brine porosity was found, again not surprising as the
samples were all scanned at the same temperature and air pores
should not be affected by centrifuging. Most air pores median dia-
meters fall between 200 and 450 μm. The air pore population
from 23 April does not appear as exceptional as for other proper-
ties of the pore space.

Analysis of the throat sizes showed that between 0.3 and
2.5 vol. have a diameter above 2 mm and increases from
30 March (0.3 vol.) to 06 April (2.5 vol.) before it decreases
towards 12 April (2.4 vol.) and increases again towards 23 April
(1.3 vol.). Throats above 2 mm are just presented in the upper
7.5 cm in the beginning of the experiment, at the end of the

experiment they could be found from the bottom to the top of
the ice core 11.

Conclusion

We have observed macroscopic and microscopic properties of
young Arctic sea ice over the course of 1 month, prior to the
onset of melting. Microscopic properties have been derived
from the combination of two non-destructive techniques (i) cen-
trifuging of brine for separation of the connected and discon-
nected pore space and (ii) 3-D micro-CT imaging followed by
analysis of the pore size characteristics. Our main findings are

(1) Density and air porosity determinations based on hydrostatic
weighing and CT images show good consistency within the
range measurement accuracy (≈ 0.2 %) and natural variability
(≈ 0.5 %).

(2) CT-based salinity determinations are subject to larger than
standard uncertainties. Since, we reached the limitation of
spatial resolution to resolve brine pores, while the strength
is to distinguish different porosity metrics and to give a better
understanding of where the salt is located (open, closed, ver-
tically connected).

(3) The variation of different pore categories (open and closed
brine pores, closed air pores) with vertical position in the
ice is remarkably small – most variability is related to changes
in the brine porosity.

(4) Most bulk properties (salinity, density) and pore space prop-
erties (pore sizes, proportion of secondary ‘macro’ pores)
remained constant, while we observe significant changes in
pore numbers (decreasing over time) and pore connectivity
(increasing over time).

(5) We obtain confident relationships between the open (centri-
fuged) porosity ϕ′bopen, connected ϕ′bcon and total porosity ϕ′b
of young sea ice.

(6) We further find that results are consistent with a connected
brine porosity threshold of 2–3% as recently proposed by
Maus and others (2021).

The agreement between our density and air porosity estimates
ϕ′air and ϕCT based on hydrostatic weighing and CT imaging
below the freeboard is encouraging, as these properties have so
far been mostly observed with high uncertainties. The difference
in the upper part of the ice cores is related to our method centri-
fuging and imaging method, and would not be a problem for non-
centrifuged samples. Here, future studies focussing on density only
will be useful. The present approach, however, has provided
important information about the morphology of the drained low-
density surface regime, and the fractions of connected and discon-
nected air pores and will be useful to better understand the surface
drainage and evolution of low-density layer.

The present study has provided pore space and pore size infor-
mation with a spatial resolution (25 μm pixel/voxel size) two to
four times better than in earlier work obtaining similar statistics
on brine and air inclusions at relatively high temperature
Eicken and others (2000), Crabeck and others (2016). To obtain
pore sizes and connectivity metrics in this high temperature
regime, centrifuging the samples is essential, as the absorption
contrast between brine and ice would be too low to obtain high-
quality 3-D images, with drainage during imaging being an add-
itional problem. Imaging at a temperature as low as − 15°C
Obbard and others (2009), Lieb-Lappen and others (2017)
would give sufficient contrast but cannot be used to derive the
pore space connectivity metrics outlined here. Lieb-Lappen and
others (2018) performed network analysis on CT-images on sea
ice with an in situ temperature as high as −7°C, yet they found
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differences between the CT-derived and salinity-derived brine
volumes that increased with temperature, exceeding a factor of
two. Due to such uncertainties, concise observations and model-
ling of pore size, number and connectivity (e.g. Figs 14 and 15)
remain challenging tasks. An important issue for future studies
is the scale-dependence of properties (e.g. connectivity, perme-
ability, percolation threshold), that should be addressed by scan-
ning larger samples with a larger FOV.
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Appendix A

Table of variables

β exponent related to the percolation theory
c gives the phase relation between brine and solid salt
C constant
CPN number of closed pores per volume
FSS Factor to calculate the solid salt fraction from brine vol.
f(T, TCT) factor to convert brine fraction from TCT to T
Mair mass in air
Mpar mass in paraffin
OPN total number of open pores per area
ϕair air porosity
ϕ′air air porosity (CT-image derived in situ porosity)
ϕaircal calculated air porosity based on hydrostatic density
ϕairopenz+ open air porosity to upper sample surface (CT)
ϕairopenz− open air porosity to lower sample surface (CT)
ϕairopenz+− open air porosity to lower and upper sample surface (CT)
fCT
air air porosity (CT)

fCT
airclosed closed air porosity (CT)

fCT
aircon vertically connected air porosity (CT)

fCT
airopen open air porosity (CT)

ϕb brine porosity
ϕbclosed closed brine porosity
ϕbcon vertically connected brine porosity
ϕbcrit threshold porosity
ϕbopen open brine porosity
ϕ′b brine porosity (CT derived in situ porosity)
ϕ′bclosed closed brine porosity (CT derived in situ porosity)
ϕ′bcon connected brine porosity (CT derived in situ porosity)
ϕ′bopen open brine porosity (CT derived in situ porosity)
ϕbrinecal calculated brine porosity based on conductivity
fCT
brine brine porosity and solid salt (CT)

ϕcon connected porosity
ϕz+ open porosity to the upper sample surface
ϕz− open porosity to the lower sample surface
ϕz+− open porosity to the upper and lower sample surface
ρ sea-ice bulk density
ρair air density
ρb brine density
ρCT bulk density from CT parameters at − 15°C
ρhydro bulk density based on hydrostatic measurements
ρice ice density
ρpar paraffin density
ρss solid salt density
Sb brine salinity
Sbdrip dripped brine salinity
Sbcent centrifuged brine salinity
Scent bulk salinity after centrifuging based on conductivity
Scon bulk salinity based on conductivity
SCT bulk salinity based on CT
Sice sea-ice bulk salinity
Srest bulk salinity of cut-off
Tcent centrifuge temperature
TCT CT temperature
T in situ Temperature

Appendix B

Illustration of granolometry and porosimetry

Fig. 18. (a) Shows a structure with the solid material in white and the pore space in
black. (b) Granulometry: shows the same structure with coloured pore volume, where
the red volume describes the pore diameters around 40 μm and larger, green areas
represent diameters around 20 μm and the blue-coloured area below 15 μm. (c)
Porosimetry: structure shown in (a) gets penetrated with a non-wetting fluid, indi-
cated by the red arrows. Pores found by porosimetry must be connected to the non-
wetting phase. (after Linden and others, 2018).
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Appendix C

Illustration of vertical CT- reconstruction: Core 2-2 from 30 March

Fig. 19. Vertical CT-reconstructions, showing ice in red, brine in green and air in
white. Elongated, vertical oriented air inclusions (centrifuged brine) from sample
2-2-9 and downwards indicate granular sea ice. Sample 2-2-10 and 2-2-9 show a ran-
dom pattern of air inclusions and are therefore interpreted as granular sea ice.
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ABSTRACT 

Increasing activities in Arctic waters bare a risk of oil spills under ice-covered conditions and 
afford sound understanding of the interplay between sea ice and oil. Towards better knowledge, 
this study focuses on X-ray- micro computed-tomography (μ-CT) investigations of a laboratory 
oil- in ice experiment. The 3-dimensional distribution of oil in the porous space of 11- 13 cm 
columnar ice grown in a laboratory was investigated. Two different oil content measurement 
methods are discussed. (i) The first method quantifies the oil volume fraction based on μ -CT-
scan investigations, allowing spatial oil distribution analysis in the porous space of sea ice. Oil 
inclusions were mapped manually over the acquired CT-scans with a resolution of 18 μm and 
25 μm, respectively. Results give higher oil contents for smaller resolutions. Oil migration of 
4 cm was observed. (ii) The second method quantifies the present oil concentration with 
fluorescent measurements. CT- scans give in comparison to fluorescent measurements a root 
mean square error of 1.27 % (18 μm) 0.76 % (25 μm), respectively. Bulk salinity determined 
from melted samples is compared with salinity estimated from μ –CT data.  

KEY WORDS: Sea ice, Computer Tomography, Microstructure, Oil, Porosity  

INTRODUCTION 

Activities in polar marine areas are increasing. Including interest in Arctic resources. Oil 
exploration in potentially ice-covered regions and growing shipping activities in high latitudes, 
bare a risk of accidental oil spills. Giving objective to study the interaction of sea ice and oil 
for environmental and sustainable risk management. 

Networks of brine channels and air inclusions make sea ice to a permeable material and a 
potential entrapment medium for oil. Investigations on the interaction of oil and sea ice have 
been published since the 1970’s (Glaeser & Vance, 1971; NORCOR, 1975). Several field 
studies and experimental work were conducted since then. Studies were mainly based on 
destructive two- dimensional observations of thin sections and macroscopic descriptions, 
characterizing processes from oil encapsulation over oil migration to oil surfacing on sea ice 
(c.f Martin, 1979; Nelson, 1981; Buist & Pistruzak, 1981; Buist et al., 1983; Otsuka et al. 2004; 
Karlsson, 2009; Karlsson et al., 2011). Experiments quantifying the oil content in sea ice were 
conducted by Karlsson et al., (2011) and Otsuka (2004), reporting that the ability of oil to 
penetrate sea ice is limited by its porosity. A porosity threshold of 0.1 to 0.15 was determined 
and an oil saturation up to 4.5 to 7 mass percent oil by mass of sea ice was reported. Based on 
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these observations and model assumptions (Petrich, Karlsson, & Eicken, 2013)) computed the 
potential oil penetration depth and concluded on oil entrainment volumes from less than 1 L/ 
m2 as high as 5 to 10 L/ m2 with increasing ice temperatures. 3-dimensional insights and 
application of X-ray tomography (XRT) to sea ice samples were first given by Kawamura 
(1988) with a resolution of 1 mm. Maus, 2009, 2013, 2015 applied XRT and synchrotron- XRT 
on sea ice with a resolution of 18 to 25 μm, respectively a resolution of 2 x 5.6 μm. Based on 
3- dimensional micro- CT data, oil infiltration rate was computed, concluding on entrainment 
volume not solely depending on porosity. Furthermore, the control mechanism are described 
by parameters such as, pore size, pore necking and convection driven desalinization. (Maus et 
al., 2013) Salomon et al. (2016) give preliminary results on the detection of oil in sea ice based 
on synchrotron- XRT.    

The present experiment was designed to detect the 3-dimensional distribution and the 
concentration of oil in the porous space of sea ice based on μ -CT investigation. Oil 
concentration measurements were achieved with two different approaches. (i) First method is 
based on μ-CT-scans and mapping the oil content over the 2- dimensional μ-CT sections. (ii) 
Second approach focused on UV-light stimulation and emitted fluorescence measurements of 
hydrocarbons. Resulted brine volume fraction from μ-CT-scans were converted into bulk 
salinity and are compared with measured bulk salinity. 

METHODS  

Experimental Setup 

Ice growth was performed in a cold lab at NORUT Narvik in slightly conical double-walled 
plexiglas container with outer-dimensions of 51 x 51 x 51 cm and inner-dimensions of 50 x 50 
x 50 cm. Approximately 100 liter of artificial saltwater (Blue Treasure Synthetic Salt) with an 
initial salinity of 31.5 ppt was filled into the tank. The plexiglas tank allowed visual access to 
the freezing process and facilitated the oil injection. The double-tank arrangement, surrounded 
by a 5 cm thick Styrofoam- isolation and air-cooling allowed one-dimensional ice growth. Heat 
supply from the bottom of the tank avoided supercooling of the water column and led to 
columnar ice growth. Fans beneath the tank assured homogenous heat distribution.  

Prior to ice growth initiation, artificial seawater had a water temperature of approximately 0 °C. 
Referred starting point of the experiment is the set of ambient temperature to –15 °C. After 64 
hour ice reached a thickness of 8 cm and oil was injected below the ice with a silicon syringe 
of 5 mm diameter. 28 h hours after oil release, room temperature was raised to -10 °C, to 
facilitate oil migration, to ensure that the surface temperature well above the nominal pour 
point of crude oil at -15 °C. Sampling commenced 91.5 hours after experimental start when the 
ice thickness reached 11-13 cm. Cores were taken with a drill 50 mm in diameter. Samples 
were stored over night at -80 °C and than transported on dry ice (-78.5 °C) from NORUT 
Narvik (Norway) to NTNU Trondheim (Norway). After storage at - 50 °C over a period of 9.5 
months they were prepared for imaging with X-ray- micro computed-tomography (μ-CT). The 
cores were cut into subsamples of 2 to 3.5 cm thickness and a diameter of 35 mm. During the 
cutting process it was attempted to preserve the oil lenses.  

During transport from and to WSL Swiss Federal Institute for Snow and Avalanche Research 
SLF (Davos,Switzerland), where the first μ-CT measurements were performed at -15 °C, 
sample temperature was kept at the same temperature by eutectic cooling elements. Back to 
NTNU samples were stored for another 2 months at -50 °C. Imaging of the same samples was 
conducted at the RECX, Norwegian Centre for X-Ray diffraction, scattering and imaging at 
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the Norwegian University of Science and Technology (NTNU, Trondheim, Norway). Before 
imaging was performed samples were warmed up to the imaging temperature of -15 °C over 
night. Prior to fluorescent measurements sample were molten in airtight glass containers and 
shipped to NORUT Narvik. 

X-ray micro computed- tomography (μ-CT) imaging 

μ-CT measurements were conducted with three instruments (i) ScancoMedical AG micro-CT 
40 at SLF, (ii) SacancoMedical AG micro-CT 80 at SLF and (iii) XT H 225 ST micro-CT 
system from Nikon Metrology NV at NTNU. (i & ii) were operated with a micro focus X-ray 
source (7 μm diameter) current of 177 μA and an acceleration voltage of 45 kV. Detector panels 
of 2048 x 256 and 2048 x 128 pixels, respectively were used. Tomographic scans were 
performed in high resolution mode with 2000 rotation per 360°. The height of scans could be 
chosen according to the sample height. Scans were operated with a field of view (FOV) of 37 
mm, resulting in a pixel size of 18 μm. Samples were acquired in a cold- room at ambient 
temperatures of -15 °C at SLF. Acquisition time at SLF was limited to a window of 5 days, 
therefore two CTs were used simultaneously. Settings were the same and a difference at the 
acquisition is not assumed. (iii) a current source of 250 μA and an acceleration voltage of 150 
kV. Scans were performed with 3142 rotation per 360°. A Perkin Elmer 1620 with a pixel size 
of 200 x 200 μm and 2048 x 2018 pixels operated as flat panel detector. The FOV of 50 mm 
corresponds to a pixel size of 25 μm. Scanning temperature (-15 °C) was controlled with a 
thermoelectric assembly (www.lairdtech.com) by top and bottom sample cooling.  

CT- data provide a 2-d map of the variation of X-ray absorption of substructures within the 
imaged sea ice. Those 2-d maps are called radiographs and are acquired over a finite number 
of radiographic viewing directions to reconstruct the distribution of X-ray absorptivity within 
a horizontal cross-section of the imaged sample. The cross sections are stored as 16-bit grey 
value stacks and give a 3- dimensional view of the scanned object.The resulting 3-d images of 
ice cores were processed in ImageJ (rsb.info.nih.gov/ij). First a rectangular cylinder with the 
largest possible horizontal cross-section was cropped. After cropping a 2 pixel median and 1.5 
standard deviation Gaussian blur filter were applied. Segmentation of air and ice was based on 
using Otsu’s algorithm (Otsu, 1979; Maus, 2015) For segmentation of brine from ice the 
Triangle algorithm was applied (Zack et al., 1977). A different segmentation method was 
chosen for setting the brine threshold, as the Otsu algorithm was found to give too high brine 
volumes (Hullar et al., 2016). 

Absorption contrast between ice and oil was insufficient for automatic segmentation. 
Segmentation was performed manually using the Wand Tool in ImageJ. Oil inclusions were 
selected by tracing objects. Therefore an initial pixel (iP) value was chosen for each oil bubble 
in the acquired 2-D slices. The Wand Tool checked the 4 neighbouring pixels of the iP. If the 
adjoining pixel was within the tolerance range of 3-5 of the iP value, it was detected as oil and 
its neighbouring pixels were checked in the same manner. If one pixel did not fulfil the criterion 
of falling into the range of the iP value, it was not accounted longer for oil and a border was 
set. Manual selection of oil was repeated on every 5th to 20th slice of an image stack. The 
selected areas were interpolated between the 2-D slices with the Region of Interest (ROI) 
manager and edited with the Segmentation Editor (Schindelin et al., 2012) giving a 3-D view 
of the oil inclusion. Segmentation results in 3-d images, where any voxel is either air, ice, oil 
or brine. The respective volume fraction were computed by GeoDict(2017). 
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The brine volume fraction VbCT was used to estimate the bulk sea ice salinity SCT from  ܵ஼் = ௌ್∗ఘ್∗௏௕಴೅஡೔     (1) 

where Sb is the brine salinity at imaging temperature, ρb is the brine density at imaging 
temperature and ρi is the bulk sea ice density. Sb 177.96 ppt was interpolated from the table 
given by Cox and Weeks (1983), ρb was taken as 1000+0.8Sb and bulk sea ice density ρi [kgm-

3] was computed from CT- data, knowing the analyzed volume as well as the ice, air, oil and 
brine fractions. For pure ice the density of 920 kgm-3 was assumed. 

Oil density was estimated as 877 kgm-3 from measured Crude oil Troll B density of 0.879 Mgm-

3 at a temperature of 20 °C, assuming a linear increase of oil density with 0.01 Mgm-3/15 °C. 
The oil volume fraction VoCT was converted to oil mass fractions by multiplication with ρoil/ρi. 

Salinity and oil content of melted samples  

Bulk salinity S of melted samples is based on electric conductivity measurements. Conversion 
from conductivity to ppt were conducted with the Gibbs Sea Water (GSW) Oceanographic 
Toolbox of TEOS- 10 (Dougall et al. 2011). 

The mass fraction MoFluroescent oil in the melted samples was extracted with heptane by adding 
an equal volume of heptane to oil-containing samples. The concentration of oil in the heptane 
was subsequently analysed using a UV-fluorescence meter TD500TM (Turner Designs 
Hydrocarbon Instruments, Inc). Under UV or near UV light, aromatic hydrocarbons in the oil 
are stimulated or excited to fluoresce. The intensity of fluorescent emission reflects the 
concentration of aromatic hydrocarbons in the oil. Since the UV-fluorescence meter was 
calibrated with the same crude oil, the intensity of fluorescent emission corresponds to the 
concentration of the oil (Brost et al., 2011).   

RESULTS 

In our laboratory experiment columnar sea ice grew over the course of 91.5 hours to a thickness 
of 11-13 cm at an air temperature of -15 °C. 63.75 hour after the experiment start, ice thickness 
reached 8 cm and oil was released. Four lenses of Troll B crude oil were injected under the ice, 
each with a volume of 20-25 ml and a thickness of approximately 4 mm. Injected oil migrated 
along the ice-water interface before it collected at the highest points of small under-ice 
undulations.1 Within 4 hours, a thin rim of horizontal platelets formed around the oil lenses. 
After 5.5 hours, a thin layer of ice platelets had formed beneath all four oil lenses. Ice cores 
were taken was taken when the ice layer underneath the oil lenses was 2-3 cm and an overall 
thickness of 11- 13 cm. Table 1 summarizes the analysis of cores taken as described in the 
method section and presented in the following figures.  

 

 

 

                                                 
1 Phenomena of oil collecting in concave under- ice cavities and encapsulation process are for e.g. described by 
Glaeser & Vance (1971), NORCOR (1975), Goodman and Fingas (1983) Buist et al. (1983) and Wilkinson et al. 
(2007). 
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Air fraction 

CT- based results for total and closed air volume are given for both acquisitions at SLF and at 
NTNU and are compared with each other in Figure 1. Open porosity is defined by a continuous 
path from the pore to one of the surface edges in x-, y-, or z- direction, whereas closed pores 
are not connected to any surface. 

Total and closed air volume fraction VaSLF and VaNTNU are plotted in % over the ice thickness 
[cm] for cores C,D,E and F each with a length of 13, 12,11 and 12 cm. Air porosity for sample 
C4 is not shown in Figure 1 as VaSLF and VaNTNU the sample broke during transport. Therefore 
different areas were analysed resulting in a significant variance for VaSLF and VaNTNU. Results 
from Closed air porosities in NTNU-acquisition excluding samples with oil lenses tend to be 
with a mean of 0.60% and a standard deviation of 0.23% higher than results from SLF with a 
mean of 0.52% and a standard deviation of 0.16%.  

Brine fraction and salinity 

Comparison of estimated bulk salinity SSLF and SNTNU determined from VbSLF and VbNTNU with 
measured bulk salinity S are shown for each core over the ice thickness in Figure 2. Salinity 
profiles show a characteristic C-Shape profile (Eicken, 1992). All salinity derived from μ-CT 
measurements is compared with direct measurements in Figure 4(a). Salinity calculation for 
SSLF differs from direct measurements with a root mean square deviation of 1.64 %. SNTNU 
differs from measurements with a root mean square error of 2.10 % from measured salinity.  

Oil fraction 

Oil content for samples imaged at the SLF and NTNU are expressed in oil mass fraction [%] 
to be comparable with fluorescent measurements (Figure 3 & 4). Oil injection level is 
highlighted in the plots at an ice thickness of 8 cm. Measurements displayed with a black circle, 
correspond to highlighted results in Table 1. The highest oil volume was found in sections close 
to the injection levels, i.e. at and near the location of the oil lenses. Results of oil content MoSLF 
and MoNTNU are compared with fluorescent oil content measurements in Figure 4. Differences 
between MoNTNU and MoFluorescenct are given by a root mean square deviation of 0.76%. MoSLF 
deviates from fluorescent measurements MoFluorescence with a root mean square error of 1.27%. 
While μ -CT measurements seem to be biased slightly high or low, agreement with fluorescent 
measurements is very good. With the notable exception of C4 acquired with a resolution of 18 
μm. Oil and ice absorption contrast was too low in the mentioned sample for visual detection.  
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Table 1: Summary of key parameters and experiment results. 

 

Sample 

Sample 
Depth from 

air-ice 
interface 

Air Volume 
Fraction (SLF) 

VaSLF   

Air Volume 
Fraction 
(NTNU)   
VaNTNU   

Brine Volume 
Fraction (SLF)  

VbSLF   

Brine Volume 
Fraction 
(NTNU)   
VbNTNU   

Bulk 
Salinity 

SSLF   

from  
VbSLF  

Bulk 
Salinity  
SNTNU   

from  
VbNTNU  

Bulk 
Salinity 

S 

Oil Mass 
Fraction 
 (SLF) 
MoSLF   

Oil Mass 
Fraction 

 (NTNU) 
MoNTNU 

Oil Mass 
Fraction  

(Fluorescent) 
MoFluorescent  

- cm % % % % ppt ppt ppt % % % 
- - total closed total closed total closed total closed   - - - - 

C1 0-2.5 - - 3.42 0.99 - - 4.94 3.69 - 10.9 6.8  - 0.00 - 

C2 2.5-3.5 - - 0.57 0.51 - - 3.34 2.34 - 7.4 5.1     - 0.00 - 

C3 3.5-6 0.89 0.61 0.95 0.58 2.61 2.30 2.18 1.97 5.8 4.8 6.4 0.44 0.47 0.57 

C4 6-8.5 26.45 0.19 0.65 0.12 2.54 1.99 4.09 2.27 5.6 9.0 5.3 0.98 0.00 1.19 

D1 0-2.5 - - 0.79 0.71 - - 3.54 2.5 - 7.8 6.7 - 0.00 - 

D2 2.5-5 0.63 0.48 0.60 0.50 3.66 2.77 3.04 2.44 8.6 6.7 6.4 0.008 0.01 0.02 

D3 5-7.5  1.76 0.85 4.54  3.75 3.49 2.99 1.94 1.63 7.7 4.3 5.9 10.09 8.61 6.74 

D4 7.5-11 - - 0.48 0.44 - - 4.72 4.22 - 10.4 9.1 - 0.00 0.56 

E1 0-2.5 - - 1.26 0.95 - - 3.47 2.71 - 7.7 6.8 - 0.00  
E2 5-7.5 0.61 0.52 0.66 0.58 4.01 3.30 2.85 0.62 8.9 6.7 5.8 0.09 0.04 0.12 
E3 7.5-10 0.97 0.67 1.04 0.55 3.10 2.75 1.61 1.53 6.9 3.6 5.3 1.39 0.72 0.73 
E4 10-11.5 5.81 0.78 - - 2.35 1.98 - - 5.2 - 6.9 4.77 - 3.09 
F1 0-2.5 - - 6.38 0.78 - - 2.79 2.07 - 6.2 7.1 - 0.00 - 
F2 2.5-5 0.86 0.66 0.84 0.72 2.85 2.33 1.36 1.23 6.3 3.0 5.5 0.12 0.02 0.10 
F3 5-8 4.47 1.05 3.60 3.52 2..40 2.18 1.85 1.54 5.3 4.2 4.5 6.88 5.07 - 
F4 8-10 - - 0.59 0.36 - - 4.69 3.26 - 10.4 7.1 0.00 0.00 - 

Temperature [°C] Brine Density ρb [Mgm-3] Brine Salinity Sb [ppt] Oil Density [Mgm-3] 
-15 1.14236   177.95 0.877 

161



Figure 1: Closed and total air volume fraction from μ-CT- scans at SLF and NTNU in 
comparison. 

 

Figure 2: Measured bulk ice salinity in comparison with approximated bulk salinity based on 
segmented brine volume fractions of SLF-scans and NTNU-scans.  
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Figure 3: Oil content expressed in mass fraction in comparison between fluorescent 
measurement, μ-CT images from SLF and NTNU. Results highlighted with a black circle are 
averaged over the whole volume.   

 

Figure 4: Bulk salinity of three different sources CT-scans (NTNU), CT-scans (SLF) and measured in   
 comparison; Oil content from CT-scans (NTNU), CT-scans (SLF) and fluorescent in comparison. 
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DISCUSSION

Air fraction
Air segmentation with Otsu algorithm gives reasonable and consistent results for SLF and 
NTNU scans in comparison (Fig. 1). Total porosity is influenced by the open porosity, which 
might result from brine drainage. Values for closed porosity are there for more reliable. 
Spikes in air volume fraction are observed for samples containing oil concentrated in lenses 
(Figure 1), with one exception for sample F1. Sample F1 shows higher air content in the top 
most part. Observed air volume are open pores, indicating that potentially brine was leaking 
during sampling, storage and transportation. 

We noticed larger air volumes above all oil lenses. Samples F3 and D3 where sectioned in a 
way, that preserved the closed air volume forming channels above the oil lens (Figure 6). Air 
volumes of 73.6 and 226.3 mm3, respectively were found. Additionally smaller air bubbles 
were detected within the lenses of oil with a volume of 1 to 3 mm3. However, we cannot be 
sure whether these are real due to air content of the oil or resulting from thermal cycling. 

Figure 5: 3-D image of segmented oil (red) air (blue) and brine (green) for sample F3 
resulting from μ-CT at SLF. Ice is invisible, except of the last image where ice is shown in 
white.
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Too high closed air porosities in sample F3 and D3 from images at NTNU are observed in 
comparison to SLF data. Short thermal cycles above –15 °C might have occurred during 
scanning at SLF. As the temperature in the CT was controlled over the room temperature in the
cold lab. Exposure to temperatures above the crude oil pour point (-15 °C) might lead to oil 
migration and drainage within the sample. Consequently the initial oil filled space is replaced 
by air. By cooling the sample afterwards down to the transport temperature, refreezing 
processes start and leave a closed pore.

While the source of these volumes could not been established unambiguously candidates 
include: 

a. Unintended air release during first oil injection. 
b. Air collected by the oil droplets migrating beneath the ice prior to freeze-in leading to 

an estimated air volume of 300 mm3, for a prior freeze migration length of 10 mm by 
an oil lens diameter of 20 mm; 

c. fluid loss during repeated warming and cooling cycles.

Figure 6: 2-D sections 18 μm respectively 25 μm resolution. Showing typical grey values for 
air, oil, ice and brine.

Brine fraction and salinity
CT- based salinity evaluation results in comparison to measured salinity in an error of 
approximately 2% (Fig. 4). Where SSLF shows a slightly higher salinity than SNTNU. Error can 
possibly result from different:

(a) chosen energy setting for SLF and NTNU acquisition. Higher energy resolve the ice to 
brine contrast better, resulting in higher evaluated salinity. Furthermore, plastic sample 
holder (SLF) with a lower X-ray absorption in comparison to aluminum holder (NTNU) 
were chosen, having a possible effect on the results. Systematically evaluation on a 
bigger data set is needed to determine influences.

(b) pixel size of 25 μm and 18 μm results in resolving objects ≥ 50 μm and 36 μm 
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respectively, i.e. 2x pixel size. This assumption would lead to an higher estimated 
salinity for smaller pixel sizes. Relevance of resolution for brine volume segmentation 
is not certain. 

(c) imaging temperature was chosen to be -15°C for both acquisitions, the actual 
temperature in the CT at the SLF, was controlled over the room temperature and might 
therfore be slightly different. 

Oil fraction 
Manual oil segmentation is time consuming and subjective. Figure 5 shows the air, brine, and 
oil distribution in sample F3 acquired at the SLF. In general, most oil was found a few mm 
underneath and above the respective oil injection level. Above the oil lenses, oil was found in 
channels with a similar orientation to the brine layer direction and as individual, tiny oil pockets. 
Oil was detected in inclusions as small as 0-36 μm in images acquired at SLF. Whereas 
observation of acquisition NTNU show that the smallest oil inclusions was found in pockets 
with a diameter in between 0- 50 μm, which is actually 2x the pixel size. Largest inclusion was 
found in a pore with 19 mm in diameter. Oil migration was observed up 2.5 to 5 cm above the 
respective lenses. Where oil was detected in the lower third up to 2/3 of the sample, 
approximately to a level 4 cm from the air- ice interface. I.e., within 46 hours oil migrated 
approximately 4 cm upwards from the oil injection level. 

Oil content in CT- data in comparison with fluorescence measurements tend to be higher for 
samples with oil lenses and underestimated for samples with smaller oil inclusions.Inclusions 
were classified as oil only if they appeared over more than one slice. More objective results 
could be expected from automated segmentation. However, this was not possible in the current 
experiments since the oil and ice absorption contrast was too low. Enhancement of the oil-ice 
contrast could be achieved by doping the oil, e.g. with iodoheptane (Brown et al., 2014).  

The oil content compared in Figure 3 shows that trends were consistent. However, VoSLF tends 
to be higher than VoNTNU. Observed trend can be explained by several factors:  

a. due to subjective manual segmentation and the tendency to discard doubtful oil signals, 
just appearing in a single slice  

b. Lower resolution data do show a coarser vertical grid, smaller inclusions were therefore 
easier excluded and accounted for ice;  

c. choice of energy during CT-acquisition show a significant effect on the oil detectability 
(Fig.6), lower energies used for acquisition at 18 μm result in a higher absorption 
contrast between oil and ice, and are easier to detect.  

d. oil loss and drainage during transport and acquisition at SLF.  

 

CONCLUSIONS 

μ-CT is a powerful instrument to obtain non-destructive 3-dimensional insights into the interior 
of sea ice. The employed laboratory CTs provide satisfying results on low absorption contrast 
materials such as sea ice and oil (Figure 6) and reveal their spatial distribution (Figure 4). 

Automated segmentation for air with the Otsu gave reasonable results for oil free samples with 
small bias in vertical profiles. Comparison of salinity evaluated from CT-data with measured 
salinity show a slight overestimation of brine volume fractions.  
Spatial distribution of oil can be studied with significant investment of time into manual 
segmentation. Oil was found in inclusions with a diameter as small as 0- 36 μm, i.e actually 2 
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times pixel size. Comparisson of oil content from μ-CT with fluorescent measurements show 
consistent trends.Future motivation is given by the improvements in segmentation to open the 
possibility for quantitative oil and ice studies.  
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