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0 =
∂G

∂z
+ a ∑

k=1

J ,k

0 = −
∂G

∂z
+ ε

C

T

∂T

∂t
− a ∑

k=1

J ,k

ε C
∂xi

∂t
= G

∂xi

∂z
− xia ∑

k=1

J ,k + a J ,i

ε C
∂yi
∂t
= −G

∂yi
∂z
+ yia ∑

k=1

J ,k − a J ,i

ε C Cp,l
dTl

dt
=G Cp,l

dTl

dz
+ a J ,H2O

∆hH2O
+ a J ,MEA∆hMEA

+ a J ,MEA∆hCO2
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a3/2 F = u

√
ρ

d = 61−ε
a ρ Re

Fr

Pa/m

∆P

∆z
= (

∆P

∆z
)
dry

(
1

1 −K2ε
)
5

(
∆P

∆z
) =

0.177ρ

Sε2(sinβ)2
u2 +

88.774µ

S2ε sinβ
u



(
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∆z
) = 1025
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kg/m3

ρ = (1 −w
MEA
)ρ

H
2
O
+w

MEA
ρ

MEA

+w
MEA
(1 −w

MEA
)(5.8430 + 0.3139T̄ +

510.6409w
MEA

T̄ 0.45
)

T̄ ○C

ρl,H2O
= 1002.30 − 0.1321T̄ − 0.00308T̄ 2

ρl,MEA = 1023.75 − 0.5575T̄ − 0.00187T̄
2

kmol/m3

C MEA =
w

MEA
ρ

MMEA

C H2O
= (1 −w

MEA
)
ρ

MH2O

C CO2
= αC MEA

C = C CO2
+C H2O

+C MEA

kg/m3

ρ = C
i=nc

∑
i=1

Mixi



kg/m3

ρ =
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+ xMEAMMEA

V + (
x
H
2
O
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O

ρ
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2
O
+

x
MEA

MMEA)

ρ
,MEA

xi i ρ ,i

i V

V = (k1 + k2Tc + k3x
sol
MEA + k4(xMEA)

2)xH2O
xMEA ⋅ 10

−3

kg/m3

ρ
,H

2
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= (−5.3270 ⋅ 10−07T̄ 2 − 7.4762 ⋅ 10−04T̄ + 1.0308) ⋅ 103

ρ
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= (−2.5598 ⋅ 10−06T̄ 2 − 1.9691 ⋅ 10−04T̄ + 1.0040) ⋅ 103

k1 =
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sol
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a3 + xsol
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a1 = 0.29

a2 = 0.18 a3 = 0.66
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P

RT
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∑
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Miyi

Pa s

ηi ηy
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ln(η
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H
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ln(η

H
2
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) + ln(ηy)

ln(ηy) = (l1 + l2T̄ + t3T̄
2 + l4xMEA

)x
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x
H
2
O

T̄ ○C

l1 = 8.36 l2 = −4.664 ⋅ 10−2 l3 = 1.6 ⋅ 10−4 l4 = −4.14

η
H
2
O

η
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Pa s

η
H
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= exp(2.303

1.3272(293.0 − T ) − 0.001053(T − 293.0)2

(T − 168.0)
) ⋅ 1.002 ⋅ 10−3

η
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= exp(−3.9356 +
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T − 151.17
) ⋅ 10−3
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+
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=
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ln(HeN2O−MEA) = 3.95 −
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= exp(1.8 ln(α) + k1 +

10

1 + k2 exp (−k3 ln(α))
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k1 = −9155.955T +28.027 k2 = exp(−6146.180T +14.999) k3 = 7527.038T −
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69.6243wMEA
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kJ ○C/kg

C = ∑
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yi
Mi
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ε m3/m3

∆P = C ⋅ 10C u ρ u2h

ε = B ε + ε

ε ε

ε = 2.2(
µ u

gρ d2
)

1/3

+ 1.8(
u2

gd
)

u u m/s ρ ρ

kg/m3 µ Pa/s h

m d m C2 C3 B
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a2Ḡa3)

k a = (b0 + b1T )Ḡ
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E = 1 + tabE(α,T ) ⋅
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(c1 + c2Ḡ + c3Ḡ )
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a3 b0 b1 b2 b3 c0 c1 c2 c3
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−A ĥ (T − T ) −A ĥ (T − T )
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J ,k)+A ĥ (T −T )+Q̇



Fg,in
yi,in
Tg,in

Fl,in
xi,in
Tl,in

Jg/l,i
  g/l

Fg
yi
Tg

Fl
xi
Tl

dz dVg   sur
dVl Tsur

∂P
∂t = 0

dV



dNtot,

dt
= (F + dF ) − F +A ∑

k=1

J ,k

dV

ε
d

dt
(
Ntot,

dV
) =
(F + dF ) − F

dV
+
A

dV
∑
k=1

J ,k

dV = ε dV ε

dV = Adz A

dz → 0 (F+dF ) −FAdz =
∂Fl

A∂z

ε
∂C

∂t
=

∂F

A∂z
+ a ∑

k=1

J ,k

a m2/m3

∂C

∂t = 0
F
A

G

0 =
∂G

∂z
+ a ∑

k=1

J ,k

dV

dNtot,

dt
= (F + dF ) − F −A ∑

k=1

J ,k

dV dV = ε dV dV = Adz

limdz → 0

ε
∂C

∂t
= −

∂F

A∂z
− a ∑

k=1

J ,k

Fg

A Gg

C = P
RT



ε (
1

RT

∂P

∂t
+
P

R

∂( 1
T )

∂t
) = −

∂G

∂z
− a ∑

k=1

J ,k

∂P
∂t = 0

0 = −
∂G

∂z
+ ε

C

T

∂T

∂t
− a ∑

k=1

J ,k

i dV

dN ,i

dt
= (F + dF ) ,i − F ,i +A J ,i

dV dV = ε dV

ε
d

dt
(
N ,i

dV
) =
(F + dF ) ,i − F ,i

dV
+
A

dV
J ,i

dV = Adz limdz → 0

ε
∂C ,i

∂t
=
∂(F xi)

A∂z
+ a J ,i

F
A G

ε (C
∂xi

∂t
+ xi

∂C

∂t
) = G

∂xi

∂z
+ xi

∂G

∂z
+ a J ,i

ε C
∂xi

∂t
= G

∂xi

∂z
− xi(ε

∂C

∂t
−
∂G

∂z
) + a J ,i



ε
∂C

∂t −
∂G
∂z = a ∑k=1 J ,k

ε C
∂xi

∂t
= G

∂xi

∂z
− xia ∑

k=1

J ,k + a J ,i

i dV

dN ,i

dt
= (F + dF ) ,i − F ,i −A J ,i

dV dV = ε dV dV = Adz limdV → 0

ε C
∂yi
∂t
= −G

∂yi
∂z
− yi(ε

∂C

∂t
+
∂G

∂z
) − a J ,i

ε
∂C

∂t = −
∂F
A∂z − a ∑k=1 J ,k

ε C
∂yi
∂t
= −G

∂yi
∂z
+ yia ∑

k=1

J ,k − a J ,i

dV

dU

dt
= (F + dF ) (h + dh) − F h +A ∑

k=1

J ,kh +A q̇ −A q̇



N Cp,l
dTl

dt
+ hl

N

dt
=(F + dF ) (h + dh) − F h

+A ∑
k=1

J ,kh +A q̇ −A q̇

N Cp,l
dTl

dt
=(F + dF ) ((h + dh) − hl)

+A ∑
k=1

J ,k(h − h ) +A q̇ −A q̇

dV dV = ε dV dV = Adz limdz → 0

ε C Cp,l
dTl

dt
= G

dhl

dz
+ a ∑

k=1

J ,k(h − h ) + a q̇ − a q̇

dhl

dz = Cp,l
dTl

dz

ε C Cp,l
dTl

dt
=G Cp,l

dTl

dz
+ a J ,H2O

∆hH2O
+ a J ,MEA∆hMEA

+ a J ,MEA∆hCO2
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Abstract 

The recent years have seen growing attention towards the study of dynamic behavior in post-combustion CO2 capture 
plants using amines, albeit, apparently contesting yet without comparison or critique. This paper reviews what has been 
reported in literature concerning issues pertinent to transient behavior of CO2 capture including interaction with power 
plants. Details of models used, their validation and modeling tools as well as an attempt to piece-out convergent points 
from the various conclusions are given. Knowledge gaps and areas that still need more attention are emphasized. 
 
© 2011 Published by Elsevier Ltd.  
 
Keywords: Dynamic modeling; post-combustion; flexibility; integration; review. 

1. Introduction 

Humanity is facing an inherently paradoxical challenge: meeting the increasing global energy demand 
while simultaneously mitigating climate change. Consequently, there is growing concern across the world 
over rising concentrations of anthropogenic greenhouse gases in the atmosphere, mainly CO2 which is 
considered to be the chief culprit propelling climate change. Fossil fueled power generation, apparently 
indispensable at the moment [5, 6], is the largest source of CO2 emission.  
 
Carbon capture and storage (CCS) is suggested as one of the main options for reducing global CO2 
emissions. However, the design of the existing fossil-fueled power plants was not meant to accommodate 
CCS. For this reason, post-combustion CO2 capture has a significant edge over other alternatives because 
the technology can simply be implemented as an ‘end-of-the-pipe’ retrofit without the need for radical 
changes to existing power plants [7]. As such, the most mature, sufficiently studied and documented 
technology for post-combustion CO2 separation is chemical absorption using amines. However, most of 
these amine-based CO2 capture studies available in literature, be they experimental or validated theoretical 
simulations or modeling, are premised on steady state [8]. 
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Relative to steady state there is a modicum, nevertheless, growing attention towards the study of dynamic 
behavior in CO2 capture over the recent years (being evidenced by an increasing amount of literature on the 
topic), apparently contesting yet without aggregational collation or critique. The aim of this paper is, 
therefore, to give a review of what has been reported in the literature concerning dynamic post-combustion 
CO2 capture as well as pertinent studies on interactions between power plants and CO2 capture plants. The 
main focus is on modeling of the capture plant and the interactions with the power plant are handled as 
external disturbances. 
 
2. Motivation: Dynamic modeling is a practical necessity 

It is becoming increasingly cogent (technically) that post-combustion CO2 capture is heading towards full 
scale. Most probably, this will naturally be followed by subsequent commercialization. However, there is 
no real-world experience with large scale integration with power plants thus far. The extent to which the 
capture plant will affect the flexibility of the power plant is of great interest, especially during transient 
operation.  
 
The absorber/stripper process is fairly complex, characterized by interactive interference between the 
columns. Moreover, incorporation of optimal design and operational improvements of the absorption 
process (e.g. intercooling, lean vapor recompression, multistage stripping) will contribute further to 
inherent complexity. In case of biofuels and coal-based power plants, the condition of the fuel might vary 
during operation implying varying flue gas composition. In addition, the path towards carbon neutral 
energy systems (with the expected growth of renewables and other ´green´ energy sources) will require an 
even higher degree of flexibility 
in fossil-fueled power generation. 
As an illustration, Figure 1 shows 
the expected dynamic interaction 
between conventional power 
generation (coal or gas) and the 
renewable alternatives. Of 
importance to note is that this 
prediction is based on realistic 
simulation of wind and tidal 
output data (from 2007) scaled-
up to meet  the anticipated goal 
of 38% from renewables in the 
UK by 2025 [1]. Obviously, the 
need for an in-depth grasp of the 
power/capture plant’s operational 
flexibility is a palpable necessity 
before full-scale CO2 capture can 
be realized. 

In order to get a full understanding of the transient characteristics of a power plant with CCS, both the 
power plant and capture process should be investigated in a combined dynamic model. The power plant 
steam cycle and CO2 capture unit are integrated [9, 10] and therefore, highly dependent on each other’s 
performance [11, 12]. The transient behavior of the power plants occurring during start-up, shut-down, and 
load variation, are well-known through operational experience. However, there is little knowledge of how 
the absorption process operates during these sequences. Due to chemical reactions occurring in the capture 
process, the dynamic behavior is more complicated compared to that of the power plant (mainly related to 
variations in mass and energy rates). Dynamic simulation will play a pivotal role in identifying any 
operational bottlenecks at transient conditions for the integrated power and CO2 capture plants. 
 

Figure 1: A schematic showing the expected dynamic interaction (speculative) 
between the green energy sources vs coal/gas power generation in 2025. Adapted 
from [1]. 
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3. Modeling of post-combustion CO2 capture using amines 

The conventional CO2 capture loop basically consists of two columns: an absorber and a stripper coupled 
via a heat exchanger, see Figure 4. In principle, the two columns require different conditions (tailored to 
favor either CO2 absorption in the absorber or desorption in the stripper) for optimal operation. The 
chemical solvent is loaded with CO2 in the absorber and then pumped to the desorber where the CO2 will 
be stripped off. A condenser removes water from the gas exiting the stripper, leaving a CO2 product of 
almost 99% purity which is then compressed for transportation. The lean solvent is circulated back to the 
absorber.  
 
The importance and necessity to develop mathematical models that describe the absorption and desorption 
process as accurate as possible can not be overstated. For modeling fluid flow, simple plug flow models are 
widely used for both gas and liquid phase. However, describing mass and heat transfer is seen as a more 
challenging part of model development. Particularly two philosophies are popularly used in literature for 
modeling mass and heat transfer across the 
interphase, namely the two-film theory and the 
penetration theory. It seems the two-film theory 
is more popularly used compared to its 
counterpart. The concept is illustrated in Figure 
2 and shows how CO2 diffuses from the gas bulk 
phase through a gas film, before being absorbed 
at the interface and then diffuses through a 
liquid film to the liquid bulk phase. It is 
assumed that the resistance to mass transfer is 
concentrated entirely in the films adjacent to the 
interphase. In the fluid bulk phases outside the 
films, the level of mixing is assumed to be 
sufficiently high so that there is no composition 
gradient.  
 
Absorption of CO2 by amines involves chemical reactions, and in most cases the chemical reactions are 
fast enough to influence the rate of mass transfer in the films. Thus, mass transport and chemical reaction 
occurs simultaneously giving changes in the concentration gradients. This leads to enhancement of the 
mass transfer which must be described in the model.  
 
Different modeling approaches 
are used to describe and model 
mass and heat transfer in the 
columns. Generally, two 
concepts are commonly used: 
the equilibrium and non-
equilibrium stage models. The 
essence of the equilibrium 
approach is ideal for non-
reactive systems and is based on 
theoretical segments (linked 
through mass and energy 
balance equations) in which the 
liquid and gas are assumed to 
attain equilibrium characterized 
by infinitely fast mass transport. 
The performance of the 
individual stages is then 

Figure 3: Theoretical representation of the different levels of model complexity for one 
segment. Adapted from [2]. The models are labeled 1-5 for convenience in reference, 
especially in Table 1. 

Figure 2: A schematic showing the concept of mass transfer 
model based on the two-film theory. Adapted from [3]. 
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adjusted by means of a tray efficiency factor. All the same, chemical reactions between CO2 and amines 
imply that vapor-liquid equilibrium is rarely attainable in practice. This makes the non-equilibrium (i.e. 
rate-based) approach more appropriate. The gist of this concept takes into account the actual rates of mass 
and heat transfer including chemical reactions. Mass and heat transfer across the interphase can be 
described by the two-film model as explained above. The reaction depends on the kinetics regime, and can 
either be considered instantaneous (equilibrium can be assumed) or kinetically controlled. 
 
Both approaches have varying degrees of complexity largely differentiated by intricacies as illustrated in 
Figure 3, in which the horizontal and vertical axes show increasing complexity for both reaction and mass 
transfer respectively. According to Baur et al [13], it is advisable to employ the rate-based approach when 
dealing with reactive columns. Nevertheless, rigorous dynamic descriptions of industrial gas-liquid 
contactors lead to extended systems of equations difficult to solve reliably and quickly enough. All the 
same, this seems to be less of a hindrance nowadays, thanks to the advances made to the processing speed 
of the modern computers. 
 
4. Characterizing literature on dynamic modeling  
 

4.1. General trends 
   
Until only a few years ago, there has been some appreciable degree of inadvertence regarding dynamic 
modeling in the research of post-combustion CO2 capture by chemical absorption. Generally, the main 
thrust has been directed towards steady state analysis of power plants operating at design conditions (full-
load), and consequently, numerous publications on the topic exist. Nevertheless, steady state analysis does 
not correctly represent neither issues related to daily operations nor the transient behavior of these plants. 
All the same, there seems to be some kind of awakening towards dynamic modeling in recent years as 
depicted in Table 1. This tabulation attempts to categorize the issues addressed in literature regarding 
dynamic modeling. In this case, the main emphasis was directed towards technical aspects of the 
conventional post-combustion CO2 capture by chemical solvents. It seems that there has not been so much 
effort towards dynamic modeling before 2008, albeit a dramatic increase on studies attempting to deal with 
the subject is noticeable.  
 
Of importance to note is that quite a significant number of authors model either the absorber or the stripper 
only, although a greater majority attempts to include both columns in their models. Most of the models 
assume plug flow for both gas and liquid phase, and the modeling approach for describing mass and heat 
transfer as well as the effect of chemical reactions is indicated in the table according to Figure 3. Further 
more, it appears that almost all model validation is based on steady state, save a single attempt by 
Kvamsdal et al [14]. Even so, this effort does not give a complete picture because it deals with the absorber 
section only. Although there is a sizeable, growing and diversified list of tested and tried solvents, 
apparently all modelers have thus far chosen to use MEA for dynamic modeling on post-combustion CO2 
capture. Notwithstanding, the overall basis for evaluating dynamic behavior is quite broad, ranging from 
variations in power plant load to perturbations in reboiler duty including other important aspects like 
disturbances in flue gas composition, flow rates, rich/lean loadings, water balance, etc. It is also interesting 
to note that a variety of modeling tools (MATLAB, gPROMS, Modelica, Aspen Plus, etc) have been used 
for implementation of the developed models. 
 

4.2. Summary of main results based on literature in Table 1 

In this section we seek to discuss the major findings of the articles in Table 1. To start with, it is important 
to note that the basis on which dynamic behavior has been studied by the various researchers is quite 
diverse. In general, the majority of the articles show that there is a time lag between perturbations and 
system response, which needs to be taken care of as the system moves from one steady state to another [15, 
16]. A cross-examination of the results, obtained by different researchers, concerning the capture system’s 
time response suggests that it is strongly influenced by local size and setup.  
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Table 1: An epitomic overview of literature survey on dynamic modeling of post combustion CO2 capture. All researchers in 
this table used MEA as the chemical solvent. 

Reference 
& 

(Year of 
publication) 

Modeled 
Section 

(Absorber or 
Desorber) 

Data used for 
Validation 

Level of Complexity & 
Modeling Tool 

Basis for 
Evaluating 
Dynamic 
Behavior 

Steady 
State 

Dynamic 
State Level (Figure 3) Model 

Implementation Tool 
Noorlisa et al [8]  
(2010)   Both x - 4 gPROMS  flue gas flow rate 

Ziaii  et al  [20]  
(2009)   Both - - 5 MATLAB  reboiler duty  

 rich solvent load 

Ziaii et al [21]  
(2009)   desorber - - 5 Aspen Custom 

Modeller 

 reboiler duty 
 rich stream flow 
rate  

Ziaii et al [22]  
(2011)   Both - - not specified Aspen Custom 

Modeller 
 partial boiler load 
 partial steam load 

Sanoja et al [16]  
(2010)   absorber x - 4 MATLAB  power plant load 

Prölß et al [23]  
(2011)   Both - - 4 Modelica  flue gas flow rate 

Gáspár and 
Cormos [19] 
(2011) 

Both x - 4 MATLAB  
& Simulink 

 changing power 
plant load 
 decreasing rich 
stream temperature 

Lawal et al [15]  
(2010)   Both x - 5 gPROMS 

 water balance 
 flue gas flow rate 
 reboiler duty 
 flue gas 
composition 

Lawal et al [24]  
(2011)   Both x - not specified gPROMS  flue gas 

composition 
Lawal et al [17]  
(2009)   Both x - 5 gPROMS  power plant load 

 reboiler duty 
Lawal et al [25]  
(2010)   Both x - 3 gPROMS  power plant load 

 CO2 capture level 
Lawal et al [18]  
(2009)   absorber x - 2 & 5  Aspen Plus  power plant load 

 lean loading 
Greer et al [26]  
(2010)   desorber x - not specified MATLAB  flue gas 

composition 
Kvamsdal et al 
[27]  (2009)   absorber x - 4 gPROMS  L/G ratio 

Kvamsdal  et al 
[14] (2011)   absorber x X 4 MATLAB 

 L/G ratio 
 flue gas 
composition 

Greer, T [28]  
(2008)   Both x - 4 MATLAB 

 perturbations in 
model parameters 
& inputs 

 
Noorlisa et al [8] generally concluded that the partial reduction of the flue gas load significantly affects 
absorber/stripper performance. This is further supported by Lawal et al [17, 18], in which it is shown that 
absorber operation is more sensitive to perturbations in L/G ratio compared to individual liquid or gas flow 
rates while the regenerator performance is quite sensitive to disturbances in the reboiler duty.  
 
However, findings by Gáspár and Cormos [19] suggest that the capture unit has even higher sensitivity to 
changes in the desorber feed stream temperature compared to the L/G ratio. Along the same line of 
thought, the studies by Ziaii et al [20, 21] suggest that the liquid residence time in the reboiler at the final 
steady state condition could be the dominant factor in the response time of the stripping section. In another 
study, Ziaii et al [22] found that for reboiler steam partial load, a linear relationship exists between 
optimum solvent rate and reboiler steam rate.  
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In a separate study, Lawal et al [25] extended their effort to include two dynamic case studies in which 
they surmise that the CO2 capture section has a slower response compared to the power plant. It is further 
discussed how CO2 capture level affects the power plant output together with the associated difficulties in 
achieving a steady power output quickly.  
 
It can generally be said that the work done thus far regarding characterization of amine-based post-
combustion of CO2 capture in the dynamic mode is still largely an incongruous mixture of indeterminate 
conclusions. As such, it is still inherently difficult to affirmatively piece-out the puzzle regarding dynamic 
behavior of a CO2 capture unit. Resultantly, clear strategy on how to handle the CO2 capture unit in 
transient mode is still lacking although the technology seems to be moving towards full-scale. This is 
further compounded by the fact that the existing motley of conclusions is all essentially based on steady 
state validation. In other words, the present knowledge regarding dynamic behavior of CO2 capture is 
incomplete both theoretically and in practice. The obvious implication is that this might slow down 
implementation of CCS if left unaddressed until full-scale. 
 

4.3. Other issues discussed  within dynamic behavior 

Some of the works (in Table 1) extended their studies to include a variety of other issues. For example, 
Ziaii et al  [21] attempted to address how flexibility in both power and CO2 capture plants can improve 
operating profits by facilitating the operators to examine the balance between power output and pricing as 
determined by market conditions. In this regard, the authors essentially emphasize the fact that sound 
knowledge on the dynamic behavior is crucial in order to determine optimal loads as well as when and how 
to operate CO2 capture lucratively on hourly basis. The success of such an approach is closely linked to a 
clear understanding of how dynamic optimal operation of the capture plant works. 
 
At a technical level, Lawal et al [17] compare the equilibrium and rate-based approaches in modeling the 
absorber dynamically. As one would expect, it was concluded that the rate-based approach yields better 
predications compare to its equilibrium-based counter part. Besides discussing the technical dynamic 
behavior of the absorber section Kvamsdal et al [14] went further to investigate the effect on the overall 
performance of the model, by substituting different parameter-correlations available from various sources 
in literature. Important observations and indications are noted in their analysis; notwithstanding, the fact 
that this work was confined to the absorber section only makes the associated conclusions difficult to 
generalize.  
 
5. Interaction between the power plants and CO2-capture plants 

CCS in general gives rise to an energy penalty which decreases the net efficiency of the power plant [29]. 
The sources leading to energy penalty are largely constituted by heat supply to the desorber reboiler (steam 
taken directly from the power cycle), shaft power to compression of CO2 and other electric power 
consumers like pumps, blowers etc [10]. However, CO2 separation (reboiler duty) is energy intensive, 
responsible for the largest (relative) energy penalty [7, 30]. A simplified diagram showing how the two 
plants interact with each other is given in Figure 4. 

In comparative terms, efficiency has become the dominant issue when designing and selecting power 
plants with CO2 capture. Other aspects, like reliability and operability, have been given less importance, if 
any at all, in literature. This section focuses on studies pertinent to the transient interaction between the 
power plant and the post-combustion CO2 capture plant. As such, direct relevance to the integrated 
flexibility of both the power and capture plants has been of prime interest in this case. Due to the 
integration of power plant steam cycle with desorber reboiler in the capture plant, these units are highly 
dependent on each others performance and should be investigated in a fully combined dynamic model to 
identify any operational bottlenecks at transient condition. However, most of these studies assume steady 
state and full-load design, albeit, covering a diversity of investigations ranging from power plant types, 
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usage of different grades and quality of fuels [5] to a variety of solvents. Resultantly, generalization and 
application of results is thus largely subject to considerable limitations. 

 

 
 
 
A study by Alie et al [31] focuses on the operability of power plants with CCS and highlights how 
flexibility is critical to integral operability. The article takes note of the inroad studies addressing issues 
related to flexibility, controllability, start-up, shut down and other aspects characteristic to the transient 
mode exist, albeit, techniques used are basically theoretical methodologies and experience-based 
approaches.  
 
Sanpasertparnich et al [10] studied how various important parameters in the power plant, CO2 capture plant 
and compression unit affects the coal-fired power plant performance. Focus is not only on full load, but 
also on the impact of part load. Their conclusions suggest that CO2 capture efficiency yielding to optimal 
energy penalty is independent of type of coal studied and steam extraction location. 
 
Generally, the closest various researchers have come to address the issue of integrated flexibility of power 
and capture plants is based on part load studies. Even so, steady state is assumed at partial load.  Efforts to 
study what goes on as the system moves from one steady state to another seem to be lacking still. In this 
regard,  Chalmers and Gibbins [11] highlights the need for some comprehensive understanding of the 
potential impacts of post-combustion capture on dynamic performance of the power plant to be able to 
optimize the process during varying operation. Identifying potential improvements to plant dynamic 
performance is important, since this may improve the power plant’s economics [32]. 
 

Figure 4: Simplified diagram to illustrate the integration of a natural gas power plant and a CO2-capture plant. 
Adapted from [4] with modifications. 
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6. Conclusions 

There is in general a notable awakening and multifaceted activity towards dynamic modeling of post-
combustion CO2 capture using amines. However, one problem is visibly salient: lack of dynamic data to 
validate the developed models. As such, the majority of the models is validated against steady state data 
and based on one solvent, MEA. Attempts to assess flexible integration of power plants and CO2 capture 
plants are basically based on part load, however, still assuming steady state. 
 
Another outstanding feature that traverses literature analyzed in this work is that dynamically validated 
models are critical towards comprehension of the potential impacts of post-combustion capture on net 
flexible performance of integrated power/capture plants. Moreover, it is now technically cogent that post-
combustion CO2 capture is heading towards full scale and subsequent commercialization. However, the 
path towards synergistic and interactive hybridization of fossil-fueled power generation with intermittent 
‘green’ energy sources will undoubtedly exert an even higher demand for dynamic flexibility on integrated 
power/CCS plants.  
 
To the contrary, dynamic flexibility of integrated plants is still not sufficiently studied, since efforts on this 
topic (so far) are still largely theoretical and just based on experience to some extent. Moreover, the ability 
to predict accurately potential improvements and optimization of integrated dynamic performance can 
provide real economic benefits. Dynamic modeling naturally gives detailed foresight that is fundamental to 
the establishment of proper regulation as well as control and procedural strategies even as early as plant 
design stage.  
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Abstract 

In this work, a system of unit operations is modeled and implemented in MATLAB for dynamic 
simulation of the regeneration part of the CO2 capture process. The system consists of a stripper, a 
reboiler and a condenser, and it is solved by a simultaneous equation based method. The method proves to 
be suitable for solving the regeneration part of the CO2 capture process and it shows numerically stable 
behavior in general. Further, two dynamic simulation cases are carried out and compared to steady state 
simulation results from CO2SIM. The dynamic simulation results show reasonably good agreement with 
steady state simulations, even though a very simplified flash tank model is used for simulation of reboiler 
and condenser and a simplified thermodynamic model is applied compared to the more robust CO2SIM 
model. Due to lack of dynamic pilot data, validation of the dynamic regeneration model has been difficult 
at this point. However, this is necessary for a thorough validation of the model for transient conditions.  
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1. Introduction 

It is difficult to foresee dynamic behavior of complex chemical processes, especially integrated 
processes such as that of a CO2 capture process located downstream a power plant process. Steady state 
modeling and simulation has been widely applied for various studies of capture processes for several 
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years, but recently there has also been a growing interest for dynamic modeling and simulation. Dynamic 
modeling and simulation will help us to understand the transient behavior and the interactions of complex 
chemical processes in a much more efficiently manner.  

However, dynamic modeling is more challenging compared to steady state modeling, both with respect 
to numerics and determining the model parameters. While steady-state models are described by a set of 
algebraic equations (considered that any spatial domain is discretized), the dynamic models will consist of 
a set of differential and algebraic equations. Furthermore, compared to steady state simulations, additional 
properties and parameters are necessary to describe the transient behavior of a system. These additional 
properties describe the gas and liquid hold-up, in addition to the capacitance of the process equipment. 
The mass transfer rate equations are described as empirical correlations of the process states. Some of the 
model parameters used in steady state simulators can often be regarded as constant and independent of 
any state. This is a reasonable assumption when the states do not change much throughout the process or 
process unit. However, these states can vary considerably during a course of dynamic simulation. Another 
difference from steady state modeling and a possible benefit is that the dynamic effects we are studying 
may not require the same level of model complexity. However, yet this remains to be explored in detail 
for post-combustion type of CO2 capture using amine solvents.  

A dynamic column model has previously been developed at NTNU and SINTEF. The column model 
was validated for absorber mode using the corresponding steady state column unit in CO2SIM (an in-
house simulator developed at SINTEF and NTNU), and it was verified that the dynamic model at steady 
state gives similar results to the rigorous steady state model. This ensures that the model is implemented 
correctly, based on the given assumptions. The dynamic column model was further compared transient 
performance data obtained in the absorber of the VOCC pilot rig at NTNU and SINTEF. Some results are 
shown in Tobiesen et al. (2011) [1].  

For the present paper a simulation study has been performed to test the dynamic performance of the 
CO2 regeneration process. The same column model validated for the absorber is extended with simplified 
models for the condenser and the reboiler to simulate the regeneration process. Two test cases with 
variations in the inlet stream to the stripper are simulated, and steady state simulations in CO2SIM have 
been carried out to validate the dynamic model in steady state mode. However, dynamic pilot data from 
the regeneration part of the process is very limited and not available in the literature. Thus dynamic model 
validation is very difficult at the moment. 
 

Nomenclature 

 

a Hydraulic interfacial area of wetted packing [m2/m3] 

C Molar concentration [kmol/m3] 

Cp Specific heat capacity [kJ/kmol K] 

F Molar flow rate [kmol/s] 

h Heat transfer coefficient [W/m2  K] 

H Heat of reaction [kJ/kmol] 

k’ Interfacial mass transfer coefficient [kmol/m2  kPa s] 

K Phase equilibrium constant 
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L Height of packing [m] 

N Interfacial molar flux [kmol/m2  s] 

nc Number of components  

n  Total molar hold-up [kmol/h] 

P Pressure [kPa] 

R Universal gas constant [kJ/kmol K] 

T Temperature [K] 

t Time [s] 

u Velocity [m/s] 

x Mole fraction in liquid phase [-] 

y Mole fraction in gas phase [-] 

z Axial distance for packing [m] 

 Gas or liquid hold-up [-] 

 Molar flux [kmol/m2 s] 

Subscripts 

eq Equilibrium 

i Component number 

in Inlet 

L,G Liquid or gas phase 

n Normalized 

ref Reference 
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2. Implementation 

2.1. Dynamic model equations 

The regeneration section modeled here consists of a packed column, a reboiler and a condenser as 
illustrated in Figure 1. 

 

Fig. 1. Flow sheet of the simulated regeneration part of the CO2 capture plant. 

 

The model for the dynamic packed column is based on the following model equations: 
 

Gas phase equations  Boundary conditions at zn=0 
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G G/ ( )C P RT  (7)  
' eq

i g i iN k P P (8)  

n /z z L (9)  
 
The details on the development of the dynamic packed column model are described by Tobiesen et al. 

(2011) [1] and Kvamsdal et al (2009) [2].  
Both the reboiler and the condenser are simulated as dynamic flash tanks and the flash tank model is 

based on the differential algebraic equations presented below. 
 

,
d   
d

i
in in i G i L i

n F x F y F x
t

 (10) 

0               i G i L in n y n x  (11) 
 i i iy K x  (12) 

1

0 1 j
j

y  (13) 

 
Phase equilibrium is assumed in this model, and the equilibrium constants are constant for 

simplification. The first equation (10) gives nc number of equations from which the total component 
hold-up in both liquid and gas (ni) is calculated. Equation 11 and 12 gives the molar fractions in the liquid 
(xi) and vapor phase (yi), respectively. The last equation (13) gives the thermodynamic pressure in the 
flash tank. Included in the flash tank model is also a valve on the vapor side as well as a level controller at 
the liquid side. The level controller is modeled as a P-controller. The temperature in the flash tank is 
assumed to be constant.  

All independent variables are normalized to increase robustness, both in the packed column model and 
the flash tank model.  

2.2. Numerical solution 

The column model contains partial differential equations (PDEs). This requires discretization with 
regard to the axial direction (column height), and the method of orthogonal collocation is used for this 
purpose. The discretized PDEs are in this way transformed into a system of ordinary differential 
equations and algebraic equation (DAE) with time as the independent variable. The flash tank model does 
not contain any spatial variables, thus this model is already described by a system of DAEs and does not 
need any similar pre-treatment. 

The numerical method for solving the model equations is a simultaneous equation based method. Here, 
this means that the model equations for all three process units (stripper, condenser, and reboiler) are 
solved simultaneously by the same integration routine in MATLAB (ode15s).  

 

3. Simulation results and steady state model verification 

Two test cases are simulated by the dynamic regeneration model in order to study the dynamic 
behavior of the regeneration process when two different types of disturbances are introduced. In case 1, 
the effect of changes in inlet liquid flow rate is studied, while as in case 2, the CO2 loading in the rich 
solvent entering the stripper was varied. In both cases the dynamic simulations were performed until a 
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new steady state conditions was reached and the results are compared to steady state simulation results 
from CO2SIM.   

3.1. Case 1 

In the first case the flow rate of rich solvent entering the stripper column is increased by 10 % during 
60s. Results from the dynamic MATLAB model together with steady state CO2SIM results are presented 
in the following figures. The superficial liquid velocity profile through the column for some points in time 
is shown in Figure 2 (a), while the corresponding steady state CO2SIM results (for the base case liquid 
flow rate and for 10% increase in liquid flow rate) are shown in Figure 2 (b). The effect of increasing 
liquid flow rate on the liquid temperature and CO2 loading profiles for some points in time are shown in 
Figures 3 (a) and (b), respectively. There is only a slight effect observed on temperatures and CO2 loading 
profiles when liquid flow rate is increased by 10 %. Similar results were observed with the steady state 
CO2SIM model and this is in accordance with the equilibrium profile, which is likely very flat for the 
specific flow rates.  

 

 

Fig. 2. (a) Superficial liquid velocity in dynamic MATLAB model and (b) superficial liquid velocity in steady state CO2SIM model 

 

Fig. 3. (a) Liquid temperature profile and (b) CO2 loading profile in dynamic MATLAB model. 

(a)

(b) (a) 

(b) 
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3.2. Case 2 

In the second case, the loading of the rich solvent entering the stripper is decreased by 10% during 60s. 
Results from the dynamic MATLAB model together with steady state CO2SIM results are presented in 
the following figures. The effects of the loading decrease of the entering solvent on the superficial liquid 
velocity and the liquid temperature profiles are shown for some points in time in Figures 4 (a) and (b), 
respectively. The new steady state condition is reached after about 10 minutes. Figure 5 (a) shows the 
CO2 loading profile through the stripper column for some points in time as the loading of entering solvent 
is decreased, while Figure 5 (a) shows the corresponding steady state CO2SIM results (for the base case 
solvent loading and for 10% decrease in loading of entering solvent). The profile predicted by the 
dynamic MATLAB model seems slightly more non-linear than the profile predicted by the CO2SIM 
model, and the observed difference is caused by a slight difference in the packed column model and 
thermodynamic model. However, the dynamic and steady state results show good agreement. 

 

 

Fig. 4. (a) Superficial liquid velocity profile and (b) liquid temperature profile in dynamic MATLAB model 

 

Fig. 5. (a) CO2 loading profile in dynamic MATLAB model and (b) CO2 loading profile in steady state CO2SIM model 

 

(a) (b) 

(a) (b) 
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4. Conclusion 

In this work, a dynamic model of the regeneration part of the CO2 capture process is developed in 
MATLAB for transient modeling of CO2 desorption. The model consists of a packed column, a reboiler 
and a condenser, and the complete system of equations is solved by a simultaneous equation based 
method. Steady state model verification towards CO2SIM steady state simulations has been presented 
with two examples of usage. The simultaneous equation based method shows numerically stable behavior 
for the regeneration section of the CO2 capture process, and the dynamic simulations at steady state gives 
similar results to the steady state simulations in CO2SIM. In future work a more accurate dynamic flash 
tank model will be developed for the reboiler and condenser in the regeneration process. The improved 
flash tank model will include an equilibrium model predicting phase equilibrium constants as well as 
differential model equations representing the energy balances to allow calculation of actual flash 
temperature. A thorough validation towards dynamic pilot data will also be presented.  
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Abstract 

This paper describes in detail the numerical solution of a dynamic process developed for post-combustion absorption 
based CO2 capture. The method used in this work is sequential modular integration. This means that each process unit 
is modeled and integrated individually while co-ordination algorithms are developed to synchronize process units in 
time and provide input between connecting units. A pressure-flow interaction algorithm (p-f network solver) is also 
developed to provide estimates of downstream pressures for each unit. This is required in order to calculate the outlet 
flow from the units. The complete process plant model is developed to enable simulation of the post-combustion CO2 
capture process at power plant load variations. Two examples of load variations are presented in this paper. 
 
 
 
© 2013 The Authors. Published by Elsevier  Ltd.  
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1. Introduction 

We are now moving towards realization of full-scale CO2 removal plants for power generation. 
However, varying electricity demand caused by seasonal variations in ambient conditions during a year 
will force a more flexible operation of the fossil fueled power stations. In fact power plants may also 
change load quite frequently to cope with changing demand on a daily basis. Together with the increasing 
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use of renewable sources, this will require an even higher degree of flexibility in fossil-fueled power 
generation. 

It is difficult to predict dynamic behavior of chemical processes, especially for complex processes such 
as an integrated CO2 capture process downstream a power plant process. Dynamic simulation is a valuable 
tool to study and identify possible challenges related to daily operation, and identify any negative effects 
and potential operational bottlenecks for the integrated power- and CO2 capture process at transient 
conditions.  

The purpose of the present work has been to develop and demonstrate a dynamic process model for 
simulation of a simplified post-combustion absorption based CO2 capture process at varying process 
conditions. 
 

Nomenclature 

 

Cv Valve constant [kg/s (Pa)] 

f(u) Manipulating variable 

W Mass flow rate [kg/s] 

P Pressure [Pa] 

t Time [s] 

Th Global time step [s] 

 Directionality (+1/-1) 

 Volume multiplied with density pressure differential [kg/Pa] 

 

Subscripts 

i,j Node index 

k Time index 

2. Sequential modular integration 

The sequential modular based method (modular integration) implies that the process is divided into 
sub-systems which typically represent process units and all sub-systems are integrated individually. An 
overall process plant model is used to handle communication between connecting units and synchronizing 
them in time. The process plant model will treat each process unit as a “black box” that produces output 
given input.  

The total simulation window is divided into time intervals and ccouplings between units occur only at 
the end of each time interval. The unit’s external variables of entering mass flows and downstream 
pressures need to be described as functions of time, such as polynomials. 

The sequential modular based method offer the possibility of computational speed through parallel 
processing of the individual process units. An additional advantage is the possibility of tailoring the 
integration algorithm to each process unit and its dynamic behaviour, which offers desirable convergence 
and stability properties. Specifying initial conditions that satisfy the system of equations for each process 
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unit is also easier compared to specifying consistent initial conditions for the simultaneously solved 
complete process model [1]. 

2.1. Process unit modeling 

In order to demonstrate modular integration and the pressure-flow network solver, a simplified model 
of the CO2 absorption process (indicated by the grey-shaded units shown in Figure 1) is considered here. 
This means that the cross heat-exchanger and pumps are treated as black boxes in the simulations 
implying that the solvent temperatures and pressures at the inlet of both the absorber and the stripper are 
fixed. The absorber model is based on the column model described by Kvamsdal et al [2]. The 
regeneration part of the CO2 capture process is here treated as one unit which consists of a packed 
column, a reboiler and a condenser, and the complete model is described in detail by Enaasen et al (2012) 
[3]. A simplified flash tank model with fixed temperature and equilibrium constants is used for simulation 
of reboiler and condenser in the regeneration part.  

 
Fig. 1. Flowsheet of the simulated process 

2.2. Coordination algorithms 

The sequential modular based method requires additional coordination algorithms to handle 
information flow between units and a pressure-flow network solver, which predicts downstream 
pressures.  

The co-ordination algorithm should also keep the various process units synchronized in time and it 
should be able to handle recirculation loops. The simulation window is divided into time intervals (with 
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time step Th), and couplings between units is allowed at the end of each time interval. Thus, input 
variables to each unit such as flow rate, pressure, temperature and composition are updated at the end of 
each time step as a function of time based on their respective gradients during the current time interval. 
Recirculation loops must be iterated, and a direct substitution method is used for this purpose. 

2.3. Pressure-flow network solver 

Since outlet flow from a process unit is pressure driven, the downstream pressures must also be 
provided to each unit. Hence, pressure-flow interaction loops exist between the connected process units. 
These loops may be solved by an iterative procedure on the modular integration level. Alternatively, by 
decoupling the problem in two levels (one for fast pressure dynamics and one for slow dynamics) the 
loops can be solved by a pressure-flow interaction algorithm (p-f network solver) on flowsheet level 
without or with minimum iteration. Pressure predictions will subsequently be used as input to the modular 
integration level. 

The overall process can be described by unidirectional graphs where the vertices are nodes 
representing the units and the connections represent streams between units in which the pressure can 
propagate from one unit to another. The Wij represent the mass flow rate from unit i to unit j (see Figure 
2). As the graph is undirected it implies that Wij = Wji. 

 

 

Fig. 2. Illustration of units and connections in the pressure-flow network solver 

The flow between nodes i and j may be given by a model similar to the valve equation: 
 

ij v i jW C f u P P  (1) 

Also compressors and pumps may be represented by similar equations, where the flow rate is 
calculated from the work input and the pressures.  

The model of pressure change in node i is given by 

1 n
i

ij ij
ji

dP W
dt

 (2) 

where  takes care of directionality by being +1 when directed to node i from node j, and -1 when  
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directed from node i to node j, or otherwise 0. The parameter  is given by  

i
i i

i

V
P

 (3) 

and can be considered a constant in this context. 
Based on the present situation of mass flow rates, it is desired to predict how the pressure will evolve 

in each unit. A linearization of the pressure model is made by linearizing the valve equation (1) around 
time tk: 

1 1 1

j i

n n n
ij ij jki i

ij ij ij k ij k
j j ji i i i jP P

W W dPdP dPW t t t t
dt P dt P dt

 (4) 

Applying the time horizon concept and introducing Th being the global time step Th = tk+1-tk and 
converting to matrix form: 

1 1
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which by implicit Euler integration yields: 

1 1
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T T
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This is solved as a linear system Ax = b without iterations. 
 
For typical process plant simulations the assumption of a fast propagating pressure change is 

reasonable. As the changes in composition due to chemical reaction, separation and phase separation 
happen on a large time scale in comparison with the pressure change, the pressure propagation in the 
process units can be described as a pseudo steady-state process [4]. By removing this fast mode of the 
model, the stiffness of solving the collection of sub-problems in the network solver is simplified. 

3. Results 

Two examples of load variations are simulated. In the first case, the feed gas flow rate to the absorber 
column is increased by 10%, while as in the second case, the CO2 composition in the feed gas to the 
absorber is decreased by 10%. The time interval (Th) used in these simulations is 10 seconds. 

3.1. Increase in feed gas flow rate 

The feed gas flow rate is increased by 10% in one single step change. Figure 2 and 3, shows the 
loading in the rich solvent exiting the absorber and the lean solvent exiting the regeneration unit, 
respectively, both as functions of time. The rich loading is increasing as the gas load to the absorber is 
increased, and the lean loading is increasing as well when rich loading is increased. The effect on lean 
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loading is however very small and this is partly caused by the simplified flash tank model used in the 
model of the reboiler in the regeneration section. However, a time delay in mass transportation from the 
absorber column to the stripper column is observed, since the loading in the solvent exiting the stripper 
remains constant for about 200 seconds after the disturbance is introduced. This is an effect of the process 
unit’s capacitance, and it demonstrates the importance of including correct equipment sizing in dynamic 
modeling. 

 

Fig. 3. Loading in rich solvent exiting the absorber as a function of time 

 

Fig. 4. Loading in lean solvent exiting the stripper as a function of time 
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3.2. Decrease in CO2 load in the feed gas 

In the second case, the CO2 concentration in the feed gas to the absorber is decreased by 10 %. The 
rich and lean loading in this case is presented as functions of time in Figure 4 and 5. In this case the rich 
loading is decreasing as CO2 concentration in the feed gas is decreased, and the same effect is observed in 
the loading of the lean solvent exiting the stripper. The effect on lean loading is however very small also 
in this case.  

 

Fig. 5. Loading in rich solvent exiting the absorber as function of time 

 

Fig. 6. Loading in lean solvent exiting the stripper as function of time 
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4. Conclusions 

Modular integration is investigated as a numerical solution strategy for simulation of post-combustion 
CO2 capture processes. The method proves to offer desirable convergence and stability properties for a 
simplified plant model consisting of an absorber model and a regeneration model. In future work, a more 
accurate dynamic flash tank model will be developed and implemented in the unit model of the 
regeneration section. This model will include differential equations representing the energy balances 
which will allow variations in the flash temperature, in addition to an equilibrium model predicting actual 
equilibrium constants. A cross heat-exchanger will also be included in the overall process model in order 
to enable studies of transient behaviour in a more realistic manner where also liquid temperatures in the 
inlet streams to the columns are allowed to vary.   

Acknowledgements 

"This publication has been produced with support from the BIGCCS Centre, performed under the 
Norwegian research program Centres for Environment-friendly Energy Research (FME). The authors 
acknowledge the following partners for their contributions: Aker Solutions, ConocoPhilips, Det Norske 
Veritas, Gassco, Hydro, Shell, Statkraft, Statoil, TOTAL, GDF SUEZ and the Research Council of 
Norway (193816/S60)."  

References 

[1] Brosilow CB, Liu Y-C, Cook J, Klatt J. Modular integration methods for simulation of large dynamic systems. Modeling, 
Identification and control 1985; 6(3):153-179. 

[2] Kvamsdal HM, Jakobsen JP, Hoff KA. Dynamic modeling and simulation of CO2 absorber column for post-combustion CO2 
capture. Chemical Engineering and Processing 2009; 48(1):135–144. 

[3] Enaasen N, Tobiesen A, Kvamsdal HM, Hillestad M. Dynamic modeling of the solvent regeneration part of a CO2 capture 
plant. To be presented at GHGT-11, November 18th-22nd 2012 and published in Energy Procedia. 

[4] Hillestad M, Hertzberg T. Dynamic simulation of chemical engineering systems by the sequential modular approach. 
Computers & Chemical Engineering 1986; 10(4):377-388. 
 







 Energy Procedia   63  ( 2014 )  1040 – 1054 

Available online at www.sciencedirect.com

ScienceDirect

1876-6102 © 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of the Organizing Committee of GHGT-12
doi: 10.1016/j.egypro.2014.11.111 

GHGT-12 

Validation of a Dynamic Model of the Brindisi Pilot Plant 

Nina Enaasena*, Luigi Zangrillib, Angela Mangiaracinac, Thor Mejdelld,  
Hanne M. Kvamsdald, Magne Hillestada 

aDepartment of Chemical Engineering, NTNU, Sem Sælandsvei 4, N-7491 Trondheim, Norway 
 

bENEL Engineering and Research Division, Loc. Cerano – Litoranea Salentina Brindisi, 72020 Tuturano, Italy  
 

cENEL Engineering and Research Division, Via Andrea Pisano 120, 56122 Pisa, Italy 
 

dDepartment of CO2 Capture Process Technology, SINTEF Materials and Chemistry, Post Office Box 4760,  
Sluppen, N-7465 Trondheim, Norway 

Abstract 

In this work, a dynamic model of the Brindisi CO2 capture pilot plant is implemented in K-spice general simulation tool. The 
model is used to simulate relevant step changes performed during a pilot plant campaign conducted in the EU project Octavius in 
May and June 2013. Model results are compared to dynamic pilot plant data and it shows good transient agreement to the 
experimental results. The model is therefore able to capture the main process dynamics. An offset is, however, observed in some 
cases, especially during the initial simulation time. This is most likely caused by the fact that the model was given a steady state 
starting point, while the pilot plant was not necessarily completely at steady state when the step change was introduced. It is 
challenging to ensure steady state conditions prior to dynamic tests in a pilot plant, especially for one that is connected to a real 
power production unit as this one. Power production variations will act as disturbances to the capture unit, and due to slow 
transients in the solvent inventory of the capture unit, it will take several hours to ensure steady state conditions with stable inlet 
flue gas conditions.   
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1. Introduction 

CO2 capture and storage (CCS) applied to fossil fuel fired power plants is a promising technical solution to 
reduce anthropogenic carbon emissions and mitigate global warming. Post combustion CO2 capture using amine 
absorption is considered one of the most mature techniques to achieve the targets of carbon emission reduction [1]. 
Integration of a CO2 absorption unit with a power station results in a complex overall process that may lead to 
operational challenges, thus research on CO2 absorption dynamics has gained increasing interest the recent years [2]. 
The capture process has to be able to follow frequent and fast load changes without sacrificing the performance of 
the power station.  

Dynamic modelling and simulation has also been recognized as a useful tool to study the transient performance 
of the CO2 capture unit during power plant load variations [3]. Simulation studies will improve the general 
understanding of process dynamics of the CO2 absorption process, ease challenges concerning process scale-up and 
possibly identify operational bottlenecks at an early stage before full-scale capture plants are realized.  

In this work, a system of unit operations representing the Brindisi pilot plant has been implemented in K-Spice 
general simulation tool provided by Kongsberg Oil & Gas Technologies. In order to ensure the validity of the 
dynamic model, a thorough validation using proper dynamic pilot plant data is performed. Several simulation cases 
with varying flue gas flow rate, solvent flow rate and steam flow rate has been performed and the resulting transient 
responses has been compared to pilot plant data from experiments conducted in the Brindisi pilot plant.  
 
Nomenclature 

 CO2 loading 
ai,bi,ci Constants 
E Enhancement factor 
Ffluegas Flue gas flow rate [Nm3/h] 
Gg Gas mass flux [kg/s m2] 
Gl Liquid mass flux [kg/s m2] 
kla Gas mass transfer coefficient [kmol/m3 kPa s] 
kga Liquid mass transfer coefficient [kmol/m3 kPa s] 
tab1 Table value 
tab2 Table value 
T Temperature [K] 

Pabs  Absorber pressure drop [mbar] 

 

2. The Brindisi pilot plant 

A fully instrumented post-combustion CO2 absorption pilot plant based on amines has been realized by ENEL in 
Brindisi, Italy. The goal was to gain experience in CO2 capture unit design and operation. The capture plant is 
attached to a full scale coal fired power plant and both units are operated by ENEL. The capture plant is designed for 
10 000 Nm3/h flue gas, capturing about 2.0 ton/h of CO2. The absorber and stripper columns contain Mellapak 
M250X structured packing of 22 meter and random packing of 11 meter, respectively. 

In the EU project Octavius a pilot plant campaign was conducted in May and June 2013 using 30 wt% 
monoethanolamine (MEA) as solvent. As part of the campaign various transient tests with step-wise changes in 
different operational parameters such as flue gas flow rate, reboiler duty and solvent flow rate has been performed, 
while the responses and performance of the capture plant has been monitored and logged every minute. The flue gas 
flow rate was not measured directly, but is estimated based on measured pressure drop in the absorber column using 
the following equation: 
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     0.4914
fluegas abs3140.3 F P      (1) 

Solvent samples were also withdrawn frequently and analyzed to determine amine concentration and CO2 
loading. The pilot plant was operated with the minimum solvent hold-up of about 61 m3 in order to get a faster 
response after step-changes were imposed. 

 

3. Dynamic process model 

A system of unit operations representing the Brindisi pilot plant has been implemented in the K-Spice general 
dynamic simulation tool. A control scheme corresponding to the control structure found in the Brindisi pilot plant is 
also applied. The process flow sheet is shown in Figure 1. 

Thermodynamic data for the specific system in study are provided from interpolation of data tables generated by 
MultiFlash provided by InfoChem ltd. A total of 3 thermodynamic tables were generated; separate tables for the 
solvent system tuned for both absorber and desorber conditions, along with a water/steam table for the reboiler.  

The thermodynamic tables are only valid for physical equilibrium between two or more phases which means that 
the chemical reaction between CO2 and MEA is not accounted for. An add-on reaction set module (ChemAbsorption 
module) is used to compensate for the MEA-CO2 reaction. This module acts as a secondary look-up table for the 
MEA-CO2 equilibrium and the chemistry of the absorption process is configured separately within this module. A 
single gas component is configured with a single liquid absorbent, thus CO2 exists as two components in the model; 
gas phase CO2 and absorbed CO2. The module contains correlations that calculate mass transfer for gas component 
to liquid absorbent and interfacial mass fluxes with an enhancement factor that compensates for the chemical 
reaction. This corresponds to a rate based approach for calculation of mass transfer.  

The mass and heat transfer is characterized by the following properties: 
• Chemical equilibrium 
• Heat of reaction 
• Mass transfer coefficients and enhancement factor 
Information about these properties is provided as tables and correlations in the ChemAbsorption module for 

various temperatures and absorbent loadings. The tables and correlation constants were generated from SINTEF's 
CO2SIM software. A figure that illustrates the table information for equilibrium pressure of CO2 at various 
temperatures and loadings is included in Figure 2. Isotherms are provided for 20 °C to 140 °C with 20 °C interval.  

The liquid mass transfer coefficient (kla) and the enhancement factor (E) are in addition correlated to gas and 
liquid mass flux through the column. The gas mass transfer coefficient (kga) is given as a correlation of gas and 
liquid mass flux only.  

 
       (2) 

 
         (3) 

 
                 (4) 

 
 

A set of packing sections interfaced with the ChemAbsorption module with 30 wt% MEA as solvent is used to 
model the absorber and stripper columns. Drums are used to model absorber and desorber sump, reboiler, condenser 
and buffer tank. All vessels are given the correct dimensions according to the Brindisi pilot plant and provided with 
level controllers to ensure correct solvent hold-up.  
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Fig. 1. Process flow sheet of the dynamic model in K-spice 
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4. Results 

4.1. Step changes in steam flow rate to reboiler 

An experiment with varying steam flow rate and constant flue gas flow rate of 10 000 Nm3/h was conducted in 
the pilot plant. The steam flow rate was ramped down from 3150 kg/h to 2400 kg/h in 3 steps and then increased 
again in 3 steps to 3330 kg/h over a total period of 27 hours. A single step change in solvent flow rate was also 
performed after 15.5 hours as illustrated in Figure 3.  

 

 
Fig. 3. Step changes in steam flow rate and solvent flow rate 

 
Fig. 2. Partial pressures of CO2 at equilibrium for various CO2-loadings and temperatures in 30 wt% MEA solution 
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The effect on released CO2 from the stripper is presented in Figure 4. The model follows the transient behavior 
observed in the pilot plant quite accurately, even though there is some deviation in the amount of desorbed CO2, 
especially for the lowest steam flow rates. The model predicts a lower CO2 flow rate than what is observed in the 
pilot experiment.  

 

 
Fig. 4. Response in CO2 flow rate from the stripper  

 
The lean and rich CO2 loadings are presented in Figure 5. The model seems to overpredict both the lean and rich 

loading slightly. However, it can be seen that the model predicts a similar transient behavior to what is observed in 
the pilot plant.  

 

 
Fig. 5. Response in CO2 loadings  
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Since the flue gas originates from a real power station, the absorber inlet CO2 concentration will naturally have 
some variations during the course of time. During this specific experimental period it varied in the range of 9 to 12.5 
vol% as shown in Figure 6 (a). The vol% of CO2 of the gas exiting the absorber is also presented in the same figure. 
The response in outlet CO2 concentration predicted by the model is compared to the pilot plant data in figure 6 (b).  
 

 
Fig. 6. (a) Absorber inlet and outlet vol% CO2; (b) Response in absorber outlet vol% CO2. 

 
The predicted absorber outlet CO2 concentration is in general higher than observed in the pilot plant data. The 

main dynamics are still captured by the model, but the observed behavior seems smoother that what is predicted by 
the model. The model predicts faster transients for the outlet absorber gas, thus there might exist some mixing 
effects in the real system that is not captured by the model.  

The absorber temperature profiles for various points in time are presented in Figure 7 and shows good agreement 
between model and pilot plant data. The transient trend is also captured. 

 

 
Fig. 7. Absorber column temperature profiles 
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The calculated CO2 capture rate for both pilot and model data is presented in Figures 8 (a) and (b). 
 

 
Fig. 8. (a) CO2 capture rate based on absorber inlet and outlet data (b) CO2 capture rate based on desorber outlet and absorber inlet data 

 
The model predicted capture rate based on absorber outlet CO2 flow (red line in Figure 8 (a)) is in general lower 

than observed in the pilot plant data due to the predicted higher amount of CO2 slipping through the absorber 
compared to the pilot plant results as showed in Figure 6 (b). The pilot plant capture rate shows again a bit smoother 
behavior compared to model predictions. This corresponds to the similar trend in figure 6 (b) and the deviation is 
most likely caused by un-modelled mixing effects.  

However, if the capture rate is calculated based on CO2 flow outlet the desorber instead of absorption in the 
absorber, the agreement between pilot and model data is much better, both in terms of level and transient behavior. 
This indicates a mass balance weakness or measurement errors for absorber inlet or outlet gas data. It might have to 
do with the CO2 analyzer measuring outlet CO2 concentration, but it can also results from the flue gas flow rate 
correlation (Equation 1). A plot of the calculated amount of CO2 captured in the pilot plant absorber compared to the 
amount of CO2 released by the desorber is shown in Figure 9.  

 

Fig. 9. Comparison of the pilot plant CO2 absorbed in absorber and CO2 released in desorber 

60

70

80

90

100

110

0 5 10 15 20 25 30

Ca
pt
ur
e
ra
te

[%
]

Time [h]

pilot

model

60

70

80

90

100

110

120

0 5 10 15 20 25 30

Ca
pt
ur
e
ra
te

[%
]

Time [h]

pilot

model

1000

1500

2000

2500

0 5 10 15 20 25 30

Ca
pt
ur
ed

CO
2
[k
g/
h]

Time [h]

CO2 absorbed
in absorber

CO2 released
in desorber



1048   Nina Enaasen et al.  /  Energy Procedia   63  ( 2014 )  1040 – 1054 

A general trend of a higher amount of CO2 captured in the absorber compared to what is released in the desorber 
is observed. In fact the deviation is about 4.2 % during this period. Since these are dynamic data, they cannot be 
expected to be equal at each point in time, but they should average equal over a longer period. The measured loading 
data suggest a lower amount of CO2 absorbed in the solvent towards the end of the experiment compared to the 
beginning (a slightly smaller difference between lean and rich loading’s towards the end). This means that an even 
higher total amount of CO2 released by the desorber should have been observed compared to what is absorbed in the 
absorber, which supports the indicated error in some of the measured gas data.   
 

4.2. Step changes in solvent flow rate 

The solvent flow rate was stepped down from 35.6 m3/h to 25.6 m3/h as shown in Figure 10. The flue gas flow 
rate and steam flow rate was kept constant at 10 000 Nm3/h and 2900 kg/h, respectively, during this period. The 
total time for this experiment was 5 hours. 

 

 
Fig. 10. Step changes in solvent flow rate  

 
The step change in solvent flow rate did hardly affect the released CO2 in desorber as illustrated in Figure 11. A 

small step down in the response is, however, observed both in pilot plant and model results after 2.2 hours. The lean 
and rich CO2 loadings are presented in Figure 12. As for the previous case the model seems to overpredict both the 
lean and rich loading slightly. The deviation is larger in the beginning of the simulation time and decreases towards 
the end. A loading decrease is observed for lean solvent both in model and pilot plant results. The initial deviation 
might have to do with the fact that the pilot was not completely at steady state when the step change in solvent flow 
rate was introduced due to previous dynamic testing or other external disturbances. The same offset in initial CO2 
flow rate from stripper (Figure 11) supports this theory. 
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Fig. 11. Response in CO2 flow rate from the stripper  

 

 
Fig. 12. Response in CO2 loadings  

 
The inlet vol% of CO2 to the absorber varied a bit during this period, but a clear response in the absorber outlet 
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in Figure 13 (a). The response in outlet CO2 concentration predicted by the model is compared to the pilot plant data 
in Figure 13 (b).  
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Fig. 13. (a) Absorber inlet and outlet vol% CO2; (b) Response in absorber outlet vol% CO2. 

 
The predicted absorber outlet CO2 concentration is in general higher than observed in the pilot plant data and the 

response predicted by the model shows slightly faster transients than what is observed in the pilot data. Again as for 
the previous case there might exist some mixing effects in the real system that is not captured by the model. 

The calculated CO2 capture rate for both pilot and model data is presented in Figures 14 (a) and (b). 
 

 
Fig. 14. (a) CO2 capture rate based on absorber inlet and outlet data (b) CO2 capture rate based on desorber outlet and absorber inlet data  
 

Again the capture rate calculated based on desorber outlet CO2 flow shows a much better agreement between 
model and pilot plant data. The initial offset between pilot plant CO2 capture rate calculated by absorber data only 
(95%) and desorber outlet CO2 flow (80 %) supports the theory of pilot plant not being at steady state initially.  

A plot of the calculated amount of CO2 captured in the absorber compared to the amount of CO2 released by the 
desorber is shown in Figure 15. Again a general trend of a higher amount of CO2 captured in the absorber compared 
to what is released in the desorber is observed. The overall deviation for this period is about 2 %. However, it should 
be noted that the experimental period is much shorter in this case (only 5 hours compared to 27 hours in the first 
case) and that the pilot plant was not at steady state initially. The basis for comparison of absorbed and desorbed 
CO2 is therefore not as relevant as for the former case.  
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Fig. 15. Comparison of CO2 absorbed in absorber and released in desorber  

 

4.3. Step changes in flue gas flow rate 

A third case that was tested in the pilot plant and afterwards simulated was step changes in flue gas flow rate. The 
flue gas flow rate was decreased from 11 000 Nm3/h in two steps to 10 000 and 8 900 Nm3/h as shown in Figure 16. 
The total time for this experiment was 10 hours and the solvent flow rate and steam flow rate to reboiler was kept at 
a constant level during this period.  

 

 
Fig. 16. Step changes in flue gas flow rate  
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The step change in flue gas flow rate did not affect the amount of released CO2 in the desorber or CO2 loadings 
significantly as illustrated in Figures 17 (a) and (b). 

 

 
Fig. 17. (a) Response in CO2 flow rate from the stripper (b) Response in CO2 loadings 

 
As for the previous cases the model tends to overpredict both the lean and rich loadings slightly.  
The flue gas CO2 concentration was quite stable at 10-11 vol% during this period. The response in outlet CO2 

concentration predicted by the model is compared to the pilot plant data in Figure 18.  
 

 
Fig. 18. Response in absorber outlet vol% CO2. 

 
The predicted absorber outlet CO2 concentration is in general higher than observed in the pilot plant data but the 

transient behavior is represented very well. The lag that was observed for varying solvent flow rates is not detected 
in this case, which suggests the possible mixing effects are related to solvent flow rate variations.  

The calculated CO2 capture rate for both pilot plant and model data is presented in Figure 19. 
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Fig. 19. (a) CO2 capture rate based on absorber inlet and outlet data (b) CO2 capture rate based on desorber outlet and absorber inlet data  
 

Again the capture rate calculated based on desorber data shows a much better agreement between the model and 
the pilot plant. A plot of the calculated amount of CO2 captured in the absorber compared to the amount of CO2 
released by the desorber is shown in Figure 20. Again a general trend of a higher amount of CO2 captured in the 
absorber compared to what is released in the desorber is observed. The overall deviation for this period is about 7 %. 

 

 
Fig. 20. Comparison of CO2 absorbed in absorber and released in desorber  
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5. Discussion and conclusion 

In general the model predicts a lower CO2 capture rate compared to pilot plant results. However, the fit is better 
for capture rates calculated based on desorber outlet CO2 flow than for absorber outlet CO2 flow as seen in Figures 
8, 14 and 19. The calculated amount of CO2 captured in the absorber is in general higher than what is released from 
the desorber for the pilot plant data as shown in Figure 9, 15 and 20. This suggests a mass balance weakness for the 
pilot plant or possible measurement errors for absorber inlet or outlet gas data. One possible source of error might be 
the flue gas flow rate correlation (Equation 1), which does not take into account gas density variations due to 
fluctuations in inlet gas temperature, pressure or composition. It is therefore likely that the inlet flue gas flow rate is 
overpredicted by this correlation. This result in a higher predicted absorber CO2 input to the model which causes a 
larger CO2 slip through the absorber column and consequently lower CO2 capture rate compared to the experimental 
results. The desorber outlet CO2 flow rate is therefore more reliable for capture rate calculations. By performing the 
simulations with a more realistic flue gas flow rate, the absorber outlet CO2 concentration would probably have been 
shifted downwards and a better fit between the model and pilot plant results would have been obtained in Figures 6 
b), 13 b) and 18.    

There is also a tendency of overprediction of rich and lean CO2 loadings in the model. These parameters are 
naturally highly related and will affect each other. A possible explanation of the observed deviation might be that K-
spice only allows the add-on reaction set module to be interfaced with the packing sections, and not with the drum 
that represents the reboiler. Thus the modelled reboiler does not include chemical equilibrium in the flash 
calculations and the resulting phase distribution is therefore given by the physical equilibrium only. This result in 
slightly higher lean loadings compared to pilot plant data, which again affects the rich loadings. It should also be 
noted that a 5 % error in loading analysis is probable.     

One challenge for validation studies is providing a reasonable starting point for the model before a step change is 
simulated. K-spice does not allow actual initial state conditions (given by pilot data) to be loaded, thus the best way 
is to run the model until steady state and start the simulation with the calculated states at stable conditions. However, 
the pilot plant which in this case is attached to a real power station might not be at steady state initially due to flue 
gas disturbances in composition, flow rate and temperature, steam quality and flow rate disturbances or other 
external disturbances that are not measured. Even when the pilot plant seems to be stable it might still not be at 
steady state due to slow transients which takes hours to adjust. These effects are more significant for larger relative 
solvent hold-ups, where the overall retention time is higher. The total solvent hold-up in the Brindisi pilot plant was 
during this particular campaign about 61 m3, which with a solvent flow rate of 30 m3/h gives an overall solvent 
retention time of about 2 hours. CO2 loadings and other solvent parameters will therefor adjust very slowly 
compared to for instance absorber outlet gas parameters such as temperature and composition, and the pilot plant 
might therefore not be at steady state even when parameters seems stable.   

Even though an offset is observed between model and pilot plant data, especially initially as discussed above, it 
seems like the model is able to capture the main dynamics of the pilot plant and similar transient responses are 
observed. The model predicts slightly faster and more sensitive dynamics for the absorber column compared to the 
pilot results, which indicates a tendency of back-mixing effects in the real system that is not captured by the model.  
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a b s t r a c t

A general dynamic process model of the post-combustion carbon dioxide (CO2) absorption process based
on aqueous monoethanolamine (MEA) is developed and implemented in MATLAB. The overall process
model contains several unit models developed from first principle conservation laws for mass and energy,
each representing individual process equipment. An equation based numerical integration method is
used to solve the overall equation system simultaneously in MATLAB. Pilot plant data from specifically
designed dynamic experiments with 30 wt% MEA is collected from a pilot plant at NTNU and SINTEF
laboratories. This includes steady state data for eight different conditions along with six dynamic data
sets with relevant step changes in lean solvent flow rate and reboiler duty. The pilot plant data show
a very good steady state mass balance which indicates that the generated data sets are reliable. Two of
the dynamic data sets are used for model validation and the results shows adequate agreement between
model and pilot plant data. An average of 0.3% and −2.8% deviation in absorbed CO2 is seen for the two
simulated cases compared to pilot plant results and it is concluded that the model is able to capture the
main dynamics of the experiments. The main cause of deviation is believed to concern uncertainties in
mass transfer and effective mass transfer area correlations.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Anthropogenic carbon emissions are altering the natural car-
bon cycle and have in fact been recognized as a major contributing
factor to global warming and climate change. Carbon capture and
sequestration (CCS) is considered a key solution to mitigate global
climate change with the increasing demand for energy world wide
(Metz et al., 2005). Post-combustion CO2 absorption using aque-
ous amine solutions has received particular attention among CO2
capture technologies and is presented as a viable option for reduc-
ing carbon emissions from fossil fuel fired power plants. Chemical
absorption of CO2 has been thoroughly studied both experimen-
tally and theoretically and it is in fact considered the most mature
technology for carbon capture from power stations (Puxty et al.,
2009).

Several research groups have developed models of the CO2
absorption process in order to study process performance and lim-
itations in an easy, efficient and relatively inexpensive way. Even

∗ Corresponding author.
E-mail addresses: enaasen@ntnu.no (N. Enaasen Flø), hanna.knuutila@ntnu.no

(H. Knuutila), hanne.kvamsdal@sintef.no (H.M. Kvamsdal),
magne.hillestad@ntnu.no (M. Hillestad).

though the main focus has been on steady state modeling, it has
been recognized that stationary models provide limited knowl-
edge on the complex coupling between the absorption process and
power stations (Kvamsdal et al., 2009). Increasing requirement of
flexible power generation make dynamic analysis a necessity in
order to predict the transient effect of conditions that are super-
imposed on the CO2 absorption process. It has been concluded that
dynamic simulators are required in order to fully understand the
transient behavior of the capture process, identify possible pro-
cess bottlenecks and observe the effect of interactions between
integrated parts of the process (Lawal et al., 2009). A dynamic pro-
cess model can also be used to develop and configure basic control
structures (Panahi and Skogestad, 2011; Karimi et al., 2012; Nittaya
et al., 2014) and study process controllability (Lawal et al., 2010,
2012; Panahi and Skogestad, 2012; Lin et al., 2012; Nittaya et al.,
2014). It can even be used as a tool in optimal operation using non-
linear model predictive control (NMPC) (Panahi and Skogestad,
2012; Åkesson et al., 2012; Sahraei and Ricardez-Sandoval,
2014).

Some dynamic process models of CO2 absorption in aqueous
amine solutions have been developed recently. Bui et al. (2014)
gives an overview of recent contributions to dynamic modeling,
model validations and relevant process simulation studies reported
in the literature. Several authors have performed validation of their

http://dx.doi.org/10.1016/j.ijggc.2015.07.003
1750-5836/© 2015 Elsevier Ltd. All rights reserved.



128 N. Enaasen Flø et al. / International Journal of Greenhouse Gas Control 41 (2015) 127–141

a specific area (m2 m−3)
C molar concentration (kmol m−3)
C constant
Cf valve constant (kmol s−1 kPa−3/2)
Cp specific heat capacity (kJ kmol−1K−1)
Cq valve constant (kW ◦C−1)
d diameter (m)
D mass diffusion coefficient (m2 s−1)
e error
E enhancement factor (–)
F molar flow (kmol s−1)
g gravitational acceleration (m s−2)
H molar enthalpy (kJ kmol−1)
He Henry’s law constant (m3 kPa kmol−1)
h heat transfer coefficient (W m−2 K)
k film mass transfer coefficient (m s−1)
krx reaction rate coefficient (m3 kmol−1 s)
Kp proportional gain (–)
Ktot overall mass transfer coefficient

(kmol m−2 kPa−1 s−1)
n molar hold-up (kmol)
nc number of components
Ng→l interface molar flux (kmol m−2 s−1)
P pressure (kPa)
PV process value
q heat flux (W m−2)
Q heat (kW)
R universal gas consonant (kJ m−2 kPa−1 s−1)
SP set-point
t time (s)
T temperature (K)
Ti integral gain (s)
u superficial velocity (m s−1)
u(t) controller output
x liquid mole fraction (–)
y gas mole fraction (–)
z axial coordinate (m)

Greek symbols
˛ CO2 loading (mol CO2/ mol MEA)
�Hrx heat of reaction (kJ kmol−1)
�Hvap heat of vaporization (kJ kmol−1)
ε void fraction or hold-up (m3 m−3)
� material flux (kmol m−2 s−1)
� dynamic viscosity (pa s)
� density (kg m−3)
� kinematic viscosity (m2 s−1)
� surface tension (kg s−2)

Subscripts
abs absorber
bt buffer tank
c cold side
cond condenser
cool lean cooler
des desorber
fl flooding point
g gas
h hot side
hx cross heat exchanger
i component i
in inlet
l liquid

out outlet
ph interface
reb reboiler
s loading point
tot total
g/l gas–liquid interface

Superscripts
eq* equilibrium
g → l gas to liquid
* free

dynamic models using steady state pilot plant data or compar-
isons to steady state simulation results (Kvamsdal et al., 2009;
Lawal et al., 2010; Harun et al., 2011; Gáspár and Cormos, 2011;
Jayarathnaa et al., 2011). It is however emphasized that applicable
dynamic pilot plant data are needed in order to validate the model’s
behavior during transient conditions. Lack of appropriate data for
model validation has, however, remained problematic (Bui et al.,
2014).

Biliyok et al. (2012) conducted a dynamic validation of their pro-
cess model based on logged data from a campaign in the Separation
Research Program (SRP) pilot plant at the University of Texas at
Austin (Biliyok et al., 2012; Lawal et al., 2012). However, specific
dynamic step tests were not performed during the campaign where
the data were collected, and it is therefore not certain that the col-
lected data reflect all important dynamics. Enaasen et al. (2014)
validated a process model in K-spice general simulation tool using
pilot plant data generated in a dynamic campaign in the Brindisi
pilot plant in Italy. It was concluded that appropriate dynamic pilot
plant data from specifically designed dynamic experiments is an
important necessity in order to ensure that the model will predict
dynamic responses adequately.

The paper by Bui et al. (2014) presented pilot plant data from a
dynamic campaign in the CSIRO PCC pilot plant using MEA as sol-
vent. Absorber and desorber column temperature profiles during
step changes in flue gas and solvent flow rate were presented. Fur-
ther, the use of density meters to correlate CO2 loading was also
evaluated, and the authors reported a strong potential for instan-
taneous monitoring of solvent CO2 loading.

A CO2 absorber model, developed by Kvamsdal et al. (2009),
was validated against a dynamic data-set with 30 wt% MEA from a
campaign carried out in the Validation Of Carbon Capture (VOCC)
pilot plant at NTNU and SINTEF laboratories (Kvamsdal et al.,
2011). The absorber model of Kvamsdal et al. (2009) is the basis
for an improved general column model used to represent both
absorber and stripper columns in the present work. Other major
process units such as reboiler, condenser, cross heat exchanger,
buffer tank and absorber sump is included to complete the cap-
ture plant process model. Furthermore, a dynamic test campaign
has been conducted in a pilot plant at NTNU and SINTEF to gen-
erate dynamic data which are used for model validation. The
pilot plant results and validation are presented in the present
paper.

2. The Gløshaugen pilot plant

The experimental part of this work was carried out in the
Gløshaugen (NTNU/SINTEF) pilot plant. A flow sheet of the pilot
plant is presented in Fig. 1. A detail description of the pilot is given
in Pinto et al. (2014) and only a short overview is given here.

The absorber is a 150 mm diameter column, while the desorber
is 100 mm in diameter. Both columns contain Sulzer BX structured
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Fig. 1. A schematic overview of the Gløshaugen pilot plant.

packing, 4.23 m and 3.57 m for absorber and desorber, respectively.
In the pilot plant, the solvent enters the top of the absorption col-
umn, trickles downwards and meets the gas containing CO2 flowing
counter-currently. From the bottom of the absorber the rich solvent
is pumped to the stripper column via the cross heat exchanger
EX01. The solvent flows from top to bottom in the stripper col-
umn and meets the upcoming vapor from an electrically heated
reboiler. This vapor contains the energy required to regenerate the
solvent and release CO2. The regenerated amine solution from the
reboiler outlet flows through the cross heat exchanger EX01, into
a mixing tank and through the lean cooler EX02 that controls the
solvent temperature, before it enters the top of the absorber. As
seen from Fig. 1, the complete plant was operated as a closed sys-
tem, thus all stripped CO2 was transferred back to the gas prior to
entering the absorber. The extra column shown in Fig. 1 was not in
operation. However the rich solvent passed through the extra col-
umn sump where the liquid level was controlled by the rich solvent
pump P2.

Typical solvent hold-ups and residence times with a solvent flow
rate of 2.5–4.5 L/min are given in Table 1.

Table 1
Solvent hold-ups and residence times in the Gløshaugen pilot plant.

Solvent hold-up [L] Residence time [min]

Absorber packing 7 1.6–2.8
Absorber sump and extra column 20 4.4–8
Desorber packing 3 0.7–1.2
Desorber sump and reboiler 65 14.4–26
Buffer tank 25 5.6–10
Heat exchanger and piping 40 8.9–16

Total 160 35.6–64

3. Model description

A complete dynamic process model of the conventional amine
based CO2 capture process is developed and implemented in MAT-
LAB. The process model consists of various process unit models
which are developed from the first principle balance equations for
mass and energy each representing individual process equipment.
A dynamic model of the NTNU/SINTEF pilot plant is developed
based on these process unit models as illustrated in Fig. 2.
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Fig. 2. A flowsheet of the conventional amine-based CO2 absorption process model.

The overall process model can be summarized as follows:

• General column model: absorber and stripper columns.
• Flash tank model: reboiler and condenser.
• Continuous stirred-tank model: absorber sump and buffer tank.
• Heat exchanger model: cross heat exchanger and lean cooler.

The desorber sump is lumped into the reboiler and modeled as
a single flash tank. The pilot plant extra column is lumped into the
absorber sump and simulated as one single stirred-tank. Solvent
piping is lumped with the cross heat exchanger.

3.1. The general column model

A general dynamic column model is used for simulation of both
absorber and stripper columns. This is a distributed parameter
model and the relevant model equations and dependent variables
are listed in Table 2.

The following assumptions applies to the model:

• 2 phase counter-current flow
• 1 dimensional plug flow regime for both phases (back mixing is

disregarded)
• radial gradients in temperature and concentration are neglected
• ideal gas phase (due to low pressure)
• linear pressure drop with fixed outlet pressure
• instantaneous momentum balance

(
∂P
∂t

= 0
)

• mass and heat transfer are described by the two-film theory
• no accumulation in gas and liquid films
• equilibrium occurs at the interphase
• chemical reactions are restricted to the liquid-film only
• liquid film CO2 reactions are accounted for by an enhancement

factor in the overall CO2 mass transfer coefficient
• interphase fluxes of CO2, H2O and MEA are allowed in both direc-

tions

3.1.1. Interphase heat and mass transfer
A rate-based (non-equilibrium) approach is applied to model

mass and heat transfer between gas and liquid phases. The molar

component fluxes are given by Eq. (7) and heat flux is given by Eq.
(8).

Ng→l
i

= Ktot,i

(
Pi − Peq∗

i

)
(7)

qg→l = hg/l

(
Tg − Tl

)
(8)

Ktot,i is the overall mass transfer coefficient, Pi is the partial pressure
and Peq∗

i
is the equilibrium pressure of component i, respectively.

hg/l is the interface heat transfer coefficient, while Tg and Tl are
temperatures in gas and liquid phases, respectively. It is assumed
that the resistance to mass transfer of H2O and MEA in the liquid
film is negligible so that the overall mass transfer coefficient of H2O
and MEA is given by Eq. (9).

Ktot,i = kg,i

RTg
(9)

The overall mass transfer coefficient of CO2 is enhanced by
chemical reactions between CO2 and the solvent component MEA.
This is accounted for by an enhancement factor in the overall mass
transfer coefficient as described by Eq. (10).

Ktot,CO2 = 1
RTg

kg,CO2
+ HeCO2

kl,CO2
ECO2

(10)

kg,i and kl,i are gas and liquid film mass transfer coefficients, respec-
tively, which are calculated based on correlations by Billet and
Schultes (1999) given in Eqs. (11) and (12).

kg,CO2 · aph = Cg
1

(ε − εl)
1/2

a3/2

d1/2
h

Dg,i

(
ug

a�g

)3/4(
�g

Dg,i

)1/3 (aph

a

)

(11)

kl,CO2
· aph = Cl121/6

(
ul

εl

)1/2
(

Dl,i

dh

)1/2

a
(aph

a

)
(12)

HeCO2 in Eq. (10) is the Henry’s law constant for CO2 and ECO2 is the
enhancement factor representing increased flux due to reactions
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Table 2
Unit model equation for the general column

Gas phase equations

Total material balance 0 = − ∂�g

∂z
+ εg

Cg,tot

Tg

∂Tg

∂t
− aph

nc∑

k=1

Ng→l
k

(1)

Component material balance εgCg,tot
∂yi

∂t
= −�g

∂yi

∂z
+ yiaph

nc∑

k=1

Ng→l
k

− aphNg→l
i

(2)

Energy balance εgCg,totCp,g
∂Tg

∂t
= −�gCp,g

∂Tg

∂z
+ aphhg/l(Tl − Tg) (3)

Dependent variables �g, yi , Tg

Liquid phase equations

Total material balance 0 = ∂�l

∂z
+ aph

nc∑

k=1

Ng→l
k

(4)

Component material balance εlCl,tot
∂xi

∂t
= �l

∂xi

∂z
− xiaph

nc∑

k=1

Ng→l
k

+ aphNg→l
i

(5)

Energy balance
εlCl,totCp,l

∂Tl

∂t
= �lCp,l

∂Tl

∂z
− aphhg/l(Tl − Tg) − 4hout

d
(Tl − Tout)

+aph�Hvap
H2ONg→l

H2O + aph�Hrx
CO2

Ng→l
CO2

(6)

Dependent variables �l , xi , Tl

taking place in the liquid phase. The enhancement factor is given
by:

ECO2 =
√

krx,CO2 C∗
l,MEADl,CO2

kl,CO2

(13)

where krx,CO2 is the reaction rate coefficient for reaction between
CO2 and MEA, C∗

l,MEA is the liquid concentration of free MEA in the
solution and Dl,CO2

is the diffusivity of CO2 in aqueous MEA.

3.1.2. Hydrodynamics
Calculation of effective interface area (aph) and liquid hold-up

(εl) are calculated from correlations given by Billet and Schultes
(1999) which for conditions at and below the loading point are
given in Eqs. (14) and (15).

aph

a
= 1.5(adh)−0.5

(
uldh

�l

)−0.2
(

ul
2�ldh

�l

)0.75(
ul

2

gdh

)−0.45

(14)

εl =
(

12
1
g

�l

�l
ula

2
)1/3

(15)

For conditions above the loading point (s), increased shear stress
will dam up the falling film causing increased solvent hold-up and
effective interface area. In this case, the relations given in Eqs. (16)
and (17) is used where aph,s is given by Eq. (14), εl,s is given by Eq.
(15) and aph,fl, εl,fl and ug,fl given by Billet and Schultes (1999).

aph

a
= aph,s

a
+
(aph,fl

a
− aph,s

a

)(
ug

ug,fl

)13

(16)

εl = εl,s +
(

εl,fl − εl,s

) ug

ug,fl
(17)

3.2. The flash tank model

A general dynamic two-phase flash tank model is developed and
used for simulation of the stripper reboiler and condenser. The flash
tank model is developed from the first principle conservation laws
for mass and energy and the model equations and dependent vari-
ables are given in Table 3. The dynamic flash tank model is based
on the following assumptions:

• 2 phases are considered
• both phases are perfectly mixed
• ideal gas phase (due to low pressure)
• vapor–liquid equilibrium
• PI level controller
• PI temperature and pressure controller is included for the con-

denser

3.3. The continuous stirred-tank model

A general dynamic continuous stirred-tank model is used for
simulation of the absorber sump and buffer-tank. The model equa-
tions and dependent variables are listed in Table 4. The following
assumptions applies:

• only liquid phase is considered and any vaporization is disre-
garded

• perfectly mixed liquid phase
• no reaction occurs in the tank
• PI level controller

3.4. The heat exchanger model

The cross heat exchanger and lean cooler are represented by
a general dynamic counter-current heat exchanger model. The
model is a distributed parameter model and the equation set and
dependent variables listed in Table 5 are based on the following
assumptions:

• only liquid phase is considered and any vaporization is disre-
garded (no flashing)

• 1 dimensional plug flow regime for both sides
• no reaction occurs

3.5. PI controllers

Continuous PI-controllers are implemented as part of the equa-
tion set for the flash tank and the continuous stirred-tank models.
The general gas and liquid flow equation is given by:

F = Cf u(t)
√

�P (30)
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Table 3
Unit model equation for the flash tank.

Gas phase equations

Component material balance
∂ng,i

∂t
= Fg,inyi,in − Fgyi − ag/lN

g→l
i

(18)

Energy balance ng,totCp,g
∂Tg

∂t
= Fg,inHg,in − FgHg − Cp,gTg

∂ng,tot

∂t
+ ag/lhg/l(Tl − Tg) (19)

Dependent variables ng,i , Tg

Liquid phase equations

Component material balance
∂nl,i

∂t
= Fl,inxi,in − Flxi + ag/lN

g→l
i

(20)

Energy balance
nl,totCp,l

∂Tl

∂t
= Fl,inHl,in − FlHl − Cp,lTl

∂nl,tot

∂t
− ag/lhg/l(Tl − Tg) − aouthout(Tl − Tout)

+ag/l�Hvap
H2ONg→l

H2O + ag/l�Hrx
CO2

Ng→l
CO2

(21)

Dependent variables nl,i , Tl

Table 4
Unit model equation for the continuous stirred-tank.

Continuous stirred-tank model equations

Component material balance
∂nl

i

∂t
= Fl

in
xi,in − Flxi (22)

Energy balance nl
totC

l
p

∂Tl

∂t
= Fl

in
Hl

in
− FlHl − Hl

∂nl
tot

∂t
− aouthout(Tl − Tout ) (23)

Dependent variables nl
i
, T

Table 5
Unit model equations for the heat exchanger.

Hot side model equations Cold side model equations

Total material balance 0 = −
∂�h

l

∂z
(24) 0 =

∂�c
l

∂z
(25)

Component material balance Ch
l,tot

∂xh
i

∂t
= −�h

l

∂xh
i

∂z
(26) Cc

l,tot

∂xc
i

∂t
= �c

l

∂xc
i

∂z
(27)

Energy balance Ch
l,totC

h
p,l

∂Th
l

∂t
= −�h

l Ch
p,l

∂Th
l

∂z
− ah(Th

l − Tc
l ) (28) Cc

l,totC
c
p,l

∂Tc
l

∂t
= �c

l Cc
p,l

∂Tc
l

∂z
+ ah(Th

l − Tc
l ) (29)

Dependent variables �h
l
, xh

i
, Th

l
�c

l
, xc

i
, Tc

l

where Cf is a valve constant, u(t) is the controller output (in this case
valve position) and �P is the pressure difference over the valve.

For temperature control, the following equation is applied:

Q = Cqu(t) (31)

The controller output, u(t), is for PI-controllers given by:

u(t) = Kp

(
e(t) + 1

Ti

∫ t

0

e(�)d�

)
(32)

where Kp is the proportional gain, Ti is the integral gain and e is the
difference between the process value (PV) and the set point (SP)
given by:

e = SP − PV (33)

The control parameters implemented in the model is taken from
the pilot plant. The parameter values are listed in Table 6.

Table 6
Control parameters.

Kp Ti [s]

Absorber sump level −1 25
Reboiler level −1 4
Reboiler pressure −3 5
Condenser temperature −0.4 10
Condenser levela −1 4
Lean solvent temperature −1 10

a Condenser level controller parameters is set equal to reboiler level controller
parameters.

3.6. Physical and thermodynamic properties

Table 7 gives an overview of the literature references for some
physical properties used in the model.

3.7. Numerical solution

The general column and the heat exchanger models are dis-
tributed and require discretization with regard to the axial
direction. As the model formulations constitute two point bound-
ary value problems, orthogonal collocation is applied as a suitable
method for discretization. The discretized PDEs become a system
of ordinary differential and algebraic equations (DAE), with time
as the independent variable. All state variables are normalized to
improve numerical robustness.

The entire set of model equations is integrated simultaneously
by the same integration algorithm (equation based numerical

Table 7
Physical and thermodynamic properties.

Property Symbol Reference

Liquid density �l Cheng and Meisen (1996)
Mass diffusion coefficient of

CO2 in aqueous MEA solution
Dl,CO2

Luo et al. (2015)

Mass diffusion coefficient of
CO2 in gas phase

Dg,CO2 Reid et al. (1996)

Heat of reaction of CO2 �Hrx
CO2

Kim (2009)

Vapor pressure of CO2 PCO2 Brúder et al. (2010)
Equilibrium pressure of H2O Peq∗

H2O Xu (2011)

Equilibrium pressure of MEA Peq∗
MEA Xu (2011)
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Fig. 3. A schematic overview of the dynamic model including unit connections. Distributed unit models and perfectly mixed models are indicated with shaded and white
boxes, respectively. Bold letters indicate system boundary.

solution method); ode15s in MATLAB is used for this purpose. This
method provides an easy way to define connections between units,
and no iteration is needed on tear streams since all equations are
solved simultaneously for each time step. However, providing a
realistic set of initial conditions becomes very important in order
to obtain convergence. Steady state initial conditions are therefore
simulated based on steady state input data and used to initialize the
model prior to dynamic simulations. Routines that provide infor-
mation between connecting units (unit boundary conditions) are
also developed. A lay-out of the overall equation system is illus-
trated in Fig. 3. Shaded units indicate distributed parameter models,
while the white boxes represent mixing models. Unit state variables
and boundary conditions (connection between units) are also listed
in Fig. 3. Bold letters indicate system boundary conditions which are
treated as input to the overall process model. These are:

• Absorber gas flow rate (Fg,in), composition (yi,in) and temperature
(Tg,in)

• Absorber outlet pressure (Pabs,out)
• Condenser outlet pressure (Pcond,out)
• Lean solvent flow rate into absorber column (Fl,cool)
• Reboiler duty (Qreb)

The special pilot plant configuration with recirculation of CO2
gas is therefore not included as part of the model.

3.8. Model validation

A piecewise steady state verification using all eight cases was
first performed to determine certain correlation parameters and
process unit heat loss. The absorber and absorber sump section was
validated using measured inlet gas and lean solvent conditions as

model input, comparing responses in absorption rate, rich load-
ing and absorber temperature profile. The heat loss coefficient was
determined and the wetting factor defined by Eq. (14) that deter-
mines the effective interface area (aph) was corrected by a factor
of 2.25 to meet the desired CO2 absorption. The regeneration sec-
tion (desorber, reboiler and condenser) was validated using rich
solvent conditions and reboiler duty and pressure as model input,
comparing responses in desorption rate, lean loading and desorber
temperature profile. The heat loss coefficient was determined and
the effective interface area (aph) was corrected by a factor of 0.5.
The cross heat exchanger was validated using lean and rich solvent
conditions as model input to determine the heat-exchanger heat
transfer coefficient that gives the desired output temperatures. The
three separate sections were afterward connected and combined to
one complete process model with system boundary conditions as
listed above as model inputs. The steady state deviation of absorbed
CO2 was within ±8% for all cases. The steady state verified process
model was afterward used for dynamic simulations and the results
were compared to pilot plant responses for verification.

4. Experimental description

All dynamic tests were carried out from a steady state starting
point. Three liquid samples were withdrawn from chosen locations
shown in Fig. 1 before any step change was performed. These liquid
samples were lean solvent in to the absorber (AbsIn), rich solvent
out of the absorber (AbsOut) and lean solvent out of the reboiler
(RebOut). The lean solvent samples should be equal because the
pilot is a closed system and sampling was done at steady state. The
liquid samples were analyzed for CO2 content of the liquid and for
amine concentration.
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After steady state sampling, a step change was performed and
solvent samples of the rich solvent out of the absorber (AbsOut)
and lean solvent from reboiler outlet (RebOut) were withdrawn
every 15 min during the first hour. Additionally, samples of the
lean solvent in to the absorber (AbsIn) were withdrawn after 30, 45
and 60 min. After 60 min the pilot plant started to approach steady
state condition and only slow changes in the density and temper-
atures were observed. The manual solvent sampling was therefore
stopped. Flow rates, temperatures, pressures, gas compositions and
liquid density of the rich and lean solvent were logged every minute
throughout the experiments and was continued even though liq-
uid sampling was stopped. Based on previous experience, the pilot
plant was operated without any further external impact for at least
6 h after every dynamic step change to ensure a steady state start-
ing point for the next dynamic experiment (Pinto et al., 2014). The
logged measurements were also checked prior to each experiment
to ensure stable values.

The online density measurements of lean and rich solvent were
used to correlate CO2 loadings according to Eq. (34).

� =
(

1 + 222.25267
˛

T
+ 2.49573 · 105

T2

)

× exp

(
−394.9888

T
+ 0.04254

√
˛

T

)
(34)

A two-channel CO2 analyzer (Rosemount Binos 100) connected
to the absorber inlet and outlet measured the CO2 content in gas
phase on a dry basis. The CO2 analyzers were calibrated once a
day using gas mixtures produced from calibrated mass flow con-
trollers (Bronkhorst Hi-Tec) for CO2 and N2. At least 4–5 different
concentrations were used covering the whole range of relevance.
The lean solvent into the absorber was controlled at a temperature
of 40 ◦ and the reboiler was operated at a pressure in the range of
170–190 kPa.

Step changes in reboiler duty and solvent flow rate were made
according to the experimental overview presented in Table 8. The
goal was to obtain data for a wide range of operating conditions
which is important in order to validate the model for different con-
ditions and step changes. Steady state data for all eight cases are
available in Appendix A, and the total dynamic data sets for case 1,
2, 3, 5, 6 and 7 are available on request.

5. Results

5.1. Mass balance and comparison with previous data for reboiler
duty under steady state operation

As mentioned earlier, the pilot plant was operated at steady state
conditions prior to each dynamic experiment. The steady state data
was used to check the reliability of the pilot plant data. During the
campaign two different methods for calculating the absorbed CO2
was utilized:

1 Based on the inlet and outlet gas phase CO2 concentrations
measured with the IR-analyzers and the gas flow measurement
located prior the gas inlet of the absorber:

Ng
CO2,abs = Fg,abs,inyCO2,abs,in − Fg,abs,outyCO2,abs,out (35)

where Fg,abs,out is estimated based on the calculated inert gas flow
through the column.

2 Based on the liquid flow rate and analysis of liquid samples in
and out from the absorber:

Nl
CO2,abs = Fl,abs,outCCO2,rich − Fl,abs,inCCO2,lean (36)
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Fig. 4. Specific reboiler duty as a function of rich loading.

The average deviation between these two methods, shown in
Table 8, was 1.76% with maximum deviation of 3.41%. The small
deviations indicate that the logged data are reliable, that the
pilot plant had no leakages and that steady state conditions were
attained in the start of each experiment.

Two other campaigns with 30 wt% MEA have been performed
over the years in the same pilot plant. Fig. 4 shows a comparison
of the specific reboiler duty as a function of rich loading in all the
three campaigns when the pilot is operated at steady state.

The specific reboiler duty (GJ/ton CO2) is calculated by:

SRD = Qreb

(Fl,abs,inCCO2,rich − Fl,abs,outCCO2,lean)MCO2

(37)

where Qreb is the reboiler duty (kW), Fl,abs,in and Fl,abs,out are the sol-
vent flow rates in and out from the absorber, respectively (kg s−1)
and CCO2,rich and CCO2,lean are the analyzed CO2 concentrations in
the rich and lean solution, respectively (mol kg−1). The amount of
CO2 absorbed from the gas phase could also have been used to cal-
culate the specific reboiler duty. This would, however, not have
made any significant difference due to the strong steady state mass
balance presented in Table 8.

It can be seen from Fig. 4 that slightly higher energy performance
values were measured in the campaign by Pinto et al. (2014) and in
this study compared to Tobiesen et al. (2007). The difference is not
very large and can most likely be explained by the change of packing
material and packing height in the stripper. In Tobiesen et al. (2007),
Mellapak 250Y was used in the stripper and the packing height was
4.1 m, whereas Sulzer BX of packing height 3.57 m was used during
the campaigns presented in Pinto et al. (2014) and the present work.
Additionally it should be noted that the small differences seen in
the figure might also come from the fact that the solutions were
stripped to different lean loadings during the different campaigns
and experimental runs. Overall it is clear that the data gathered
here is in good agreement with data from Pinto et al. (2014) and
Tobiesen et al. (2007).

5.2. Dynamic model validation

The simulation results from two different transient scenarios
and associated comparison to the pilot results are presented in this
section. The selected cases are representative for the transient sce-
narios that are desirable to validate. The first case is case 1 (from
Table 8) with 17% step change in reboiler duty, whereas the other
is case 2 with 22% step change in solvent flow rate.

The fact that the released CO2 is recirculated and mixed with the
absorber outlet gas before it is fed back to the absorber inlet causes
variations in the CO2 content of the absorber inlet gas. Any step
change in solvent flow rate or reboiler duty will consequently affect
the CO2 content of the absorber inlet gas, which is used as an input
to the model. These variations serve as an additional disturbance to
the system and are therefore presented graphically for both cases.
For further details about the cases, see Table 8.

5.2.1. Case 1: step change in reboiler duty
The reboiler duty was increased by 17% from 6.8 kW to 8.0 kW

after 10 min in case 1. The absorber inlet CO2 gas concentration
(used as input to the model) varied according to Fig. 5.

Fig. 6 shows the response in absorber gas outlet CO2 concentra-
tion. The agreement between model and pilot data is very good and
the model is able to capture the dynamic behavior.

Fig. 7a and b shows the response in lean and rich CO2 loading,
respectively. The model predicts a similar dynamic trajectory as is
observed in the pilot plant.

The absorbed and desorbed amounts of CO2 are presented in
Fig. 8a and b. The dynamic behavior is well described by the model,
and the average deviations between model and pilot results are
0.3% and −2.1%, respectively.

The absorber temperature profile at the beginning of the test
period is presented in Fig. 9a, whereas the profile at the end of the
test period is presented in Fig. 9b. The desorber temperature profile
at the beginning and end of the test period is presented in Fig. 10a
and b, respectively. The model shows very good agreement with
the measured absorber temperatures, as well as for the measured
desorber temperature at the beginning of the test period. The devi-
ation is slightly larger for desorber temperature at the end of the
test period.

Fig. 5. Absorber inlet CO2 concentration.

Fig. 6. Absorber inlet CO2 concentration.
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Fig. 7. (a) Lean and (b) rich CO2 loadings.

Fig. 8. (a) Absorbed and (b) desorbed CO2.

Fig. 9. Absorber temperature profile at the (a) beginning and (b) end of the test period.

Fig. 10. Desorber temperature profile at the (a) beginning and (b) end of the test period.
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5.2.2. Case 2: step change in solvent flow rate
The lean solvent circulation rate was increased by 21.8% from

172.3 kg/h to 209.9 kg/h after 60 min in case 2. The absorber inlet
CO2 concentration, used as model input, varied according to Fig. 11.

Fig. 11. Absorber inlet CO2 concentration.

Fig. 12. Rich solvent flow rate.

Fig. 13. Absorber outlet CO2 concentration.

Fig. 12 shows the response in rich solvent flow rate (both sim-
ulated and measured in the pilot) as the lean solvent flow rate is
increased. The measured rich solvent flow rate shows some fluc-
tuations due to flashing in the cross heat exchanger which is not
captured by the model. However, the average response is adequate.

Fig. 13 shows the response in absorber gas outlet CO2 concentra-
tion. The model follows the same dynamic behavior that is observed
in the pilot plant, however a small stationary offset is observed after
the step change, as the predicted absorber outlet mole fraction of
CO2 is higher than observed in the pilot experiment.

Fig. 14a and b shows the response in lean and rich CO2 loading,
respectively, which also shows a small off-set.

The absorbed and desorbed amounts of CO2 are presented in
Fig. 15a and b. A small off-set is observed corresponding to Fig. 13.
However, the dynamic behavior is well described by the model, and
the average deviations between model and pilot results are −2.8%
and −5.3%, respectively.

The absorber temperature profiles at the beginning and end of
the test period is presented in Fig. 16a and b, respectively. The
desorber temperature profile at the beginning and end of the test

Fig. 14. (a) Lean and (b) rich CO2 loadings.

Fig. 15. (a) Absorbed and (b) desorbed CO2.
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Fig. 16. Absorber temperature profile at the (a) beginning and (b) end of the test period.

Fig. 17. Desorber temperature profile at the (a) beginning and (b) end of the test period.

period is presented in Fig. 17a and b, respectively. The model is able
to give a very good prediction of column temperatures.

6. Discussion

The nature of the process design with solvent recirculated on
a closed loop makes modeling and validation of the CO2 absorp-
tion process challenging. Any error or inaccuracy in the desorption
section of the model may affect the performance of the modeled
absorption section, and vice versa. Errors might therefore easily
evolve and propagate through the system. One should therefore
take care ensuring that each section of the model is able estimate
reasonable results and act as a realistic boundary condition to the
connecting units. Each section (the absorber, the regeneration and
the cross heat exchanger section) is therefore verified separately
with relevant pilot plant data as model inputs, comparing model
outputs to relevant measured responses in the pilot plant at steady
state. Some parameters are adjusted to meet desired absorption
and desorption rates along with column temperature profiles and
CO2 loadings. However, once the sections are connected, they will
affect and depend on each other and possible errors might propa-
gate.

When analyzing an experimental data set it is important to con-
sider measurement accuracy and to know which measurements to
trust and which are less reliable. The small deviations in the cal-
culated mass balance at steady state for the current experiments
indicate that the generated pilot plant data are reliable. The flow
rate of CO2 from the desorber (FT EH) was compared to the calcu-
lated amount of CO2 captured in the absorber (Ng

CO2,abs) at steady
state, and it was on average about 3.2% larger, however in some
cases also smaller. The good agreement between calculated amount
of absorbed CO2 based on both gas measurements (Ng

CO2,abs) and

solvent phase measurements (Nl
CO2,abs) suggest that the CO2 flow

measurement (FT EH) is slightly overpredicting in most cases.

During the dynamic experiments frequent solvent samples were
withdrawn to enable liquid analyses of CO2 and MEA content in
order to monitor the dynamic changes in the solvent. Online density
measurements were also successfully correlated with CO2 loading,
which provides a continuous and instantaneous method of moni-
toring the solvent changes. These results are also supported by the
study of Bui et al. (2014).

Case 1 shows a very good agreement between the model results
and the pilot plant data. For case 2, where the solvent flow rate
is disrupted the deviations are slightly larger, especially after the
step change was performed. Changes in solvent flow rate do there-
fore seem to cause greater process disturbances than changes in
reboiler duty. Probably, this relates to disruptions of column L/G
that causes a shift in the operating zone described by Billet and
Schultes (1999). Fast changes in operating conditions during vari-
ations in L/G was also reported by Kvamsdal and Rochelle (2008),
where the magnitude and location of the temperature bulge was
used to evaluate effects of various model parameters. In experimen-
tal case 2, the pilot plant is initially operated at a low solvent flow
rate before it is increased. Thus, the model predicts initial operation
of the absorber below the loading point. Predicting solvent hold-up
and effective interface area is quite simple in this zone reflected by
the good fit between model and pilot plant data. However, after
the solvent flow rate is increased, the operation is shifted towards
the loading point where the uncertainties of the correlations pre-
dicting solvent hold-up and effective interface area are larger. The
model might therefore not be able to predict the correct loading
point in this case, and the operating zone together with hydraulic
conditions is therefore incorrectly estimated. This might cause the
stationary deviations observed after the step change is introduced
in case 2. Most empirical packing correlations available in the lit-
erature are developed and tested for specific chemical systems,
specific packing types, and specific process designs and conditions.
Such correlations are also designed for steady state systems. One
should therefore take care choosing empirical correlations for mass
transfer and effective area, and be sure to validate the correlations
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performance with pilot, or full scale plant data from CO2 capture
with the same chemical solvent. The wetting factor that determines
the effective interface area (aph) for the absorber in this model was
corrected by a factor of 2.25 in these simulations. However, the
fact that the model accuracy seem to depend on solvent flow rates
suggest that this correction factor might be dependent of L/G.

Accurate prediction of column temperature profiles is important
due to the temperature dependence of various parameters such as
CO2 solubility, CO2 kinetic reaction rates and other physical prop-
erties such as heat capacity, density, etc. Vaporization of water is
also an important phenomenon that depends on the temperature
profile. Heat required for vaporization of water will also affects
the temperature profile itself. In the pilot plant, column tempera-
tures are measured by temperature sensors located at five different
positions along the packing. The temperature measurements are
in general very good and clear experimental column temperature
profiles are generated. Previous experience from the pilot plant
does also support realistic temperature measurements (Tobiesen
et al., 2007, 2008). It is however not clear whether it is gas or liquid
contacting these sensors and whether the reported temperatures
are for gas phase or liquid phase (most probably it is a mixture)
(Tobiesen et al., 2007). Due to all these simultaneous factors, it is
clear that the column temperature profile is very challenging to
model and fit to experimental measurements. However, the accor-
dance of measured and simulated temperatures in this work is
shown to be adequate. The model results resembles the measured
temperature profiles for all cases and the deviation is acceptable
given the challenges mentioned above. Overall, the model is able
to describe the dynamic behavior for the two cases that are simu-
lated. Small deviations are observed, but the model is considered
adequate for dynamic simulations of such processes. It is an aim
to develop models for MPC and it is believed that this model is a
relevant basis for such purpose. It is, however, important to note
that the model is validated against this specific pilot plant only,
and it must be compared to several plants and various conditions
in order to ensure general validity. It is believed that the developed
set of unit model equations may be applied in a general manner
to other systems. However, the parameter correlations are limited
to their specific range of development, thus care must be taken
when applying such correlations for other processes, systems or
for new operating conditions without verification to experimental
data. This conclusion is also supported by Kvamsdal and Hillestad
(2012), where a parameter sensitivity analysis was conducted for
simulations of two different pilot plants.

7. Conclusion

Performing dynamic model validation has been challenging due
to lack of appropriate dynamic pilot plant data. Several validations
have been performed using steady state pilot plant data, and a
few attempts using dynamic data have been reported the recent
years. However, in most cases there were not performed specific
dynamic step tests, and it is therefore not certain that the collected
data reflect all important dynamics. Specifically designed dynamic
experiments are an important necessity in order to obtain appro-
priate data for dynamic model validation and to ensure that the
model will predict dynamic responses accurately.

In this work, six complete dynamic data sets of the CO2
absorption process with 30 wt% MEA has been generated in the
Gløshaugen pilot plant. Relevant step changes in solvent flow rate
and reboiler duty are performed. The pilot plant shows a very good
steady state mass balance which indicates that the generated data
are reliable. Two of the experimental cases has been simulated by
a dynamic process model of the amine based CO2 capture process
developed in MATLAB. The results are compared to the dynamic
pilot plant data and indicate that changes in solvent flow rate, or
essentially column L/G, causes greater process disturbances com-
pared to changes in reboiler duty. It is concluded that the model
is able to describe the dynamic behavior of the pilot plant and
is therefore considered adequate for dynamic simulations of such
processes. However, verification towards several plants at a wide
range of operating conditions is required in order to ensure general
dynamic validity of the model. The developed set of unit model
equations is considered to be sufficient for modeling similar CO2
capture plants and systems. However, the parameter correlations
are limited to their specific range of development. Thus, care must
be taken when applying such correlations for other processes or
for new operating conditions without verification to experimental
data.
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Appendix A. Steady state data

TAG Unit Case

1 2 3 4 5 6 7 8

CO2 IN [dry %] 3.52 6.77 7.41 3.57 3.90 5.41 4.57 1.55
CO2 OUT [dry %] 0.29 1.19 3.05 0.00 0.44 3.09 1.38 0.00
FT-100 [kg/h] 166.93 172.33 152.07 142.13 240.87 178.72 238.82 239.09
FT-101 [kg/h] 171.04 179.79 156.95 146.43 246.13 180.31 241.74 240.34
FT06 [m3/h] 89.77 90.09 127.02 100.10 125.94 118.96 118.87 118.57
FT EH [kg/h] 2.91 4.16 4.60 3.93 5.56 2.11 3.49 5.42
FT EM [kg/h] 4.41 7.71 8.99 6.53 7.21 4.95 6.63 3.25
FT VASK [kg/h] 23.51 23.21 294.18 271.00 264.18 196.66 228.23 251.49
HE-04/05/06 [kW] 6.82 9.23 10.02 8.29 10.35 6.13 8.33 8.26
LT-01 [L] 11.32 11.32 11.32 11.32 11.63 11.95 11.95 11.95
LT-02 [L] 54.03 53.31 53.84 53.67 53.67 54.75 54.39 54.40
PI-100 [mbar] 1014.07 1002.74 1040.05 1027.44 1012.10 1030.53 1031.27 1001.61
PI-102 [mbar] 1019.19 1005.78 1048.13 1032.30 1020.73 1038.75 1041.48 1010.21
PI-103 [mbar] 1016.60 1010.37 1056.40 1035.01 1029.00 1042.66 1045.31 1014.50
PT-02 [barg] 0.90 0.90 0.90 0.90 0.90 0.70 0.70 0.70
PT-04 [barg] 0.89 0.88 0.88 0.89 0.88 0.69 0.68 0.70
PT11 [L] 6.48 6.89 6.97 5.86 6.60 6.49 6.78 5.67
QT-100 [kg/I] 1.069 1.065 1.053 1.057 1.069 1.075 1.071 1.059
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TAG Unit Case

1 2 3 4 5 6 7 8

QT-101 [kg/I] 1.091 1.097 1.102 1.097 1.092 1.102 1.096 1.073
TAOO [◦C] 45.14 51.61 47.91 44.15 45.55 35.78 39.16 35.96
TA01 [◦C] 46.62 52.68 48.73 45.30 47.05 36.56 40.79 38.52
TA02 [◦C] 49.38 53.57 48.67 47.59 50.02 37.27 43.82 42.51
TA03 [◦C] 50.97 54.13 48.61 49.28 51.80 37.96 45.76 44.62
TA04 [◦C] 52.49 55.10 48.67 51.04 53.27 38.75 47.36 45.99
TA05 [◦C] 56.29 60.10 50.85 56.19 57.25 42.86 52.69 48.32
TA06 [◦C] 57.47 64.31 56.46 58.26 58.64 48.13 55.60 46.78
TA07 [◦C] 56.03 65.03 58.90 58.25 58.36 49.21 54.88 44.16
TA08 [◦C] 49.10 58.31 57.95 53.51 52.17 46.94 50.02 40.90
TAB [◦C] 42.18 49.24 46.68 41.78 44.38 38.93 39.58 36.57
TI-01 [◦C] 44.96 51.39 47.67 43.92 45.45 35.76 39.16 36.01
TI-03 [◦C] 43.37 51.32 51.62 47.70 45.92 41.79 43.21 36.39
TI-04 [◦C] 44.15 50.31 46.72 43.07 44.87 35.14 38.56 35.58
TI-05 [◦C] 36.06 35.92 35.95 36.12 38.44 36.30 36.46 36.24
TI-06 [◦C] 109.87 109.15 109.62 110.49 112.31 103.18 105.44 110.81
TI-07 [◦C] 107.81 105.50 105.29 107.40 110.10 100.05 102.80 109.65
TI-08 [◦C] 15.70 20.81 24.87 18.50 22.00 15.20 19.07 15.51
TI-09 [◦C] 112.66 115.45 118.52 117.59 114.97 106.07 108.57 113.87
TI-11 [◦C] 105.46 103.77 103.72 105.68 108.39 97.97 101.07 110.38
TI-15 [◦C] 48.35 57.02 57.20 52.59 50.35 45.73 47.26 39.43
TI10 [◦C] 117.57 118.79 121.07 120.61 118.85 113.05 113.85 116.16
TS01 [◦C] 116.73 118.69 120.65 120.23 118.29 111.46 113.24 115.82
TS02 [◦C] 109.20 108.20 114.29 112.43 111.21 98.98 101.82 111.92
TS03 [◦C] 106.76 104.84 109.70 108.18 109.76 99.03 101.69 111.39
TS04 [◦C] 106.59 104.87 106.01 106.98 109.46 99.37 101.99 111.62
TS05 [◦C] 107.02 105.07 104.84 106.98 109.20 99.56 102.18 111.24
TT-01 [◦C] 30.65 30.64 30.74 30.62 30.62 30.63 30.60 30.63
TT-02 [◦C] 18.08 25.01 29.40 22.57 25.99 16.98 22.26 18.94
TT-03 [◦C] 36.80 36.63 36.68 37.28 39.07 37.10 37.09 36.84
TT103 [◦C] 48.25 52.63 49.43 46.17 47.98 38.06 41.48 39.77
TV5 [◦C] 43.26 50.54 49.37 43.55 47.16 40.71 41.86 37.87
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Abstract

A dynamic model of the post-combustion CO2 capture process based on absorption is used to investigate the

transient behavior and dynamic responses of the process and to detect stabilization time when various disturbances

are introduced. Plant dimensions and parameter settings are based on the SINTEF CO2 capture pilot plant at Tiller,

and the overall process model is validated using two sets of steady state pilot plant data. A deviation between model

and pilot results of -0.8 and -4.5 % in absorbed CO2 and 2.6 and 1.2 % in desorbed CO2 is seen for the two cases used

in validation, respectively. The model deviation is within the observed pilot plant CO2 mass balance error of +/-3 to

6 % for these cases. The simulated absorber and desorber temperature profiles shows adequate agreement to the pilot

plant measurements. The model is further used to simulate set-point changes in flue gas flow rate, reboiler duty and

solvent flow rate in order to investigate typical stabilization times at various locations in the process. As expected,

mixing models like the absorber sump and reboiler will introduce time constants that affect the dynamic response

profiles, while plug flow models like the cross heat exchanger causes pure transport delays and no additional settling

time. Mass transfer and chemical reaction rates causes some process inertia, but it is relatively small compared to the

inertia of larger mixing vessels like the absorber sump, reboiler and buffer tank and transport delay caused by plug

flow. Changes in solvent flow rate are also seen as a larger disturbance to the process compared to changes in flue gas

flow rate and reboiler duty, reflected by longer process stabilization time to reach new steady state conditions. The

estimated 90 % settling times for the response in absorbed CO2 in the Tiller pilot plant are less than 1 hour, 3.5-6

hours and 3.5-4 hours for step changes in flue gas flow rate, solvent flow rate and reboiler duty, respectively.
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1. Introduction1

The attention around dynamic modeling of post-combustion CO2 absorption is increasing as the combined CO22

capture and power generation process is getting closer to full-scale realization. Power plant load changes have been3

identified as a possible operational challenge for the downstream CO2 capture unit (Chalmers and Gibbins, 2007).4
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These load changes may be quite large and frequent due to flexible power generation according to daily fluctuations5

in energy demand and prices. The dynamic performance of the integrated power generation and CO2 capture process6

is therefore critical for optimal operation of the overall process.7

A power plant reacts quite fast during load transitions and the dynamics are well documented through years of8

operational experience. The experience of the capture units abilities to adapt to power plant load changes is however9

limited. It is believed that load changes will influence both the dynamic operation and optimal design of the capture10

plant (Chalmers et al., 2009). A dynamic process model can be used to study the transient behavior of a process,11

determine its dynamic responses and detect how long time it takes to stabilize the system after a disturbance is12

introduced. It can also be utilized to study interactions between the power generation unit and the capture plant and13

to identify possible operational bottlenecks at an early stage of the process development and realization. The overall14

residence time of the system will affect these aspects, but column mass transfer and reaction rates may also contribute15

important inertia that influence the overall stabilization time. Typical process time constants and dead times should16

therefore be identified and their effects on the optimal process design should be studied.17

A number of dynamic models of the post-combustion CO2 capture process have been developed the recent years.18

Previously, most of these models have concerned individual process units only such as standalone absorber (Kvamsdal19

et al., 2009; Lawal et al., 2009), desorber (Ziaii et al., 2009), or reboiler (Arce et al., 2012). Dynamic models of20

the complete absorption process have also been developed more recently. Some of these models have been used21

to investigate the transient behavior of the process when an operational related disturbance is superimposed on the22

process. Lawal et al. (2010) investigated dynamic responses of a post-combustion CO2 capture plant by introducing23

possible disturbances to the flue gas flow rate, flue gas CO2 concentration, reboiler duty and water balance control.24

For the case of reducing reboiler duty a time constant of 57 min was estimated. The column sump and solvent buffer25

tank volumes contribute to this time constant; however, transport delay was not accounted for in their model. Harun26

et al. (2012) studied the transient response of the MEA absorption process performing step changes in the reboiler27

duty, and ramp changes and a sinusoidal change in the flue gas flow rate. The results were similar to those reported28

by Lawal et al. (2010).29

Faber et al. (2011) reported experimental step response results from a transient pilot plant campaign at the Esbjerg30

pilot plant as part of the EU project CESAR. The flue gas flow rate, lean solvent flow rate and reboiler duty were31

individually changed in a stepwise manner to introduce disturbances to a process at initially steady state condition and32

to evaluate the transient performance of the process. The average time for the entire system to reach the new steady33

state operating condition after perturbation was between 1h15min and 1h45min.34

The present study uses a comprehensive dynamic model developed in MATLAB to investigate the dynamic be-35

havior of the post combustion CO2 capture process when various disturbances are introduced to the system at steady36

state condition. The process model has previously been validated dynamically towards experimental pilot plant data37

collected at the Gløshaugen pilot plant (Enaasen Flø et al., 2015). Even though a different pilot plant was used for38

dynamic model validation, it is expected that the general unit model equations will be valid for other plants provided39
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the correct unit dimensions. The effect of set-point changes in flue gas flow rate, solvent flow rate and reboiler duty40

are investigated in the present work. The resulting dynamic responses at various locations of the process are com-41

pared and utilized to quantitatively estimate dead times and 90 % settling times. These measures are further used to42

determine the main inertia of the process and various process units are categorized according to their effect on and43

contribution to the overall dynamic progress.44

2. Stabilization time45

In order to identify and compare the main inertia of the process, time constants and transport delay or dead-time of46

dynamic responses for various process units should be determined. The dead time (θ) describes how long time it takes47

before a process begins to respond when a disturbance is introduced to the system. A time constant describes how fast48

the process responds once it has started to react to the change. For a simple 1st order system, the time constant equals49

the time it takes before the step response reaches 1 − e−1 = 63.2% of its final asymptotic value. An illustration of the50

principle is shown in Figure 1a, where u(t) is the process input and y(t) represents a response in process output. When51

a step change (∆u) is introduced, the process response will change from initial value y0 to some final asymptotic value52

y∞. The dead time (θ) and 1st order time constant (t1st) are also indicated in Figure 1a. However, for a higher order53

system with complex eigenvalues of the linearized problem (see Figure 1b), the response may show a more complex54

behavior and an analytic expression for the overall time response of an output can be even impossible to find. One55

widely used measure for more complex systems is the settling time (ts) which is defined as the time it takes to reach56

and stay within a certain relative level of the final value (Singh, 2009). Typical levels are 90%, 95% or 99%. The 90%57

settling time (or the 90% response time) is therefore defined as the time it takes for the process output to settle within58

+/-10% of the final value compared to the starting point, that is y∞ − 0.1∆y < y < y∞ + 0.1∆y.59

Time θ t1st 

63.2% 

y0 

y∞ 

Δy 

Δu u(t) 
y(t) 

(a)

Time θ ts 

y0 

Δy 

Δu u(t) y(t) 

(b)

Figure 1: (a) Dead time (θ) and time constant (ts) for a 1st order process step response (b) Dead time (θ) and settling time (ts) for a higher order

process step response.
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3. Dynamic process model60

A dynamic process model of the conventional CO2 absorption process based on amines is developed in MATLAB61

from first principle conservation laws. The process model consists of dynamic unit models representing each piece62

of process equipment: absorber, stripper, absorber sump, reboiler, condenser, cross heat exchanger, lean cooler and63

buffer tank, as illustrated in Figure 2. The models of the absorber, stripper, cross heat exchanger and lean cooler units64

are distributed parameter models, while the other units are assumed to be perfectly mixed.65
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Figure 2: Process flow diagram of the model including basic control scheme.

Details about the model assumptions behind the general column model that is used to represent both the absorber66

and stripper columns are described by Kvamsdal et al. (2009) and Tobiesen et al. (2012), and the model equations67

are listed in Enaasen et al. (2013). A rate based approach is used to describe mass- and heat transfer in the packed68

sections of the columns. The current study uses correlations described by Rocha et al. (1996) to estimate mass transfer69

coefficients (kg,i and kl,i) and the effective interface area (ae):70

kg,i =
0.054Dg,i

S

(
(ug,e + ul,e)ρgS

µg

)0.8 ( µg

Dg,iρg

)0.33

(1)

kl,i = 2
(

Dl,iCEul,e

πS

)
(2)
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where ug,e =
ug

ε(1−hl) sin β and ul,e =
ul

εhl sin β71

ae = FS E Fta (3)

where FS E is a factor for surface enhancement given for the packing material and Ft is a dimensionless correction72

factor for total hold up due to effective wetted area defined by:73

Ft =
29.12(WeLFrL)0.15S 0.359

Re0.2
L ε

0.6(1 − 0.93 cos γ)(sinβ)0.3
(4)

Estimation of the solvent hold-up (hl) is done by correlations given by Rocha et al. (1993) as presented in Equa-74

tion 5-9.75

hl =

(
4

Ft

S

)2/3 ( 3µlul

ρl(sinβ)εge

)1/3
(5)

ge = g
(
ρl − ρg

ρl

) 1 −
∆P
∆z

(∆P
∆z ) f lood

 (6)

∆P
∆z
=

(
∆P
∆z

)

dry

(
1 − 1

1 − K2hl

)5
(7)

where K2 = 0.614 + 71.35S .76

(
∆P
∆z

)

dry
=

0.177ρg

S ε2(sin β)2 u2
g +

88.774µg

S 2ε sin β
ug (8)

(
∆P
∆z

)

f lood
= 1025 (9)

The heat exchanger and lean cooler models are single phase distributed parameter models, the reboiler and con-77

denser are modeled as flash tanks and the absorber sump and buffer tank are modeled as single phase continuously78

stirred tanks. All unit models are developed in dynamic mode and the model equations are given in (Enaasen Flø et79

al., 2015).80

A basic control system is also implemented with level controllers for absorber sump, reboiler, condenser and81

buffer tank, temperature controllers for the condenser and lean cooler, a pressure controller for the condenser and82

MEA concentration controller for the buffer tank. The control scheme is also illustrated in Figure 2, and the control83
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model equations are given in (Enaasen Flø et al., 2015). The flue gas flow rate, lean solvent flow rate and reboiler84

duty are controlled manually.85

The overall dynamic process model results in a set of partial differential equations (PDEs) which are solved86

numerically and simultaneously in MATLAB using ode15s and orthogonal collocation. All dependent variables are87

normalized to increase numerical robustness.88

4. Steady state model validation89

The Tiller pilot plant is used as basis for equipment sizes and parameter settings in the process model. The90

design of this pilot plant with full height columns is similar to full-scale design. The gas rate (m s−1) and liquid91

load (m3 s−1 m2) are therefore comparable, such that the conditions for mass and heat transfer from gas to liquid and92

reaction rates will be very much like in industrial sized plants. Scale-up of column diameters and vessel sizes allowing93

larger gas and solvent flow rates will therefore represent full-scale size. It is therefore expected that the time constants94

for an industrial plant will resemble those of the Tiller pilot plant.95

The absorber column diameter is 200 mm and the absorber tower contains 19.418 m of packing. The desorber96

column has a diameter of 150 mm and contains 13.78 m of packing. Both columns contains Mellapak 250Y structured97

packing. In the Tiller pilot plant the lean solvent enters the top of the absorption column, trickles downwards and meets98

the flue gas containing CO2 flowing counter-currently. CO2 is absorbed from the gas, and the rich solvent is pumped99

from the absorber sump through the cross heat exchanger and further into the desorber column. The solvent enters the100

top of the desorber and meets the upcoming vapor from an electrically heated reboiler. This vapor contains the energy101

required to heat up the solvent to stripping temperature and desorb CO2 and regenerate the solvent. The regenerated102

solvent exits the reboiler and flows through the cross heat exchanger, into a mixing tank and through the lean cooler103

to the absorber inlet.104

The solvent hold-up and residence times of various units are presented in Table 1 for a solvent flow rate of 3.5-7105

liter/min.106

Two sets of steady state data from a Tiller pilot plant campaign with 30 wt% MEA solvent are used for validation107

of the model. The first case (100612) represent a natural gas based flue gas with 3.9 % CO2, while the second (100718)108

represent a coal based flue gas with 10.9 % CO2. The amount of absorbed CO2 in kg h−1 is calculated in three different109

ways using the measured and logged pilot plant data:110

1. Based on measured absorber inlet and outlet gas flow rates and gas phase CO2 concentrations:111

mg
CO2,abs = (Fg,abs,inyCO2,abs,in − Fg,abs,outyCO2,abs,out)MCO2

(10)112

2. Based on measured absorber inlet and outlet solvent flow rates and CO2 analysis of the liquid samples:113

ml
CO2,abs = (Fl,abs,outxCO2,rich − Fl,abs,inxCO2,lean)MCO2

(11)114
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Table 1: Solvent hold-ups and residence times in the Tiller pilot plant.

Solvent hold-up [liter] Residence time [min]

Absorber packing 50 7 - 14

Absorber sump 16 2 5

Desorber packing 20 3 6

Desorber sump and reboiler 280 40 - 80

Buffer tank 57 8 - 16

Heat exchanger and piping 92 13 - 26

Total 515 73 - 147

3. Based on gas flow measurement of the condenser outlet gas stream:115

mg
CO2,des = Fg,des,outyCO2,des,outMCO2

(12)116

Based on these calculations a steady state pilot plant CO2 mass balance error of - 5.8 % to + 3.6 % is found for117

the two cases, according to Table 2.118

The two steady state cases are simulated using the dynamic process model and the resulting CO2 solvent loadings119

and amount of absorbed CO2 are presented in Table 3. The deviations in absorbed CO2 compared to the pilot plant120

results are -0.8 and -4.5 %, for the two cases respectively. For desorbed CO2 the deviations are 2.6 and 1.2 %. This is121

within the percentage error of calculated steady state CO2 mass balance for each case.122

The absorber and desorber column temperature profiles for the two steady state cases are given in Figures 3a-123

3d. The simulated temperature profiles are in good agreement with the column temperature measurements, which124

supports the models reliability. There are no dynamic data for the Tiller pilot plant available for validation of the125

dynamic performance of the model. However, the process model has previously been validated dynamically, to a126

different pilot plant. The results are presented in (Enaasen Flø et al., 2015) and it is believed that the general unit127

model equations also are valid for other plants provided the correct equipment sizing and parameter settings. The128

main uncertainty is believed to lie in the empirical parameter correlations, which are limited to their specific range129

measured.130
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Table 2: Tiller pilot plant results for case 100612 and 100718

Input Case 100612 Case 100718

Flue gas flow rate [Nm3 h−1] 216.4 138.4

Flue gas CO2 content [vol%] 3.9 10.6

Solvent flow rate [kg h−1] 222 408

Reboiler duty [kW] 18.5 26.7

Reboiler pressure [kPa] 180 190

Absorbed amount of CO2

mg
CO2,abs [kg h−1] 15.3 25.8

ml
CO2,abs [kg h−1] 14.8 25.1

mg
CO2,des [kg h−1] 14.8 24.4

CO2 loading

αCO2,lean [molCO2/molMEA] 0.14 0.17

αCO2,rich [molCO2/molMEA] 0.48 0.49

Error in calculated steady state CO2 mass balances

Absorber


mg

CO2 ,abs−ml
CO2 ,abs

avg
(
mg

CO2 ,abs+ml
CO2 ,abs

)

 [%] 3.6 2.8

Desorber


mg

CO2 ,des−ml
CO2 ,des

avg
(
mg

CO2 ,des+ml
CO2 ,des

)

 [%] 0.2 -3.1

Overall


mg

CO2 ,des−mg
CO2 ,abs

avg
(
mg

CO2 ,des+mg
CO2 ,abs

)

 [%] -3.4 -5.8

Table 3: Simulated results for case 100612 and 100718.

Case 100612 Case 100718

Absorbed amount of CO2 (mg
CO2,abs,m

l
CO2,abs,m

g
CO2,des) [kg h−1] 15.2 24.7

Lean CO2 loading (αCO2,lean) [molCO2/molMEA] 0.12 0.17

Rich CO2 loading (αCO2,rich) [molCO2/molMEA] 0.48 0.50
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(a) Absorber temperature profile for case 100612
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(b) Absorber temperature profile for case 100718
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(c) Desorber temperature profile for case 100612
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(d) Desorber temperature profile for case 100718

Figure 3: Absorber and desorber column temperature profiles for case 100612 and 100718.

5. Simulation results131

A case with 216.4 Nm3 h−1 of flue gas containing 3.9 vol% of CO2 with the optimal solvent flow rate of 213.1132

kg h−1 and reboiler duty of 15.5 kW to reach 90 % capture rate is used as basis for the dynamic simulations. Dis-133

turbances are introduced to the process at initially steady state condition in order to create dynamic responses and134

compare typical settling times and dead times of the process. This will gain a better understanding of which parts of135

the plant causes the main inertia.136

5.1. Changes in solvent flow rate137

The absorber inlet solvent flow rate is increased by 20 % from 213.1 to 255.8 kg h−1 as indicated by the triangle138

marked (blue) line in Figure 4. The disturbance is introduced as a ramp change with a total ramp rate of 1 minute. The139

simulations are continued for 18 hours to ensure that a new steady state condition is observed. The flue gas conditions140

and reboiler duty are kept constant during the whole simulation time.141
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Figure 4: Response in solvent flow rate for +20% set-point change in absorber inlet solvent flow rate.

Figure 4 shows how the change in solvent flow rate propagates through the process. A minimal or no dead time142

between the absorber inlet and outlet solvent flow rates is observed. The same yields for the heat exchanger and143

desorber. This is the effect of plug flow models for incompressible fluids. The dynamic effects on dead time for144

the absorber sump and reboiler is also small, but noticeable, which is typical for mixing models. This is seen by145

comparing the circle marked (red) line to the diamond marked (green) line, and the square marked (black) line to the146

asterisk marked (yellow) line, respectively. The response profile of mixing model units will however change due to147

mixing effects. The response is smoothing out as it propagates through the mixing units. These units will therefore148

introduce inertia as settling time, especially the reboiler which has the largest solvent hold-up. The level controllers149

react however quite fast and are able to adjust very quickly to the new conditions. The flow rates reaches a new stable150

level after about 2-3 minutes. It can also be noted that plug flow models will not result in any additional settling time151

as the inlet and outlet flow rates shows exactly the same profile. Thus changes in solvent flow rate are instantaneous152

for such units.153

The effects of plug flow transport, mass- and heat transfer and chemical reaction in the absorber and desorber154

packing are observed as shown in Figures 5 and 6. The response in rich CO2 loading at the absorber outlet as presented155

by the diamond marked (green) line in Figure 5a is slower compared to the response in solvent flow rate presented in156

Figure 4. This is due to the effects of plug flow transport, possible changes in solvent hold-up in the packing material157

and mass transfer and chemical reaction rates which adds inertia to the process. The absorber sump and cross heat158

exchanger adds more transport delay, in terms of dead time. However, while the mixing effects of the absorber sump159
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results in a smoother loading profile at the absorber sump outlet (circle marked (red) line), the heat exchanger causes a160

simple transport delay as the profiles in and out are identical. The same effects are observed for the lean CO2 loading161

in Figure 5b, where plug flow models represent transport delay and mixing models smoothens out the profile with162

additional settling times. Faster dynamics are observed for the solvent temperature profiles in Figure 6, because heat163

transfer between the two streams in the cross heat exchanger evens out the temperature changes more rapidly. It takes164

about 4-5 hours and 2-3 hours for the new conditions to adjust for CO2 loadings and temperatures, respectively.165

(a) (b)

Figure 5: Response in (a) rich CO2 loadings and (b) lean CO2 loadings for +20% set-point change in absorber inlet solvent flow rate.

(a) (b)

Figure 6: Response in solvent temperatures for +20% set-point change in absorber inlet solvent flow rate.

An inverse response in rich CO2 loading is observed in Figure 5a. This is caused by an initial decrease in rich166

CO2 loading as the lean solvent flow rate is increased. However, once the change in solvent flow rate reaches the167

regeneration section, the lean solvent loading will start to increase as presented in Figure 5b. This will again cause168

the rich solvent loading to increase and therefore change in the opposite direction of the initial change. The dynamic169

profile will therefore switch from decreasing to increasing rich CO2 loading, before it stabilizes at a level close to the170

initial.171

Various ramp changes in solvent flow rate (-20% to +20%) are simulated and the results are presented in Figures 7-172

9. The changes are as previously introduced after 10 minutes and 1 minute is allowed to reach the final value. The173
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dead times (θ) and settling times (ts) for different responses in the process are calculated and compared in Table 4.174

For the response in solvent flow rate there are no observed dead time or change in settling time for the heat175

exchanger, according to Table 4, which corresponds to the effect of plug flow for incompressible fluids. A very small176

increase in dead time is however seen for the absorber and desorber (according to Table 4) which is related to changes177

in solvent hold-up when the disturbance in lean solvent flow rate is introduced. This effect is maximum 4 seconds for178

the simulated cases.179

When comparing dead times and settling times for lean and rich CO2 loadings, it is clear that the heat exchanger180

acts as a pure transport delay by adding significant dead time to the responses, while no change in settling time is181

observed. 13-20 minutes dead time for the cold side and 9-14 minutes for the hot side of the cross heat exchanger is182

observed depending on solvent flow rate. The observed dead time equals the residence time for heat exchanger and183

piping.184

The settling time for absorbed CO2 is 216-359 minutes for the simulated cases. An inverse response is also seen185

for the absorbed CO2 in Figure 7, as it first increases/decreases for increased/decreased solvent flow rate, before it186

start to decrease/increase when the changes in lean loading (seen in Figure 9b) reaches the absorber. The response in187

desorbed CO2 in Figure 8 adjust faster to a new steady state condition, compared to the absorbed CO2. The settling188

time in this case are 11-20 minutes for decreased solvent flow rate and 98-136 minutes for increased flow rate.189

Figure 7: Response in absorbed CO2 for set-point changes in solvent flow rate.
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Figure 8: Response in desorbed CO2 for set-point changes in solvent flow rate.

(a) (b)

Figure 9: Response in (a) rich CO2 loadings and (b) lean CO2 loadings for set-point changes in solvent flow rate.
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Table 4: Calculated dead times (θ) and settling times (ts) for set-point changes in solvent flow rate.

Dead time (θ) [min] Settling time (ts) [min]

Solvent flow rate +20 % +10 % -10 % -20 % +20 % +10 % -10 % -20 %

Performance

CO2 absorbed 0.07 0.07 0.07 0.07 355.36 359.35 237.16 216.35

CO2 desorbed 0.07 0.10 0.10 0.07 136.37 97.90 20.40 11.26

Rich CO2 loading

absorber outlet 0.60 0.38 0.25 0.35 498.68 492.45 160.78 69.20

asorber sump outlet 2.43 1.40 0.55 0.65 500.92 495.90 166.05 76.17

desorber inlet 15.48 16.30 18.50 20.60 500.59 495.18 166.03 76.17

Lean CO2 loading

reboiler outlet 0.95 0.75 0.30 0.20 184.92 183.67 214.53 238.45

buffer tank inlet 10.10 10.75 12.68 14.07 185.02 183.73 214.54 238.45

buffer tank outlet 19.80 12.67 13.83 15.00 185.73 192.36 224.87 251.00

Flow rate

absorber inlet 0.00 0.00 0.00 0.00 0.80 0.80 0.80 0.80

absorber outlet 0.06 0.06 0.06 0.06 0.67 0.67 0.69 0.69

asorber sump outlet 0.07 0.07 0.07 0.07 0.75 0.75 0.75 0.75

desorber inlet 0.07 0.07 0.07 0.07 0.75 0.75 0.75 0.75

desorber outlet 0.09 0.10 0.09 0.10 0.76 0.75 0.74 0.72

reboiler outlet 0.15 0.17 0.09 0.10 1.83 1.83 1.74 1.72

buffer tank inlet 0.15 0.17 0.09 0.10 1.83 1.83 1.74 1.72
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5.2. Changes in reboiler duty190

Four simulations with set-point changes in reboiler duty (-20% to +20%) are also performed, while the flue gas191

conditions and solvent flow rate are kept constant. The ramp changes are introduced after 10 minutes, and 1 minute192

is allowed to reach the final input value. The simulations are then continued for 18 hours to ensure that a new steady193

state condition is observed. The results are presented in Figures 10-12 and the calculated dead times (θ) and settling194

times (ts) are presented in Table 5.195

The settling time for absorbed CO2 is 219-242 minutes for the simulated cases. For desorbed CO2 it is only 1196

minute for decreased reboiler duty and 18-27 minutes for increased reboiler duty. For the case of increased reboiler197

duty, the response in desorbed CO2 has an overshoot as seen in Figure 11. The rich CO2 loadings needs longer time198

to stabilize, as the settling time for the absorber outlet is 248-368 minutes, according to Table 5. However, it should199

be noted that the changes in rich CO2 loading are very small for all cases, as seen in Figure 12a. Again, the effect of200

plug flow transportation is observed as the settling time for the response in outlet absorber sump and inlet desorber are201

identical, which corresponds to the cold side of the heat exchanger including piping. The same yield for the response202

in reboiler outlet and buffer tank inlet, which corresponds to the hot side of the heat exchanger including piping. The203

dead time is however, 17 and 11 minutes for cold side and hot side, respectively, which corresponds to the residence204

time of these parts of the process given the current flow rate. A quite considerate increase in settling time is however205

observed for the absorber when comparing the response in absorber outlet CO2 loading to the inlet lean CO2 loading.206

The flue gas flow rate and condition, solvent flow rate and inlet solvent temperature are in this case constant, and an207

increase of the settling time in CO2 loading up to 161 minutes is observed, which can be linked to the inertia due to208

mass transfer and chemical reaction rates in the absorber column. However, as previously mentioned, the change in209

rich CO2 loading is very small, thus the basis for comparison is limited.210
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Figure 10: Response in absorbed CO2 for set-point changes in reboiler duty.

Figure 11: Response in desorbed CO2 for set-point changes in reboiler duty.
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(a) (b)

Figure 12: Response in (a) rich CO2 loadings and (b) lean CO2 loadings for set-point changes in reboiler duty.

Table 5: Calculated dead times (θ) and settling times (ts) for set-point changes in reboiler duty.

Dead time (θ) [min] Settling time (ts) [min]

Reboiler duty +20 % +10 % -10 % -20 % +20 % +10 % -10 % -20 %

Performance

CO2 absorbed 22.57 27.20 25.85 23.47 242.41 233.97 218.78 224.43

CO2 desorbed 0.05 0.05 0.05 0.05 18.47 27.40 1.08 1.08

Rich CO2 loading

absorber outlet 31.03 32.73 40.53 39.12 353.59 313.84 248.30 368.05

asorber sump outlet 34.83 38.90 44.95 43.60 355.35 313.75 249.13 368.72

desorber inlet 51.75 56.45 61.77 60.37 355.37 313.80 249.13 368.75

Lean CO2 loading

reboiler outlet 0.55 0.55 0.60 0.65 194.48 195.22 195.68 194.28

buffer tank inlet 11.55 11.57 11.65 11.65 194.52 195.20 195.72 194.38

buffer tank outlet 13.80 14.10 15.05 14.23 205.88 205.73 204.62 206.94
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5.3. Changes in flue gas flow rate211

Four simulations with set-point changes in flue gas flow rate from -20% to +20% are also performed, while the212

lean solvent flow rate and reboiler duty are kept constant. The changes are as previously introduced as ramp changes213

after 10 minutes, where 1 minute is allowed to reach the final value. The simulations are continued for 18 hours to214

ensure a new steady state condition. The results are presented in Figures 13-16 and calculated dead times and settling215

times are presented in Table 6.216

The absorbed CO2 shown in Figure 13 stabilize very fast at a new steady state level. For increased flue gas flow217

rate, the final value is very close to the initial since the solvent loading capacity already is close to the limit. Thus218

almost no more CO2 is absorbed after the set-point increase. The same results are is also seen for desorbed CO2 in219

Figure 14 and for CO2 loadings in Figure 16, where the response profiles for +10% and +20% set-point change keeps220

more or less constant. The CO2 capture rate will naturally decrease for increased flue gas flow rate as seen in Figure 15.221

The settling times are 17 and 13 minutes for +20% and +10% set-point change, respectively. The residence time of222

the gas in the absorber column is less than 1 minute, while it for solvent is about 14 minutes. The additional time223

needed for stabilization of the response in absorbed CO2 is probably linked to mass transfer and chemical reaction224

rates. This effect is up to 3 minutes in this case.225

For decreased flue gas flow rate a decline in absorbed and desorbed CO2 is observed, according to Figure 13226

and 14. The CO2 capture rate will however increase as seen in Figure 15, and the estimated settling times are 53 and227

13 minutes for -10% and -20% set-point change, respectively.228

Figure 13: Response in absorbed CO2 for set-point changes in flue gas flow rate.
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Figure 14: Response in desorbed CO2 for set-point changes in flue gas flow rate.

Figure 15: Response in CO2 capture rate for set-point changes in flue gas flow rate.
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(a) (b)

Figure 16: Response in (a) rich CO2 loadings and (b) lean CO2 loadings for set-point changes in flue gas flow rate.

Table 6: Calculated dead times (θ) and settling times (ts) for set-point changes in flue gas flow rate.

Dead time (θ) [min] Settling time (ts) [min]

Reboiler duty +20 % +10 % -10 % -20 % +20 % +10 % -10 % -20 %

Performance

CO2 capture rate 0.02 0.02 0.02 0.02 12.75 16.73 52.65 13.25

CO2 absorbed 0.02 0.02 183.03 9.70

CO2 desorbed 1.22 1.32 414.30 115.20

Rich CO2 loading

absorber outlet 0.78 2.03 335.24 54.35

asorber sump outlet 3.22 5.18 337.93 58.44

desorber inlet 19.63 21.82 338.15 58.61

Lean CO2 loading

reboiler outlet 1.27 0.95 606.26 438.35

buffer tank inlet 11.87 11.80 605.05 436.75

buffer tank outlet 13.00 13.63 639.93 544.44
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6. Discussion229

The Tiller pilot plant is used as basis for model parameter setting and equipment sizing in this work. The design230

of this plant resembles full-scale design with full column height, such that scale up of column diameters, vessel sizes231

and gas and liquid flow rates will give comparable residence times. It is therefore believed that the reported dead232

times and time constants also will reflect the dynamics of an industrial plant. The flow sheet in Figure 2 is identical233

to the lay out of the Tiller pilot plant, except the buffer tank level controller and MEA make-up controller that ensures234

constant MEA concentration. This was included in the model and simulations in order to give as good estimates of235

the time constants as possible and to enable isolation of the effects of the set-point changes only. It will not affect the236

results significantly as the make-up is very small and also performed in a pilot plant, manually.237

Comparing set-point change responses and calculated time constants is a useful method in order to evaluate process238

dynamics. However, the data input to the different units does not act as step changes in this case because propagation239

through the process changes the response and thereby affects the input profiles. The dead time will naturally increase240

and the profile is smoothing out as the disturbance propagates through the process. However, by comparing a units241

input and output response profile, an image of how the unit contributes to changed dead time and/or time constant of242

the overall system can be drawn.243

Solvent flow rates adjust very fast due to plug flow of incompressible fluids along with level control for all vessels.244

The stabilization time for flow rates are therefore within a couple of minutes. Temperatures and concentrations are245

more dependent on plug flow transport (which represent dead time), along with mass transfer and chemical reactions246

in column packing sections and will therefore need more time to stabilize. The stabilization time for CO2 loadings is247

up to 8 hours depending on the disturbance introduced. This is mostly caused by mixing effects of large vessels, and248

larger solvent hold-ups will consequently demand longer stabilization time. However, the changes in rich CO2 loading249

is in general very small. For temperatures, however, the cross heat exchanger contributes to an active connection250

between lean and rich side of the cross heat exchanger, and consequently the solvent does not have to be transported251

all the way through the system to stabilize. The connection between cold and hot side will give more rapid responses252

and shorter stabilization time.253

The overall residence time of the system affects the stabilization time, but the fact that the process has recirculation254

of solvent will increase the time needed for stabilization even more. The overall residence is only 2-3 hours, but it is255

here proven that stabilization in CO2 capture rate will require up to 6 hours, that is 2-3 times longer than the solvent256

residence time. Column mass transfer and chemical reaction rates may also hold inertia that affects the stabilization257

time. The simulation case with set-point changes in reboiler duty allows simulations that reflect the effect of mass and258

heat transfer rates and chemical reaction rates in the absorber, since the inlet and outlet loading profile can be compared259

more easily with more or less constant gas and solvent flow rates. The simulations indicate an absorber CO2 loading260

settling time of 248-368 minutes which corresponds to an increase of 41-161 minutes compared to the inlet lean CO2261

loading. However, all changes in rich CO2 loading are relatively small for changes in reboiler duty. The simulations262
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with set-point changes in flue gas flow rate shows a settling time of 13-53 minutes for the CO2 capture rate. Increasing263

flue gas flow rate does not cause significant disturbances of the solvent as the lean and rich solvent loadings keeps264

stable, and the estimated settling time is in this case 13-17 minutes. The additional stabilization time is therefore up265

to 3 minutes longer than the absorber residence time, which is probably linked to mass and heat transfer and chemical266

reaction rates. It is not possible to predict similar estimates for the desorber, as desorber conditions depends both267

on dynamic effects of reboiler vapor and inlet solvent conditions. Additional effects will therefore contribute to the268

change in profile for the desorber column. A standalone desorber simulation with constant vapor inlet conditions will269

however allow such an estimate, but it is not really relevant as it has no physical meaning. Further, the desorber is270

usually operated close to equilibrium conditions, thus effects of mass transfer and chemical reaction rates are limited.271

Overall, it seems like set-point changes in flue gas flow rate stabilize very fast as it does not disrupt the solvent272

dynamics significantly. Changes in reboiler duty does also allow faster stabilization than changes in flow rate. Even273

though the flow rates are able to adjust to the new condition very fast, this acts as a larger disturbance to the system.274

7. Conclusion275

This paper presents an examination of time constants related to set-point changes in flue gas flow rate, solvent276

flow rate and reboiler duty, which again are used to identify and describe the dominant dynamics of the process.277

As expected, the mixing models (absorber sump, reboiler and buffer tank) introduce time constants that affect278

the dynamics of the overall system. The plug flow models (heat exchanger) contribute with some dead time, but no279

additional time constant is observed for these units. Plug flow units are therefore regarded as pure transport delays.280

For the absorber column, however, which is described by a plug flow model with chemical reaction and mass and281

heat transfer, some dynamic effect of chemical reaction and mass and heat transfer rates is observed. The magnitude282

of the effect depends on the disturbance introduced, but it is clearly not the most significant source of inertia. The283

simulation results and calculated dead times and time constants suggest that the main inertia of the process lies in the284

larger vessels like reboiler and buffer tank, along with piping and cross heat exchanger. The largest unit residence285

time in the process is clearly the reboiler according to Table 1, however this unit seem to adjust quite fast to changes286

due to tight control. The regeneration part of the process is also a quite complex system with two recirculation loops287

to the desorber column (condenser condensate to the top of the column and reboiler vapor to the bottom). This causes288

complex responses and dependencies which makes it fairly difficult to estimate time constants. However, the dynamics289

are still relatively fast. The simulations indicate that the absorber part of the process is somewhat slower.290
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Nomenclature298

Symbol Units Description

a m2 m−3 Specific area

CE [-] Constant

D m2 s−1 Mass diffusion coefficient

F [-] Factor

F kmol s−1 Molar flow

g m s−2 Gravitational acceleration

h m3 m−3 Hold-up

k m s−1 Film mass transfer coefficient

K2 Correlation constant

m kg h−1 Absorbed amount

M kg kmol−1 Molar mass

P kPa Pressure

S m Side dimension of corrugation

t s Time

u [-] Non dimensional process input

u m s−1 Superficial velocity

x [-] Liquid mole fraction

y [-] Gas mole fraction

y [-] Non dimensional process output

z m Axial coordinate

Greek symbols

α molCO2/molMEA CO2 loading

β ◦ angle with horizontal for falling film or corrugation channel

∆ Change/difference
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ε m3 m−3 Void fraction

γ ◦ contact angle between solid and liquid film

ρ kg m−3 Density

µ kg m−1 s−1 Dynamic viscosity

σ kg s−2 Surface tension

θ min Dead time

Subscripts

abs absorber

des desorber

g gas

i component

in inlet

l liquid

out outlet

e effective

s settling

SE surface enhancement

t total hold-up due to effective wetted area

0 initial

∞ final

1st first order

Dimensionless groups

FrL =
u2

l
S g Froude number for liquid

ReL =
ulS ρl
µl

Reynold number for liquid

WeL =
u2

l ρlS
σ

Weber number for liquid

Abbreviations

EC Electrical effect controller

FC Flow controller

LC Level controller

PC Pressure controller

TC Temperature controller
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Abstract

Dynamic modeling of post combustion CO2 capture has gained increasing attention the recent years. One of the

main motivations behind this drive is the limited knowledge on CCS’ operational flexibility according to variations in

electricity demand and prices. This work presents an evaluation of various flexible operating modes through dynamic

simulations using the K-Spice R© general simulation tool. The modes evaluated are; load following, exhaust gas

venting, varying solvent regeneration and solvent storage. Solvent storage as operating mode gives a large potential

for flexible operation with the possibility of maintaining 90 % capture rate over the whole 24 hour simulated period.

Two large solvent storage tanks are however required as part of the process configuration in order to realize this kind

of flexible operation. Exhaust gas venting and varying solvent regeneration does not require any additional process

equipment, but their potential is limited to the plants maximum capture capacity during off-peak electricity price

periods in order to reach an average capture rate of 90 %. Exhaust gas venting seems to be the favorable option of the

latter two.

Keywords: Post combustion CO2 capture, process dynamics, operational flexibility

1. Introduction1

Carbon capture and storage (CCS) has the potential to significantly reduce the amount of CO2 emitted from fossil2

fuel fired power plants. However, its operation requires steam extraction for solvent regeneration and electricity for3

operation of flue gas blowers, solvent pumps and CO2 compressors, which reduces the power plants net electrical4

output and thereby decreases its profit. The total efficiency reduction related to CO2 capture is estimated to 8.6-9.25

percentage points for coal fired power plants (Davison , 2006), where steam for solvent regeneration accounts for up6

to 2/3 of the overall energy penalty (Chalmers et al., 2009). Optimal operation of the carbon capture unit is therefore7

an absolute necessity in order to minimize the power plant energy penalty related to carbon capture.8
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The power station might undergo frequent load changes according to a shifting energy demand. The electricity9

market may also vary quite significantly during a day, week, season or year, which motivates flexible operating modes10

in an attempt to reduce the time average energy penalty. By applying flexible CO2 capture, the CO2 capture rate11

can be manipulated to maximize operating profits based on the trade-off between CO2 emission cost and the current12

electricity price.13

The knowledge on CCS’ ability for flexible operation is quite limited due to lack of large scale operational exper-14

imental experience. Thus this has been one of the main motivations behind the increasing degree of dynamic process15

model development the recent years. A recent review by Bui et al. (2015) gives an overview of the work on dynamic16

modeling and simulation of the post-combustion CO2 absorption process. The authors points out that dynamic model17

validation is needed to ensure model reliability both at steady state conditions and in transient mode, which has also18

been emphasized by other authors (Chikukwa et al., 2012) (Biliyok et al., 2012). However, lack of dynamic data19

for proper model validation has remained problematic. Further, utilization of the dynamic models for simulations of20

relevant flexible operating modes is barely demonstrated in the literature, and this is one of the main suggestions for21

future work by Bui et al. (2015).22

Besides techno-economic studies like Chalmers et al. (2012) and Cohen et al. (2010) the published material on23

flexibility is in general scarce. Techno-economic evaluations are useful in understanding the overall costs and benefits24

of realizing CCS and highlights the overall plant performance indicators. Recent studies also considers possible25

improvements with flexible operation by exploiting the variations in electricity demand and prices (Wiley et al.,26

2011) (Chalmers et al., 2012) (Cohen et al., 2010). However, such analyses typically ignore operating dynamics and27

transient performance of the CCS plant. For instance it is suggested that the capture unit can be completely switch28

off during peak electricity price periods, and later switch on when prices are normalized in a cyclic manner (Wiley et29

al., 2011) (Cohen et al., 2010). However, simulations of frequent process start-ups and shut downs and analysis of the30

related system response times are barely reported in the literature. On/off operation of the regeneration section may be31

challenging in practice, especially in a frequent manner. In the paper by Mangiaracina et al. (2014) on/off operation32

is demonstrated as part of a pilot plant campaign considering flexibility in the Brindisi pilot plant. The results shows33

in fact that significant amount of time is required for the regeneration part of the process to re-pressurize and stabilize34

after start-up.35

Garðarsdóttir et al. (2015) applied a dynamic amine-based CO2 capture model to investigate the transient behavior36

of the absorption process during power plant load changes. Part load and peak load operation was simulated in their37

study, and various control strategies were evaluated. Controlling the solvent flow rate and steam flow rate to the38

reboiler to maintain constant L/G and lean loading was concluded to improve the capture efficiency at part load39

operation. The authors also concluded that the response time of the system was generally lower in the cases where the40

solvent flow rate was controlled.41

Lin et al. (2012) introduced a new strategy for flexible operation during peak electricity price periods allowing42

constant hydraulic conditions in the absorber and desorber columns at all times. Instead of varying both the lean43

2



solvent flow rate and reboiler duty, they proposed a strategy with constant lean solvent flow rate and varying lean44

solvent loading. The gas flow through the stripper will naturally change as the reboiler duty is increased during45

off-peak periods. However, by recirculating part of the produced CO2 to the bottom of the desorber, the authors46

claimed to stabilize the desorber hydraulics and keep constant L/G at all times. This strategy was compared to the47

conventional strategy of varying lean solvent flow, and satisfying results with respect to capture performance was48

presented. However, the authors did not demonstrate any operational challenges for the conventional strategy of49

varying lean solvent flow for the simulated case, nor was energy performance calculations included in this study, as50

one would expect a higher energy consumption to maintain the desired capture rate at suboptimal conditions (higher51

lean loadings).52

Mac Dowell and Shah (2015) responded to the request of Bui et al. (2015) for flexibility simulations and per-53

formed a thorough technical simulation and economical optimization study of four various flexible operating modes54

for a super-critical coal-fired power plant integrated with an amine-based CO2 capture process. The capture model55

includes dynamic unit models for packed column, absorber sump, reboiler and condenser. A steady state power plant56

model with varying efficiency based on load factor and a steam cycle model that estimates the available steam at each57

operating point is also developed. This allows optimization of the integrated power generation process with CCS.58

However, the capture plant model used in their study is not validated against dynamic data. Based on their simula-59

tions, the authors were able to suggest the optimal operating mode for a specific multi-period case based on a short60

run marginal cost profitability perspective.61

In this work a dynamic process model developed in K-Spice R© general simulation tool is used to evaluate various62

flexible operating modes from an operational and dynamic performance perspective. The model is previously validated63

against dynamic pilot plant data from the Brindisi pilot plant. The validation study is presented in Enaasen et al.64

(2014) and proves that the model is able to predict satisfying transient behavior when step changes in flue gas flow65

rate, solvent flow rate and reboiler duty is superimposed to the system at steady state.66

The operating mode of on/off regeneration and solvent storage was tested experimentally in the Brinsidi pilot67

plant as part of a campaign on flexibility within the OCTAVIUS project (Mangiaracina et al., 2014). However, by68

performing dynamic simulations using the K-Spice model, additional flexible operating modes are investigated. Based69

on simple basic control of solvent flow rate and reboiler duty, possible daily operation plans are suggested with the70

objective of reducing the time average energy penalty for solvent regeneration, while maintaining close to 90 %71

average capture rate. This paper presents 24 hour dynamic simulation results and performance data during four72

various modes of flexible operation according to hypothetical variations in electricity demand and prices. The main73

focus of these simulations is on operational performance. Economic analysis are not conducted, however, the possible74

steam savings during electricity price intensive periods is evaluated, which gives an indication of the potential of the75

various flexible operating modes.76
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2. Flexible operating modes77

The key motivation of flexible operation of power plants is related to variations in the electricity demand and price78

market. In the case of varying electricity generation, the power station will operate at varying loads, which the capture79

plant will need to follow. This type of operation is referred to as load following. A hypothetical scenario where the80

power station is ramped down to 70 % load during 3 hours at night time according to Figure 1a is studied in this work.81

The load change is done gradually, where the ramping down is started at 10 pm, 60 % load is reached at 2 am and82

continued until 5 am. Ramping up is started at 5 am, reaching full load again at 7 am in the morning.83

In the case of varying electricity prices, flexible operation can be beneficial in order to manipulate the economic84

penalty of carbon capture. During peak electricity price periods it could be economical to utilize more steam for85

power generation, while spending more on CCS during off-peak electricity price periods. In this case a power plant86

operating at full load is considered, while the capture plant is ramped up and down according to a hypothetical daily87

electricity price profile as illustrated in Figure 1b. The simulated ramping rate is in this case 2% per min, and the88

electricity price intensive periods lasts for 3 hours in the evening and 2 hours in the morning.89
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(b) Daily variations in electricity price

Figure 1: Motivation for flexible operating modes.

Three different operating modes are considered in a varying electricity market in order to assess the possibilities of90

increasing the process’ overall profit. In the following simulations, a constant total amount of steam for regeneration91

is provided in the three cases, but the distribution in time may vary to reduce the steam consumption in electricity92

price intensive periods. The following modes are considered:93

• Exhaust gas venting, where a fraction of the power station exhaust gas is vented during peak electricity price94

periods, allowing a momentary CO2 capture rate below 90 %. The CO2 capture must catch up during off-peak95

periods by operating the plant at conditions which increases the capture rates above 90 %.96

• Varying degree of solvent regeneration, where the steam rate utilized for solvent regeneration is decreased during97

peak electricity price periods. CO2 is allowed to accumulate in the solvent during these hours, while the solvent will98

be regenerated more deeply when the electricity prices normalizes. The momentary CO2 capture rate will decrease99
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below 90 % during peak price periods, which means that the steam rate must be increased during off-peak periods100

to maintain an average capture rate of 90 %.101

• Solvent storage or intermittent stripping, where a rich solvent tank is utilized to store fractions of the solvent during102

peak electricity price periods, while regenerating at a later stage when electricity is less expensive. This operating103

mode will also require a lean solvent tank to store the regenerated solvent which will be utilized in peak electricity104

price periods.105

Details about the load following mode and the three other flexible modes of operation related to variations in the106

electricity price market are presented in Table 1 and Figure 2.107

Table 1: Flexible operating modes

Load following Exhaust gas venting Varying solvent regeneration Solvent storage

Flue gas rate variable variable 100% 100%

Lean solvent rate variable variable 100% 100%

Rich solvent rate - - - variable

Steam rate variable variable variable variable

Lean CO2 loading constant constant variable constant

CO2 capture rate constant variable variable constant

Produced CO2 variable variable variable variable

3. Dynamic process model108

The Brindisi pilot plant is used as basis for a dynamic model developed in K-spice R© general simulation tool. The109

details of the Brindisi pilot plant is described in Mangiaracina et al. (2014) and the K-spice model is presented in110

Enaasen et al. (2014). Only a short summary is included in this paper.111

The Brindisi pilot plant is a fully instrumented relatively large post-combustion CO2 absorption pilot plant based112

on amines that has been realized by ENEL in Brindisi, Italy. It is attached to a full scale coal-fired power plant113

operated by ENEL. The capture plant is designed for 10 000 Nm3/h exhaust gas (which corresponds to about 0.45 %114

of the total 660 MW power plant exhaust gas), capturing about 2.0 ton/h of CO2. The pilot plant can handle flue gas115

flow rates up to 12 000 Nm3/h and the maximum CO2 production capacity is 2500 kg/h. The solvent flow rate can be116

varied between 20 - 80 m3/h. Table 2 shows the nominal performance indicators of the Brindisi pilot plant, and a flow117

sheet is illustrated in Figure 3.118

K-spice R© is an advanced dynamic process simulator developed by Kongsberg Oil & Gas Technologies which is119

designed for simulations of oil and gas processes including natural gas treatment. It has embedded a powerful library120

of process units such as mixing tanks, heat exchangers, absorption column sections as well as piping, pumps, valves121
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(b) Exhaust gas venting
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(c) Varying solvent regeneration
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Figure 2: Flexible operating modes

etc. The library also contains basic instrumentation and control units. This library is utilized to define a process model122

based on the process flow sheet given in Figure 3. The absorber and desorber columns are modeled as packed sections.123

Thermodynamic calculations are based on table look-ups that provides required information about the phase equi-124

librium. An add-on reaction set module connected to each packing section takes into account the effect of chemical125

reaction and mass transfer rates. This module acts as a secondary look-up table for the CO2-MEA equilibrium and126

provides all necessary information (solubility data, mass transfer rates and enhancement factor) in order to predict127

the mass interface flux given the current process conditions, according to the rate based approach for mass transfer128

calculation. A table look-up for heat of reaction is also provided.129

The Brindisi pilot plant has two large solvent storage tanks (PV-776/777), both situated at the lean solvent side of130

the process. Due to the location of these tanks, the pilot plant is not suited for a continuous solvent storage operating131

mode. Rich solvent meant for storage has to be passed through the desorber to reach the storage tank, while it later132

for regeneration has to be passed through the absorber to reach the stripper. Thus, the desorber has to be switch off133

for storing rich solvent, and likewise the absorber has to be switched off during regeneration of stored rich solvent as134

described in (Mangiaracina et al., 2014). For the purpose of simulation of solvent storage in continuous mode, the135

model is therefore extended with another storage tank for rich solvent, equivalent to the lean solvent storage tanks136

(PV-776/777) illustrated in Figure 3. The rich solvent storage tank is located between the rich solvent pump (PC-561)137
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and the cross heat-exchanger (SC-629X).138
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Figure 3: A schematic overview of the Brindisi pilot plant

Table 2: Brindisi pilot plant - key performance indicators (Mangiaracina et al., 2014)

Flue gas flow rate 10 000 Nm3/h

CO2 inlet concentration 11-12 vol%

Solvent flow rate 30 m3/h

Amine MEA

Solvent concentration 30 wt%

Steam flow 2900 kg/h

CO2 production 2000 kg/h
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4. Simulation results139

4.1. Base case140

A steady state base case of 90 % capture rate at design-point conditions is established for reference. The conditions141

given in Table 3 corresponds to the optimal (square) point in Figure 4 which gives the minimum energy requirement142

of 3.68 MJ/kg CO2.143

Table 3: Brindisi pilot plant - base case simulations

Flue gas flow rate 10 000 Nm3/h

CO2 inlet concentration 11.4 dry vol%

Solvent flow rate 30 m3/h

MEA concentration 30 wt%

Steam flow rate 2941.6 kg/h
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Figure 4: Energy performance as function of operating point with 90 % capture rate.

4.2. Load following144

A scenario of load following capture plant operation according to Figure 1a is simulated by the K-Spice model.145

The solvent flow rate is in this case controlled proportionally according to the flue gas flow rate and the steam flow146

rate is controlled proportionally according to the solvent flow rate as illustrated in Figure 2a. The results are presented147

in the following.148

The instantaneous and time average capture rate is presented in Figure 5a. The instantaneous capture rate maintains149

more or less constant during the whole period, with a small increase during part load operation. The 24 hour average150

CO2 capture rate is therefore 90.2 %. The slightly higher capture rate at part load operation is caused by increased151

residence time and heat transfer in the cross heat exchanger.152

A slightly lower lean loading and higher rich loading is seen at part load operation in Figure 5b. This is caused153

by increased heat transfer in the cross heat exchanger and longer solvent residence time in the absorber column. The154
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produced CO2 illustrated in Figure 5c shows a response according to the amount of steam provided to the reboiler.155

The response is fast and the process is able to stabilize at both part and full load operation.156

The overall energy performance is illustrated in Figure 5d and the 24 hour average energy consumption is 3.67157

MJ/kg CO2. This is slightly lower than base case caused by the slightly increased capture rate at part load operation.158
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Figure 5: Load following

4.3. Exhaust gas venting159

Exhaust gas venting, where a fraction of the power station exhaust gas is vented during peak electricity price160

periods, according to Figure 1b has the proposed production plan presented in Figure 2b. In this case the vent fraction161

is 24%, which means that the solvent flow rate and reboiler duty also is reduced by 24 % in this period. The solvent162

flow rate and reboiler duty is increased to 111% when the electricity price normalizes and all the flue gas is directed163

through the absorber. This scenario is simulated and the results are presented in Figure 6.164

The CO2 capture rate presented in Figure 6a shows a 24 hour average of 89.5 %, which is slightly lower than 90165

% due to partly off-design operation. Only small changes in lean and rich CO2 loadings is seen in Figure 6b. The rich166

loading is slightly higher in peak hours due to part load absorber operation which causes increased solvent residence167

time in the packing.168
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The produced CO2 illustrated in Figure 6c follows the amount of steam provided to the reboiler. Small inverse169

responses are observed just at the time of change in reboiler duty. The desorber gas flow changes instantaneously170

when the reboiler duty is changed, and it takes some time before the desorber L/G will adjust. This does however not171

seem to cause operational problems.172

The 24 hour average energy consumption is 3.69 MJ/kg CO2 as indicated in Figure 6d, which is only slightly173

higher than base case. The total amount of steam saved during peak electricity price periods is, however, 4950 kg174

which corresponds to 3107 kWh. This means that the additional steam available for generation of electricity during175

peak electricity price periods is 23.9 %. The total amount of steam required during the whole 24 hour period equals176

the amount required in base case, which means that a larger amount of steam is required in off electricity price periods.177
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Figure 6: Exhaust gas venting

Exhaust gas venting as a mode of flexible operation seems to work satisfactory and is easy to conduct without178

process modifications. This mode is, however, limited to the maximum CO2 capture rate at off-peak electricity price179

periods in order to reach average 90 % capture rate.180

4.4. Varying solvent regeneration181

In the varying degree of solvent regeneration mode, only the steam rate utilized for solvent regeneration is de-182

creased during peak electricity price periods. This will keep the absorber hydraulics constant. The production plan is183
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illustrated in Figure 2c where the steam rate to the reboiler is decreased by 24 % in electricity price intensive periods184

and increased to 111 % when the prices normalizes. The results are presented in the following.185

The 24 hour average CO2 capture rate presented in Figure 7a is 87.2 %, slightly lower than 90 % due to partly186

off-design and partly suboptimal operation (lower and higher lean loadings). Large variations in lean loading is seen187

in Figure 7b, which causes slower dynamic responses compared to the exhaust gas venting operating mode. As seen188

in the figure, the mixing effects of the buffer tank delays the response in lean loading.189

The produced CO2 response shown in Figure 7c is fast and follows the amount of steam provided to the reboiler.190

Small inverse responses are also seen in this case at the time of load chnage.191

The 24 hour average energy consumption is 3.80 MJ/kg CO2, which is higher than base case due to partly subop-192

timal operation (higher lean loadings).193
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Figure 7: Varying solvent regeneration

The total amount of steam saved during peak electricity price periods is 4950 kg which corresponds to 3107 kWh.194

This means that the additional steam available for generation of electricity during peak electricity price periods is 23.9195

%, as for the exhaust gas venting mode.196

The mode of varying solvent regeneration seems to work well and is easy to conduct, however, as for flue gas197

venting this method is also limited to the maximum CO2 capture rate at off-electricity peak periods in order to reach198

close to 90 % capture rate in average. The mode of exhaust gas venting performs slightly better due to operation closer199
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to optimum even at higher capture rates.200

4.5. Solvent storage (intermittent stripping)201

In the operating mode of solvent storage, fractions of the rich solvent is routed to a solvent storage tank during peak202

electricity price periods, while it is regenerated at a later stage when the electricity is less expensive. The production203

plan is illustrated in Figure 2d where 25% solvent is stored during peak electricity price periods. The desorber load204

(rich solvent flow rate and steam rate to reboiler) is therefore increased to 112% in off-peak electricity price periods205

in order to regenerate the excess rich solvent.206

The 24 hour average in CO2 capture rate presented in Figure 8a is 90.1 %. Lean and rich CO2 loadings are kept207

more or less constant during the whole simulation time as seen in Figure 8b. The produced CO2 response as shown in208

Figure 8c is fast and follows the amount of steam provided to the reboiler, and the 24 hour average energy consumption209

is 3.67 MJ/kg CO2.210
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Figure 8: Solvent storage

The mode of solvent storage works very well. The capture and energy performances is equal or even slightly211

improved compared to base case. The total amount of steam saved during peak electricity price periods is 5149 kg212

which corresponds to 3232 kWh. This means that the additional steam available for generation of electricity during213

peak electricity price periods is 25 %. However, two large storage tanks are needed in order to conduct this operation214
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plan, and for 25 % storage a total storage volume of 2x50 m3 is required. Two tanks of 60 m3 was utilized in these215

simulations (to give some extra buffer), and the time varying level of the two tanks is presented in Figure 9.216
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Figure 9: Solvent tank level.

The operating mode is only limited by the solvent storage tanks capacity and regeneration section capacity and217

ability to operate at part load.218

5. Discussion219

In this work, various flexible operating modes are assessed through dynamic simulations using K-Spice R© general220

simulation tool. Part load operation, where the power plant is operated at a lower load factor for a given period of221

time and the capture plant is operated in a load following manner, is one of the modes that are evaluated. Simulations222

show that the process reacts fast to load changes and is able to stabilize at both part and full load operation. A small223

increase in the capture rate performance is seen during part load operation which is related to increased heat transfer224

in the cross heat exchanger and increased solvent residence time in the absorber, allowing lower lean loadings and225

higher rich loadings, respectively.226

Three other scenarios of flexible operation are simulated with the objective of reducing the steam consumption227

during electricity price intensive periods, while still aiming for 90 % average capture rate. This will allow a larger228

amount of steam for electricity generation during periods where it is more economical. Only basic control of solvent229

flow rate and reboiler duty is utilized in the simulations, and no online optimization of the dynamic behavior is230

performed. However, the potential of the three flexible operating modes is demonstrated and shows to be promising.231

Only the mode of solvent storage was able to reach the average 90 % capture rate requirement, but the performance of232

the other two was also close to 90% even with partly off-design absorber operation. Especially the mode of exhaust233

gas venting has a good potential in reaching 90 % average capture rate by allowing just a small extra amount of steam234

to the reboiler in off-peak electricity price periods.235

As previously mentioned, basic control of solvent and steam flow rates is applied in these simulations. However, as236

seen for the exhaust gas venting and varying regeneration options, this may lead to suboptimal conditions during off-237

design operation. An advanced control system like model-predictive-control (MPC) would allow off-design operation238
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to be performed more optimal and efficiently. In practice a combination of the exhaust gas venting and varying239

regeneration mode could be more optimal where both the solvent flow rate and steam rate to the reboiler is controlled240

to set the optimal lean loading for the given conditions and electricity price. Further, a simple predictive electricity241

price scenario is considered in this study, where the solvent and steam flow rates are set based on an operation plan of242

relative proportional control. However, for a more realistic and complex scenario of electricity price variations, MPC243

will have clear benefits in reaching possible operational profit improvements.244

For the scenario with exhaust gas venting the lean CO2 loading keeps more or less constant during the whole245

simulation time, however, the absorber packing hold-up will be disturbed. For varying degree of solvent regeneration,246

the absorber L/G will remain constant, but the lean loading will vary in time. The simulations indicate that the latter247

mode will give a larger disturbance of the overall system, and slower dynamic responses. Further, shifting hydraulic248

conditions did not seem to cause any significant operational problems, as was the main concern of Lin et al. (2012).249

This coincides with the operational experience of the Brindisi pilot plant. In fact, operating at lower lean loadings250

may cause other operational challenges like solvent flashing in the cross heat exchanger (Mangiaracina et al., 2014).251

Operating the regeneration section in a cyclic on/off manner as suggested by (Cohen et al., 2010) may lead to252

significant re-pressurization and stabilization time as described by Mangiaracina et al. (2014). A more realistic ap-253

proach will be to only store part of the solvent and avoid complete shut-down of the regeneration section. The mode254

of solvent storage is then only limited by the solvent storage capacity and the regeneration sections maximum capac-255

ity and part load operational limits. In the present simulations 25 % solvent storage was evaluated, which requires256

an available storage volume of 2x50 m3. A scale-up to full size capture plant connected to a 660 MW coal fired257

power plant corresponds to 2x11100 m3 of solvent capacity. The two large storage tanks and the additional amount258

of solvent required entails extensive additional capital cost. The solvent storage option should therefore be evaluated259

economically to give a fair basis for comparison to the other suggested modes. This is outside the scope of the present260

study. However, when comparing to the techno-economic evaluation of Mac Dowell and Shah (2015) for a similar261

power plant and storage capacity, a 4% improvement in short run marginal cost profitability was probable compared262

to their base case scenario.263

When comparing the other cases investigated by Mac Dowell and Shah (2015) to the present results, the recom-264

mended mode differs significantly. Exhaust gas venting, which was considered the least attractive alternative, proves265

to have great potential in the present work. The reason is that momentary emissions exceeding the 90 % capture rate266

limit is penalized quite heavily in the work by Mac Dowell and Shah (2015). However, if the time average emissions267

are considered only, the mode of exhaust gas venting will perform much better and may be suggested as the primary268

mode with the greatest potential. The formulation of CO2 emission regulations (momentary or time average) will269

therefore be of great importance for the economic evaluation of the various modes.270

The operating modes of exhaust gas venting and varying solvent regeneration allows the CO2 emissions to exceed271

the limits that ensures 90 % capture for short periods. Both these methods are therefore limited to the capture plants272

maximum capacity during off-peak electricity price periods in order to reach 90 % average capture rate. That means273
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that the amount of captured CO2 exceeding the 90 % capture rate defines how much additional CO2 can be emitted274

during peak electricity price periods. These methods can have a greater potential if the 90 % average capture rate can275

be relaxed.276

One final remark is that it is still unclear how the downstream processes, that is the CO2 compression, transporta-277

tion and storage part of the chain, will perform during varying CO2 production rate. The power plant LP steam turbine278

must also be designed for varying loads and enable variable delivery of steam to the reboiler according to the operation279

plan. These issues should be assessed in order to get a full overview of the potential for overall profit improvements280

for flexible operation.281

6. Conclusion282

This work presents an evaluation of various flexible operating modes through dynamic simulations using the K-283

Spice R© general simulation tool. Simulations of load following operation shows that the process reacts fast to load284

changes and is able to stabilize at both part and full load operation. Solvent storage as flexible operating mode, gives285

satisfactory results when it comes to average capture rate and energy performance in a varying electricity market.286

However, considerable investments are required for solvent storage tanks and additional operating solvent. The mode287

of exhaust gas venting and varying solvent regeneration is able to operate without any process modifications. Exhaust288

gas venting seems to give favorable average capture rate and energy performance indicators compared to the latter.289

Recently, there has been an increasing focus on mapping the potential of flexible capture plant operation. Both290

technical and economical assessments are available in the literature. However, it is still not clear how the CO2291

compression, transportation and storage part of the chain will perform during varying CO2 production rate. This292

should be assessed in order to get a full overview of the potential for overall profit improvements for flexible operation.293
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