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ABSTRACT Over the last two decades, Artificial Intelligence (AI) approaches have been applied to various
applications of the smart grid, such as demand response, predictive maintenance, and load forecasting.
However, Al is still considered to be a “black-box”’ due to its lack of explainability and transparency,
especially for something like solar photovoltaic (PV) forecasts that involves many parameters. Explainable
Artificial Intelligence (XAI) has become an emerging research field in the smart grid domain since it
addresses this gap and helps understand why the Al system made a forecast decision. This article presents
several use cases of solar PV energy forecasting using XAl tools, such as LIME, SHAP, and ELIS, which
can contribute to adopting XAl tools for smart grid applications. Understanding the inner workings of
a prediction model based on Al can give insights into the application field. Such insight can provide
improvements to the solar PV forecasting models and point out relevant parameters.

INDEX TERMS Explainable artificial intelligence (XAI), solar PV power generation forecasting, explain-
ability and transparency.

NOMENCLATURE P,cc The accumulated value

y The predicted value of y Pae The average value

L Fidelity function PV Photovoltaic

Q Complexity measures RFR Random Forest regressor

o; Feature attribution for a feature j RMSE Root-mean Square Error

Ty Proximity measure S A set of non-zero indexes in 7/

& LIME explanation model SHAP SHapley Additive exPlanations

e Explanation for the model SP Surface pressure

ELIS Explain Like I’'m 5 SSRD Surface solar rad down

f The model being explained STRD Surface thermal rad down

G A set of interpretable model g € G TCcC Total cloud cover

HOUR  The hour of the day TCIW Total column ice water

HUM  Relative humidity TCLW Total column liquid water

k Feature TEMP 2 metre temperature

LIME  Local Interpretable Model-agnostic TP Total precipitation

M The number of input features TSR Top net solar rad

N The number of sample U 10 metre U wind component

Vv 10 metre V wind component
The associate editor coordinating the review of this manuscript and XAl Explainable Artificial Intelligence

approving it for publication was Long Wang . XGBoost  eXtreme Gradient Boosting
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y  The actual value
Z A setof all input features

7 The coalition vector

I. INTRODUCTION

In recent decades, the world’s energy consumption has been
on the rise. This has led to a global concern regarding future
energy demand as well as shifting to more sustainable sources
of energy to meet this growing need [1]. Steps have been
taken to tackle the concerns of the modern electric grid and
to increase the efficiency and reliability of the electric grid.
One such step is to use Artificial Intelligence (AI) methods in
smart grid applications. Al methods have been used in electric
network operation and control [2], energy management and
control [3], demand response [4], predictive maintenance [5],
energy generation [6] and load forecasting [7]. AI methods
have been critical in the modernization of the electrical grid
and making it a “smart” grid. Nevertheless, Al is still con-
sidered as a black-box method because of the absence of a
simple understanding of the inner workings of the fundamen-
tal models. Numerous utility engineers in the energy industry
are hesitant to deploy Al-based techniques considering their
lack of insight and explainability, which can help under-
stand their dynamic decision-making procedure. However,
Explainable Al (XAI) addresses this concern by increasing
the explainability and transparency of the AI models and
thus opening the black-box. An extensive review of XAl was
provided in [8] as far as concepts, taxonomies, opportunities,
challenges, and adopting XAl tools. The Defense Advanced
Research Projects Agency (DARPA), in 2017, introduced an
XAI initiative with the aim to deliver Al techniques with
more explainable models in order to understand, trust and
adequately deal with rising Al applications [9]. Numerous
applications of Al in the smart grid can be found in the
literature. The authors in [10] proposed a high-precision deep
neural network model, i.e., PVPNet, utilizing meteorological
information, such as temperature, solar radiation, and histori-
cal PV system output data, for day-ahead solar PV generation
forecasting. The purpose of this study is to focus on solar
PV forecasting using XAl tools. There are three reasons for
focusing on this application. To start with, there has been a
remarkable rise in the adoption of solar PV in the U.S., with
more than 1 million solar installations, totalling to 71.3 GW
in capacity [11]. This increasing installation capacity of solar
PV has led to a need to reassess traditional forecasting algo-
rithms, which do not consider weather conditions, such as
cloud cover, irradiance, etc. Those can drastically affect the
accuracy of PV forecasts [12]. Secondly, not many studies
have explored XAl in energy forecasting, and third, XAI has
mostly been explored for text and image data and not so much
with time-series data.

XAI has been explored more in areas where explainability
and transparency of the model’s working is critical, such
as healthcare-stroke detection [13], cybersecurity-Intrusion
Detection Systems (IDS) [14], military-target classifica-
tion [15], and finance-risk management [16]. XAl based
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models have also been used in smart grid applications. In [17],
the authors present a short-term electricity load forecast-
ing study with generalized additive models to enable the
integration of both a regressive part with explanatory vari-
ables (weather, calendar variables, and global trends) and an
auto-regressive part with lagged loads. Authors in [18] pro-
pose an agent-based deep reinforcement learning algorithm
using an XAI approach to control an energy storage system.
The learning progression of an agent was explained, i.e., an
efficient dispatch algorithm for the energy storage device
under variable tariff-structures. In [19], the authors applied
XALI techniques to interpret the load forecasting output of
a gradient boosting algorithm (XGBoost) [20] and show
the analysis in SHAP (SHapley Additive exPlanations) [21].
In this article, we present multiple forecasting methods to
predict solar PV energy generation using three XAl tools,
namely, LIME, SHAP, and ELI5. The XAl tools help explain
how much an input feature contributes to the forecast. The
use of feature engineering is employed in the preprocessing
stage. XAl brings more insights and explanations in other
stages of the process, such as during model operation and
after (post-modelling). A joint approach, explainable feature
engineering, provides the additional potential to manage the
dimensions and effectiveness of the input parameters by con-
sidering the AI/ML model and domain-specific details.

Al has been used with the context of energy systems and
the energy market domain for at least two decades. It is indi-
cated that many practitioners, academicians, and researchers
in the domain consider the Al-based system as a ‘‘black-
box,” which might lead them to oversee many important and
influencing parameters in their modelling framework. Solar
forecasting can also be considered a good sample territory
where XAI may bring additional insights and explanations
regarding various variables, which will transform the “‘black-
box” model to a type of “grey-box” model. According to
the comprehensive literature review, this study is one of the
first publicly available resources, which proposes XAl-based
solar PV power generation forecasting.

Il. MACHINE LEARNING MODELS AND EXPLAINABLE
ARTIFICIAL INTELLIGENCE TOOLS

This section discusses the machine learning models and XAI
tools used in this study.

A. MACHINE LEARNING MODELS

1) RANDOM FOREST REGRESSION (RFR)

Random forest is an ensemble machine learning technique
used for supervised learning. It can be implemented for
classification as well as regression problems. Multiple deci-
sion trees are trained using randomly sampled data from the
input. The meta-estimator combines the predictions from the
decision trees [22]. For this article, a random forest regres-
sor is implemented to forecast PV power generation using
the Scikit-learn library in Python [23]. Random forests are
known to work well with tabular data. Random forest models
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can produce accurate results without having to aggressively
fine-tune the model’s hyperparameters [24].

B. EXPLAINABLE ARTIFICIAL INTELLIGENCE TOOLS

Due to the increasing use of artificial intelligence and
machine learning and recent dependence on these tech-
nologies, XAI has become an emerging field of study.
A variety of XAI tools have been developed by researchers
across various fields to help understand Al-based black-box
models. LIME (Local Interpretable Model-Agnostic Expla-
nations) [25], uses an interpretable model to approximate
any Al model. SHAP (Shapley Additive exPlanations) [26]
helps to explain models, and the features that are important
in building the model using Shapely values. ELIS [27] helps
to explain various regression and classification models and
their implementations in Python. MLxtend (machine learning
extensions) [28] offers a solution to better understand popular
machine learning libraries in Python. Skater [29] provides
a solution to understand the learning structure of various
machine learning libraries in Python. InterpretML [29] is a
tool developed by Microsoft that helps explaining machine
learning models as well as provides a new model called
Explainable Boosting Machine (EBM). Treelnterpreter [30]
is a tool to understand tree-based ensemble models. Alibi [31]
provides explanations and insights into machine learning
models. In this work, we explore and implement LIME,
SHAP, and ELIS5 for solar PV power forecasting.

1) LOCAL INTERPRETABLE MODEL-AGNOSTIC
EXPLANATIONS

As the name suggests, Local Interpretable Model-agnostic
Explanations (LIME) is a tool to understand and interpret the
underlying machine learning model while remaining model-
agnostic. LIME was introduced by [25], with the idea of
approximating the machine learning model with a model that
can be understood. This is done locally since it can be easier
to understand and approximate complicated machine learning
models globally [32]. The explanations provided by LIME
will enable users to understand and interpret the model. LIME
defines explanations in the following manner:

§(x) = argminL (f, g, 7x) + $2(8) ey
geG

where, G is the set of interpretable models, €2(g) defines
the complexity of the explanation of all g € G. The aim
should be to have low 2(g) so as to have a simple model
that can be interpretable. The black-box model that is being
explained is denoted by f. m, is the proximity measure,
which defines the size of the neighborhood around instance X,
and L (f, g, my) is the measure of how close the explanation
model g to the prediction of the original model f, i.e., fidelity.
The final goal is to minimize £ (f, g, 7,) and to get a inter-
pretable approximation of the black-box model. As the name
suggests, LIME tries to minimize L (f, g, my) while being
model-agnostic. It presents local models that approximate the
black-box model globally [25], [33].
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2) SHapley ADDITIVE exPlanation

Introduced in [34], SHapley Additive exPlanation (SHAP)
uses Shapely values to explain the contribution of each fea-
ture to the prediction [35]. SHAP uses the coalitional game
theory defining how well each group (or coalition) of agents
can do for itself. SHAP is defined as:

M
e (Z/) = ¢o + Z ¢jZ]/~ 2)
=1

where ¢; is the attribute of the feature j, z/ denotes the
coalition vector, i.e., if the feature is present (7 = 1) or
absent (. = 0). M denotes the number of input features.
e gives the explanation for the model. SHAP, in order to
compute shapely values, assumes only some features values
are playing, i.e., present, and some are not, i.e., absent
[35], [36]. By doing this, SHAP identifies how much each
feature contributes to the prediction. To compute SHAP val-
ues for model f, with § denoting a subset of features, with
Z denoting the set of all input features, with (7 = 1)
and E[f(x) | xs] denoting expected value of the function
conditioned on a subset S of the input features, SHAP values
from game theory to attribute ¢; values to each feature can be
defined as a value function of players in S [36]:

S|IMM —|S| — D!
3 ISl MI!I Ll uun—hsn @

¢ =
SCZ\{j}

SHAP has a Python implementation, which offers a visu-
alization tool for each feature and its importance. It works
with tree-based models from Scikit-learn package in Python
as well.

3) ELI5

ELI5 is a Python package that aims to explain black-box
machine learning models in Python. ELIS gives the weights
associated with each feature to depict the feature’s impor-
tance in the machine learning model. ELIS is implemented for
most of the commonly used Python-based machine learning
packages, such as Scikit-learn, Keras, and XGBoost [27].
Unlike LIME, ELIS5 is not model-agnostic, and it has its own
implementation of XGBoost [37].

Ill. DATA COLLECTION AND PREPROCESSING
A popular open-source benchmark dataset from the
Global Energy Forecasting Competition (GEFCOM) held
in 2014 [38] is used for this work. The reason for selecting an
open-source dataset is to make the work easily reproducible.
The data consists of hourly solar power generation data and
corresponding numerical weather forecasts from April 1%,
2012 to July 1%, 2014. In this work, the data contains the
following weather variables from the European Centre for
Medium-Range Weather Forecasts (ECMWF):

1) TCLW (kg m**-2)

2) TCIW (kg m**-2)

3) SP (Pa)

4) HUM (%).
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5) TCC

6) U (ms**-1)
7) V (m s¥*-1)
8) TEMP (K)
9) SSRD (J m-2)
10) STRD (J m-2)
11) TSR (J m-2)
12) TP (m)

13) HOUR (h)

A. DATA PREPROCESSING

SSRD, STRD, TSR, and TP are accumulated fields, i.e., the
values are accumulated hourly throughout the day. The values
need to be preprocessed in order to get average values. The
following formula is used to get average values:

Pacc(k + 1) - Pacc(k)
ave( ) 3600 ( )
where, Pg.(k) is the average value and P, denotes the

accumulated value [39].

B. TRAIN AND TEST DATASET AND VALIDATION

In order to select the best parameters for the model and
prevent overfitting, the dataset was split into two primary
sets, i.e., training and testing set. We extracted out 30% of
our data as test data, while the remaining 70% was used as
training data. The test data was not used during the training
phase, except for final performance evaluation (error) of the
applied models. Root Mean Squared Error (RMSE) is used as
the error metric for the experiments. It is defined as:

N
() = 3(m)?
RMSE = |"=\ 5)
N
where y(n) denotes the actual solar power generation at
time-step n and y(n) denotes the solar power forecast value
at time n while N is the number of samples.

IV. IMPLEMENTATION OF XAI ON SOLAR PV
GENERATION FORECASTING AND VALIDATION

The objective of this article is to apply XAI methods on solar
PV power generation forecasting and to interpret ‘“‘black-
box” machine learning models so that it can be used in smart
grid applications with a proper acceptance. The Random
Forest Regressor (RFR) is considered as the base black-box
model for this article. The RFR model is trained using the
training data explained in the previous section. The hyper-
paremeters of the RFR model are tuned to get maximum
accuracy. The final RFR model is trained with 50 estimators.
The base RFR model gives an RMSE of 7.23%, which is
a decent result for this model. Figure 1 shows the plot of
actual test data points versus the forecast. However, the main
objective of this article is to use XAl tools to understand
the underlying model and the impact of each feature on
the forecasting results rather than the forecast itself. Below,
we present the following XAI techniques, LIME, SHAP,
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FIGURE 1. Actual solar PV power generation vs predicted solar PV power
generation.

and ELIS, which can be employed for model interpreta-
tions and make the machine learning models understandable.
Figure 2 shows the methodology of the work in the form of a
flowchart. It includes three steps: (1) Solar PV data collection
and preprocessing, (2) Black-box Al-based forecasting mod-
els, and (3) Applying XAl tools, i.e., LIME, SHAP, and ELIS.

A. APPLYING LIME XAl TOOL TO SOLAR PV FORECASTING
The LIME tool helps to identify an interpretable model
over the interpretable representation locally. When we apply
LIME for an explanation of individual predictions, it shows
the solar PV power output forecasting results with each fea-
ture, as shown in Figure 3. Please note that LIME provides the
explainability locally, i.e., explanation in the neighborhood of
the prediction. SSRD, HOUR, and TSR are the most important
features, while TCWL, U, and TP are the lowest in terms
of numerical contribution. The contribution of each feature,
either positive or negative, can be seen in the explanations,
e.g., SSRD has a positive effect, while TCIW has a negative
effect on predictions. Please note that the results obtained
from LIME can be slightly different when we train the data
again due to the stochastic nature of machine learning.

LIME is also capable of local interpretability of the models.
Figures 4-6 show the local explanations for 3 hours of a day,
ie., 6, 7% and 8™ LIME results consist of three parts:
(1-Left) Prediction probabilities of solar PV power generation
forecasting, (2-Middle) The LIME explanation of selected
features, and (3-Right) The original feature values. According
to the results, the solar PV forecasted values are 0.731, 0.647,
and 0.686, while the actual values are 0.774,0.758, and 0.712,
respectively. It provides a pretty good result for this instance.
It can also be extended with more instances. For example,
as shown in Figure 5, the solar PV power generation is
predicted as 0.647. SSRD, HOUR, TSR, and TCIW in orange
have positive impacts, i.e., increasing the prediction, while
STRD, U, TEMP, and V in blue have a negative impact,
i.e., decreasing the prediction, for this instance.

B. APPLYING SHAP XAI TOOL TO SOLAR PV FORECASTING
SHAP computes the global feature importance by taking an
average of the magnitude of the SHAP values across the
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FIGURE 2. Flowchart showing the methodology applied in the work.
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FIGURE 3. LIME feature importance results.

dataset. In this study, each SHAP value provides informa-
tion about the contribution of each feature, either positively
or negatively, towards predicting solar PV power. Figure 7
shows the SHAP values for the Random Forest regression
model. It represents each feature’s importance while remain-
ing visually concise. The higher the SHAP value of a feature
the higher is the impact on the model output, either negatively
or positively. As per the SHAP values, SSRD has the highest
impact on the model output, around 0.5. Each forecast is
run through the model, and a dot is created for each feature
attribute value. Therefore, one result gets one dot on each
feature’s line. This reveals, for example, that a rise in the
SSRD increases the solar PV output. Dots are colored by the
feature’s value for that forecast and pile up vertically to show
density.

The other advantage of the SHAP XAI tool is to provide
a partial dependence plot. It helps to understand how the
marginal effect of one or two features have on the predicted
outcome of the model. We can plot the SHAP value of the
target feature to explore the relationship with other features,
i.e., linear, monotonic, or more complex. For instance, verti-
cal dispersion at a single value of SSRD represents interaction
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effects with HOUR, as shown in Figure 8. The plot shows
that there is a positive and approximately linear correlation
relationship between target variable, i.e., SSRD, and HOUR
interacting frequently.

SHAP is also capable of local interpretability of the mod-
els. The results in Figures 9-11 are generated by applying the
SHAP algorithm on the same 3 hours of a day as done in the
previous section with LIME. We predicted three instances
as 0.720, 0.680, and 0.690, while the actual values are
0.774, 0.758, and 0.712, respectively. According to three
predictions, all features show similar trends for all selected
data points. Feature values causing increased predictions are
in red, and their visual size shows the magnitude of the
feature’s effect. Feature values decreasing the prediction are
in blue. The biggest impact comes from SSRD, HOUR, and
TSR for the prediction. For example in Figure 10, we pre-
dicted the solar PV power generation as 0.680, here SSRD,
HOUR, and TSR in red have positive impacts, i.e., increasing
the prediction, while STRD in blue has a negative impact,
i.e., decreasing the prediction, for this instance.

C. APPLYING ELI5 XAl TOOL TO SOLAR PV FORECASTING

ELI5 is a Python library that allows to visualize and
debug various ML models, such as Scikit-learn, XGBoost,
LightGBM, CatBoost, Sklearn-crfsuite, and Keras. ELIS5 uses
an approach based on interpreting-random-forest feature
weights. These weights are calculated by following the deci-
sion paths in trees of an ensemble. Each node of the tree has an
output score, and the contribution of a feature on the decision
path is how much the score changes from parent to child.
Table 1 shows the weight for each feature in the model. SSRD
has the highest weight, i.e., it is the most important feature.
The prediction can be described as the sum of the feature
contributions + the “bias”, i.e., the mean given by the top
most region that covers the entire training set. According to
the results, SSRD has the highest contribution to final solar
PV predictions. HOUR also has a significant contribution
along with 7SR and TCIW. The intercept (often labeled the
constant) is the expected mean value of the predicted results
when all features are zero.
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FIGURE 4. LIME explanation for hour 6 of a day where Actual:0.77461539, Predicted:0.73156154.
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FIGURE 5. LIME explanation for hour 7 of a day where Actual:0.75833333, Predicted:0.64756026.
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FIGURE 6. LIME explanation for hour 8 of a day where Actual:0.71262821, Predicted:0.6868576.

To understand how the model works, individual predictions
are examined in ELI5. We examine this for three instances
of each model, i.e., three consecutive hours of a day shown
in Tables 2-4. In terms of accuracy, the solar PV predicted
power generation values are 0.717, 0.677, and 0.689, while
the actual values are 0.774, 0.758, and 0.712, respectively.
Tables show that SSRD has the highest positive effect, while
STRD has the highest negative effect. For example, as given
in Table 3, contributions of SSRD, and STRD to the predicted
value, i.e., 0.677, are 0.474, and —0.051, respectively.
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D. MODELS WITH SUBSET OF FEATURES USING THE
ANALYSIS FROM ELI5, LIME AND SHAP

XAI tools help us understand complex black-box machine
learning models. With the knowledge that we get about the
inner working of the ML models, our goal is to improve
the models performance by providing it with better inputs
and take away the input features that negatively impact the
model’s performance. In this section, we look at the feature
importance provided by LIME, SHAP and ELIS5, and elimi-
nate the two least important features according to each of the
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TABLE 1. ELI5 explanations.

Feature = Weight Std
SSRD 0.778945  0.102629
HOUR 0.075221  0.018073
TSR 0.053688  0.103161
TCIW 0.015678  0.003519
STRD 0.013434  0.003318
TCC 0.013019  0.006075
HUM 0.011854  0.002545
U 0.008606  0.002205
TEMP 0.006973  0.002058
\ 0.006887  0.00189
SP 0.006249  0.001437
TCWL 0.005549  0.001944
TP 0.003896  0.001722

XAI tool. Table 5 shows RMSE results associated with all
features and removing the two least important features as per
the three XAI models. SHAP XAI model provides a better
performance in terms of RMSE, i.e., from 7.236 to 7.216.

E. OBSERVATIONS

This study gives a few pointers on how to implement an XAI
tool, i.e., LIME, SHAP, and ELIS. Each XAI tool/package
has its own strengths and limitations, in terms of comput-
ing cost, explanation locally/globally, feature weight, etc.
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TABLE 2. ELI5 explanation for the 6th hour of a day.

Actual 0.774615  Predicted 0.717422
Target Feature Weight Value
PV Power SSRD 0.468908  2.575425
PV Power  <BIAS> 0.178025 1

PV Power HOUR 0.085265  -1.51686
PV Power TCC 0.029704  -1.10524
PV Power TCIW 0.012997  -0.32074
PV Power HUM 0.007081 -1.61374
PV Power TSR 0.004176  2.508821
PV Power SP 0.00322 -1.08073
PV Power TCWL 0.001611 -0.34857
PV Power TP 0.000852  -0.29901
PV Power V -0.00583 0.050971
PV Power TEMP -0.01019 2.061648
PV Power U -0.01932 -1.39247
PV Power STRD -0.03908 1.445211

TABLE 3. ELI5 explanation for the 7th hour of a day.

Actual 0.758333  Predicted 0.677499
Target Feature Weight Value
PV Power SSRD 0.474194 2.953836
PV Power <BIAS> 0.178025 1

PV Power HOUR 0.083735 -1.3724
PV Power TCC 0.01109 -1.09629
PV Power HUM 0.006946 -1.69948
PV Power TSR 0.001394 2.851593
PV Power TCWL 0.001183 -0.34819
PV Power V 0.001053 -0.19898
PV Power TP 0.000796 -0.29901
PV Power SP -0.00049 -1.16186
PV Power TCIW -0.0049 -0.31923
PV Power U -0.00848 -1.40341
PV Power TEMP -0.01566 2.251754
PV Power STRD -0.05138 1.551317

TABLE 4. ELI5 explanation for the 8th hour of a day.

Actual 0.71262821  Predicted  0.6890705127
Target Feature Weight Value
PV Power SSRD 0.475717 2.823923
PV Power <BIAS> 0.178025 1
PV Power HOUR 0.048827 -1.22794
PV Power TCC 0.037107 -0.82766
PV Power HUM 0.005721 -1.70496
PV Power TSR 0.002227 2.759754
PV Power TP 0.001239 -0.29901
PV Power TCIW -0.00034 -0.26052
PV Power TEMP -0.00165 2.346532
PV Power V -0.00314 -0.02194
PV Power SP -0.00469 -1.26207
PV Power U -0.00492 -1.3612
PV Power TCWL -0.00921 -0.30173
PV Power STRD -0.03585 1.673153
TABLE 5. RMSE results from each model.
Model Features removed RMSE (%)
w/ all features - 7.236
LIME TCWL, TCC 7.228
SHAP SP, TCWL 7.216
ELI5 TP, TCWL 7.235

Table 6 shows the execution time for LIME, SHAP and ELIS.
The LIME XAI model provides the best efficiency in terms
of execution time, i.e., 34.3 milliseconds. The following
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FIGURE 9. SHAP explanation for the 6th hour of a day.
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FIGURE 10. SHAP explanation for the 7th hour of a day.

higher : lower

0.2222 0.02217 0.3778 ‘".67?’6 D 69 0.7778 ).977¢
TSR =276 ' HOUR =-1.228 SSRD =2.824 STRD = 1.673

FIGURE 11. SHAP explanation for the 8th hour of a day.

TABLE 6. Time taken to run LIME, SHAP and ELI5.

Model  Time
LIME 34.3 milliseconds
SHAP 9.4 minutes

ELIS 47.32 milliseconds

observations regarding LIME, SHAP, and ELIS5 tools can be
made from results.

o Observation 1: The key limitation of all tools is that they
need to run many evaluations of the original model.

o Observation 2: All tools support regression and classi-
fication models (in this study, we focus on regression
models).

o Observation 3: LIME is a locally surrogated model,
which explains the prediction at local boundaries.

o Observation 4: LIME is model agnostic, which means
that it can be applied to any machine learning model.

o Observation 5: LIME does not guarantee a perfect dis-
tribution of the effects.

o Observation 6: The SHAP value is the only method
to deliver a full explanation and considers all possible
predictions, for instance, using all possible combinations
of inputs.

o Observation 7: LIME is faster than SHAP since the
calculation of SHAP values is very time-consuming as
it checks all the possible combinations.

o Observation 8: The SHAP value is the contribution of a
variable to the difference between the actual prediction
and the mean prediction.
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o Observation 9: SHAP can guarantee properties like con-
sistency and local accuracy.

o Observation 10: SHAP provides more detailed informa-
tion and results, such as visualizing, explaining multiple
predictions, dependence and summary plots, and feature
importance with SHAP values.

o Observation 11: ELIS is the simplest of the three XAI
tools.

o Observation 12: ELI5 does not support true model-
agnostic interpretations and support for models.

o Observation 13: ELI5 is mostly limited to tree-based and
other parametric-linear models.

o Observation 14: A prediction by ELI5 can be described
simply, i.e., the sum of the feature contributions + the
“bias”.

« Observation 15: ELI5 provides weights for each feature
depicting how influential it might have been in contribut-
ing to the final prediction decision across all trees as well
as individual data-point predictions.

F. TEST ENVIRONMENT

The experiments presented in this study were implemented on
Python version 3.8. The workstation used for the work runs
an Intel(R) Core(TM) i7-8750H CPU @ 2.20GHz processor
with 16 GB RAM, and NVIDIA GeForce GTX 1070 GPU
with 8 GB memory.

V. CONCLUSION

This article presents the application of a random forest
forecasting model to predict solar PV power generation.
Furthermore, XAI tools, such as LIME, SHAP and ELI5,
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are applied to the random forest AI model to understand
and explain the reasons for a particular prediction as well
as to contribute to the adoption of XAl tools to smart grid
applications. The data used for this article is a public dataset
from GEFCOM 2014. According to the results, XAl tools
can provide detailed information to interpret the model fea-
tures and results as well as improvement of the model’s
results through explainability and transparency. This study
has given a few pointers on how to choose an XAl tool, such
as LIME, SHAP and ELIS. Each XAI tool/package has its
own strengths and limitations, in terms of the computing cost,
explanation locally/globally, feature weights, etc.

The utilities are willing to create next generation control
centers with visualization technologies and business analytics
tolls, which support emerging technologies, such as Al and
mixed reality, but at the same time they want to simplify
the usability for employees who have less expertise in these
technologies. XAI based PV solar forecasting systems and
similar tools provide a very productive play-ground for the
utilities. It is expected that this study can benefit utility engi-
neers and researchers working on power generation and load
forecasting by providing an insight into the XAI potentials
and availability in smart grid applications.
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