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#### Abstract

Some expressions for the solution of an ordinary differential equation (ODE) are derived. The method used involves Taylor expanding the vector field defining the ODE. A generalization of a known result is derived taking this approach. Consequences of this generalization are elaborated upon, and are shown to produce further insights into the solution of a related set of partial differential equations. Two physical applications of the results are presented. The first is a method for evaluating Feynman integrals, the second is a method for finding the path of swimming microbes. The results of this thesis have applications in many fields of Physics.


## Sammendrag

Noen uttrykk for løsningen på en ordinær differensiallikning utledes ved hjelp av en metode som innebærer Taylor-rekkeutvikling av vektorfeltet som definerer differensiallikningen. En generalisering av et kjent resultat utledes ved hjelp av denne fremgangsmåten. Følger av denne generaliseringen drøftes, og det vises hvordan disse gir ytteligere innsikt i løsningen på en beslektet mengde partielle differnsiallikninger. To fysiske anvendelser av resultatene presenteres. Den første er en metode for å evaluere Feynman-integraler, og den andre er en metode for å finne svømmebanen til mikrober. Resultatene i denne oppgaven kan anvendes i mange fysiske fagfelt.
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## 1 Introduction

Many problems in physics and mathematics boil down to solving a linear ordinary differential equation with initial value,

$$
\begin{equation*}
\dot{U}(t)=H(t) U(t), U(0)=1 \tag{1}
\end{equation*}
$$

where $U$ takes values in some Lie group $G$, and $H$ is a time dependent function that takes values in Lie $G$, the Lie algebra of $G$. 1 is the identity of $G$. A typical example of this situation is when $U$ is the time-evolution operator in quantum mechanics. Eq. (1) is then a reformulation of the Schrödinger-equation: Given an initial state $\left|\psi_{0}\right\rangle$, the Schrödinger equation $\partial_{t}|\psi\rangle=H|\psi\rangle$ can be solved using the initial value problem (1), by posing $|\psi\rangle=U\left|\psi_{0}\right\rangle$.

In this thesis, we will develop and present a particular way of representing the solution of equations like (1). Namely, we wish to find some $\Omega(t) \in$ Lie $G$ such that $U(t)=\exp (\Omega(t))$. Our starting point is reformulating eq. (1) as an integral equation,

$$
\begin{equation*}
U(t)=1+\int_{0}^{t} d \tau H(\tau) U(\tau) \tag{2}
\end{equation*}
$$

The integral equation (2) can be solved by Picard iteration, yielding the Dyson-Chen series

$$
\begin{equation*}
U=1+\bar{H}+\overline{H \bar{H}}+\overline{H \overline{H \bar{H}}}+\cdots \tag{3}
\end{equation*}
$$

where $\bar{H}(t):=\int_{0}^{t} d \tau H(\tau)$, and $\overline{H \bar{H}}(t)=\int_{0}^{t} d \tau \int_{0}^{\tau} d \tau^{\prime} H(\tau) H\left(\tau^{\prime}\right)$, etc. ${ }^{1}$ This is only a formal expression at this point, since we do not know whether the sum converges. ${ }^{2}$ If $H$ commutes with itself evaluated at different times, that is, if $H(t) H\left(t^{\prime}\right)=H\left(t^{\prime}\right) H(t)$ when $t \neq t^{\prime}$, then $\bar{H} H=H \bar{H}$, and so

$$
U=\exp (\bar{H}):=\sum_{n=0}^{\infty} \frac{\bar{H}^{n}}{n!}
$$

solves eq. (1).
Now, if $H(t) H\left(t^{\prime}\right) \neq H\left(t^{\prime}\right) H(t)$, it is not obvious that $U$ can be written as the exponential of some Lie element. If the Dyson-Chen series does not terminate, a closed expression for $U$ may not be obtainable, and when approximating $U$ by truncation of eq. (3), group properties may be lost, giving an expression not suitable for calculation. ${ }^{3}$ Therefore, it is often convenient to express $U$ as the exponential of some Lie element.

In quantum mechanics, eq. (1) appears as the Schrödinger equation, $\dot{U}(t)=H(t) U(t)$, where $H(t)$ is anti-Hermitian, meaning $H^{\dagger}(t)=-H(t)$, where $H^{\dagger}(t)$ is the conjugate-transpose (adjoint) of $H(t)$. The anti-Hermiticity of $H(t)$ implies that $U(t)$ is a unitary operator. A truncation of the Dyson-Chen series (3) does not necessarily yield a unitary operator, and so is not a desirable way of obtaining approximate solutions. It would be better to approximate solutions by the exponential of some anti-Herimitian matrix. It turns out that $\Omega$ defined above can be defined as an infinite sum of iterated brackets of $H$. This sum can be truncated to yield approximate solutions to the problem, which at all orders of truncation yield an operator with the desired anti-Hermitian property.

The quest for finding an efficient scheme of calculating $\Omega$ such that $U=\exp (\Omega)$, started a long time ago, the first paper providing a thorough investigation being that of Magnus in 1954 [37],

[^0]soon followed by important contributions by Chen and others. In this thesis, we shall be concerned with finding ways of expressing $\Omega$ as a means to solving eq. (1).

Magnus obtained in his seminal paper a scheme for calculating $\Omega$, producing to the third order in H,

$$
\begin{equation*}
\Omega=\bar{H}-\frac{1}{2} \overline{[\bar{H}, H]}+\frac{1}{4} \overline{[\overline{[\bar{H}, H]}, H]}+\frac{1}{12}[\overline{\bar{H},[\bar{H}, H]}]+\cdots, \tag{4}
\end{equation*}
$$

commonly called the Magnus expansion. Higher order terms will be of a similar form: They consist of different combinations of iterated Lie brackets of $H$ which are iteratively time integrated, with some rational coefficients. Iserles \& Nørsett [23] give a thorough review and exposition of methods to calculate the terms in eq. (4).

The fact that the problem of effectively approximating the solution of eq. (1) has remained a topic of active research for over eighty years reveals the complexity of the problem at hand. The fruits of this research is a wealth of iterative schemes and expressions for $\Omega$, with properties suited for different versions of the problem. An extensive review of this is given by Blanes et al. [9].

We will in particular be concerned with calculating $\Omega$ in the context of gauge theories. In this case, $H$ in eq. (1) appears as a connection on a principal bundle depending on time through a loop on the base space. This context is the main motivation for this thesis, and so we now state precisely what we mean by this. We suppose the reader to be familiar with some concepts from the theory of Lie groups and differential geometry. More precise definitions of the terms are given in appendix A. Relevant sources on this topic are classic texts on differential geometry, like [54] and [26], the well-known physics-directed work by Nakahara [43] and Frankel [16], and the very detailed work by Kolar et al. [27] containing proofs of most of the relevant results.

Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. Let $M$ be a manifold with tangent bundle $T M$, and suppose $(W, x)$ is a chart ${ }^{1}$ on $M$. We call a connection one-form $\omega$ a map $\omega: T M \rightarrow \mathfrak{g}$. Let $u:[0,1] \rightarrow W$ be a path in $W \subset M$ such that $u(1)=u(0)$. We call this a closed path or a loop. We express $\omega$ in the local coordinates $x$ as

$$
\omega=A_{i} d x^{i},
$$

where $A_{i}: W \rightarrow \mathfrak{g}$. In the above equation, the Einstein summation convention is used, and it will be used throughout the thesis with the rule that repeated indices are summed over. If we evaluate $\omega$ on the path $u$, we get

$$
\omega(\dot{u}(t))=\dot{u}^{i}(t) A_{i}(u(t)) .
$$

We shall call the problem

$$
\begin{equation*}
\dot{g}(t)=-g(t) \dot{u}^{i}(t) A_{i}(u(t)), g(0)=1 \tag{5}
\end{equation*}
$$

the holonomy problem corresponding to the loop $u$. Evaluating $g$ at $t=1$ then gives a group element which we call the holonomy element corresponding to the loop $u$. The holonomy element corresponding to a loop is a purely geometric quantity depending on the loop and the connection.

The definition of the holonomy problem seems unmotivated at this point, but it has vast application in differential geometry and physics. We now mention a couple of examples. Berry showed in 1984 that a periodic variation of the parameters of a particular type of quantum mechanical problem yields an overall change in phase of the state of the system [5]. This phase can be expressed as the solution to an appropriately defined holonomy problem, in which the relevant gauge group is $G=U(1)$, and the connection one-form then comes from the Schrödinger equation. Guichardet

[^1]remarked in 1984 that vibrational motion in molecules generate an overall rotation [17], whence the gauge group is $G=S O(3)$, the rotation group, and the connection one-form is a reformulation of conservation of angular momentum. The same principle can be used to predict rotation of free floating objects, and is extensively used in control theory [42] [41]. We mention lastly the case of deformable bodies floating in a viscous fluid. This situation can also be reformulated as a holonomy problem, as was done by Shapere and Wilczek [50] [49]. In this case, the gauge group is $\mathrm{SE}(3)$, the 3D-Euclidean group, and the connection comes from some boundary conditions on the fluid.

We now introduce the notion of curvature of a connection, which is key to the main result of the thesis. Let $g$ and $u$ and $\omega$ be as defined before. Let

$$
\begin{equation*}
F_{i j}:=\partial_{i} A_{j}-\partial_{j} A_{i}-\left[A_{i}, A_{j}\right], \tag{6}
\end{equation*}
$$

where $A_{i}$, as before, are the components of $\omega$ with respect to the coordinates $x$ and $\partial_{i}:=\partial / \partial x^{i}$. We call $F:=F_{i j} d x^{i} \wedge d x^{j}$ the curvature 2-form of the connection, and we can regard $F$ as a 2-nd order covariant antisymmetric tensor with components $F_{i j}$, which we call the curvature. The name "curvature" is justified in the following sense that on a Riemannian manifold, the holonomy problem appears as the problem of parallel transport involving a Riemannian connection, and $F$ can be identified with Riemannian curvature. As per intuition, we expect parallel transport along a contractible loop on a zero-(Riemannian)-curvature manifold to be trivial. Analogously, the holonomy element corresponding to a connection with $F=0$ is trivial for contractible loops. ${ }^{1}$

It was shown by Radford and Burdick that the solution to the holonomy problem, eq. (5) can be expressed entirely in terms of the curvature $F$. The fact that $F=0$ yields a trivial holonomy element then follows immediately from this expression. It is know that $F=0$ implies path independence of the holonomy problem, that is, eq. (5) is independent of the path chosen between $u(0)$ and $u(1)$ whenever $F=0$. This path independence only holds for homotopic paths; two non-homotopic paths might well produce different holonomy elements even though $F=0$.

We now state the result of Radford and Burdick, which is the starting point of our discussion. Let $I=\left(i_{1}, \ldots, i_{n}\right)$ be a tuple of indices ranging from 1 to $\operatorname{dim} M$. The $n$-fold iterated integral of $u$ is defined by

$$
\begin{equation*}
\int_{0}^{t} d u^{i_{1}, \ldots, i_{n}}:=\int_{0}^{t} d \tau^{1} \int_{0}^{\tau^{1}} d \tau^{2} \cdots \int_{0}^{\tau^{n-1}} d \tau^{n} \dot{u}^{i_{1}}\left(\tau^{1}\right) \cdots \dot{u}^{i_{n}}\left(\tau^{n}\right) \tag{7}
\end{equation*}
$$

where $\dot{u}^{i}$ is the $i$-th component of $\dot{u}$ with respect to the coordinates $x$.
An important fact is that these integrals are independent of reparametrization of $u$ [13], and so the above iterated integral really only depends on the geometry of the path.

Radford and Burdick showed in [45] that the solution to the holonomy problem, eq. (5), for a closed path $u$, is $g(1)=g(0) \exp (\Omega)$, where ${ }^{2}$

$$
\begin{equation*}
\Omega=-\frac{1}{2} F_{i j}(u(0)) \int_{0}^{1} d u^{i j}-\frac{1}{3} \nabla_{i} F_{j k}(u(0)) \int_{0}^{1} d u^{i j k}+\cdots . \tag{8}
\end{equation*}
$$

Here, $F$ is as defined in eq. (6), and $\forall f: M \rightarrow \mathfrak{g : ~} \nabla_{i} f:=\partial_{i} f-\left[A_{i}, f\right]$. We shall refer to the expansion on the right hand side of eq. (8) as the Radford expansion. For illustration, we only present the first two terms of this expansion here. The full expression will be presented in Theorem 4.1. The only path-dependent components of this expansion are the iterated integrals. The coefficients are all of the form $\nabla_{i_{1}} \cdots \nabla_{i_{n-2}} F_{i_{n-1} i_{n}}(u(0))$.

Although this expression did not appear before Radford \& Burdick's paper [45], similar expressions have been alluded to earlier. Loos gives a similar expression in [34] for a special case of loops in his proof of a theorem by Chow (Theorem 4 in Loos's paper).

[^2]Curiously, this "covariant" version of the Magnus expansion has not gained a lot of attention outside the realm of control theory. The problem of finding the holonomy element corresponding to a path on the base space is ubiquitous in its physical application, so we believe that the Radford expansion (8) deserves to be put to use in physics proper. However, the derivation of eq. (8) as conveyed in [45] remains obscure, and leaves little room for deducing any relevant generalization. We will therefore find it useful, to provide a detailed explanation of how eq. (8) is derived, and then show that it can be derived from a more general theorem.

The traditional approach to the Magnus expansion is to work out and evaluate the terms in the expansion (4). In this thesis we shall take the approach of Radford, and work out ways of evaluating the Magnus expansion by Taylor expanding $H$. The reason this has not been a popular approach in practice is that $H$ is not analytic in general, which is required for a Taylor expansion. However, if an analytic expression for $H$ is obtainable, our approach seems the most suited for analysing the problem. By inspiration of how eq. (8) is derived in Radford \& Burdick's paper [45], the program of this thesis will be to produce solutions to differential equations of the form of (1) in terms of exponentials of Taylor expansions of $H$.

This thesis is organised as follows: In Section 2 we present and clarify the notation that will be used and present some preliminary remarks. In Section 3, we review some basics on vector fields and flows. In Section 4, a new proof of Radford's theorem is presented. In Section 5 a couple of consequences of the new proof are elaborated upon. In Section 6, we review the theorems and expansions of Magnus, Dynkin, Fer and Wilcox. In Section 7, we rewrite these expansions in terms of products of Lie brackets and iterated integrals. In Section 8, the results of Section 7 are used to produce a new Radford-like expansion by means of the technique of the proof of Section 4. In Section 9, we present some applications of our results. In Appendix A we give a review of some notions from differential geometry, and in Appendix B, the original proof by Radford is presented in its differential geometric context.

## 2 Notation and preliminary remarks

### 2.1 Notation

Let $f$ be a time dependent quantity, then we will often denote its time dependence by subscript $f_{t}$ or superscript $f^{t}$.

$$
\frac{d}{d t} f=\dot{f}
$$

denotes the time derivative of $f$, and

$$
\bar{f}_{t}:=\int_{0}^{t} d \tau f_{\tau}
$$

Iterated overlines shall denote time-iterated integrals:

$$
\overline{\overline{f f}} \overline{\bar{f}_{t}}=\int_{0}^{t} d \tau^{1} \int_{0}^{\tau^{1}} d \tau^{2} \int_{0}^{\tau^{2}} d \tau^{3} f_{\tau^{1}} f_{\tau^{2}} f_{\tau^{3}}
$$

and

$$
\overline{\overline{f f} f} f_{t}=\int_{0}^{t} d \tau^{1} \int_{0}^{\tau^{1}} d \tau^{2} \int_{0}^{\tau^{2}} d \tau^{3} f_{\tau^{3}} f_{\tau^{2}} f_{\tau^{1}}
$$

etc.
Let $G$ be a Lie group. We denote the Lie algebra of $G$ by Lie $G$ or $\mathfrak{g}$. The Lie brackets on Lie $G$ are denoted $[\cdot, \cdot]$, and we shall assume to be able to express the Lie bracket as $[A, B]:=A B-B A$.

Let $M$ be a manifold. Then $T M$ denotes the tangent bundle of $M . \mathcal{X}(M)$ denotes the set of vector fields on $M . C^{\infty}(M)$ denotes the set of smooth functions on $M$.

We shall use the following abbreviations: "RHS" will mean "Right hand side", and "LHS" will mean "Left hand side". "IVP" will mean "Initial value problem". "ODE" will mean "Ordinary
differential equation". "PDE" will mean "Partial differential equation". "iff" will mean "if and only if"

### 2.2 Iterated integrals of operator-valued functions

The inverse of $U$, as defined in eq. (3) is ${ }^{1}$

$$
\begin{equation*}
U^{-1}=1-\bar{H}+\overline{\bar{H} H}-\overline{\overline{\bar{H} H} H}+\cdots \tag{9}
\end{equation*}
$$

and satisfies

$$
\begin{equation*}
\dot{U}^{-1}=-U^{-1} H . \tag{10}
\end{equation*}
$$

From this follow several identities. From the requirement that $U^{-1} U=1$, we can infer

$$
\begin{align*}
& 0=-\bar{H} \bar{H}+\overline{\bar{H} H}+\overline{H \bar{H}} \\
& 0=\bar{H} \overline{\bar{H} H}-\overline{H \bar{H}} \bar{H}+\overline{H \overline{H \bar{H}}}-\overline{\overline{\bar{H} H} H} \tag{11}
\end{align*}
$$

These can equally be shown by integration by parts. It is custom to define the time ordering operator $T$ by

$$
T H(\tau) H\left(\tau^{\prime}\right)=\left\{\begin{array}{l}
H(\tau) H\left(\tau^{\prime}\right) \text { if } \tau>\tau^{\prime}  \tag{12}\\
H\left(\tau^{\prime}\right) H(\tau) \text { if } \tau<\tau^{\prime}
\end{array}\right.
$$

and analogous operations on higher order terms. Its adjoint $T^{*}$ is defined by opposite ordering. Then,

$$
\begin{align*}
U & =T \exp (\bar{H}) \\
U^{-1} & =T^{*} \exp (-\bar{H}) \tag{13}
\end{align*}
$$

The time ordering operator $T$ was first introduced by Feynman [15]. For reasons that will become clear later, we will adopt the notation $\mathrm{Ev}_{H} \equiv T \exp (\bar{H})$.

### 2.3 Iterated integrals and Taylor series

As mentioned in the introduction, we shall be concerned with the special case of eq. (3), where $H(t)=H(t, u(t))$, and that $u:[0,1] \rightarrow M$ is a path on some manifold $M$. If further, $H(t)=$ $\dot{u}^{i}(t) H_{i}(u(t))$, where $\dot{u}^{i}$ are the components of $\dot{u}$ with respect to some chart on $M$, then finding $\Omega$ in eq. (4) becomes the "holonomy problem", where $H$ is interpreted as a connection on $M$. Ultimately, our goal is to express $\Omega$ in terms of derivatives of the $H_{i}^{\prime} s$ and iterated integrals, defined by eq. (7).

In anticipation of how eq. (8) is ultimately derived, note that we can Taylor expand $H$ as

$$
\begin{align*}
H(t, u(t)) & =\dot{u}^{a}(t) H_{a}(u(0))+\dot{u}^{a}(t) \partial_{i} H_{a}(u(0)) \int_{0}^{t} d u^{i}+\dot{u}^{a}(t) \partial_{i} \partial_{j} H_{a}(u(0)) \int_{0}^{t} d u^{i j} \\
& +\dot{u}^{a}(t) \partial_{i} \partial_{j} \partial_{k} H_{a}(u(0)) \int_{0}^{t} d u^{i j k}+\cdots \tag{14}
\end{align*}
$$

[^3]Inserting this into the Magnus expansion, eq. (4) does indeed yield an expression of $\Omega$ in terms of derivatives of $H$ and iterated integrals, but it seems prima facie impossible to regroup the terms in order to obtain eq. (8). We shall show that there is indeed a more transparent approach.

## 3 Vector fields, flows and evolution operators

In this chapter, we provide preliminaries on vector fields and flows, and address some concerns about the validity of our approach. The basic concepts presented here are largely well-established, and I have taken inspiration from some lecture notes by Schmeding [48].

### 3.1 Taylor expansions

We will represent the solution to $\dot{g}=H g$ in terms of a Taylor expansion of $H$. This requires $H$ to be analytic with respect to the parameter in which we Taylor expand. It also requires the manifold in question to be analytic. We shall always assume that we are allowed to Taylor expand, and so we guard this as an implicit assumption whenever Taylor expansion is performed. Let $\phi: \mathbb{R}^{N} \rightarrow \mathbb{R}$. Let $x_{0} \in \mathbb{R}^{N}$, then the Taylor expansion $\tilde{\phi}$ of $\phi$ around $x_{0}$ is defined by

$$
\begin{equation*}
\tilde{\phi}(x):=\exp \left(\left(x-x_{0}\right)^{i} \partial_{i}\right) \phi\left(x_{0}\right) . \tag{15}
\end{equation*}
$$

The RHS represents the infinite sum

$$
\sum_{n=0}^{\infty} \frac{\left(x-x_{0}\right)^{i_{1}} \cdots\left(x-x_{0}\right)^{i_{n}}}{n!} \partial_{i_{1}} \cdots \partial_{i_{n}} \phi\left(x_{0}\right)
$$

such that $\exp \left(\left(x-x_{0}\right)^{i} \partial_{i}\right)$ represents the corresponding power series of partial differential operators. Notably, for $\hat{\phi}$ to be well-defined, we require a certain regularity on the derivatives of $\phi$ at $x_{0}$. We shall throughout this thesis assume $\tilde{\phi}(x)=\phi(x)$, carrying the implicit assumption of analyticity.

Taylor expansions can be generalized to represent the solutions to ODEs in $\mathbb{R}^{N}$. Let $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$, and define the ODE

$$
\begin{equation*}
\dot{x}=f(x), x(0)=x_{0} . \tag{16}
\end{equation*}
$$

We call the solution to this ODE the flow of $f$ and denote it by $\Phi_{f}^{t}\left(x_{0}\right):=x(t)$. The Picard-Lindelöf theorem guarantees that $\Phi_{f}$ is well defined and smooth in some neighborhood of $\left(0, x_{0}\right) \in \mathbb{R} \times \mathbb{R}^{N}$ as long as $f$ is smooth. ${ }^{1}$ Let $\phi: \mathbb{R}^{N} \rightarrow \mathbb{R}$. Under sufficient assumptions on analyticity for $\phi$ and $f$,

$$
\exp \left(t f^{i} \partial_{i}\right) \phi\left(x_{0}\right)=\phi \circ \Phi_{f}^{t}\left(x_{0}\right)=\phi(x(t))
$$

We call the LHS the evolution operator $\operatorname{Ev}_{f}$ of $f$, and it is defined as the time dependent power series of differential operators acting on smooth functions $\phi: \mathbb{R}^{N} \rightarrow \mathbb{R}$ :

$$
\operatorname{Ev}_{f}^{t} \phi\left(x_{0}\right)=\exp \left(t f^{i} \partial_{i}\right) \phi\left(x_{0}\right)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} f^{i_{1}} \partial_{i_{1}} \cdots f^{i_{n}} \partial_{i_{n}} \phi\left(x_{0}\right) .
$$

We shall solve ordinary differential equations like (16) by manipulating the evolution operator of the particular vector field in question. We present a typical argument using this technique in the following.

[^4]Let $f, g: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$, and $\phi: \mathbb{R}^{N} \rightarrow \mathbb{R}$. Let $D(f):=f^{i} \partial_{i}$ and $D(g):=g^{i} \partial_{i}$. By derivations, we mean operators on $C^{\infty}(\mathbb{R})$ that satisfy the Leibniz rule. $D$ identifies a map $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ with a derivation $D(f)$. It can be shown that this map is one-to-one and that the commutator of two derivations is again a derivation.

Let $Y(D(f), D(g))=\mathrm{BCH}(D(f)+D(g),-D(g))$, where BCH denotes the Baker-Campbell-Hausdorff formula, defined by

$$
\mathrm{BCH}(A, B):=\log (\exp (A) \exp (B))
$$

BCH can be expressed as an infinite series of iterated commutators. For later reference, the first few terms in BCH are [10]

$$
\begin{equation*}
\mathrm{BCH}(A, B)=A+B+\frac{1}{2}[A, B]+\frac{1}{12}([A,[A, B]]+[B,[B, A]])-\frac{1}{24}[B,[A,[A, B]]]+\cdots \tag{17}
\end{equation*}
$$

Since commutators of derivations are derivations, $Y(D(f), D(g))$ is a derivation. Define by $X(f, g)$ : $\mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ the map with components defined by $D(X(f, g))=X(f, g)^{i} \partial_{i}:=Y(D(f), D(g))$. Since $Y(D(f), D(g))$ is a derivation, $X(f, g)$ is well defined. Performing a Taylor expansion,

$$
\phi \circ \Phi_{f+g}^{1}\left(x_{0}\right)=\exp (D(f)+D(g)) \phi\left(x_{0}\right)
$$

In order for this equality to hold, we assume that $\Phi_{f+g}^{1}$ exists, and that $f, g$ and $\phi$ are sufficiently analytic at $x_{0}$ for the power series $\exp (D(f)+D(g)) \phi\left(x_{0}\right)$ to converge. We can formally manipulate this power series to obtain

$$
\exp (D(f)+D(g)) \phi\left(x_{0}\right)=\exp (Y(D(f), D(g))) \exp (D(g)) \phi\left(x_{0}\right)
$$

However, it is not a given that the RHS of this equality is well-defined as an operator on $C^{\infty}\left(\mathbb{R}^{N}\right)$. For instance, $f+g$ might be analytic while neither $f$ nor $g$ alone is. Furthermore, it is not obvious whether the analyticity of $X(f, g)$ can be inferred from the analyticity of $g$ and $f$. Next, by assumption of analyticity we use the Taylor expansion

$$
\exp (Y(D(f), D(g))) \exp (D(g)) \phi\left(x_{0}\right)=\exp (D(X(f, g))) \phi \circ \Phi_{g}^{1}\left(x_{0}\right)=\phi \circ \Phi_{g}^{1} \circ \Phi_{Y(f, g)}^{1}\left(x_{0}\right)
$$

Thus, we have obtained the equality

$$
\phi \circ \Phi_{f+g}^{1}=\phi \circ \Phi_{g}^{1} \circ \Phi_{X(f, g)}^{1} .
$$

Since $\phi$ is an arbitrary analytic function, this implies

$$
\begin{equation*}
\Phi_{f+g}^{1}=\Phi_{g}^{1} \circ \Phi_{X(f, g)}^{1} \tag{18}
\end{equation*}
$$

The critical reader may think that we can do away with the notions of flows and simply deal with evolution operators as formal objects. This would simplify arguments and would relieve us of carrying assumptions of analyticity. A paper by Kostonov is a good example of how this can be done [28]. Essentially, it relies on the observation that the evolution operator formally satisfies

$$
\frac{d}{d t} \operatorname{Ev}_{f}=\operatorname{Ev}_{f} D(f)
$$

The above equation holds in the sense that for analytic $\phi: \mathbb{R}^{N} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\frac{d}{d t} \operatorname{Ev}_{f} \phi=\operatorname{Ev}_{f} D(f) \phi \tag{19}
\end{equation*}
$$

where $D(f) \phi=f^{i} \partial_{i} \phi$. This follows from the chain rule:

$$
\frac{d}{d t} \operatorname{Ev}_{f}^{t} \phi(x)=\frac{d}{d t} \phi \circ \Phi_{f}^{t}(x)=D(f) \phi\left(\Phi_{f}^{t}(x)\right)=\operatorname{Ev}_{f}^{t} D(f) \phi(x)
$$

Formal manipulations like

$$
\exp (D(f)+D(g))=\exp (X(D(f), D(g))) \exp (D(g))
$$

make perfect sense, and so we shall assume such arguments to hold. However, when inferring the equality of flows, as in eq. (18), we are making several assumptions on the analyticity and convergence of the objects involved. Hence, the convergence of solutions obtained this way has to be checked.

### 3.2 Generalizing to manifolds

The diffeomorphism group $\operatorname{Diff}(M)$ of a manifold $M$ is the group of all diffeomorphisms $M \xrightarrow{\sim} M$ with product defined by composition of diffeomorphisms. Denote the set of vector fields on $M$ by $\mathcal{X}(M)$, sections of the tangent bundle $T M \rightarrow M .{ }^{1}$ The flow $\Phi_{X} \in \operatorname{Diff}(M)$ of a vector field $X \in \mathcal{X}(M)$ is defined by $\Phi_{X}\left(x_{0}\right)$ being the solution of

$$
\dot{x}=X(x) ; x(0)=x_{0},
$$

i.e., $\Phi_{X}^{t}\left(x_{0}\right)=x(t)$. In this sense, the flow is a map $\Phi^{t}: \mathcal{X}(M) \rightarrow \operatorname{Diff}(M) . \mathcal{X}(M)$ with the Lie-Jacobi bracket $[\cdot, \cdot]$ is the Lie algebra of $\operatorname{Diff}(M)$ in the sense that $\Phi$ takes the role of the exponential map. ${ }^{2}$ Let $\phi: M \rightarrow \mathbb{R}$. Then, we have by the chain rule

$$
\begin{equation*}
\frac{d}{d t} \phi \circ \Phi_{X}^{t}=X \phi \circ \Phi_{X}^{t} \tag{20}
\end{equation*}
$$

Thus, using the fundamental theorem of calculus,

$$
\begin{aligned}
\phi \circ \Phi_{X}^{t} & =\phi+\int_{0}^{t} d \tau X \phi \circ \Phi_{X}^{\tau} \\
& =\phi+\int_{0}^{t} d \tau\left(X \phi+\int_{0}^{\tau} d \tau^{\prime} X X \phi \circ \Phi_{X}^{\tau^{\prime}}\right) .
\end{aligned}
$$

Repeating the iteration gives

$$
\phi \circ \Phi_{X}^{t}=\left(1+t X+\frac{t^{2}}{2!} X^{2}+\cdots\right) \phi=\exp (t X) \phi
$$

In this sense, we relate $\Phi_{X}^{t}$ with the power series in $X$. From (20), we have

$$
\begin{equation*}
\frac{d}{d t} \exp (t X)=\exp (t X) X=X \exp (t X) \tag{21}
\end{equation*}
$$

The above equation holds in the sense that $\forall \phi \in C^{\infty}(M)$ :

$$
\frac{d}{d t} \exp (t X) \phi=\exp (t X) X \phi=X \exp (t X) \phi
$$
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### 3.3 Time dependent vector fields

For time dependent vector fields, the exponential has to be replaced by the time oredered exponential. A time dependent vector field is a map $X: \mathbb{R} \rightarrow \mathcal{X}(M)$. Denote the set of time dependent vector fields on $M$ by $\mathcal{T} \mathcal{X}(M)$. We define the flow map $\Phi^{t}: \mathcal{T} \mathcal{X}(M) \rightarrow \operatorname{Diff}(M)$ by writing the solution to

$$
\begin{equation*}
\dot{x}(t)=X_{t}(x(t)) ; x(0)=x_{0} \tag{22}
\end{equation*}
$$

as $\Phi_{X}^{t}\left(x_{0}\right):=x(t)$. We note the $t$-dependence of vector fields by subscript, $X_{t}$, and we note the $t$-dependence of flows by superscript, $\Phi_{X}^{t}$. Let $\phi \in C^{\infty}(M)$. Then, by definition of the flow map,

$$
\begin{equation*}
\frac{d}{d t} \phi \circ \Phi_{X}^{t}=X_{t} \phi \circ \Phi_{X}^{t} \tag{23}
\end{equation*}
$$

For clarity, the RHS of this equation can be more unambiguously written $\left(X_{t} \phi\right) \circ \Phi_{X}^{t}$, As mentioned in the introduction, we can integrate eq. (23) by Picard iteration:

$$
\begin{align*}
\phi \circ \Phi_{X}^{t} & =\phi+\bar{X}_{t} \phi+\overline{\bar{X}}_{t} \phi+{\overline{\bar{X} X} X_{t}} \phi+\cdots \\
& =\left(1+\bar{X}_{t}+\overline{\bar{X}}_{t}+{\overline{\bar{X} X} X_{t}}+\cdots\right) \phi  \tag{24}\\
& =T^{*} \exp \left(\bar{X}_{t}\right) \phi:=\operatorname{Ev}_{X}^{t} \phi
\end{align*}
$$

The evolution operator satisfies

$$
\begin{equation*}
\frac{d}{d t} \operatorname{Ev}_{X}^{t}=\operatorname{Ev}_{X}^{t} X_{t} \tag{25}
\end{equation*}
$$

and is defined as the formal solution to this equation with initial condition $\operatorname{Ev}_{X}^{0}=1$, the identity operator. Magnus's theorem states that we can find a time dependent vector field $\Omega$ such that $\operatorname{Ev}_{X}^{t}=\exp \left(\Omega_{t}\right)$. We present Magnus's theorem in a form which will be demonstrated in section 6.3.

Theorem 3.1. Magnus/Dynkin. The solution to $\dot{Y}=Y X ; Y(0)=1$ is $Y(t)=\exp \left(\Omega_{t}(X)\right)$, where

$$
\begin{gather*}
\Omega_{t}(X)=\sum_{j=1}^{\infty} \frac{1}{j} \sum_{l=1}^{j} \frac{(-1)^{l+1}}{l} \sum_{n_{1}+\cdots+n_{l}=j} \int_{0}^{t} d \tau^{1, \ldots, n_{1}} \int_{0}^{t} d \tau^{n_{1}+1, \ldots, n_{1}+n_{2}} \cdots \int_{0}^{t} d \tau^{n_{1}+\cdots+n_{l-1}+1, \ldots, j} \\
{\left[\cdots\left[X_{\tau^{j}}, X_{\tau^{j-1}}\right], \ldots, X_{\tau^{1}}\right]} \tag{26}
\end{gather*}
$$

where

$$
\int_{0}^{t} d \tau^{i_{1}, \ldots, i_{n}}:=\int_{0}^{t} d \tau^{i_{1}} \int_{0}^{\tau^{i_{1}}} d \tau^{i_{2}} \cdots \int_{0}^{\tau^{i_{n-1}}} d \tau^{i_{n}}
$$

The first few terms of $\Omega$ are

$$
\begin{equation*}
\Omega(X)=\bar{X}+\frac{1}{2}[\overline{\bar{X}, X}]+\frac{1}{3}[[\overline{\bar{X}, X}], X]-\frac{1}{6}([[\bar{X}, \overline{\bar{X}], X}]+[[\overline{\bar{X}, X}], \bar{X}])+\cdots \tag{27}
\end{equation*}
$$

We will review proofs of this and other formulas in section 6 , all rendering the same idea: We are trying to find a way to express the time ordered exponential as a true exponential. Due to the symmetry of the problem, we have the following

## Corollary 3.2.

$$
\begin{aligned}
\operatorname{Ev}_{X} & =\exp (\Omega(X)) \\
\operatorname{Ev}_{f}^{-X} & =\exp (-\Omega(X)) \\
\operatorname{Ev}_{-X} & =\exp (\Omega(-X)) \\
\operatorname{Ev}_{-X}^{-1} & =\exp (-\Omega(-X))
\end{aligned}
$$

Corollary 3.3. The solution to $\dot{Y}=X Y$ is $Y=e^{-\Omega(-X)}$. This simply reverses the order of the brackets, such that

$$
\begin{gathered}
-\Omega_{t}(-X)=\sum_{j=1}^{\infty} \frac{1}{j} \sum_{l=1}^{j} \frac{(-1)^{l+1}}{l} \sum_{n_{1}+\cdots+n_{l}=j} \int_{0}^{t} d \tau^{1, \ldots, n_{1}} \int_{0}^{t} d \tau^{n_{1}+1, \ldots, n_{1}+n_{2}} \cdots \int_{0}^{t} d \tau^{n_{1}+\cdots n_{l-1}+1, \ldots, j} \\
{\left[X_{\tau^{1}}, \ldots,\left[X_{\tau^{j-1}}, X_{\tau^{j}}\right] \cdots\right],}
\end{gathered}
$$

and the first few terms are

$$
-\Omega(-X)=\bar{X}+\frac{1}{2}[\overline{X, \bar{X}}]+\frac{1}{3}\left[\overline{X,[\overline{X, \bar{X}}]]-\frac{1}{6}([\overline{X,[\bar{X}}, \bar{X}]+[\bar{X},[\overline{X, \bar{X}}] \cdots])+\cdots . . . . . . .}\right.
$$

Proof. This follows from the fact that

$$
-\left[\cdots\left[-X_{\tau^{j}},-X_{\tau^{j-1}}\right], \ldots,-X_{\tau^{1}}\right]=(-1)^{j+1}\left[\cdots\left[X_{\tau^{j}}, X_{\tau^{j-1}}\right], \ldots, X_{\tau^{1}}\right]=\left[X_{\tau^{1}}, \ldots,\left[X_{\tau^{j}}, X_{\tau^{j-1}}\right]\right]
$$

Lemma 3.4. Let $X$ and $Y$ be time dependent vector fields. Then,

$$
\operatorname{Ev}_{X+Y}=\operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y} \operatorname{Ev}_{X}
$$

where $\operatorname{Ad}_{\mathrm{Ev}_{X}} Y:=\mathrm{Ev}_{X} Y \mathrm{Ev}_{X}^{-1}$

Proof. We will prove the lemma by showing that $\operatorname{Ev}_{\operatorname{Ad}_{E_{X}} Y} \operatorname{Ev}_{X}$ satisfies the same IVP as $\mathrm{Ev}_{X+Y}$. Applying the Leibnitz rule,

$$
\frac{d}{d t} \operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y} \operatorname{Ev}_{X}=\frac{d}{d t}\left(\operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y}\right) \mathrm{Ev}_{X}+\operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y} \frac{d}{d t} \operatorname{Ev}_{X}
$$

By definition,

$$
\frac{d}{d t}\left(\operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y}\right)=\operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y} \operatorname{Ad}_{\mathrm{Ev}_{X}} Y
$$

and

$$
\frac{d}{d t} \operatorname{Ev}_{X}=\operatorname{Ev}_{X} X
$$

Inserting these into the equation above, we get

$$
\frac{d}{d t} \operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y \operatorname{Ev}_{X}=\operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y} \operatorname{Ev}_{X} Y+\operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y} \operatorname{Ev}_{X} X=\operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y} \operatorname{Ev}_{X}(X+Y) . . . . .}
$$

We thus have that $\operatorname{Ev}_{\operatorname{Ad}_{E_{X}} Y} \operatorname{Ev}_{X}$ satisfies the same IVP as $\operatorname{Ev}_{X+Y}$, which is

$$
\frac{d}{d t} \operatorname{Ev}_{X+Y}=\operatorname{Ev}_{X+Y}(X+Y) \cdot \operatorname{Ev}_{X+Y}^{0}=1
$$

As a consequence of Lemma 3.4,

$$
\operatorname{Ev}_{\operatorname{Ad}_{\mathrm{Ev}_{X}} Y}=\operatorname{Ev}_{X+Y} \operatorname{Ev}_{X}^{-1}
$$

and so, using Magnus's theorem,

$$
\exp \left(\Omega\left(\operatorname{Ad}_{\mathrm{Ev}_{X}} Y\right)\right)=\exp (\Omega(X+Y)) \exp (-\Omega(X))
$$

and taking the logarithm gives

## Proposition 3.5.

$$
\Omega\left(\operatorname{Ad}_{\mathrm{Ev}_{X}} Y\right)=\mathrm{BCH}(\Omega(X+Y),-\Omega(X))
$$

where

$$
\mathrm{BCH}(A, B)=\log (\exp (A) \exp (B))
$$

Lastly, we derive an expression that will be useful in the next section. We present it as a lemma:

## Lemma 3.6.

$$
\left.\operatorname{Ad}_{\left(\operatorname{Ev}_{-X}\right)^{-1}} Y=Y+[\bar{X}, Y]+[\overline{X,[\bar{X}}, Y]\right]+[\overline{X,[\overline{X,[\bar{X}}, Y]]]}+\cdots
$$

Proof. Recall that by definition, the operator $\mathrm{Ev}_{X}$ satisfies

$$
\frac{d}{d t} \operatorname{Ev}_{X}=\operatorname{Ev}_{X} X
$$

Composing $\mathrm{Ev}_{X}$ with its inverse must yield the identity:

$$
\left(\operatorname{Ev}_{X}\right)^{-1} \operatorname{Ev}_{X}=1
$$

Differentiating this expression with respect to time must then yield zero

$$
\frac{d}{d t}\left(\left(\operatorname{Ev}_{X}\right)^{-1}\right) \operatorname{Ev}_{X}+\left(\operatorname{Ev}_{X}\right)^{-1} \frac{d}{d t} \operatorname{Ev}_{X}=0
$$

Rearranging this equation, we find that $\left(\operatorname{Ev}_{X}\right)^{-1}$ satisfies

$$
\frac{d}{d t}\left(\left(\operatorname{Ev}_{X}\right)^{-1}\right)=-X\left(\operatorname{Ev}_{X}\right)^{-1}
$$

Ad is defined by the composition of operators

$$
\operatorname{Ad}_{A} B:=A B A^{-1}
$$

Using this, we have

$$
\begin{aligned}
\frac{d}{d \tau} \operatorname{Ad}_{\left(\operatorname{Ev}_{-X}^{\tau}\right)^{-1} Y} & =\frac{d}{d \tau}\left(\left(\operatorname{Ev}_{-X}^{\tau}\right)^{-1} Y \operatorname{Ev}_{-X}^{\tau}\right) \\
& =X_{\tau}\left(\operatorname{Ev}_{-X}^{\tau}\right)^{-1} Y \operatorname{Ev}_{-X}^{\tau}+\left(\operatorname{Ev}_{-X}^{\tau}\right)^{-1} Y \operatorname{Ev}_{-X}^{\tau}(-X) \\
& =\left[X_{\tau}, \operatorname{Ad}_{\left.\left(\mathrm{Ev}_{-X}^{\tau}\right)^{-1} Y\right]}\right.
\end{aligned}
$$

Using the fundamental theorem of Calculus and the above result, we have

$$
\operatorname{Ad}_{\left(\operatorname{Ev}_{-X}^{t}\right)^{-1}} Y=Y+\int_{0}^{t} d \tau \frac{d}{d \tau} \operatorname{Ad}_{\left(\operatorname{Ev}_{-X}^{\tau}\right)^{-1}} Y=Y+\int_{0}^{t} d \tau\left[X_{\tau}, \operatorname{Ad}_{\left(\operatorname{Ev}_{-X}^{\tau}\right)^{-1}} Y\right]
$$

This is a recursive equation for $\operatorname{Ad}_{\left(\operatorname{Ev}_{-x}^{t}\right)^{-1}} Y$. Iterating it yields the infinite series in the lemma.

The idea of Lemma 3.6 can be used to derive an identity that is useful in quantum mechanics. Recall that the evolution operator in quantum mechanics is defined as the solution to

$$
\dot{U}(t)=H(t) U(t), U(0)=1
$$

where $H(t)$ is anti-Hermitian. This makes $U$ a unitary operator. A quantum state $|\psi(t)\rangle$ whose dynamics is governed by the Schrödinger equation,

$$
\left.\frac{d}{d t} \psi(t)\right\rangle=H(t)|\psi(t)\rangle
$$

can be given in terms of the evolution operator as $|\psi(t)\rangle=U(t)\left|\psi_{0}\right\rangle$, where $\left|\psi_{0}\right\rangle$ is the initial state of the system. We suppose the reader familiar with the terms "Schrödinger picture" and "Heisenberg
picture" in this context. Let $A_{S}$ be an operator in the Scrödinger picture. It's Heisenberg picture equivalent is

$$
A_{H}:=U A_{S} U^{-1}
$$

By doing the same trick as in the lemma,

$$
A_{H}(t)=A_{S}(t)+\int_{0}^{t} d \tau \frac{d}{d \tau} U(\tau) A_{S}(t) U^{-1}(\tau)=A_{S}(t)+\int_{0}^{t} d \tau\left[H(\tau), U(\tau) A_{S}(t) U^{-1}(\tau)\right]
$$

Iterating this equation gives

$$
\left.\left.\left.A_{H}=A_{S}+\left[\bar{H}, A_{S}\right]+\left[\overline{H,[\bar{H}}, A_{S}\right]\right]+\left[\overline{H,[\overline{H,[\bar{H}}}, A_{S}\right]\right]\right]+\cdots
$$

A truncation of this expansion gives an approximation for $A_{H}$.

## 4 Radford's theorem

In this section, We present the result from Radford \& Burdick's paper [45] as a theorem, which we will call Radford's Teorem. We will show that it can be derived as a corollary of Proposition 3.5.

Theorem 4.1 (Radford). Let $G$ be a Lie group and $M$ a manifold, and $(W, x)$ a chart on $M$. Let $u:[0,1] \rightarrow W$ be a path in $W \subset M$ such that $u(1)=u(0)$. Let $A: T M \rightarrow$ Lie $G$ be an analytic connection one-form, that is, $A(\dot{u}(t))=\dot{u}^{i}(t) A_{i}(u(t))$, where $A_{i}: W \rightarrow$ Lie $G$ is analytic. ${ }^{1}$ Then, the solution to

$$
\dot{g}=-g A_{i}(u) \dot{u}^{i}
$$

is given by

$$
\begin{equation*}
g(t)=g(0) \exp \left(\sum_{j=2}^{\infty} \frac{1}{j} \sum_{l=1}^{\lfloor j / 2\rfloor} \frac{(-1)^{l}}{l} \sum_{\left|I_{1}\right|+\cdots+\left|I_{l}\right|=j} \int_{0}^{t} d u^{I_{1}} \cdots \int_{0}^{t} d u^{I_{l}} \nabla F_{I_{1} \cdots I_{l}}(u(0))\right), \tag{28}
\end{equation*}
$$

where $F_{i j}=\partial_{i} A_{j}-\partial_{j} A_{i}-\left[A_{i}, A_{j}\right], \nabla_{i}=\left[A_{i}, \cdot\right]-\partial_{i}, \partial_{i}:=\partial / \partial x^{i}, \nabla F_{i_{1} \cdots i_{n}}:=\nabla_{i_{1}} \cdots \nabla_{i_{n-2}} F_{i_{n-1} i_{n}}$ and $I_{i}$ is a multi-index of size $\left|I_{i}\right| .\lfloor j / 2\rfloor$ denotes the largest integer less than or equal to $j / 2$

The first few terms in the expansion above are

$$
g(t)=g(0) \exp \left(-\frac{1}{2} F_{i j}(u(0)) \int_{0}^{t} d u^{i j}-\frac{1}{3} \nabla_{i} F_{j k}(u(0)) \int_{0}^{t} d u^{i j k}+\cdots\right)
$$

This is the main theorem we wish to prove. It turns out that it can be derived from Proposition 3.5 , and that it is possible to generalize the theorem to non-closed loops. These new results are what we will show in the following.

We will do this in steps. Proposition 3.5 is a general statement, and the equality holds for all vector fields, as long as the quantities involved are well defined. The vector fields we will put into the formula given in the proposition will be elements of $\mathcal{T} \mathcal{X}(M \times G)$, that is, time dependent vector fields on $M \times G$. The functions involved in Theorem 4.1 are $u:[0,1] \rightarrow W \subset M$, and $A: T M \rightarrow$ Lie $G$. We will construct some time dependent vector fields $U, L A \in \mathcal{T X}(M \times G)$ out of $u$ and $A$ respectively, put these into the formula in Propostion 3.5, and show that this gives a generalized identity that holds for non-closed loops $u$. We next show that Radford's theorem follows from this, and finally, we consider the special case of zero curvature, that is, if $F=0$.

## I. Constructing $U$ and $L A$

Suppose $\operatorname{dim} M=d$. We shall assume for simplicity of the argument and without loss of generality that $W=M$, that is, that the chart $(W, x)$ covers $M$. We can construct a time dependent vector

[^6]field $U$ out of $u$ in the following way. Let $\left\{\partial_{i}\right\}_{i=1}^{d}$ be the coordinate frame induced by the chart ( $W, x$ ) on $M$. These can be extended to define vector fields on $M \times G$ in a canonical way. Recall from differential geometry, that
$$
T(M \times G) \cong T M \oplus T G
$$

This means that there is a canonical injection $i_{M}: T M \hookrightarrow T M \oplus T W$, such that $i_{M} \circ \partial_{i}$ : $M \rightarrow T M \oplus T G$. Extend this to define a function on $M \times G$ by composing with the projection $\pi_{M}: M \times G \rightarrow M,(x, g) \mapsto x$. Then,

$$
\tilde{\partial}_{i}:=i_{M} \circ \partial_{i} \circ \pi_{M}: M \times G \rightarrow T M \oplus T G \cong T(M \times G)
$$

defines a vector field on $M \times G$. We do this to all the basis vectors $\partial_{i}$ in the frame $\left\{\partial_{i}\right\}$, and define the linear combination $U_{t}:=\dot{u}^{i}(t) \tilde{\partial}_{i} . U$ is then a time dependent vector field on $M \times G$. An important fact about this vector field, that we can note straight away, is that

$$
\forall \phi \in C^{\infty}(M \times G): U_{t} \phi(u(t), \cdot)=\dot{u}^{i}(t) \tilde{\partial}_{i} \phi(u(t), \cdot)=\frac{d}{d t} \phi(u(t), \cdot)
$$

where $\phi(u(t), \cdot)$ denotes the map $G \rightarrow \mathbb{R}, g \mapsto \phi(u(t), g)$.
In Theorem 4.1, $A: T M \rightarrow$ Lie $G$ was defined as a Lie algebra valued one-form. This means that it can be written as the linear combination

$$
A=A_{i} d x^{i}: T M \rightarrow \text { Lie } G
$$

where $d x^{i}$ are the unit one-forms associated with the frame $\left\{\partial_{i}\right\}$. These are defined precisely by their action on the $\partial_{i}$ 's: $d x^{i}\left(\partial_{j}\right):=\delta_{j}^{i}$, where $\delta_{j}^{i}$ is the Kronecker delta symbol.

The linear combination $A_{i} d x^{i}$ is dependent on the chart $x$ and so, is really only defined on the open subset $W$ where $x$ is defined. As mentioned before, we assume $M=W$. This is without loss of generality, since the theorem supposes the path $u$ to be contained in $W$. A coordinate domain is by definition contractible, and it is a fact that a tangent bundle $T M$ where $M$ is contractible is trivializable [26], meaning $T M \cong M \times \mathbb{R}^{d}$, where $\mathbb{R}^{d}$ parametrizes the tangent vectors. Precisely,

$$
\begin{array}{r}
A_{i} d x^{i}: M \times \mathbb{R}^{d} \rightarrow \text { Lie } G \\
(p, V) \mapsto A_{i}(p) V^{i}
\end{array}
$$

Now, we can fix the second coordinate of this map by evaluating it at $u(t)$ :

$$
\begin{aligned}
A_{i} \dot{u}^{i}(t): & M \rightarrow \text { Lie } G, \\
p & \mapsto A_{i}(p) \dot{u}^{i}(t)
\end{aligned}
$$

By composing this map with $\pi_{M}$, as we did before, we get a map

$$
\begin{equation*}
\left(A_{i} \dot{u}^{i}(t)\right) \circ \pi_{M}: M \times G \rightarrow \text { Lie } G \tag{29}
\end{equation*}
$$

We wish to extend this to define a vector field on all of $M \times G$.
Let $\xi \in$ Lie $G$. We will define a map $L:$ Lie $G \rightarrow \mathcal{X}(G)$, such that $\xi$ can be identified with a vector field on $G$. Let

$$
L(\xi)(g):=d g_{1} \xi
$$

where $d g_{1}$ is the differential of the map $G \rightarrow G: h \mapsto g h$ evaluated at 1 . The map $L$ is a Lie isomorphism with respect to the Lie-Jacobi bracket. We elaborate on the map $L$ in Appendix A.2. If we are working with matrix Lie groups, the application $\xi \mapsto d g_{1} \xi$ is simply the left matrix product $g \xi$, and so we shall simply denote $d g_{1} \xi \equiv g \xi$. If a vector field $X \in \mathcal{X}$ lies in the image of $L$, we call it left-invariant. The inverse of $L$, taking a left-invariant vector field and giving the corresponding Lie element, simply amounts to evaluating the vector field at $1 \in G: L^{-1} X=X(1) \in$ Lie $G$.

We can compose the map in eq. (29) with $L$ and then the injection $i_{G}: T G \hookrightarrow T M \oplus T G \cong$ $T(M \times G)$ to get a vector field defined on $M \times G$, which we will call $L A$ :

$$
\begin{aligned}
& L A: M \times G \rightarrow T(M \times G) \\
& \quad(x, g) \mapsto i_{G}\left(L\left(A_{i}(x) \dot{u}^{i}(t)\right)(g)\right) .
\end{aligned}
$$

We have defined time dependent vector fields $U$ and $L A$ in $M \times G$. We will put these into the formula in Proposition 3.5, and show that it produces the result of the theorem. However, first we need to show that this indeed gives the solution to the ODE defined in the theorem.
II. Showing that $L \Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right)=\Omega\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A(u(0), \cdot)\right)$

By Theorem 3.1, we wish to find $\Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right)$. This gives the solution to the ODE defined in Theorem 4.1 by

$$
g(t)=g(0) \exp \left(\Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right)\right)
$$

Here,

$$
\begin{aligned}
-A_{i}(u) \dot{u}^{i} & :[0,1] \rightarrow \text { Lie } G \\
& t \mapsto-A_{i}(u(t)) \dot{u}^{i}(t) .
\end{aligned}
$$

It is worth noting for later reference that since $L$ : Lie $G \rightarrow \mathcal{X}(G)$ is a Lie isomorphism when restricted to its image, and since $\Omega$ is a Lie element,

$$
L \Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right)=\Omega_{t}\left(L\left(-A_{i}(u) \dot{u}^{i}\right)\right),
$$

or more intuitively stated, $\Omega$ commutes with $L: L \circ \Omega=\Omega \circ L$. Note that the $\Omega$ on the LHS of the equality above consists of iterated brackets of Lie elements, and that the $\Omega$ on the RHS consists of iterated brackets of left-invariant vector fields. It is safe to suppress this distinction since $L$ is a Lie isomorphism onto its image, and so the identification is unambiguous.

Recall from eq. (14) that we can express the Taylor expansion of $A_{i}(\cdot) \dot{u}^{i}(t): M \rightarrow$ Lie $G$ in terms of iterated integrals as

$$
\begin{equation*}
A_{k}(u(t)) \dot{u}^{k}(t)=A_{k}(u(0)) \dot{u}^{k}(t)+\int_{0}^{t} d u^{i} \partial_{i} A_{k}(u(0)) \dot{u}^{k}(t)+\int_{0}^{t} d u^{i j} \partial_{i} \partial_{j} A_{k}(u(0)) \dot{u}^{k}(t)+\cdots \tag{30}
\end{equation*}
$$

We will show that this corresponds to the action of $\operatorname{Ad}_{\mathrm{Ev}_{U}^{t}}$ on $L A$.
Firstly, since $U_{t}$ is constant with respect to coordinates, we have $L A_{t} U_{t^{\prime}}=0$, and so,

$$
\left[U_{t^{\prime}}, L A_{t}\right]=U_{t^{\prime}} L A_{t}-L A_{t} U_{t^{\prime}}=U_{t^{\prime}} L A_{t}=\dot{u}^{i}\left(t^{\prime}\right) \partial_{i}\left(L \dot{u}^{k}(t) A_{k}(\cdot)\right)=L \dot{u}^{i}\left(t^{\prime}\right) \partial_{i}\left(\dot{u}^{k}(t) A_{k}(\cdot)\right)
$$

We used the fact that $L$ commutes with the action of the $\partial_{i}$ 's:

$$
\forall f: M \rightarrow \operatorname{Lie} G: \forall p \in M: L \partial_{i} f(p)=\partial_{i} L f(p)
$$

where $L f$ is understood to mean the map $L f: M \rightarrow \mathcal{X}(G): p \mapsto L(f(p))$.
Now if we integrate $\left[U_{t^{\prime}}, L A_{t}\right]$ with respect to $t^{\prime}$, we get

$$
\left[\bar{U}_{t^{\prime \prime}}, L A_{t}\right]=\int_{0}^{t^{\prime \prime}} d t^{\prime}\left[U_{t^{\prime}}, L A_{t}\right]=L \int_{0}^{t^{\prime \prime}} d t^{\prime} \dot{u}^{i}\left(t^{\prime}\right) \partial_{i}\left(\dot{u}^{k}(t) A_{k}(\cdot)\right)=L \int_{0}^{t^{\prime \prime}} d u^{i} \partial_{i} A_{k}(\cdot) \dot{u}^{k}(t)
$$

Taking the bracket again and integrating gives

$$
\left[{\left.\bar{U}\left[\bar{U}_{t^{\prime \prime \prime}}, L A_{t}\right]\right]=\int_{0}^{t^{\prime \prime \prime}} d t^{\prime \prime} \int_{0}^{t^{\prime \prime}} d t^{\prime}\left[U_{t^{\prime \prime}},\left[U_{t^{\prime}}, L A_{t}\right]\right]=L \int_{0}^{t^{\prime \prime \prime}} d u^{i j} \partial_{i} \partial_{j} A_{k}(\cdot) \dot{u}^{k}(t) . . . . . . . . ~}_{\text {. }}\right.
$$

Repeating the same argument then gives the general formula

$$
\overbrace{\left[U, \cdots\left[\overline{U,[\bar{U}}_{t^{\prime}}\right.\right.}^{n \text { times }}, L A_{t}] \cdots]=L \int_{0}^{t^{\prime}} d u^{i_{1} \cdots i_{n}} \partial_{i_{1} \cdots i_{n}} A_{k}(\cdot) \dot{u}^{k}(t),
$$

where $\partial_{i_{1} \cdots i_{n}}:=\partial_{i_{1}} \cdots \partial_{i_{n}}$. Since $L$ commutes with the $\partial$ 's, this is equal to

$$
\overbrace{\left[U, \cdots\left[\overline{U,\left[\bar{U}_{t^{\prime}}\right.}\right.\right.}^{n \text { times }} L A_{t}] \cdots]=\int_{0}^{t^{\prime}} d u^{i_{1} \cdots i_{n}} \partial_{i_{1} \cdots i_{n}} L A .
$$

Thus, applying $L$ to the Taylor expansion (30), and evaluating at $u(0)$, we have

$$
\begin{equation*}
\left.L A_{t}(u(t), \cdot)=L A_{t}(u(0), \cdot)+\left[\bar{U}_{t}, L A_{t}\right](u(0), \cdot)+\left[\overline{U,[ }_{t}, L A_{t}\right]\right](u(0), \cdot)+\cdots \tag{31}
\end{equation*}
$$

By Lemma 3.6, this sum of iterated brackets is equal to

$$
L A_{t}(u(t), \cdot)=\operatorname{Ad}_{\left(\operatorname{Ev}_{-U}^{t}\right)^{-1}} L A_{t}(u(0), \cdot)
$$

Since the components of $U$ are constant with respect to coordinates, we have $\left[U_{t}, U_{t^{\prime}}\right]=0$, and as remarked in the introduction, this implies $\left(\operatorname{Ev}_{-U}^{t}\right)^{-1}=\operatorname{Ev}_{U}^{t}=\exp \left(\bar{U}_{t}\right)$. Using this, we get

$$
L A_{t}(u(t), \cdot)=\operatorname{Ad}_{\exp \left(\bar{U}_{t}\right)} L A_{t}(u(0), \cdot)
$$

Recall that in this subsection, we wish to show that $L \Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right)=\Omega_{t}\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A(u(0), \cdot)\right)$. As remarked before,

$$
L \Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right)=\Omega_{t}\left(-L\left(A_{i}(u) \dot{u}^{i}\right)\right) .
$$

By definition of $L$ and $L A, L\left(A_{i}(u) \dot{u}^{i}\right)=L A(u, \cdot)$, and so, we have

$$
L \Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right)=\Omega\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A(u(0), \cdot)\right),
$$

which is what we set out to prove.
III. Showing that $\Omega\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A(u(0), \cdot)\right)=\Omega\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A\right)(u(0), \cdot)$

Recall that $L A$ is defined as the vector field

$$
M \times G \ni(p, g) \mapsto g A_{i}(p) \dot{u}^{i}(t) \in T_{g} G \subset T_{p} M \oplus T_{g} G \cong T_{(p, g)}(M \times G)
$$

This vector field is by definition tangent to $G$. We will now use the following fact:
Let $P, Q$ be manifolds, and suppose $X, Y \in \mathcal{X}(P \times Q)$ are tangent to $Q$. Let $p \in P$ and denote $X(p, \cdot): Q \rightarrow T Q$ the map $q \mapsto X(p, q)$. Then,

$$
[X(p, \cdot), Y(p, \cdot)]=[X, Y](p, \cdot)
$$

that is, it does not matter whether we fix the first coordinate before or after taking the bracket.
Now, since $L A$ is tangent to $G$, we indeed have

$$
\Omega\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A(u(0), \cdot)\right)=\Omega\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A\right)(u(0), \cdot),
$$

as we wanted to show. The fact that $L A$ is tangent to $G$ implies that $\operatorname{Ad}_{\mathrm{Ev}_{U}^{t}} L A_{t}$ is also tangent to $G$.

## IV. The new result

We have shown that

$$
L \Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right)=\Omega_{t}\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A\right)(u(0), \cdot) .
$$

The RHS of this equation is now of a form such that we can invoke Proposition 3.5:

$$
\Omega_{t}\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A\right)(u(0), \cdot)=\operatorname{BCH}\left(\Omega_{t}(-L A+U),-\Omega_{t}(U)\right)(u(0), \cdot) .
$$

This expression then solves $\dot{g}=-g A_{i}(u) \dot{u}^{i}$ :

$$
\begin{aligned}
\Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right) & =L^{-1} L \Omega_{t}\left(-A_{i}(u) \dot{u}^{i}\right)=L^{-1} \Omega_{t}\left(-\operatorname{Ad}_{\mathrm{Ev}_{U}} L A\right)(u(0), \cdot) \\
& =L^{-1} \operatorname{BCH}\left(\Omega_{t}(-L A+U), \Omega_{t}(U)\right)(u(0), \cdot)
\end{aligned}
$$

We thus have

$$
g(t)=g(0) \exp \left(L^{-1} \operatorname{BCH}\left(\Omega_{t}(-L A+U),-\Omega_{t}(U)\right)(u(0), \cdot)\right)
$$

The map $L^{-1}$ amounts to the same as evaluating the left-invariant vector field at $1 \in G$, so

$$
\begin{equation*}
g(t)=g(0) \exp \left(\operatorname{BCH}\left(\Omega_{t}(-L A+U),-\Omega_{t}(U)\right)(u(0), 1)\right) \tag{32}
\end{equation*}
$$

This is the main result of this section. It is a generalized version Radford's Theorem that holds for all $t$, whereas the original theorem only held for $t=1$ with the requirement $u(1)=u(0)$. We next show how to produce the terms in the expansion in the exponential above.

As remaked before, $\operatorname{Ev}_{U}=\exp (\bar{U})$, and so $\Omega(U)=\bar{U}$. The terms in $\Omega_{t}(-L A+U)$ can be found using the Magnus expansion, given in Theorem 3.1. We write out the first couple of terms:
$\Omega_{t}(-L A+U)=\overline{-L A+U}+\frac{1}{2}[\overline{\overline{-L A+U},-L A+U}]+\frac{1}{3}[[\overline{\overline{-L A+U},-L A+U}],-L A+U]+\cdots$.

Now, recall that $L A_{t}=L \dot{u}^{i}(t) A_{i}$. Since $L$ is a Lie algebra isomorphism,

$$
\left[L A_{t}, L A_{t^{\prime}}\right]=L\left[A_{t}, A_{t^{\prime}}\right]=L \dot{u}^{i}(t) \dot{u}^{j}\left(t^{\prime}\right)\left[A_{i}, A_{j}\right]
$$

From before, we know that $\left[U_{t}, L A_{t^{\prime}}\right]=L \dot{u}^{i}(t) \dot{u}^{j}\left(t^{\prime}\right) \partial_{i} A_{j}$, and $\left[U_{t}, U_{t^{\prime}}\right]=0$. Combining these facts, we have that

$$
\left[-L A_{t^{\prime}}+U_{t^{\prime}},-L A_{t}+U_{t}\right]=-L \dot{u}^{i}(t) \dot{u}^{j}\left(t^{\prime}\right) F_{i j}
$$

where, as defined before, $F_{i j}=\partial_{i} A_{j}-\partial_{j} A_{i}-\left[A_{i}, A_{j}\right]$. Using the same argument, we get

$$
\left[\left[-L A_{t^{\prime \prime}}+U_{t^{\prime \prime}},-L A_{t^{\prime}}+U_{t^{\prime}}\right],-L A_{t}+U_{t}\right]=-L \dot{u}^{i}(t) \dot{u}^{j}\left(t^{\prime}\right) \dot{u}^{k}\left(t^{\prime \prime}\right) \nabla_{i} F_{j k}
$$

where $\nabla_{i}=\left[A_{i}, \cdot\right]-\partial_{i}$, and it is straightforward to deduce that

$$
\left[\cdots\left[-L A_{t^{n}}+U_{t^{n}},-L A_{t^{n-1}}+U_{t^{n-1}}\right], \ldots,-L A_{t^{1}}+U_{t^{1}}\right]=-\dot{u}^{i_{1}}\left(t^{1}\right) \cdots \dot{u}^{i_{n}}\left(t^{n}\right) L \nabla_{i_{1}} \cdots \nabla_{i_{n-2}} F_{i_{n-1} i_{n}}
$$

Performing an iterated integral. we get

$$
[\cdots \overline{\overline{-\overline{-L A+U}},-L A+U}], \ldots,-L A+U]]_{t}=-\int_{0}^{t} d u^{i_{1} \cdots i_{n}} \nabla_{i_{1}} \cdots \nabla_{i_{n-2}} F_{i_{n-1} i_{n}} .
$$

Inserting these results into the expansion in Theorem 3.1, we have

$$
\begin{equation*}
\Omega_{t}(-L A+U)=\sum_{j=1}^{\infty} \frac{1}{j} \sum_{l=1}^{j} \frac{(-1)^{l}}{l} \sum_{\left|I_{1}\right|+\cdots+\left|I_{l}\right|=j} \int_{0}^{t} d u^{I_{1}} \cdots \int_{0}^{t} d u^{I_{l}} \nabla F_{I_{1} \cdots I_{l}}, \tag{33}
\end{equation*}
$$

where $\nabla F_{i_{1} \cdots i_{n}}:=L \nabla_{i_{1}} \cdots \nabla_{i_{n-2}} F_{i_{n-1} i_{n}}, \nabla F_{i}:=-L A_{i}+\partial_{i}, I_{i}$ is a multi-index of size $\left|I_{i}\right|$.
The first few terms of $\Omega_{t}(-L A+U)$ are

$$
\begin{aligned}
\Omega_{t}(-L A+U) & =\left(-L A_{i}+\partial_{i}\right) \int_{0}^{t} d u^{i}-\frac{1}{2} L F_{i j} \int_{0}^{t} d u^{i j} \\
& -\frac{1}{3} L \nabla_{i} F_{j k}\left(\int_{0}^{t} d u^{i j k}-\frac{1}{2}\left(\int_{0}^{t} d u^{i} \int_{0}^{t} d u^{j k}+\int_{0}^{t} d x^{i j} \int_{0}^{t} d u^{k}\right)\right)+\cdots .
\end{aligned}
$$

Recall that $\Omega_{t}(-L A+U)$ and $\bar{U}$ are defined as vector fields on $M \times G$. Thus, $\mathrm{BCH}\left(\Omega_{t}(-L A+\right.$ $U),-\bar{U})$ is also a vector field on $M \times G$. We can evaluate the first few terms in this expansion by using the expression (17) for BCH. The first few terms are

$$
\begin{align*}
\mathrm{BCH}\left(\Omega_{t}(-L A+U),-\bar{U}_{t}\right) & =L A_{i} \int_{0}^{t} d u^{i}-\frac{1}{2} L F_{i j} \int_{0}^{t} d u^{i j}+\frac{1}{2} L \partial_{i} A_{j} \int_{0}^{t} d u^{i Ш j} \\
& -\frac{1}{3} L \nabla_{i} F_{j k} \int_{0}^{t} d u^{i j k}-\frac{1}{2} L \partial_{i} F_{j k} \int_{0}^{t} d u^{i Ш j k}+\cdots . \tag{34}
\end{align*}
$$

We denote the product of two iterated integrals by

$$
\int_{0}^{t} d u^{I \amalg J}:=\int_{0}^{t} d u^{I} \int_{0}^{t} d u^{J}
$$

where $I$ and $J$ are multi-indices. Notice that all the terms in eq. (34) are in the image of $L$, such that

$$
L^{-1} \mathrm{BCH}\left(\Omega_{t}(-L A+U),-\bar{U}_{t}\right)(u(0), \cdot)=\mathrm{BCH}\left(\Omega_{t}(-L A+U),-\bar{U}_{t}\right)(u(0), 1)
$$

is an element of the Lie algebra, as we would expect for eq. (32) to make sense:

$$
\begin{align*}
\operatorname{BCH}\left(\Omega_{t}(-L A+U),-\bar{U}_{t}\right)(u(0), 1) & =A_{i}(u(0)) \int_{0}^{t} d u^{i}-\frac{1}{2} F_{i j}(u(0)) \int_{0}^{t} d u^{i j}+\frac{1}{2} \partial_{i} A_{j}(u(0)) \int_{0}^{t} d u^{i Ш j} \\
& -\frac{1}{3} \nabla_{i} F_{j k}(u(0)) \int_{0}^{t} d u^{i j k}-\frac{1}{2} \partial_{i} F_{j k}(u(0)) \int_{0}^{t} d u^{i Ш j k}+\cdots \tag{35}
\end{align*}
$$

## V. The special case $\bar{U}=0$ implies Radford's theorem

If we assume that $u(1)=u(0)$, we have $\bar{U}_{1}=0$, and so only the first term in the BCH expansion survives:

$$
\operatorname{BCH}\left(\Omega_{1}(-L A+U),-\bar{U}_{1}\right)=\Omega_{1}(-L A+U),
$$

such that

$$
\begin{equation*}
g(t)=g(0) \exp \left(\Omega_{1}(-L A+U)(u(0), 1)\right) \tag{36}
\end{equation*}
$$

We can use eq. (33) to evaluate $\Omega_{1}(-L A+U)(u(0), 1)$ :

$$
\begin{equation*}
\Omega_{1}(-L A+U)(u(0), 1)=\sum_{j=2}^{\infty} \frac{1}{j} \sum_{l=1}^{\lfloor j / 2\rfloor} \frac{(-1)^{l}}{l} \sum_{\left|I_{1}\right|+\cdots+\left|I_{l}\right|=j} \int_{0}^{1} d u^{I_{1}} \cdots \int_{0}^{1} d u^{I_{l}} \nabla F_{I_{1} \cdots I_{l}}(u(0)), \tag{37}
\end{equation*}
$$

which is indeed Radford's expansion as given in Theorem 4.1. We have used the fact that $\int_{0}^{1} d u^{i}=0$ to reduce the number of terms in the sum over $l$. The first few terms of eq. (37) are

$$
\begin{align*}
\Omega_{1}(-L A+U)(u(0), 1)= & -\frac{1}{2} F_{i j}(u(0)) \int_{0}^{1} d u^{i j}-\frac{1}{3} \nabla_{i} F_{j k}(u(0)) \int_{0}^{1} d u^{i j k} \\
& -\frac{1}{4} \nabla_{i} \nabla_{j} F_{k l}(u(0))\left(\int_{0}^{1} d u^{i j k l}-\frac{1}{2} \int_{0}^{1} d u^{i j} \int_{0}^{1} d u^{k l}\right)+\cdots . \tag{38}
\end{align*}
$$

VI. What if $F=0$ ?

The expression for $\Omega_{t}(-L A+U)$, given in eq. (33) depends linearly on $F$ to all orders. If $F=0$, then all higher order terms vanish, and we are left with

$$
\Omega_{t}(-L A+U)=-\overline{L A}_{t}+\bar{U}_{t}
$$

This provides a corollary to our generalized Radford theorem: If $F=0$, then the solution to $\dot{g}=-g A_{i}(u) \dot{u}^{i}$ is given by

$$
\begin{equation*}
\left.g(t)=g(0) \exp \left(\mathrm{BCH}\left(-\overline{L A}_{t}+\bar{U}_{t}\right),-\bar{U}_{t}\right)(u(0), 1)\right) \tag{39}
\end{equation*}
$$

As will be elaborated upon in the next section, this is a path-independent expression: It only depends on the endpoints $u(t)$ and $u(0)$ of the path $u$. This means that if curvature vanishes, then the solution to $\dot{g}=-g A_{i}(u) \dot{u}^{i}$ is path independent, consistent with the fact that for a manifold with vanishing curvature, the holonomy elements corresponding to two homotopic paths are the same.

## 5 Magnus expansion for vanishing curvature

In this section we provide some notes on the special case of $F=0$ for the main result of the previous section.

Let $G$ be a Lie group, and suppose we have the set of $n$ PDEs

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}} g=g A_{i}, i=1, \ldots, n \tag{40}
\end{equation*}
$$

where $i=1, \cdots, n, g: \mathbb{R}^{n} \rightarrow G$ and $A_{i}: \mathbb{R}^{n} \rightarrow$ Lie $G$. This set of PDEs comes up in several applications, notably in evaluating master integrals [21] and in the teory of moving frames in variational calculus [58]. Let $u$ be a path in $\mathbb{R}^{n}$. Then, multiplying by $\dot{u}^{i}$, summing over $i$ and evaluating at $x=u(t)$ gives

$$
\begin{equation*}
\frac{d}{d t} g(u(t))=\dot{u}^{i}(t) \frac{\partial}{\partial x^{i}} g(u(t))=g(u(t)) \dot{u}^{i}(t) A_{i}(u(t))=: g(u(t)) A(u(t)) \tag{41}
\end{equation*}
$$

an ODE which is typically solved in practice using the Magnus expansion. Using eq. (40), we have

$$
\begin{equation*}
0=\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) g=\partial_{i} A_{j}-\partial_{j} A_{i}-\left[A_{i}, A_{j}\right]=F_{i j} \tag{42}
\end{equation*}
$$

Since $F$ vanishes, Radford's expansion simplifies to eq. (39), giving a path independent expression.
Let $\Delta u(t)=u(t)-u(0)$ and

$$
\begin{equation*}
Y(A, B):=\mathrm{BCH}(A+B,-B)=A-\frac{1}{2}[A, B]-\frac{1}{12}[A,[A, B]]-\frac{1}{6}[B,[A, B]]+\cdots . \tag{43}
\end{equation*}
$$

We can use eq. (39) to obtain an explicit expression for $g(t)$. Using $\bar{U}=\Delta u^{i} \partial_{i}$ and $\bar{A}=\Delta u^{i} A_{i}$, we have (39).

$$
\begin{equation*}
g(u(t))=g(0) \exp \left(\mathrm{BCH}\left(\bar{A}_{t}+\bar{U}_{t},-\bar{U}_{t}\right)\left(x_{0}\right)=g(0) \exp \left(Y\left(\bar{A}_{t}, \bar{U}_{t}\right)\left(x_{0}\right)\right)\right. \tag{44}
\end{equation*}
$$

Here, we have taken the liberty of dropping the $L$ in eq. (39). It is understood that combinations like $\left[\partial_{i}, A_{j}\right]$ mean $\partial_{i} A_{j}$, while $\left[A_{i}, A_{j}\right]$ is the Lie algebra bracket of the two lie elements $A_{i}$ and $A_{j}$. The expansion obtained this way is then evaluated at $x_{0}$ :

$$
\begin{align*}
g(u(t))= & g(0) \exp \left(Y\left(\Delta u^{i}(t) A_{i}, \Delta u^{j}(t) \partial_{j}\right)\left(x_{0}\right)\right) \\
= & g(0) \exp \left(\Delta u^{i}(t) A_{i}\left(x_{0}\right)+\frac{1}{2} \Delta u^{i}(t) \Delta u^{j}(t) \partial_{j} A_{i}\left(x_{0}\right)\right.  \tag{45}\\
& \left.+\frac{1}{6} \Delta u^{i}(t) \Delta u^{j}(t) \Delta u^{k}(t)\left(\frac{1}{2}\left[A_{i}, \partial_{j} A_{k}\right]\left(x_{0}\right)+\partial_{i} \partial_{j} A_{k}\left(x_{0}\right)\right)+\cdots\right)
\end{align*}
$$

The expansion in the exponential above depends only on the endpoints of the path $u$, and so makes $g$ path independent. If we choose a path $u:[0,1] \rightarrow \mathbb{R}^{n}$ such that $u(1)=x$ and $u(0)=x_{0}$, then

$$
\begin{equation*}
g(x)=g(u(1))=g\left(x_{0}\right) \exp \left(Y\left(A_{i} \Delta x^{i}, \Delta x^{j} \partial_{j}\right)\left(x_{0}\right)\right) \tag{46}
\end{equation*}
$$

where $\Delta x^{i}=x^{i}-x_{0}^{i}$. The exponent in eq. (46) is an infinite sum of iterated brackets. For instance, the second term is

$$
-\frac{1}{2}\left[A_{i} \Delta x^{i}, \Delta x^{i} \partial_{i}\right]\left(x_{0}\right)=\frac{1}{2} \Delta x^{i} \Delta x^{j} \partial_{i} A_{j}\left(x_{0}\right)
$$

At this point, a sanity check is in order. Suppose we are faced with the ODE

$$
\dot{g}(t)=g(t) A(t)
$$

where $A: \mathbb{R} \rightarrow$ Lie $G$, then we can regard this as a special case of eq. (40), using $t$ as the only coordinate $A$ and $g$ depend on (i.e. setting $n=1$ in eq. (40)). This amounts to substituting $t$ for $\Delta u^{i}$ and $A^{\prime}$ for $\partial_{i} A_{j}$ in (45). We get

$$
\begin{equation*}
g(t)=g(0) \exp \left(t A(0)+\frac{t^{2}}{2} A^{\prime}(0)+\frac{t^{3}}{6} A^{\prime \prime}(0)+\frac{t^{3}}{12}\left[A(0), A^{\prime}(0)\right]+\cdots\right) \tag{47}
\end{equation*}
$$

The expression in the exponential should match the usual Magnus expansion when $A$ is Taylor expanded around zero. We can check this by Taylor expanding $A$ around zero, inserting it into the Magnus expansion and performing the integrals. Let

$$
A(t)=A(0)+t A^{\prime}(0)+\frac{t^{2}}{2} A^{\prime \prime}(0)+\cdots
$$

Then, inserting into the Magnus expansion and performing the integrals, we get

$$
\begin{align*}
& \Omega_{t}=\bar{A}_{t}+\frac{1}{2}[\overline{\bar{A}, A}]_{t}+\frac{1}{3}[[\overline{\bar{A}, A}], A]_{t}+\cdots \\
& =\int_{0}^{t} d \tau\left(A(0)+\tau A^{\prime}(0)+\frac{\tau^{2}}{2} A^{\prime \prime}(0)+\cdots\right) \\
& +\frac{1}{2} \int_{0}^{t} d \tau \int_{0}^{\tau} d \tau^{\prime}\left[A(0)+\tau^{\prime} A^{\prime}(0)+\cdots, A(0)+\tau A^{\prime}(0)+\cdots\right]+\cdots  \tag{48}\\
& =t A(0)+\frac{t^{2}}{2} A^{\prime}(0)+\frac{t^{3}}{6} A^{\prime \prime}(0)+\frac{1}{2}\left(\frac{t^{3}}{6}\left[A^{\prime}(0), A(0)\right]+\frac{t^{3}}{3}\left[A(0), A^{\prime}(0)\right]\right) \\
& =t A(0)+\frac{t^{2}}{2} A^{\prime}(0)+\frac{t^{3}}{6} A^{\prime \prime}(0)+\frac{t^{3}}{12}\left[A(0), A^{\prime}(0)\right]+\cdots,
\end{align*}
$$

giving the same terms as eq. (47). This gives a neat expression for the Taylor expanded Magnus expansion:

$$
\begin{equation*}
\Omega_{t}=Y\left(t A(\tau),\left.t \frac{d}{d \tau}\right|_{\tau=0}\right) \tag{49}
\end{equation*}
$$

This can be derived independently from the result in the previous section, and so we present it as an independent theorem:

Theorem 5.1. Let $A: \mathbb{R} \rightarrow$ Lie $G$ be analytic, and suppose $g: \mathbb{R} \rightarrow G$ is the solution to

$$
\begin{equation*}
\dot{g}(t)=g(t) A(t) \tag{50}
\end{equation*}
$$

Then, $g(t)=g(0) \exp (\Omega(t))$, where

$$
\begin{equation*}
\Omega(t)=Y\left(t A(\tau),\left.t \frac{d}{d \tau}\right|_{\tau=0}\right) \tag{51}
\end{equation*}
$$

where $Y(A, B)=\mathrm{BCH}(A+B,-B)$.
The above formula means the following: Calculate $Y(t A(\tau), t d / d \tau)$ using the BCH formula and $[d / d \tau, A]=A^{\prime}$, and evaluate at $\tau=0$. This produces up to fourth order in $t$ :

$$
g(t)=g_{0} \exp \left(t A(0)+\frac{t^{2}}{2} A^{\prime}(0)+\frac{t^{3}}{12}\left[A, A^{\prime}\right](0)+\frac{t^{3}}{6} A^{\prime \prime}(0)+\frac{t^{4}}{24}\left[A, A^{\prime \prime}\right](0)+\frac{t^{4}}{24} A^{\prime \prime \prime}(0)+\cdots\right)
$$

Theorem 5.1 is a consequence of eq. (39), however it is possible to prove it directly:

Proof. Let $X:=A+d / d \tau$ be the vector field on $\mathbb{R} \times G$ defined by

$$
X(\tau, g)=g A(\tau)+\frac{d}{d \tau}=L A(\tau, g)+\frac{d}{d \tau}
$$

where $d / d \tau$ is the unit vector in the $\mathbb{R}$-direction in $\mathbb{R} \times G$, and $L A(\tau, g):=g A(\tau)$. Then $X$ generates the solution to (50) in the sense that

$$
\Phi_{X}^{t}\left(0, g_{0}\right)=(t, g(t))
$$

This assertion comes from the following lemma:
Lemma 5.2. Let $u:[0,1] \rightarrow \mathbb{R}^{n}$ be a path in $\mathbb{R}^{n}$ and suppose $f: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Then let $y:[0,1] \rightarrow \mathbb{R}^{m}$ be the solution of the IVP in $\mathbb{R}^{m}$

$$
\begin{equation*}
\dot{y}(t)=f(u(t), y(t)), y(0)=y_{0} . \tag{52}
\end{equation*}
$$

Now, define the time dependent vector field $U_{t}:=\dot{u}^{i}(t) \partial_{i}$, where $\partial_{i}, i=1, \ldots, n$ are the first $n$ unit vectors on $\mathbb{R}^{n} \times \mathbb{R}^{m}$. Then, let $(\tilde{x}, \tilde{y})$ be the solution of the IVP on $\mathbb{R}^{n} \times \mathbb{R}^{m}$

$$
\begin{array}{lr}
\dot{\tilde{y}}(t)=f(\tilde{x}(t), \tilde{y}(t)), & \tilde{y}(0)=y_{0} \\
\dot{\tilde{x}}(t)=U_{t}, & \tilde{x}(0)=u(0) . \tag{53}
\end{array}
$$

Then, $(\tilde{x}(t), \tilde{y}(t))=(u(t), y(t))$.
Generalizing this to products of manifolds, gives the lemma used to obtain the above assertion. In the particular case of the above assertion, $u$ is simply the identity map $\mathbb{R} \rightarrow \mathbb{R}$.

Let $\phi: \mathbb{R} \times G \rightarrow \mathbb{R}$. Then, by Taylor expanding,

$$
\phi(t, g(t))=\phi\left(\Phi_{X}^{t}\left(0, g_{0}\right)\right)=\exp (t X) \phi\left(0, g_{0}\right)
$$

Using the BCH -formula on the operator $\exp (t X)$,

$$
\exp (t X) \phi\left(0, g_{0}\right)=\exp \left(Y\left(t L A, t \frac{d}{d \tau}\right)\right) \exp \left(t \frac{d}{d \tau}\right) \phi\left(0, g_{0}\right)=\exp \left(L Y\left(t A, t \frac{d}{d \tau}\right)\right) \phi \circ(t \times \mathrm{id})\left(0, g_{0}\right)
$$

where $t \times \mathrm{id}: \mathbb{R} \times G \rightarrow \mathbb{R} \times G$ denotes the map $(u, g) \mapsto(u+t, g)$. This is the flow map of the vector field $d / d \tau . L A$ is a left invariant vector field, and so is $Y(t L A, t d / d \tau)=L Y(t A, t d / d \tau)$. We will use a lemma from differential geometry:

Lemma 5.3. Let $X \in \mathcal{X}(G)$ be a left-invariant vector field. Then, $\Phi_{X}^{t}(g)=g \exp (t \xi)$, where $\xi$ is the Lie algebra element associated with $X$ by the isomorphism $L$ defined in the previous section and $\exp :$ Lie $G \rightarrow G$ is the Lie exponential.

Using this fact, we have

$$
\begin{aligned}
\exp \left(L Y\left(t A, t \frac{d}{d \tau}\right)\right) \phi \circ(t \times \mathrm{id})\left(0, g_{0}\right) & =\phi \circ(t \times \mathrm{id}) \circ\left(\mathrm{id} \times \Phi_{L Y(t A, t}^{1} \frac{d}{d \tau}\right) \\
& =\phi\left(0, g_{0}\right) \\
& \left.=g_{0} \exp \left(Y\left(t A,\left.t \frac{d}{d \tau}\right|_{\tau=0}\right)\right)\right) .
\end{aligned}
$$

We thus have

$$
\begin{equation*}
g(t)=g_{0} \exp \left(Y\left(t A,\left.t \frac{d}{d \tau}\right|_{\tau=0}\right)\right) \tag{54}
\end{equation*}
$$

where $g_{0}=g(0)$.

The above theorem is of great utility if an analytic expression for $A$ is known. We immediately obtain a corollary of the above theorem.

Corollary 5.4. Let $A: \mathbb{R} \rightarrow$ Lie $G$ be analytic, and suppose $\tilde{g}: \mathbb{R} \rightarrow G$ is the solution to

$$
\begin{equation*}
\dot{\tilde{g}}(t)=A(t) \tilde{g}(t) \tag{55}
\end{equation*}
$$

Then, $\tilde{g}(t)=\exp (\Omega(t)) \tilde{g}(0)$, where

$$
\begin{equation*}
\Omega(t)=-Y\left(-t A(\tau),\left.t \frac{d}{d \tau}\right|_{\tau=0}\right) \tag{56}
\end{equation*}
$$

where $Y(A, B)=\mathrm{BCH}(A+B,-B)$.

The corollary produces up to fourth order in $t$ :

$$
g(t)=g_{0} \exp \left(t A(0)+\frac{t^{2}}{2} A^{\prime}(0)-\frac{t^{3}}{12}\left[A, A^{\prime}\right](0)+\frac{t^{3}}{6} A^{\prime \prime}(0)-\frac{t^{4}}{24}\left[A, A^{\prime \prime}\right](0)+\frac{t^{4}}{24} A^{\prime \prime \prime}(0)+\cdots\right)
$$

Proof. The proof mirrors that of the previous theorem, with minor change in details. Let $X:=$ $A+d / d \tau$ be the vector field on $\mathbb{R} \times G$ defined by

$$
X(\tau, g)=A(\tau) g+\frac{d}{d \tau}=R A(\tau, g)+\frac{d}{d \tau}
$$

where $d / d \tau$ is the unit vector in the $\mathbb{R}$ direction in $\mathbb{R} \times G$, and $R A(\tau, g):=A(\tau) g$. Then $X$ generates the solution to (55) in the sense that

$$
\Phi_{X}^{t}\left(0, g_{0}\right)=(t, g(t))
$$

This assertion is clear by the same reasoning as in the proof of the previous theorem. The main difference to proof of the previous theorem is that $R$ : Lie $G \rightarrow \mathcal{X}(G)$ is not a Lie isomorphism, rather, as known from differential geometry, and shown in appendix $\mathrm{A}, R$ satisfies

$$
R[A, B]_{\text {Lie } G}=-[R A, R B]
$$

where $[\cdot, \cdot]_{\text {Lie } G}$ is the Lie bracket of the Lie algebra of $G$ and $[\cdot, \cdot]$ is the bracket of vector fields on $G$. It can be shown that

$$
Y\left(R A, \frac{d}{d \tau}\right)=-R Y\left(-A, \frac{d}{d \tau}\right)
$$

Basically, $R$ "flips" all the Lie brackets around in the same manner as was remarked in the proof of Corollary 3.2. We state this as a lemma:

Lemma 5.5. Let $X_{1}, \ldots, X_{n} \in \operatorname{Lie} G$, and suppose $P\left(X_{1}, \ldots, X_{n}\right)$ is a Lie polynomial in the Lie elements $X_{1}, \ldots, X_{n}$. By this, we mean that $P$ consists of Lie brackets of $X$ 's. Then, $P\left(R X_{1}, \ldots, R X_{n}\right)=$ $-R P\left(-X_{1}, \ldots,-X_{n}\right)$.

It's straightforward to prove the above lemma by considering the action of $R$ on monials:

$$
\begin{aligned}
{\left[R X_{1}, \ldots,\left[R X_{n-1}, R X_{n}\right] \ldots\right] } & =-\left[R X_{1}, \ldots,\left[R X_{n-2}, R\left[X_{n-1}, X_{n}\right]\right] \ldots\right] \\
& =(-1)^{n-1} R\left[X_{1}, \ldots,\left[X_{n-1}, X_{n}\right] \ldots\right]=-R\left[-X_{1}, \ldots,\left[-X_{n-1},-X_{n}\right] \ldots\right]
\end{aligned}
$$

As mentioned in Corollary 3.2, this is the same as flipping all brackets, which is precisely what happens when we use $R$.

Let $\phi: \mathbb{R} \times G \rightarrow \mathbb{R}$. Then, by Taylor expanding,

$$
\phi(t, g(t))=\phi\left(\Phi_{X}^{t}\left(0, g_{0}\right)\right)=\exp (t X) \phi\left(0, g_{0}\right)
$$

Using the BCH-formula on the operator $\exp (t X)$,

$$
\exp (t X) \phi\left(0, g_{0}\right)=\exp \left(Y\left(t R A, t \frac{d}{d \tau}\right)\right) \exp \left(t \frac{d}{d \tau}\right) \phi\left(0, g_{0}\right)=\exp \left(-R Y\left(-t A, t \frac{d}{d \tau}\right)\right) \phi \circ(t \times \mathrm{id})\left(0, g_{0}\right)
$$

Next we have a lemma on the flow of a right-invariant vector field:
Lemma 5.6. Let $X \in \mathcal{X}(G)$ be a right-invariant vector field. Then, $\Phi_{X}^{t}(g)=\exp (t \xi) g$, where $\xi$ is the Lie algebra element associated with $X$ by the anti-isomorphism $R$ and $\exp :$ Lie $G \rightarrow G$ is the Lie exponential.

Using this fact, we have

$$
\begin{aligned}
\exp \left(-R Y\left(-t A, t \frac{d}{d \tau}\right)\right) \phi \circ(t \times \mathrm{id})\left(0, g_{0}\right) & =\phi \circ(t \times \mathrm{id}) \circ\left(\mathrm{id} \times \Phi_{-R Y\left(-t A, t \frac{d}{d \tau}\right)}^{1}\right)\left(0, g_{0}\right) \\
& =\phi\left(t, \exp \left(-Y\left(-t A,\left.t \frac{d}{d \tau}\right|_{\tau=0}\right)\right) g_{0}\right)
\end{aligned}
$$

We thus have

$$
\begin{equation*}
g(t)=\exp \left(-Y\left(-t A,\left.t \frac{d}{d \tau}\right|_{\tau=0}\right)\right) g_{0} \tag{57}
\end{equation*}
$$

where $g_{0}=g(0)$.

For completeness, we restate and make explicit the main result of this section as a theorem:
Theorem 5.7. The solution to the set of $n$ PDEs

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}} g(x)=g(x) A_{i}(x), g\left(x_{0}\right)=g_{0}, i=1, \ldots, n \tag{58}
\end{equation*}
$$

is given by

$$
\begin{equation*}
g(x)=g(0) \exp \left(Y\left(\Delta x^{i} A_{i}(\xi),\left.\Delta x^{i} \partial_{i}\right|_{\xi=x_{0}}\right)\right) \tag{59}
\end{equation*}
$$

where $Y(A, B)=\mathrm{BCH}(A+B,-B)$ and $\Delta x=x-x_{0}$.
The solution to the set of $n$ PDEs

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}} \tilde{g}=A_{i}(x) \tilde{g}, \tilde{g}\left(x_{0}\right)=\tilde{g}_{0}, i=1, \ldots, n \tag{60}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\tilde{g}(x)=\exp \left(-Y\left(-\Delta x^{i} A_{i}(\xi),\left.\Delta x^{i} \partial_{i}\right|_{\xi=x_{0}}\right)\right) \tilde{g}(0) \tag{61}
\end{equation*}
$$

We evaluate the expansion in (59) up to fourth order in $\Delta x$ :

$$
\begin{aligned}
g(x)=g\left(x_{0}\right) \exp & \left(\Delta x^{i} A_{i}\left(x_{0}\right)+\frac{1}{2} \Delta x^{i} \Delta x^{j} \partial_{i} A_{j}\left(x_{0}\right)+\frac{1}{12} \Delta x^{i} \Delta x^{j} \Delta x^{k}\left[A_{i}, \partial_{j} A_{k}\right]\left(x_{0}\right)\right. \\
& +\frac{1}{6} \Delta x^{i} \Delta x^{j} \Delta x^{k} \partial_{i} \partial_{j} A_{k}\left(x_{0}\right)+\frac{1}{24} \Delta x^{i} \Delta x^{j} \Delta x^{k} \Delta x^{l}\left[A_{i}, \partial_{j} \partial_{j} A_{k}\right]\left(x_{0}\right) \\
& \left.+\frac{1}{24} \Delta x^{i} \Delta x^{j} \Delta x^{k} \Delta x^{l} \partial_{i} \partial_{j} \partial_{k} A_{l}\left(x_{0}\right)+\cdots\right)
\end{aligned}
$$

Evaluating the second expansion, (61) just flips the sign of some of the terms:

$$
\begin{aligned}
\tilde{g}(x)=\exp & \left(\Delta x^{i} A_{i}\left(x_{0}\right)+\frac{1}{2} \Delta x^{i} \Delta x^{j} \partial_{i} A_{j}\left(x_{0}\right)-\frac{1}{12} \Delta x^{i} \Delta x^{j} \Delta x^{k}\left[A_{i}, \partial_{j} A_{k}\right]\left(x_{0}\right)\right. \\
& +\frac{1}{6} \Delta x^{i} \Delta x^{j} \Delta x^{k} \partial_{i} \partial_{j} A_{k}\left(x_{0}\right)-\frac{1}{24} \Delta x^{i} \Delta x^{j} \Delta x^{k} \Delta x^{l}\left[A_{i}, \partial_{j} \partial_{j} A_{k}\right]\left(x_{0}\right) \\
& \left.+\frac{1}{24} \Delta x^{i} \Delta x^{j} \Delta x^{k} \Delta x^{l} \partial_{i} \partial_{j} \partial_{k} A_{l}\left(x_{0}\right)+\cdots\right) \tilde{g}\left(x_{0}\right)
\end{aligned}
$$

Proof. Suppose $x, x_{0} \in \mathbb{R}^{n}$ and let $u:[0,1] \rightarrow \mathbb{R}^{n}$ be any path connecting $u(0)=x_{0}$ with $u(1)=x$.
Let $\gamma: \mathbb{R} \rightarrow G$ be the solution to

$$
\dot{\gamma}=\gamma \dot{u}^{i} A_{i}(u)
$$

Then the solution to (58) is $g(x)=\gamma(1)$. This follows from the chain rule: $g \circ u$ satisfies the same IVP as $\gamma$, and so

$$
g(x)=g(u(1))=\gamma(1)
$$

Since $F_{i j}=0$, we can invoke the result from the previous section, (39). In this case,

$$
\overline{L A}_{t}=L \Delta u^{i}(t) A_{i},
$$

and

$$
\bar{U}_{t}=\Delta u^{i}(t) \partial_{i} .
$$

Inserting this into eq. (39) gives a time dependent left-invariant vector field on $M \times G$. Evaluating at $\left(x_{0}, 1\right)$ gives the corresponding Lie algebra element, given in the exponential in eq. (45). Evaluating at $t=1$, then gives $\gamma(1)=g(x)$, which by eq. (46) gives the result of the theorem.

The analogous formula for $\tilde{g}$ can be infered from that of $g$ by using Corollary 3.2.

We can deduce a nice corollary from the theorem above:
Corollary 5.8. Let $\mathrm{M}_{m \times m}(\mathbb{R})$ denote the set of $m \times m$ real matrices. Suppose $I: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ satisfy

$$
\begin{equation*}
\frac{\partial I^{a}}{\partial x^{j}}=\left[A_{j}(x)\right]_{b}^{a} I^{b}, I\left(x_{0}\right)=I_{0}, j=1, \ldots, n, \tag{62}
\end{equation*}
$$

where $A: \mathbb{R}^{n} \rightarrow \mathrm{M}_{m \times m}(\mathbb{R})$ is analytic. Then, the solution is given by

$$
\begin{equation*}
I(x)=\exp \left(-Y\left(-\Delta x^{i} A_{i}(\xi), \Delta x^{j} \partial /\left.\partial \xi^{j}\right|_{\xi=x_{0}}\right)\right) I_{0}, \tag{63}
\end{equation*}
$$

where $\Delta x=x-x_{0}$.

Proof. Suppose $\tilde{g}: \mathbb{R}^{n} \rightarrow \mathrm{GL}(m, \mathbb{R})$ is the solution to

$$
\frac{\partial \tilde{g}}{\partial x^{j}}=A_{j}(x) \tilde{g}(x), \tilde{g}(0)=1
$$

Then, $I(x)=\tilde{g}(x) I_{0}$. From Theorem 5.7, we know that

$$
\tilde{g}=\exp \left(-Y\left(-\Delta x^{i} A_{i}(\xi), \Delta x^{j} \partial /\left.\partial \xi^{j}\right|_{\xi=x_{0}}\right)\right),
$$

which by $I(x)=\tilde{g}(x) I_{0}$ implies the result.

Something particular to note about the solutions in Theorem 5.7 is that they provide analytic expressions for the exponent to arbitrary accuracy, as long as the derivatives of $A$ are sufficiently well behaved. This creates new possibilities for analysis in problems where (59) has to be solved. To the best of my knowledge, the expressions provided here are new.

I do not claim to have proven the results of this section to absolute mathematical rigor, that would be beyond the scope of my abilities. I am however confident that these results are true, and that the details needed to complete the proofs amount to technicalities that can be overcome. The "sanity check", showing the validity of Theorem 5.1 up to third order can be done to arbitrary order on a computer. I have not yet had time to do this, however.

### 5.1 Zassenhaus expansion for vanishing curvature

By a similar idea to the previous section, we can produce solutions to (40) based on the Zassenhaus formula, which we introduce next. The Zassenhaus formula presents the exponential of the sum of two operators as an infinite product of exponentials.

The left Zassenhaus formula is given by [11]

$$
\exp (t(X+Y))=\cdots \exp \left(t^{4} Z_{4}(X, Y)\right) \exp \left(t^{3} Z_{3}(X, Y)\right) \exp \left(t^{2} Z_{2}(X, Y)\right) \exp (t Y) \exp (t X)
$$

where
$Z_{n}(X, Y)=\left.\frac{1}{n!} \frac{d^{n}}{d t^{n}}\right|_{t=0} \exp (t(X+Y)) \exp (-t X) \exp (-t Y) \exp \left(-t^{2} Z_{2}(X, Y)\right) \cdots \exp \left(-t^{n-1} Z_{n-1}(X, Y)\right)$.
The terms constituting the analogous right Zassenhaus formula,

$$
\exp (t(X+Y))=\exp (t X) \exp (t Y) \exp \left(t^{2} \tilde{Z}_{2}(X, Y)\right) \exp \left(t^{3} \tilde{Z}_{3}(X, Y)\right) \exp \left(t^{4} \tilde{Z}_{4}(X, Y)\right) \cdots
$$

are related to the $Z_{n}$ 's simply by $\tilde{Z}_{n}=(-1)^{n+1} Z_{n}$.
Let $g$ be the solution of

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}} g=g A_{i}(x), g\left(x_{0}\right)=1 \tag{64}
\end{equation*}
$$

We know from before that the solution to (64) is

$$
\begin{align*}
g(x) & =\exp \left(\mathrm{BCH}\left(\Delta x^{i} A_{i}(\xi)+\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}},-\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}}\right)\right) \\
& =\exp \left(\Delta x^{i} A_{i}(\xi)+\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}}\right) \exp \left(-\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}}\right) \tag{65}
\end{align*}
$$

Using the left Zassenhaus formula by substituting $\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}}$ for $X$ and $\Delta x^{i} A_{i}(\xi)$ for $Y$, eq. (65) can be rewritten as
$g(x)=\cdots \exp \left(Z_{3}\left(\Delta x^{j} \partial /\left.\partial \xi^{j}\right|_{\xi=x_{0}}, \Delta x^{i} A_{i}(\xi)\right)\right) \exp \left(Z_{2}\left(\Delta x^{j} \partial /\left.\partial \xi^{j}\right|_{\xi=x_{0}}, \Delta x^{i} A_{i}(\xi)\right)\right) \exp \left(\Delta x^{i} A_{i}\left(x_{0}\right)\right)$,
an infinite left product of exponentials of homogeneous polynomials in $\Delta x=x-x_{0}$.
The Zassenhaus elements $Z_{n}$ can be worked out in a systematic fashion, as shown in a paper by Casas et al. [11]. The first few are

$$
\begin{aligned}
Z_{2}(A, B) & =\frac{1}{2}[A, B] \\
Z_{3}(A, B) & =\frac{1}{3}[B,[A, B]]+\frac{1}{6}[A,[A, B]] \\
Z_{4}(A, B) & =\frac{1}{8}([B,[B,[A, B]]]+[B,[A,[A, B]]])+\frac{1}{24}[A,[A,[A, B]]]
\end{aligned}
$$

such that, we have explicitly to fourth order in $\Delta x$ :

$$
\begin{align*}
g(x)=\cdots & \exp \left(\Delta x^{i} \Delta x^{j} \Delta x^{k} \Delta x^{l}\left(\frac{1}{8}\left(\left[A_{i},\left[A_{j}, \partial_{k} A_{l}\right]\right]\left(x_{0}\right)+\left[A_{i}, \partial_{j} \partial_{k} A_{l}\right]\left(x_{0}\right)\right)+\frac{1}{24} \partial_{i} \partial_{j} \partial_{k} A_{l}\left(x_{0}\right)\right)\right) \\
& \exp \left(\Delta x^{i} \Delta x^{j} \Delta x^{k}\left(\frac{1}{3}\left[A_{i}, \partial_{j} A_{k}\right]\left(x_{0}\right)+\frac{1}{6} \partial_{i} \partial_{j} A_{k}\left(x_{0}\right)\right)\right) \exp \left(\Delta x^{i} \Delta x^{j} \frac{1}{2} \partial_{i} A_{j}\left(x_{0}\right)\right)
\end{align*}
$$

We can make analogous use of the right Zassenhaus formula to obtain a solution to

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}} \tilde{g}=A_{i}(x) \tilde{g} ; \tilde{g}\left(x_{0}\right)=1 \tag{68}
\end{equation*}
$$

We know the solution to (68) to be

$$
\tilde{g}(x)=\exp \left(-\mathrm{BCH}\left(-\Delta x^{i} A_{i}(\xi)+\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}},-\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}}\right) .\right.
$$

Making use of then fact that $\mathrm{BCH}(A, B)=-\mathrm{BCH}(-B,-A)$, we have

$$
\begin{align*}
\tilde{g}(x) & =\exp \left(-\mathrm{BCH}\left(-\Delta x^{i} A_{i}(\xi)+\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}},-\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}}\right)\right. \\
& =\exp \left(\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}}\right) \exp \left(\Delta x^{i} A_{i}(\xi)-\Delta x^{i} \partial /\left.\partial \xi^{i}\right|_{\xi=x_{0}}\right) . \tag{69}
\end{align*}
$$

By using the right Zassenhaus expansion, we thus get
$\tilde{g}(x)=\exp \left(\Delta x^{i} A_{i}\left(x_{0}\right)\right) \exp \left(\tilde{Z}_{2}\left(-\Delta x^{j} \partial /\left.\partial \xi^{j}\right|_{\xi=x_{0}}, \Delta x^{i} A_{i}(\xi)\right)\right) \exp \left(\tilde{Z}_{3}\left(-\Delta x^{j} \partial /\left.\partial \xi^{j}\right|_{\xi=x_{0}}, \Delta x^{i} A_{i}(\xi)\right)\right) \cdots$.

It is possible to produce a Zassenhaus-like expansion for the solution of an ODE. Let $g$ be the solution of

$$
\begin{equation*}
\dot{g}(t)=g(t) A(t) ; g(0)=1 . \tag{71}
\end{equation*}
$$

Then, by the same idea as above,

$$
\begin{equation*}
g(t)=\cdots \exp \left(Z_{3}\left(\left.t \frac{d}{d \tau}\right|_{\tau=0}, t A(\tau)\right)\right) \exp \left(Z_{2}\left(\left.t \frac{d}{d \tau}\right|_{\tau=0}, t A(\tau)\right)\right) \exp (t A(0)) \tag{72}
\end{equation*}
$$

Explicitly, to fourth order in $t$, this gives

$$
\begin{align*}
g(t)=\cdots & \exp \left(\frac{t^{4}}{8}\left(\left[A,\left[A, A^{\prime}\right]\right](0)+\left[A, A^{\prime \prime}\right](0)\right)+\frac{t^{4}}{24} A^{\prime \prime \prime}\right)  \tag{73}\\
& \exp \left(\frac{t^{3}}{3}\left[A, A^{\prime \prime}\right](0)+\frac{t^{3}}{6} A^{\prime \prime}(0)\right) \exp \left(\frac{t^{2}}{2} A^{\prime}(0)\right) \exp (t A) g_{0}
\end{align*}
$$

For the problem $\dot{\tilde{g}}=A \tilde{g}$ there is a corresponding solution in terms of the right Zassenhaus formula.
The expressions (66), (70) and (72) are to my knowledge new. Again, I do not claim to have proven these expressions to absolute mathematical rigor.

## 6 Theorems of Magnus, Dynkin and Fer

In this section, we revert to the general problem defined in the introduction in eq, (1). This is a well studied problem, and most of the results presented in this section are known. I provide an exposition of different approaches to the problem, and supply some of my own insights along the
way. As well as containing the proof of Theorem 3.1, the results presented here are important for the discussion in Sections 7 and 8.

Let $G$ be a Lie group with Lie algebra Lie $G$. Let $A: \mathbb{R} \rightarrow$ Lie $G$, then the IVP

$$
\begin{equation*}
\dot{Y}(t)=Y(t) A(t), Y(0)=1 \tag{74}
\end{equation*}
$$

defines a path $Y: \mathbb{R} \rightarrow G$. The equation (74) can be Picard iterated to yield a power series expression for $Y$. Magnus's theorem states that it is in general possible to find formal expressions for $\Omega$ such that $Y=\exp (\Omega)$ [37]. First, we present Magnus's theorem.

### 6.1 Magnus expansion

This exposition and proof sketch of Magnus's theorem is my own. My conceptual contribution here is that the Magnus expansion itself can be understood as the time ordered exponential of a vector field, as illustrated in eq (85), although it is unclear whether this method has any computational benefit.

By hypothesis, we are seeking $\Omega$ such that $\exp (\Omega)=Y$. In consistence with Theorem 3.1, we note $\Omega=\Omega(A)$, but omit explicitizing the dependence on $A$ here. Inserting $\exp (\Omega)=Y$ into eq. 74,

$$
\begin{equation*}
\exp (-\Omega) \frac{d}{d t} \exp (\Omega)=A \tag{75}
\end{equation*}
$$

We will show that

$$
\begin{equation*}
\exp (-\Omega) \frac{d}{d t} \exp (\Omega)=\sum_{j=0}^{\infty} \frac{(-1)^{j}}{(j+1)!} \operatorname{ad}_{\Omega}^{j}(\dot{\Omega})=\frac{\exp \left(-\operatorname{ad}_{\Omega}\right)-1}{\operatorname{ad}_{\Omega}}(\dot{\Omega}) \tag{76}
\end{equation*}
$$

where $\operatorname{ad}_{\Omega}(\dot{\Omega})=[\Omega, \dot{\Omega}], \operatorname{ad}_{\Omega}^{n}=\operatorname{ad}_{\Omega} \circ \ldots \circ \operatorname{ad}_{\Omega}$ is the $n$-fold composition of ad ${ }_{\Omega}$. We sketch a proof of eq. (76). Following Snider [53], we have

$$
\frac{d}{d t} \exp (\Omega)=\int_{0}^{1} d \alpha \exp ((1-\alpha) \Omega) \dot{\Omega} \exp (\alpha \Omega)
$$

such that

$$
\exp (-\Omega) \frac{d}{d t} \exp (\Omega)=\int_{0}^{1} d \alpha \exp (-\alpha \Omega) \dot{\Omega} \exp (\alpha \Omega)
$$

It can be shown that ${ }^{1}$

$$
\begin{equation*}
\exp (-\alpha \Omega) \dot{\Omega} \exp (\alpha \Omega)=\sum_{n=0}^{\infty} \frac{(-\alpha)^{n}}{n!} \operatorname{ad}_{\Omega}^{n} \dot{\Omega} \tag{77}
\end{equation*}
$$

such that

$$
\begin{equation*}
\exp (-\Omega) \frac{d}{d t} \exp (\Omega)=\sum_{j=0}^{\infty} \frac{(-1)^{j+1}}{(j+1)!} \operatorname{ad}_{\Omega}^{j}(\dot{\Omega})=\frac{\exp \left(-\operatorname{ad}_{\Omega}\right)-1}{\operatorname{ad}_{\Omega}}(\dot{\Omega}) \tag{78}
\end{equation*}
$$

Then, inverting eq. (76) gives

$$
\begin{equation*}
\dot{\Omega}=\frac{\operatorname{ad}_{\Omega}}{\exp \left(-\operatorname{ad}_{\Omega}\right)-1}(A)=\sum_{n=0}^{\infty} \frac{(-1)^{n} B_{n}}{n!} \operatorname{ad}_{\Omega}^{n}(A), \Omega(0)=0 \tag{79}
\end{equation*}
$$

[^7]where $B_{n}$ is the $n$-th Bernoulli number. ${ }^{1}$ We thus have an IVP for $\Omega$. Define
\[

$$
\begin{equation*}
f_{\tau}(\Omega):=\frac{\operatorname{ad}_{\Omega}}{\exp \left(-\operatorname{ad}_{\Omega}\right)-1}(A(\tau)) \tag{80}
\end{equation*}
$$

\]

such that

$$
\begin{equation*}
\dot{\Omega}(t)=f_{t}(\Omega(t)) \tag{81}
\end{equation*}
$$

Now, $f_{t}:$ Lie $G \rightarrow$ Lie $G$, and if we interpret $f$ as a time dependent vector field on Lie $G$, we can define its differential action on Lie polynomials by

$$
\begin{equation*}
f_{\tau} p(\Omega):=\left.\frac{d}{d t}\right|_{\dot{\Omega}=f_{\tau}(\Omega)} p(\Omega(t)) \tag{82}
\end{equation*}
$$

Let $p_{A}^{n}$ be the Lie monomial

$$
p_{A}^{n}(\Omega):=\operatorname{ad}_{\Omega}^{n}(A)=\overbrace{[\Omega, \ldots,[\Omega}^{n \text { times }}, A(\tau)] \ldots] .
$$

Then the action of $f_{\tau}$ on $p^{n}$ is by the Leibniz rule

$$
\begin{equation*}
f_{\tau} p_{A}^{n}(\Omega)=\left[f_{\tau}(\Omega),[\Omega, \ldots,[\Omega, A] \ldots]+\ldots+\left[\Omega, \ldots,\left[f_{\tau}(\Omega), A\right] \ldots\right]\right. \tag{83}
\end{equation*}
$$

such that

$$
\begin{equation*}
f_{\tau^{\prime}} f_{\tau}(\Omega)=\sum_{n=0}^{\infty} \frac{(-1)^{n} B_{n}}{n!} f_{\tau^{\prime}} p_{A}^{n}(\Omega) \tag{84}
\end{equation*}
$$

By the same idea as in eq. (24),

$$
\begin{aligned}
\Omega(t) & =\int_{0}^{t} d \tau \dot{\Omega}(\tau)=\int_{0}^{t} d \tau f_{\tau}(\Omega(\tau)) \\
& \stackrel{(1)}{=} \int_{0}^{t} d \tau\left[f_{\tau}(0)+\int_{0}^{\tau} d \tau^{\prime} \frac{d}{d \tau^{\prime}} f_{\tau}\left(\Omega\left(\tau^{\prime}\right)\right)\right] \\
& \stackrel{(2)}{=} \int_{0}^{t} d \tau\left[f_{\tau}(0)+\int_{0}^{\tau} d \tau^{\prime} f_{\tau^{\prime}} f_{\tau}\left(\Omega\left(\tau^{\prime}\right)\right)\right]
\end{aligned}
$$

where in equality (1), we used the fundamental theorem of calculus and $\Omega(0)=0$. In equality (2), we used eq. (81). Repeating the iteration yields a power series in $f$ which can be used to evaluate the Magnus expansion:

$$
\left.\begin{array}{rl}
\Omega(t) & =[1+\bar{f}+\overline{\bar{f} f}+\overline{\overline{\bar{f} f} f}+\ldots](0) \\
& =\bar{f}(0)+\overline{\bar{f} f}(0)+\overline{\overline{\bar{f} f} f}(0)+\ldots  \tag{85}\\
& \left.=\bar{A}+\frac{1}{2}[\overline{\bar{A}, A}]+\frac{1}{4} \overline{[[\bar{A}, A]}, A\right] \\
& \frac{1}{12}[\overline{\bar{A}},[\bar{A}, A]
\end{array}\right]+\cdots . .
$$

[^8]Several schemes exist for effectively calculating the terms in the Magnus expansion. Notably, the work of Iserles \& Nørsett provide a good example [23].

### 6.2 Fer expansion

Fer [14] showed that $Y$ can be expressed as an infinite product of exponentials. Here, we expose a scheme for deriving this expansion, by inspiration of [8].

Suppose $\dot{Y}=Y A$. Let $F_{1}:=\bar{A}$ and define $Y_{1} \exp \left(F_{1}\right):=Y$. Then,

$$
\begin{aligned}
\dot{Y}_{1} & =\dot{Y} \exp \left(-F_{1}\right)+Y \frac{d}{d t} \exp \left(-F_{1}\right) \\
& =Y_{1}\left[\exp \left(F_{1}\right) A \exp \left(-F_{1}\right)+\exp \left(F_{1}\right) \frac{d}{d t} \exp \left(-F_{1}\right)\right]:=Y_{1} A_{1}
\end{aligned}
$$

Using eqs. (77) and (78),

$$
\begin{align*}
A_{1} & =\sum_{n=0}^{\infty}\left[\frac{1}{n!} \operatorname{ad}_{F_{1}}^{n} A-\frac{1}{(n+1)!} \operatorname{ad}_{F_{1}}^{n} \dot{F}_{1}\right]=\sum_{n=0}^{\infty}\left[\frac{1}{n!}-\frac{1}{(n+1)!}\right] \operatorname{ad}_{F_{1}}^{n} A \\
& =\sum_{n=1}^{\infty} \frac{n}{(n+1)!} \operatorname{ad}_{F_{1}}^{n} A \tag{86}
\end{align*}
$$

Let $F_{n+1}:=\bar{A}_{n}$ and $Y_{n}=: \exp \left(F_{n+1}\right) Y_{n+1}$. Then, define by the same procedure as above

$$
\begin{equation*}
A_{n+1}=\sum_{n=1}^{\infty} \frac{n}{(n+1)!} \operatorname{ad}_{F_{n+1}}^{n} A_{n} \tag{87}
\end{equation*}
$$

Fer showed that $Y$ is expressible as the infinite product of exponentials

$$
\begin{equation*}
Y=\cdots \exp \left(F_{3}\right) \exp \left(F_{2}\right) \exp \left(F_{1}\right) \tag{88}
\end{equation*}
$$

Suppose $\dot{\tilde{Y}}=A \tilde{Y}$, and let $\tilde{F}_{n+1}=\overline{\tilde{A}}_{n}$, where

$$
\begin{equation*}
\tilde{A}_{n+1}=\sum_{n=1}^{\infty} \frac{n(-1)^{n}}{(n+1)!} \operatorname{ad}_{\tilde{F}_{n+1}}^{n} \tilde{A}_{n} \tag{89}
\end{equation*}
$$

and $A_{0}:=A$. Then, as shown in [8], $\tilde{Y}$ can be expressed as the right infinite product of exponentials

$$
\begin{equation*}
\tilde{Y}=\exp \left(\tilde{F}_{1}\right) \exp \left(\tilde{F}_{2}\right) \exp \left(\tilde{F}_{3}\right) \cdots \tag{90}
\end{equation*}
$$

### 6.3 Dynkin expansion

The approach taken here is known in the literature, and is elaborated upon in [45] amongst other places. My contribution is the rewriting of the Dynkin expansion to the form of equation (94), which to my knowledge has not appeared explicitly before.
$\Omega(A)$ can be calculated directly by taking the logarithm of the power series produced by $\dot{Y}=Y A$. Let

$$
\begin{equation*}
Y=1+\bar{A}+\overline{\bar{A} A}+\overline{\bar{A} A} A+\cdots=\exp (\Omega(A)) \tag{91}
\end{equation*}
$$

$Y$ is seen to satisfy $\dot{Y}=Y A$ by term-wise differentiation of (91). For ease of notation, $\top^{n} A:=$ $\overline{\bar{A} \cdots A}$ the $n$-fold left iterated integral. Taking the logarithm of $Y$,

$$
\begin{equation*}
\Omega=\log \left(1+\sum_{n=1}^{\infty} \top^{n} A\right)=\sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l} \sum_{n_{1}, \ldots, n_{l}=1}^{\infty}\left(\top^{n_{1}} A\right) \cdots\left(\top^{n_{l}} A\right) . \tag{92}
\end{equation*}
$$

By Magnus's theorem, $\Omega(A)$ is a Lie element. ${ }^{1}$. Next, we make use of Dynkin's theorem [46]: Let $P$ be a homogenous polynomial of Lie elements order $n$. Then, $(1 / n)[P]=P$, where $[\cdot]$ is the left-iterated Lie bracket defined on monomials by $\left[X_{1} \cdots X_{n}\right]=\left[\cdots\left[X_{1}, X_{2}\right], \cdots X_{n}\right]$, and extended linearly to Lie power series.

Making use of Dynkin's theorem, and the fact that $\Omega$ is a Lie element,

$$
\begin{equation*}
\Omega(A)=\sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l} \sum_{n_{1}, \ldots, n_{l}=1}^{\infty} \frac{\left[\left(\top^{n_{1}} A\right) \ldots\left(\top^{n_{l}} A\right)\right]}{n_{1}+\ldots+n_{l}} \tag{93}
\end{equation*}
$$

The sum can be rewritten as $^{2}$

$$
\begin{equation*}
\Omega(A)=\sum_{j=1}^{\infty} \frac{1}{j} \sum_{l=1}^{j} \frac{(-1)^{l+1}}{l} \sum_{n_{1}+\ldots+n_{l}=j}\left[\left(\top^{n_{1}} A\right) \ldots\left(\top^{n_{l}} A\right)\right] \tag{94}
\end{equation*}
$$

The first few terms are

$$
\begin{equation*}
\Omega(A)=\bar{A}+\frac{1}{2}[\overline{\bar{A}, A}]+\frac{1}{3}[[\overline{\bar{A}, A}], A]-\frac{1}{6}([[\bar{A}, \overline{\bar{A}}], A]+[[\overline{\bar{A}, A}], \bar{A}])+\cdots \tag{95}
\end{equation*}
$$

This demonstrates Theorem 3.1. By Corollary 3.2, the solution to

$$
\dot{\tilde{Y}}=A \tilde{Y}, \tilde{Y}(0)=1
$$

is given by $\tilde{Y}=\exp (-\Omega(-A))$, which by Corollary 3.3 is given by

$$
\begin{equation*}
-\Omega(-A)=\sum_{j=1}^{\infty} \frac{1}{j} \sum_{l=1}^{j} \frac{(-1)^{l+1}}{l} \sum_{n_{1}+\ldots+n_{l}=j}\left[\left(T_{R}^{n_{1}} A\right) \ldots\left(T_{R}^{n_{l}} A\right)\right]_{R} \tag{96}
\end{equation*}
$$

where $\top_{R}^{n} A$ is the right-iterated integral $\top_{R}^{n} A=\overline{A \cdots \bar{A}}$, and $[\cdot]_{R}$ is the right-iterated Lie bracket, defined by $\left[X_{1} \cdots X_{n}\right]_{R}=\left[X_{1}, \ldots,\left[X_{n-1}, X_{n}\right] \ldots\right]$. The first few terms in the expansion (96) are

$$
-\Omega(-A)=\bar{A}+\frac{1}{2}[\overline{A, \bar{A}}]+\frac{1}{3}\left[\overline{A,[\overline{A, \bar{A}}]]-\frac{1}{6}([\overline{A,[\bar{A}}, \bar{A}]+[\bar{A},[\overline{A, \bar{A}}] \ldots])+\cdots . . . . . . . .}\right.
$$

### 6.4 Mielnik-Plebanski-Strichartz formula

It was shown by Mielnik and Plebanski [39], and later elaborated by Strichartz [56] that the Magnus expanison can be rewritten as,

$$
\begin{equation*}
\Omega=\sum_{l=1}^{\infty} \sum_{\pi \in S^{l}} \frac{\lambda(\pi)}{l!} \int d \tau^{1, \ldots, n}\left[A\left(\tau^{\pi(1)}\right) \cdots A\left(\tau^{\pi(n)}\right)\right] \tag{97}
\end{equation*}
$$

[^9]where $S^{l}$ is the set of permutations of $n$ symbols, and
\[

$$
\begin{equation*}
\int^{t} d \tau^{1, \ldots, n}:=\int_{0}^{t} d \tau^{1} \int_{0}^{\tau^{1}} d \tau^{2} \ldots \int_{0}^{\tau^{n-1}} d \tau^{n} \tag{98}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\frac{\lambda(\pi)}{l!}=\frac{(-1)^{d(\pi)}}{l^{2}\binom{l-1}{d(\pi)}} \tag{99}
\end{equation*}
$$

where $d(\pi)$ is the cardinality of the descent set $D(\pi)$ defined by $D(\pi):=\{i \in(1, \ldots, l-1) \mid \pi(i+1)<$ $\pi(i)\}$.

### 6.5 Wilcox expansion

Wilcox introduced in a 1967 paper [57] a method of expressing $Y$ as an infinite product of exponentials, much like the method of Fer. Wilcox actually attributed his infinite product of exponentials to Fer, although it was in fact a novelty [25]. Here, we present Wilcox's product expansion.

If we scale $A$ by a variable $\lambda$, such that $Y=Y \lambda A$, then $\Omega(\lambda A)$ becomes a power series in $\lambda$ :

$$
\begin{equation*}
\Omega(\lambda A)=\lambda \Omega_{1}(A)+\lambda^{2} \Omega_{2}(A)+\lambda^{3} \Omega_{3}(A)+\ldots \tag{100}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{n}(A)=\left.\frac{1}{n!} \frac{d^{n}}{d \lambda^{n}}\right|_{\lambda=0} \log (Y) \tag{101}
\end{equation*}
$$

Eq. (101) produces the terms in the Magnus expansion. In a similar idea to this, one can construct $S_{1}, S_{2}, S_{3}, \ldots$ such that

$$
\begin{equation*}
Y=\cdots \exp \left(\lambda^{3} S_{3}\right) \exp \left(\lambda^{2} S_{2}\right) \exp \left(\lambda S_{1}\right) \tag{102}
\end{equation*}
$$

Then,

$$
\begin{equation*}
S_{1}=\left.\frac{d}{d \lambda}\right|_{\lambda=0} Y \tag{103}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{n}=\left.\frac{1}{n!} \frac{d^{n}}{d \lambda^{n}}\right|_{\lambda=0} Y \exp \left(-\lambda S_{1}\right) \cdots \exp \left(-\lambda^{n-1} S_{n-1}\right) . \tag{104}
\end{equation*}
$$

Using

$$
\begin{equation*}
Y=1+\lambda \bar{A}+\lambda^{2} \overline{\bar{A} A}+\lambda^{3} \overline{\overline{\bar{A} A} A}+\cdots \tag{105}
\end{equation*}
$$

The prescription produces

$$
\begin{align*}
S_{1} & =\bar{A} \\
S_{2} & =\overline{\overline{\bar{A}} A}-\frac{1}{2!} S_{1}^{2} \\
S_{3} & =\overline{\overline{\bar{A} A} A}-S_{2} S_{1}-\frac{1}{3!} S_{1}^{3} \\
S_{4} & =\overline{\overline{\overline{\bar{A} A} A} A}-S_{3} S_{1}-\frac{1}{2!} S_{2}^{2}-\frac{1}{2!} S_{2} S_{1}^{2}-\frac{1}{4!} S_{1}^{4}  \tag{106}\\
& \ldots \\
S_{n} & =\overbrace{\overline{\bar{A} A} \cdots A}^{n \text { times }}-\sum_{\substack{l \geq 2 ; i_{1} n_{1}+\cdots+i_{l} n_{l}=n \\
n-1 \geq i_{1} \geq \cdots \geq i_{l} \geq 1}} \frac{S_{i_{1}}^{n_{1}} \cdots S_{i_{l}}^{n_{l}}}{n_{1}!\cdots n_{l}!}
\end{align*}
$$

It is possible to construct an analogous left-infinite product for the problem

$$
\dot{\tilde{Y}}=\lambda A \tilde{Y}, \tilde{Y}(0)=1
$$

such that

$$
\begin{equation*}
\tilde{Y}=\exp \left(\lambda \tilde{S}_{1}\right) \exp \left(\lambda^{2} \tilde{S}_{2}\right) \exp \left(\lambda^{3} \tilde{S}_{3}\right) \cdots \tag{107}
\end{equation*}
$$

where $\tilde{S}_{1}=A$, and

$$
\begin{equation*}
\tilde{S}_{n}=\overbrace{A \cdots \overline{A \bar{A}}}^{n \text { times }}-\sum_{\substack{l \geq 2 ; i_{1} \\ 1 \leq i_{1} \leq \cdots \leq i_{l} \leq n-1}} \frac{\tilde{S}_{i_{1}}^{n_{1}} \cdots \tilde{S}_{i_{l}}^{n_{l}}}{n_{1}!\cdots n_{l}!} \tag{108}
\end{equation*}
$$

Wilcox gives another procedure in his paper [57]. Observe that

$$
\begin{align*}
\dot{\tilde{Y}}=\lambda A \tilde{Y} & =\left(e^{\lambda \tilde{S}_{1}}\right)^{\prime} e^{\lambda^{2} \tilde{S}_{2}} e^{\lambda^{3} \tilde{S}_{3}} \cdots+e^{\lambda \tilde{S}_{1}}\left(e^{\lambda^{2} \tilde{S}_{2}}\right)^{\prime} e^{\lambda^{3} \tilde{S}_{3}} \cdots  \tag{109}\\
& =\left[\left(e^{\lambda \tilde{S}_{1}}\right)^{\prime} e^{-\lambda \tilde{S}_{1}}+e^{\lambda \tilde{S}_{1}}\left(e^{\lambda^{2} \tilde{S}_{2}}\right)^{\prime} e^{-\lambda^{2} \tilde{S}_{2}} e^{-\lambda \tilde{S}_{1}}+\cdots\right] \tilde{Y} .
\end{align*}
$$

Using identities (76) and (77),

$$
\begin{equation*}
\lambda A=-\sum_{n=0}^{\infty} \frac{\lambda^{n+1}}{(n+1)!} \operatorname{ad}_{S_{1}}^{n} \dot{S}_{1}-\sum_{m, n=0}^{\infty} \frac{\lambda^{n+2(m+1)}}{n!(m+1)!} \operatorname{ad}_{S_{1}}^{n} \operatorname{ad}_{S_{2}}^{m} \dot{S}_{2}+\cdots \tag{110}
\end{equation*}
$$

By equating powers of $\lambda$, one verifies by induction that the $\tilde{S}$ 's are indeed Lie elements. By an analogous approach, the $S$ 's defined above are also Lie elements. The expression (110) is a bit too implicit to give a transparent idea of how to produce the $S$ 's, so we will prefer eqs. (106).

The following is an idea for evaluating the Magnus expansion that can be useful. We can evaluate $\Omega_{n}$ by comparing powers of $\lambda$ :

$$
\begin{equation*}
\exp (\Omega)=\sum_{n=0}^{\infty} \lambda^{n} \sum_{l \geq 1 ; i_{1} n_{1}+\cdots+i_{l} n_{l}=n} \frac{\Omega_{i_{1}}^{n_{1}} \cdots \Omega_{i_{l}}^{n_{l}}}{l!}=\sum_{n=0}^{\infty} \lambda^{n}\left[\Omega_{n}+\sum_{l \geq 2 ; i_{1} n_{1}+\cdots+i_{l} n_{l}=n} \frac{\Omega_{i_{1}}^{n_{1}} \cdots \Omega_{i_{l}}^{n_{l}}}{l!}\right] \tag{111}
\end{equation*}
$$

Equating powers in $\lambda$,

$$
\begin{equation*}
\Omega_{n}=\overbrace{\overline{\bar{A} A} \cdots A}^{n \text { times }}-\sum_{l \geq 2 ; i_{1}} \sum_{n_{1}+\cdots+i_{l} n_{l}=n} \frac{\Omega_{i_{1}}^{n_{1}} \cdots \Omega_{i_{l}}^{n_{l}}}{l!} . \tag{112}
\end{equation*}
$$

The first few $\Omega_{n}$ 's are

$$
\begin{align*}
& \Omega_{1}=\bar{A} \\
& \Omega_{2}=\overline{\bar{A} A}-\frac{1}{2!} \Omega_{1}^{2} \\
& \Omega_{3}=\overline{\overline{\bar{A} A} A}-\frac{1}{2!}\left(\Omega_{2} \Omega_{1}+\Omega_{1} \Omega_{2}\right)-\frac{1}{3!} \Omega_{1}^{3}  \tag{113}\\
& \Omega_{4}=\overline{\overline{\overline{\bar{A}} A} A}-\frac{1}{2!}\left(\Omega_{3} \Omega_{1}+\Omega_{1} \Omega_{3}+\Omega_{2}^{2}\right)-\frac{1}{3!}\left(\Omega_{2} \Omega_{1}^{2}+\Omega_{1}^{2} \Omega_{2}\right)-\frac{1}{4!} \Omega_{1}^{4} .
\end{align*}
$$

By Magnus's theorem, these $\Omega_{n}$ 's are guaranteed to be Lie elements.

## 7 Iterated integrals

In many applications, it will suffice to consider the case where we are working with a Lie algebra with finite basis, $\left\{X_{i}\right\}_{i=1}^{d}$ so that $A$ can be written as

$$
\begin{equation*}
A(t)=\alpha^{i}(t) X_{i} \tag{114}
\end{equation*}
$$

By the summation convention, this is a sum over $i$ from 1 to $d$. Then, expanding the iterated integrals, the solution of $\dot{Y}=A Y$ can be written as

$$
\begin{equation*}
Y(t)=1+\sum_{n=1}^{\infty} \sum_{i_{1}, \ldots, i_{n}=1}^{d} \int_{0}^{t} d \alpha^{i_{1} \cdots i_{n}} X_{i_{1}} \cdots X_{i_{n}} \tag{115}
\end{equation*}
$$

where

$$
\begin{equation*}
\int_{0}^{t} d \alpha^{i_{1} \cdots i_{n}}:=\int_{0}^{t} d \tau^{1} \alpha^{i_{1}}\left(\tau^{1}\right) \int_{0}^{\tau^{1}} d \tau^{2} \alpha^{i_{2}}\left(\tau^{2}\right) \cdots \int_{0}^{\tau^{n-1}} d \tau^{n} d \alpha^{i_{n}}\left(\tau^{n}\right) \tag{116}
\end{equation*}
$$

The iterated integrals are interesting objects in their own right and were extensively investigated by Chen $[13,12]$. For instance, as a consequence of eq. (9),

$$
\begin{equation*}
Y^{-1}=1+\sum_{n=1}^{\infty}(-1)^{n} \sum_{i_{1}, \ldots, i_{n}} \int^{t} d \alpha^{i_{n} \cdots i_{1}} X_{i_{1}} \cdots X_{i_{n}}, \tag{117}
\end{equation*}
$$

and thus, from the requirement $Y^{-1} Y=1$, we have

$$
\begin{equation*}
\int d \alpha^{i_{1} \cdots i_{n}}-\int d \alpha^{i_{1} \cdots i_{n-1}} \int d \alpha^{i_{n}}+\cdots+\int d \alpha^{i_{1}} \int d \alpha^{i_{n} \cdots i_{2}}-\int d \alpha^{i_{n} \cdots i_{1}}=0, \tag{118}
\end{equation*}
$$

so $(-1)^{n} \int d \alpha^{i_{n} \cdots i_{1}}$ is in some sense the inverse of $\int d \alpha^{i_{1} \cdots i_{n}}$ for an appropriately defined product. The iterated integrals do indeed turn out to have a group structure as well as many other interesting features. One important feature worth mentioning is the property

$$
\begin{equation*}
\int d \alpha^{I} \int d \alpha^{J}=\int d \alpha^{I Ш J} \tag{119}
\end{equation*}
$$

where $I=\left(i_{1} \cdots i_{n}\right)$ and $J=\left(j_{1} \cdots j_{m}\right)$ are multi-indices and $\int d \alpha^{I \amalg J}$ is a sum over iterated integrals where each integral is indexed by a "shuffle" of $I$ and $J$. We refer to [24] for details on this.

For now, consider

$$
\begin{equation*}
\Omega=\log (Y)=\sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l} \sum_{I_{1}, \ldots, I_{l}} \int d \alpha^{I_{1}} \cdots \int d \alpha^{I_{l}} X_{I_{1} \cdots I_{l}} \tag{120}
\end{equation*}
$$

where $X_{I}=X_{i_{1}, \ldots, i_{n}}$ Using Dynkin's theorem,

$$
\begin{equation*}
\Omega=\log (Y)=\sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l} \sum_{I_{1}, \ldots, I_{l}} \int d \alpha^{I_{1}} \cdots \int d \alpha^{I_{l}} \frac{\left[X_{I_{1} \cdots I_{l}}\right]}{\left|I_{1}\right|+\cdots+\left|I_{l}\right|} \tag{121}
\end{equation*}
$$

A priori, there is nothing to suggest that the series in eq. (120) should be a Lie element. However, Ree showed [46] that the condition (119) on the coefficients in eq. (120) precisely means that $\Omega$ is a Lie element, so the use of Dynkin's theorem is justified.

We can rephrase other expressions defined in the previous section in terms of iterated integrals. Let

$$
\begin{equation*}
\Omega=\Omega_{1}+\Omega_{2}+\Omega_{3}+\cdots \tag{122}
\end{equation*}
$$

be the usual Magnus expansion. Then, from eq. (94), we get

$$
\begin{equation*}
\Omega=X_{i} I_{1}^{i}+\left[X_{i}, X_{j}\right] I_{2}^{i j}+\left[X_{i},\left[X_{j}, X_{k}\right]\right] I_{3}^{i j k}+\cdots \tag{123}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{n}^{i_{1} \cdots i_{n}}=\frac{1}{n} \sum_{l=1}^{n} \frac{(-1)^{l+1}}{l} \sum_{1 \leq n_{1}<\cdots<n_{l} \leq n} \int d \alpha^{i_{1} \cdots i_{n_{1}}} \cdots \int d \alpha^{i_{n_{l}} \cdots i_{n}} \tag{124}
\end{equation*}
$$

or equally, from eq. (112)

$$
\begin{equation*}
I_{n}=\frac{1}{n}\left[\int d \alpha^{n}-\sum_{l \geq 2 ; i_{1} n_{1}+\cdots+i_{l} n_{l}=n} \frac{1}{l!} I_{i_{1}}^{n_{1}} \cdots I_{i_{l}}^{n_{l}}\right] \tag{125}
\end{equation*}
$$

or, following the Mielnik-Plebanski-Strichartz formula (97),

$$
\begin{equation*}
I_{n}=\sum_{\pi \in S^{n}} \frac{\lambda(\pi)}{l!} \int d \alpha \circ \pi \tag{126}
\end{equation*}
$$

Similarly, for the Wilcox formula (102)

$$
\begin{equation*}
S_{n}=\frac{1}{n}\left[X_{i_{1}}, \ldots,\left[X_{I_{n-1}}, X_{i_{n}}\right] \ldots\right] J_{n}^{i_{1} \cdots i_{n}} \tag{127}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{n}=\int d \alpha^{n}-\sum_{\substack{l \geq 2 ; i_{1} n_{1}+\cdots+i_{1} n_{l}=n \\ i_{1} \geq \cdots \geq i_{l}}} \frac{J_{i_{1}}^{n_{1}} \cdots J_{i_{l}}^{n_{l}}}{n_{1}!\cdots n_{l}!} . \tag{128}
\end{equation*}
$$

## 8 Covariant Magnus and Wilcox expansions

The idea presented in the last chapter provides a way to separate expansions of iterated Lie brackets into series of right iterated brackets multiplied by some iterated integral. In the proof of Radford's theorem, we used Dynkin's expansion to produce Radford's expansion, essentially by the substitutions

$$
[\cdots[\overline{\bar{X}, X}], \ldots, X] \rightarrow-\nabla F_{i_{1} \cdots i_{n}} \int d u^{i_{n} \cdots i_{1}}
$$

and

In this section, we remark that this works in general: We can transform expressions derived in the previous section into covariant Radford-like expressions essentially by this substitution. I have not had time to write out the proof of this in detail; this chapter only contains the sketch of a proof.

As in Section 5, let

$$
\dot{g}=-g \dot{u}^{i}(t) A_{i}(u(t)),
$$

where $g(t) \in G$ and $u(t) \in M$, and let $U$ be the time dependent vector field $U_{t}=\dot{u}^{i}(t) \partial_{i}$ on $M \times G$. Let $X=-L A+U$, the same time dependent vector field as defined in Sect. 5. Suppose $u(1)=u(0)$. Then, $\bar{U}=0$, and we have equation (36),

$$
\begin{equation*}
g(t)=g(0) \exp \left(\Omega_{1}(-L A+U)(u(0), 1)\right) \tag{129}
\end{equation*}
$$

The map $G \rightarrow G: g \mapsto g \exp \left(\Omega_{1}(-L A+U)(u(0), 1)\right)$ is the flow map of the left-invariant vector field

$$
L\left(\Omega_{1}(-L A+U)(u(0), 1)\right)=\Omega_{1}(-L A+U)(u(0), \cdot)
$$

evaluated at $t=1$.
$X=-L A+U$ is a time dependent vector field on $M \times G$, and we have

$$
\Phi_{X}^{t}(u(0), g(0))=(u(t), g(t))
$$

This is essentially another application of Lemma 5.2. Let $\phi \in C^{\infty}(M \times G)$. Then,

$$
\phi(u(t), g(t))=\operatorname{Ev}_{X}^{t} \phi(u(0), g(0)) .
$$

Using Wilcox's expansion on the operator $\mathrm{Ev}_{X}^{t}$, we have from eq. (102),

$$
\operatorname{Ev}_{X}^{t}=\cdots \exp \left(S_{3}^{t}(X)\right) \exp \left(S_{2}^{t}(X)\right) \exp \left(S_{1}^{t}(X)\right)
$$

Applying this to $\phi$, we have

$$
\operatorname{Ev}_{X}^{t} \phi=\phi \circ \Phi_{S_{1}^{t}(X)}^{1} \circ \Phi_{S_{2}^{t}(X)}^{1} \circ \Phi_{S_{3}^{t}(X)}^{1} \circ \cdots
$$

Evaluating at $t=1$, we have $\bar{U}=0$, and $S_{1}^{1}(X)=0$. The higher order $S$ 's will become left-invariant vector fields, such that

$$
\phi \circ \Phi_{S_{1}^{t}(X)}^{1} \circ \Phi_{S_{2}^{t}(X)}^{1} \circ \Phi_{S_{3}^{t}(X)}^{1} \circ \cdots(u(0), g(0))=\phi\left(u(0), g(0) \cdots \exp \left(S_{3}^{1}(X)\right) \exp \left(S_{2}^{1}(X)\right)\right.
$$

As was noted in Ch. 5,

$$
\begin{equation*}
\left[\overline{X, \ldots,[\overline{X, \bar{X}}] \cdots]=-L \nabla F_{i_{1} \cdots i_{n}} \int d u^{i_{1} \cdots i_{n}} . . . . ~ . ~}\right. \tag{130}
\end{equation*}
$$

We can use the Wilcox expansion, eq. (102) and eq. (128) to obtain

$$
\begin{equation*}
g(1)=g(0) \cdots \exp \left(-\nabla_{i} \nabla_{j} F_{k l}(u(0)) J_{4}^{i j k l}\right) \exp \left(-\nabla_{i} F_{j k}(u(0)) J_{3}^{i j k}\right) \exp \left(-F_{i j}(u(0)) J_{2}^{i j}\right) \tag{131}
\end{equation*}
$$

as the solution to

$$
\begin{equation*}
\dot{g}=-g \dot{u}^{i}(t) A_{i}(u(t)) . \tag{132}
\end{equation*}
$$

This "covariant" version of the Wilcox expansion is new. Regrettably I have not had the time to write out the details of the proof in a proper way.

## 9 Applications

In this section, we present two applications of our results.

### 9.1 Feynman diagrams and master integrals

The first application presented here is a method of evaluating Feynman integrals, called the Method of Differential Equations. This method, first proposed by Kotikov [29] has recently received substantial attention as a general algorithm for evaluating Feynman integrals. A nice review and exposition of this method is given in a Review paper by Argeri [2]. My contribution here is the application of the results of Section 5 to this method.

We first provide the general idea of evaluating Feynman integrals by the master integral approach. The main source of the exposition is [52].

Suppose we have a Feynman integral on the form

$$
\begin{align*}
F\left(a_{1}, \ldots, a_{N}\right) & =\int_{-\infty}^{\infty} d^{n} k_{1} \cdots \int_{-\infty}^{\infty} d^{n} k_{L} \frac{1}{D_{1}^{a_{1}} \cdots D_{N}^{a_{N}}}, \\
D_{\alpha} & =A_{\alpha}^{i j} q_{i} \cdot q_{j}-m_{\alpha}^{2}  \tag{133}\\
q & =\left(k_{1}, \ldots, k_{L}, p_{1}, \ldots, p_{E}\right),
\end{align*}
$$

where $E$ is the number of external momenta, $L$ the number of independent internal momenta and $N=E+L . F$ depends on the space-time dimension $n$, external momenta $p_{i}$, the masses $m_{i}$ and exponents $a_{i}$ of the propagators. We shall be concerned the dependence of $F$ on the exponents $a_{1}, \ldots, a_{N}$. The goal of the differential equations approach, is to express $F\left(a_{1}, \ldots, a_{n}\right) \equiv F(\mathbf{a})$ in terms of simpler integrals. The starting point are the so-called integration by parts (IBP) identities,

$$
\begin{equation*}
\int_{-\infty}^{\infty} d^{n} k_{1} \cdots \int_{-\infty}^{\infty} d^{n} k_{L} \frac{\partial}{\partial k_{i}} \cdot q_{j} \frac{1}{D_{1}^{a_{1}} \cdots D_{N}^{a_{N}}}=0 \tag{134}
\end{equation*}
$$

$i=1, \ldots, L ; j=1, \ldots, E+L$. These follow from Stokes' Theorem, provided that the integrand vanishes quickly enough at infinity. Carrying out the differentiation inside the integral gives

$$
\begin{equation*}
n F(\mathbf{a}) \delta_{j}^{i}-\sum_{u=1}^{N} a_{u} \int_{-\infty}^{\infty} d^{n} k_{1} \cdots \int_{-\infty}^{\infty} d^{n} k_{L} \frac{\left(A_{u}^{i a}+A_{u}^{a i}\right) q_{j} \cdot q_{a}}{D_{1}^{a_{1}} \cdots D_{u}^{a_{u}+1} \cdots D_{N}^{a_{N}}}=0 \tag{135}
\end{equation*}
$$

Next, we need to assume that $\left(A_{u}^{i a}+A_{u}^{a i}\right) q_{j} \cdot q_{a}$ can be written as a linear combination of the $D$ 's, that is, $\left(A_{u}^{i a}+A_{u}^{a i}\right) q_{j} \cdot q_{a}=B_{u}^{i j, b} D_{b}$. This can be assumed in general (See [52], sect. 6 for details). The $B$ 's will in general be rational functions of the masses $m_{i}^{2}$. We have

$$
\begin{array}{r}
n F(\mathbf{a}) \delta_{j}^{i}-\sum_{u, b=1}^{N} a_{u} B_{u}^{i j, b} F\left(a_{1}, \ldots, a_{b}-1, \ldots, a_{u}+1, \ldots, a_{N}\right)=0 \\
=\left[n \delta_{j}^{i}-\sum_{u, b=1}^{N} B_{u}^{i j, b}\left(\mathbf{n}_{u}-1+\delta_{u b}\right) \mathbf{u}^{+} \mathbf{b}^{-}\right] F(\mathbf{a})=0  \tag{136}\\
=: \mathbf{O}_{i j} F(\mathbf{a})=0
\end{array}
$$

where we have defined the operators $\mathbf{n}_{u}, \mathbf{u}^{+}, \mathbf{u}^{-}$by $\mathbf{n}_{u} F\left(a_{1}, \ldots, a_{N}\right)=a_{u} F\left(a_{1}, \ldots, a_{N}\right)$ and $\mathbf{u}^{ \pm} F\left(a_{1}, \ldots, a_{N}\right)=$ $F\left(a_{1}, \ldots, a_{u} \pm 1, \ldots, a_{N}\right)$. This relates the value of $F$ at $a \in \mathbb{Z}^{N}$ to values at neighboring points in $\mathbb{Z}^{N}$.

Let $\mathcal{A}$ be the algebra generated by the operators $\left\{\mathbf{n}_{u}, \mathbf{u}^{+}, \mathbf{u}^{-}\right\}_{u=1}^{N}$ acting on $F$. Then, the operators $\mathbf{O}_{i j}$ generate a left ideal $\mathcal{J} \subset \mathcal{A} .{ }^{1}$ Let

$$
\begin{equation*}
F\left(a_{1}, \ldots, a_{N}\right)=\left(\mathbf{1}^{+}\right)^{a_{1}-1}\left(\mathbf{2}^{+}\right)^{a_{2}-1} \cdots\left(\mathbf{N}^{+}\right)^{a_{N}-1} F(1, \ldots, 1)=: \mathbf{Y}^{a_{1}-1, \ldots, a_{N}-1} F(1, \ldots, 1) \tag{137}
\end{equation*}
$$

It is a fact that $\mathcal{A} / \mathcal{J}$ is finite dimensional. ${ }^{2}$ This means that there is a finite (non-unique) basis $\mathbf{Y}^{I_{1}}, \ldots, \mathbf{Y}^{I_{S}}$ such that

$$
\begin{equation*}
F\left(a_{1}, \ldots, a_{N}\right)=\sum_{i=1}^{S} c_{i}\left(a_{1}, \ldots, a_{N}\right) \mathbf{Y}^{I_{i}} F(1, \ldots, 1)=: \sum_{i=1}^{S} c_{i}\left(a_{1}, \ldots, a_{N}\right) I^{i} \tag{138}
\end{equation*}
$$

for all $\left(a_{1}, \ldots, a_{N}\right) \in \mathbb{N}^{N}$. The $I^{i}$,s defined here are called Master Integrals. They are all of the form $I^{i}=F\left(\mathbf{a}^{j}\right)$ for some $\mathbf{a}^{j} \in \mathbb{N}^{N}$. Hopefully, one is able to find a basis such that the master integrals are simpler to evaluate that the original problem. The choice of basis is largely arbitrary. There exist several algorithms for reduction to Master Integrals, and several computer codes for this purpose have been produced, notably by Laporta [31].
Master integrals form a basis for $\left\{F(a) \mid a \in \mathbb{N}^{N}\right\}$, and there is a particularly neat way of evaluating them exploiting this fact: Let $\mathbf{a}^{j} \in \mathbb{N}^{N}$ such that $I^{j}=F\left(\mathbf{a}^{j}\right)$. Then, since $\left\{I^{i}\right\}_{i=1}^{S}$ is a basis,

$$
\begin{align*}
\frac{\partial}{\partial m_{i}^{2}} I^{j} & =-a_{i}^{j} F\left(a_{1}^{j}, \ldots, a_{i}^{j}+1, \ldots, a_{N}^{j}\right) \\
& =-\sum_{u=1}^{S} a_{i}^{j} c_{u}\left(a^{j}, \ldots, a_{i}^{j}+1, \ldots, a_{N}^{j}\right) I^{u}=: \sum_{u=1}^{S}\left(A_{i}\right)_{u}^{j} I^{u} . \tag{139}
\end{align*}
$$

We have obtained a set of PDE's satisfied by the master integrals exactly on the same form as eq. (62). We can thus use Corollary 5.8 to evaluate them. Let $x=\left(m_{1}^{2}, \ldots, m_{N}^{2}\right)$, and let $x_{0} \in \mathbb{R}^{N}$ be arbitrary. Then, by Corollary 5.8,

$$
\begin{aligned}
I(x)=\exp & \left(\Delta x^{i} A_{i}\left(x_{0}\right)+\frac{1}{2} \Delta x^{i} \Delta x^{j} \partial_{i} A_{j}\left(x_{0}\right)-\frac{1}{12} \Delta x^{i} \Delta x^{j} \Delta x^{k}\left[A_{i}\left(x_{0}\right), \partial_{j} A_{k}\left(x_{0}\right)\right]\right. \\
& +\frac{1}{6} \Delta x^{i} \Delta x^{j} \Delta x^{k} \partial_{i} \partial_{j} A_{k}\left(x_{0}\right)-\frac{1}{24} \Delta x^{i} \Delta x^{j} \Delta x^{k} \Delta x^{l}\left[A_{i}\left(x_{0}\right), \partial_{j} \partial_{j} A_{k}\left(x_{0}\right)\right] \\
& \left.+\frac{1}{24} \Delta x^{i} \Delta x^{j} \Delta x^{k} \Delta x^{l} \partial_{i} \partial_{j} \partial_{k} A_{l}\left(x_{0}\right)+\cdots\right) I\left(x_{0}\right)
\end{aligned}
$$

[^10]Henn and Smirnov show in detail in [22] how $I(x)$ can be evaluated by parametrizing a path between $x_{0}$ and $x$, and evaluating the time ordered exponential. I conjecture that my approach here may give the same results. One way to check is to perform the same calculations as Henn and Smirnov in [22] and compare. This would be a very algebra-heavy exercise, which has yet to be done.

### 9.2 Deformable body in a low Reynolds number fluid

In this section, another application is presented. We will discuss how Radford's expansion can be used to analyze the dynamics of a deformable body immersed in a fluid. Much of this section is my own contribution, but should be taken with a grain of salt, as I'm not an expert. My main conceptual contribution is that the type of constraint given in eq. (143) gives an expression for a connection sought by Shapere and Wilczek. This has probably been remarked before in the literature, though I have not found a reference for it.

It has long been understood that fish propel themselves in water by constantly transferring momentum to the water by beating with tails and fins. This is the mechanism of any propulsion in a high-Reynolds number medium; propellers on boats and aircraft work by the same principle. However, at low Reynolds number, transfer of momentum to the fluid is not possible, as there is no self-sustained movement of the fluid. Serious investigations into the mechanisms of propulsion at low Reynolds number was not conducted until the seminal work of Lighthill in 1952 [32] and Saffman in 1967 [47] demonstrating that it is possible for a body immersed in a perfect low Reynolds number fluid to self-propel, i.e. bacteria can indeed swim. The problem received sporadic attention over the subsequent two decades. Blake showed in a 1971 paper [7] that a spherical microswimmer can self-propel by surface distortions that do not change the overall shape of the body. Purcell's 1977 lecture [44] introduced the famous scallop theorem, stating that a body with one trivial degree of freedom cannot propel itself at low Reynolds number. In 1987, Shapere and Wilczek, [50, 49] reframed the problem in terms of the holonomy of a gauge potential. Miloh and Galper [40, 30] derived in 1993 a set of relations connecting instantaneous body deformations with the euclidean movement of the body (i.e. the Lie algebra of the euclidean group) which turn out to constitute the connection sought by Shapere and Wilczek. In this chapter, we will attempt to make this connection explicit, by means of a set of boundary conditions introduced by Stone [55]. The main observation connecting this problem to the earlier discussion of the thesis is that the movement through the fluid of a body going through a sequence of deformations is the holonomy element of the Shapere-Wilczek connection, with respect to the path in the some space parameterizing the deformations.

The starting point of our discussion here will be Stone's paper [55]. We will consider a nearspherical body immersed in a low-Reynolds number fluid and show how the Shapere-Wilczek connection arises from the boundary conditions on the flow of the fluid.

A low-Reynolds number flow, or Stokes flow u models the velocity field of a fluid moving at low Reynolds number. We suppose the fluid to be incompressible. Then, the fluid flow is governed by Stokes's equations

$$
\begin{align*}
-\nabla p+\mu \nabla^{2} \mathbf{u} & =0  \tag{140}\\
\nabla \cdot \mathbf{u} & =0
\end{align*}
$$

where $p$ is the pressure and $\mu$ is the viscosity of fhe fluid. These equations are well established and have been studied for a long time. ${ }^{1}$ A deformation of an immersed body will induce a Stokes flow around it by means of the boundary condition on the interface between the body and the fluid.

By a deformation of a spherical body, we will mean the following. Let $\mathbf{r}: \mathbb{S}^{2} \hookrightarrow \mathbb{R}^{3}$ be a orientation preserving immersion that preserves the centroid of the sphere,

[^11]\[

$$
\begin{equation*}
\int_{\mathrm{im} \mathbf{r}} d S \mathbf{r}=0 \tag{141}
\end{equation*}
$$

\]

where $d S$ is an area element. We call $\mathbf{r}$ a deformation of the sphere. By a sequence of deformations, we will mean a map $\mathbf{r}:[0,1] \times \mathbb{S}^{2} \rightarrow \mathbb{R}^{3}$ such that $\mathbf{r}_{t}$ is a deformation. Denote the image of $\mathbb{S}^{2}$ under $\mathbf{r}_{t}$ by $\partial B_{t}$. The immersed body, whose movement we seek to study, will be identified with the volume enclosed by the boundary $\partial B_{t}$.

As defined, we call any orientation preserving immersion that preserves the centroid of the sphere a deformation. A sequence of deformations induces a flow around the body. This flow obeys eqs. (140), and is defined by a boundary condition on $\partial B$. Following [55], we impose a non-slip boundary condition, meaning

$$
\begin{equation*}
\left.\mathbf{u}_{t}\right|_{\partial B_{t}}=\left.\frac{d}{d t} \mathbf{r}_{t}\right|_{\partial B_{t}} \tag{142}
\end{equation*}
$$

By this boundary condition, the sequence of deformations $\mathbf{r}_{t}$ affect a net force and torque on the fluid. As our body floats freely in the fluid, this implies a net translation and rotation of the body, counteracting the force and torque exactly. We can model this translation and rotation as a path $(R, V):[0,1] \rightarrow \mathrm{SE}(3)$ in the Euclidean group. Let $x \in \mathbb{S}^{2}$. Then, under the sequence of deformations $\mathbf{r}_{t}$, the point $x$ follows the path $(R(t), V(t)) \cdot \mathbf{r}_{t}(x)=R(t) \mathbf{r}_{t}(x)+V(t)$ in $\mathbb{R}^{3}$. Let

$$
\mathbf{v}:=\frac{d}{d t}(R, V) \cdot \mathbf{r}=\dot{R} \mathbf{r}+R \dot{\mathbf{r}}+\dot{V}
$$

Stone showed that using the Reciprocal theorem for Stokes flow, conservation of linear and angular momentum implies that $(R, V)$ obeys

$$
\begin{array}{r}
\int_{\partial B_{t}}^{\mathbf{v} d S}=0 \\
\int_{\partial B_{t}} R \mathbf{r} \times \mathbf{v} d S=0 \tag{143}
\end{array}
$$

where $\mathbf{n}$ is the outward unit normal on $\partial B_{t}, d S$ is a surface element and $\times$ is the cross-product. ${ }^{1}$ The equations (143) constitute the Shapere-Wilczek connection, defining the path ( $R, V$ ) for a given sequence of deformations $\mathbf{r}$.

Suppose we restrict to surface deformations that do not alter the overall area of the body $B$, which we suppose to be $4 \pi$ for convenience. Then, eq. (141) together with the first equation in (143) imply

$$
\begin{equation*}
\dot{V}=-\frac{1}{4 \pi} R \int_{\partial B_{t}} \dot{\mathbf{r}}_{t} d S \tag{144}
\end{equation*}
$$

By eq. (141), $\int \mathbf{r} d S=0$, and so, the second equality in (143) implies

$$
\begin{equation*}
\int_{\partial B_{t}} R \mathbf{r} \times \dot{R} \mathbf{r} d S=-\int_{\partial B_{t}} R \mathbf{r} \times R \dot{\mathbf{r}} d S \tag{145}
\end{equation*}
$$

We can define the angular velocity matrix $\Omega$ by $\Omega:=R^{-1} \dot{R}$. Then, using the property of the cross product $R \mathbf{a} \times R \mathbf{b}=R(\mathbf{a} \times \mathbf{b})$, eq. (145) can be rewritten as

$$
\begin{equation*}
\int_{\partial B_{t}} \mathbf{r} \times \Omega \mathbf{r} d S=-\int_{\partial B_{t}} \mathbf{r} \times \dot{\mathbf{r}} d S \tag{146}
\end{equation*}
$$

[^12]Let $M$ and $N$ be the matrices defined by

$$
\begin{aligned}
M^{i j} & =\int_{\partial B_{t}} r^{i} r^{j} d S \\
N^{i j} & =-\int_{\partial B_{t}}\left(r^{i} \dot{r}^{j}-r^{j} \dot{r}^{i}\right) d S
\end{aligned}
$$

$M$ is then symmetric and invertible, and $N$ is antisymmetric. Let $i: \mathbb{R}^{3} \xrightarrow{\sim} \mathfrak{s o}(3)$ be defined by

$$
i(x)=\left(\begin{array}{ccc}
0 & -x^{3} & x^{2} \\
x^{3} & 0 & x^{1} \\
-x^{2} & x^{1} & 0
\end{array}\right)
$$

$i$ is a Lie algebra isomorphism with respect to the cross product and Lie bracket respectively. In particular, $i$ satisfies $i(a \times b)^{i j}=a^{j} b^{i}-a^{i} b^{j}, i(a) b=a \times b$ and $i(a \times b)=[i(a), i(b)]$. By a direct calculation, it can be shown that

$$
\begin{equation*}
i \int_{\partial B_{t}} \mathbf{r} \times \Omega \mathbf{r} d S=\Omega M+M \Omega \tag{147}
\end{equation*}
$$

We assume the application $\mathcal{M}: \mathfrak{s o}(3) \rightarrow \mathfrak{s o}(3): \Omega \mapsto \Omega M+M \Omega$ to be invertible, ${ }^{1}$ such that

$$
\begin{equation*}
\Omega=-\mathcal{M}^{-1} N \tag{148}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\dot{R}=-R \mathcal{M}^{-1} N \tag{149}
\end{equation*}
$$

If we restrict to spherical deformations, then $M=\frac{4 \pi}{3} \mathbf{1}$, such that $\mathcal{M}^{-1}=\frac{3}{8 \pi} \mathbf{1}$. This is consistent with the results of Stone [55]: If we restrict to spherical deformations, i.e. deformations that stretch and contract the surface without changing the overall shape, then eq. (145) can be rewritten as

$$
\begin{equation*}
\dot{R}=R A(\dot{\mathbf{r}}), \tag{150}
\end{equation*}
$$

where $A(\dot{\mathbf{r}})$ is the antisymmetric matrix

$$
\begin{equation*}
A^{i j}(\dot{\mathbf{r}})=\frac{3}{8 \pi} \int_{\partial B_{t}}\left(r^{i} \dot{r}^{j}-r^{j} \dot{r}^{i}\right) d S . \tag{151}
\end{equation*}
$$

In order to get an intuition about how Radford's theorem is relevant for solving eq. (150), we will invoke a specific model for a swimming bacterium, considered in a paper by Blake [7]. Suppose, for simplicity, that we have deformation that does not alter the radius of the body. Such a deformation can be modeled by a change in spherical coordinates, $(\theta, \phi) \mapsto(\Theta, \Phi)$. Suppose $\epsilon$ a small parameter, and let

$$
\begin{align*}
& \Theta_{t}(\theta, \phi)=\theta+\epsilon \sum_{l=0}^{\infty} \sum_{m=-l}^{l} c_{l, m}(t) Y^{l, m}(\theta, \phi)  \tag{152}\\
& \Phi_{t}(\theta, \phi)=\phi+\epsilon \sum_{l=0}^{\infty} \sum_{m=-l}^{l} d_{l, m}(t) Y^{l, m}(\theta, \phi)
\end{align*}
$$

[^13]where $0<\theta<\pi ; 0<\phi<2 \pi$ are the usual spherical coordinates parameterizing the sphere. $Y_{l, m}$ are real spherical harmonics defined by
\[

Y_{l, m}(\theta, \phi)= $$
\begin{cases}P_{l, m}(\theta) \cos (m \phi), & \text { if } m \geq 0 \\ P_{l,|m|}(\theta) \sin (m \phi), & \text { if } m<0\end{cases}
$$
\]

where $P_{l}^{m}$ is the associated Legendre polynomial, defined as the solution to

$$
\frac{d}{d x}\left[\left(1-x^{2}\right) \frac{d}{d x} P_{l}^{m}(x)\right]+\left[l(l+1)-\frac{m^{2}}{1-x^{2}}\right] P_{l}^{m}(x)=0
$$

Any small $O(\epsilon)$ deformation that leaves the overall shape of the body spherical can be approximated to arbitrary accuracy by a truncation of the series (152). Say, we use $n$ terms in the sums, such that

$$
\begin{aligned}
& \Theta_{t}(\theta, \phi)=\theta+\epsilon \sum_{l=0}^{n} \sum_{m=-l}^{l} c_{l, m}(t) Y^{l, m}(\theta, \phi) \\
& \Phi_{t}(\theta, \phi)=\phi+\epsilon \sum_{l=0}^{n} \sum_{m=-l}^{l} d_{l, m}(t) Y^{l, m}(\theta, \phi)
\end{aligned}
$$

Then, the configuration depends on the $N:=(n+2)(n+1)$ coordinates $c:=\left\{c_{l, m}, d_{l, m}\right\} \in \mathbb{R}^{N}$. Using $\Theta$ and $\Phi$, we can write $\mathbf{r}$ at time $t$ as

$$
\begin{aligned}
& r^{x}=\cos \left(\Phi_{t}\right) \sin \left(\Theta_{t}\right) \\
& r^{y}=\sin \left(\Phi_{t}\right) \sin \left(\Theta_{t}\right) \\
& r^{z}=\cos \left(\Theta_{t}\right) .
\end{aligned}
$$

The connection in eq (150) can then be expanded by order in $\epsilon$ :

$$
\begin{equation*}
\dot{R}=R\left(\epsilon A_{1}(c)+\epsilon^{2} A_{2}(c)+\epsilon^{3} A_{3}(c)+\cdots\right) \tag{153}
\end{equation*}
$$

A sequence of such deformations can be described by a path $c(t) \in \mathbb{R}^{N}$. Radford's theorem can then be invoked to evaluate $R(t)$. Obtaining the terms in (153) is a lengthy calculation, and has yet to be done.

We can demonstrate that a bacterium can make itself rotate about any axis by means of the type of surface deformation described above. Suppose

$$
\begin{aligned}
& \Theta(\theta, \phi)=\theta \\
& \Phi(\theta, \phi)=\phi+\epsilon \cos (n \phi-\omega t)
\end{aligned}
$$

This is a periodic surface deformation around the $z$-axis. We can expand the terms in the integral (151) by order in $\epsilon$, up to second order:

$$
\begin{aligned}
d S & =d S_{0}+\epsilon d S_{1}+O\left(\epsilon^{2}\right) \\
\mathbf{r} & =\mathbf{r}_{0}+\epsilon \mathbf{r}_{1}+O\left(\epsilon^{2}\right) \\
\dot{\mathbf{r}} & =\epsilon \dot{\mathbf{r}}_{1}+\epsilon^{2} \dot{\mathbf{r}}_{2}+O\left(\epsilon^{3}\right)
\end{aligned}
$$

Using this, to expand $A$ by order in $\epsilon$,

$$
\begin{align*}
& A_{1}^{i j}=\frac{3}{8 \pi} \int d S_{0}\left(n_{0}^{i} \dot{r}_{1}^{j}-n_{0}^{j} \dot{r}_{1}^{i}\right)  \tag{154}\\
& A_{2}^{i j}=\frac{3}{8 \pi} \int d S_{1}\left(n_{0}^{i} \dot{r}_{1}^{j}-n_{0}^{j} \dot{r}_{1}^{i}\right)+d S_{0}\left(n_{1}^{i} \dot{r}_{1}^{j}-n_{1}^{j} \dot{r}_{1}^{i}\right)+d S_{0}\left(n_{0}^{i} \dot{r}_{2}^{j}-n_{0}^{j} \dot{r}_{2}^{i}\right)
\end{align*}
$$

Explicitly,

$$
\begin{aligned}
d S & =d \phi \sin (\theta) d \theta(1-\epsilon n \cos (n \phi-\omega t)), \\
\mathbf{r} & =\left(\begin{array}{c}
\cos \phi \sin \theta \\
\sin \phi \sin \theta \\
\cos \theta
\end{array}\right)+\epsilon \cos (n \phi-\omega t)\left(\begin{array}{c}
-\sin \phi \sin \theta \\
\cos \phi \sin \theta \\
0
\end{array}\right)+O\left(\epsilon^{2}\right), \\
\dot{\mathbf{r}} & =\epsilon \omega \sin (n \phi-\omega t)\left(\begin{array}{c}
-\sin \phi \sin \theta \\
\cos \phi \sin \theta \\
0
\end{array}\right)+\epsilon^{2} \cos (n \phi-\omega t) \sin (n \phi-\omega t)\left(\begin{array}{c}
-\cos \phi \sin \theta \\
-\sin \phi \sin \theta \\
0
\end{array}\right)+O\left(\epsilon^{3}\right) .
\end{aligned}
$$

Using these to preform the integrals in eq. (154), we get $A_{1}^{i j}=0$, and

$$
A_{2}=-\frac{1}{2} n \omega\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

such that

$$
\Omega=-\frac{1}{2} \epsilon^{2} n \omega\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

This means that the deformation induces a rotation around the $z$ axis. Stone showed that a similar periodic surface deformation in the $\theta$-direction allows the organism to propel itself forward with speed $\propto \epsilon^{2} n \omega$. Our result here shows that the organism can rotate by the same mechanism around any axis with angular velocity $\propto \epsilon^{2} n \omega$. The combination of these two results imply that the path of the organism in the fluid is completely controllable; it can follow any path in $\mathrm{SE}(3)$ by a combination of rotations and translations. An investigation into the controllability of microswimmers has already been done in a paper by Lohéac and Munnier [33].

## 10 Conclusion

The main result of this thesis is the generalization and (arguably) simplified proof of Radford's Theorem given in Section 4. This was derived by use of a formalism of evolution operators vector fields. This formalism is known, yet as the approach is unpopular, the literature is sparse. Several of the ideas surrounding the proof are therefore developed here. Some of the consequences in Section 5 of the generalization of Radford's Theorem are new, yet are expected: The fact that zero curvature implies path independence for iterated integrals is known, but I have not been able to find explicit formulas exhibiting this elsewhere. Sections 6 and 7 contain many things already known, but I provide my own insights and ideas along the way. In Section 8, I presented an idea for generalizing Radford's theorem to produce other expansions, such as the one based on Wilcox's expansion. I did not have time to complete the proof. The physical applications of the results are relevant, but Subsection 9.2 failed to provide a direct application. Rather, Subsection 9.2 presents an idea of how to apply the results of Section 4, supplied with a result about how spherical microswimmers can self-rotate.

## Further work

Much of the derivations and proofs provided here are not mathematically rigorous enough to proclaim that the main results of this thesis should be accepted without scrutiny. A proper proof of the result would need more care and detail than provided here. This remains to be done. Convergence analyses of the results remain to be done. One could devise algorithms to produce the terms in the generalized Radford expansion (35), and the expansions provided in Theorem 5.7 and eq. (66). Numerical convergence analyses of these results remain to be done. As mentioned at the end of Subsection 9.1, the results and numerical efficacy of the method could be compared to the work done by Henn \& Smirnov by means of the application to Master Integrals. The validity of the analysis of Subsection 9.2 needs to be checked by an expert on low Reynolds number dynamics, as I am not an expert myself. The terms in eq. (153) remain to be calculated, and it would be nice to supply a proper numerical simulation of a moving deformable body using this method. Otherwise, I have not had time to double-check all the calculations in this thesis, so there may be some errors.
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## A Notes on differential geometry and Lie groups

I decided to include this chapter on differential geometry and Lie groups in order to neatly summarize some of the results and facts used in the thesis. The material presented here is well-known, and can be found in many classic textbooks. The textbooks most familiar to me, which serve as sources for this material, are classic texts on differential geometry, like [54] and [26], the well-known physics-directed work by Nakahara [43] and Frankel [16], and the very detailed work by Kolar et al. [27]. Arnold \& Khesin's book [3] contains a very nice review of Lie groups. Abraham \& Marsden's book [1] is also a useful source taking the mechanics-perspective.

This section is not meant as a pedagogical introduction to differential geometry, but serves to establish notation and present some important results used in the thesis. Firstly, we introduce basic notions from differential geometry. This is mainly in order to establish notation and definitions, such that this section is as self-contained as possible. Secondly, we review some notions from the theory of Lie groups. Lastly, we review notions on principal bundles and how they relate to notions in gauge theory, as a physicist might know it.

## A. 1 Differential Geometry

## A.1.1 Definition of Manifolds and Atlases

We define a $d$-dimensional real manifold $M$ to be a second-countable Hausdorff topological space that is locally homeomorphic to $\mathbb{R}^{d}$. Such a local homeomorphism is called a chart, noted as a pair $(U, x)$, where $U \subset M$ is the domain of the homeomorphism $x: U \xrightarrow{\sim} x(U) \subset \mathbb{R}^{d}$. A collection of charts such that their domains cover $M$ is called an atlas. Let $\mathcal{A}$ be an atlas of $M$. Then, if $\forall x, y \in \mathcal{A}: y \circ x^{-1} \in C^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$, we call $\mathcal{A}$ a smooth atlas. We define two smooth atlases to be compatible if their union is again a smooth atlas. Compatibility of smooth atlases defines an equivalence relation on atlases. We define a smooth manifold to be a manifold $M$ equipped with a smooth atlas $\mathcal{A}$ and define charts on $M$ to be any chart compatible with a chart in $\mathcal{A}$. Equivalently, we can define a smooth manifold to be a manifold with a prescribed equivalence relation of smooth atlases. For clarity of notation, $C^{\infty}(M, N)$ denotes smooth functions between manifolds $M$ and $N$. A map $f: M \rightarrow N$ is called smooth if it is smooth in charts, that is, if $y \circ f \circ x^{-1}$ is smooth for all charts $x$ in $M$ and $y$ in $N$.

## A.1.2 The Tangent Space of a Manifold

We will now introduce the notion of tangent space of a manifold. The details here are not important, but a noteworthy point is that tangent vectors are defined in terms of equivalence classes of derivatives of some path. Tangent vectors are thus readily identified with directional derivatives, which can act on smooth functions. This is an important point.

Let $(U, x)$ be a chart, and let $p \in U \subset M$. We say $x$ is a chart at $p$ if $x(p)=0$. In the following, we shall for simplicity denote functions $(t \mapsto \gamma(t))$ by $\gamma(t)$. Let

$$
C_{m}^{\infty}(\mathbb{R}, M):=\left\{\gamma \in C^{\infty}(\mathbb{R}, M) \mid \gamma(0)=m,\right\}
$$

and let $\gamma \sim \tilde{\gamma}$ iff there is a chart $\phi$ at $m$ such that

$$
(\phi \circ \gamma)^{\prime}(0)=(\phi \circ \tilde{\gamma})^{\prime}(0)
$$

$C_{x}^{\infty}(\mathbb{R}, M) / \sim=: T_{m} M$ comes with a natural vector space structure. This comes from the fact that

$$
\phi^{-1}\left((\phi \circ \tilde{\gamma})^{\prime}(0) t+(\phi \circ \gamma)(0)\right) \sim \gamma
$$

such that addition can be defined by

$$
[\gamma]+[\tilde{\gamma}]:=\left[\phi^{-1}\left(\left((\phi \circ \gamma)^{\prime}(0) t+(\phi \circ \tilde{\gamma})^{\prime}(0)\right) t+(\phi \circ \gamma)(0)\right)\right]
$$

and scalar multiplication by

$$
\alpha[\gamma]:=\left[\phi^{-1}\left(\alpha(\phi \circ \gamma)^{\prime}(0) t+(\phi \circ \gamma)(0)\right] .\right.
$$

It can be shown that these definitions of addition and scalar multiplication on $T_{m} M$ are well defined, by showing that they are independent of the choice of chart $\phi$.

We denote the projection of a path into it's equivalence class by $d /\left.d t\right|_{t=0}$ :

$$
\begin{equation*}
\left.\frac{d}{d t}\right|_{t=0}: C_{m}^{\infty}(\mathbb{R}, M) \rightarrow T_{m} M: \gamma \mapsto[\gamma] \tag{155}
\end{equation*}
$$

For $X \in T_{m} M$, we shall denote by $\gamma_{X}$ an arbitrary element of $X$. It is a classic result that $T_{m} M$ with it's vector space structure is equivalent to the derivations on $C_{m}^{\infty}(M, \mathbb{R})$, such that any element of $T_{m} M$ can be regarded as a first order linear differential operator. This motivates the following notation.

Let $(U, x)$ be a chart at $p \in M$. Let $e_{i}:=(0, \ldots, 1,0, \ldots, 0)$ be the $i$-th unit vector in $\mathbb{R}^{d}$. We denote $\forall q \in U$ :

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}}(q):=\left.\frac{d}{d t}\right|_{t=0} x^{-1}\left(t e_{i}+x(q)\right) \tag{156}
\end{equation*}
$$

As before, "te $e_{i}+x(q)$ " really means $\left(t \mapsto t e_{i}+x(q)\right)$. Then, the tangent vectors $\left\{\partial / \partial x^{i}(q) \mid i=\right.$ $1,2, \ldots, d\}$ span $T_{q} M$, and we call $U \rightarrow T M^{d}: q \mapsto\left\{\partial / \partial x^{i}(q)\right\}_{i=1}^{d}$ a coordinate frame on $U$. Let $f \in C^{\infty}\left(\mathbb{R}^{M}, \mathbb{R}^{N}\right)$, then we denote by $D f$ the $M \times N$ matrix, whose $i, j$ 'th entry is $D f_{j}^{i}:=\partial f^{i} / \partial x^{j}$. Let $\phi \in C^{\infty}(M, N)$, and $p \in M$. The differential of $\phi$ at $p$ is a map $d \phi_{p}: T_{m} M \rightarrow T_{\phi(p)} N$ defined by $\forall X \in T_{p} M$ :

$$
d \phi_{p} X:=\left.\frac{d}{d t}\right|_{t=0} \phi \circ \gamma_{X}
$$

Given two charts $x, y$ with nonempty intersection of domains, we have

$$
\begin{equation*}
\frac{\partial}{\partial y^{i}}(q)=\frac{\partial x^{j}}{\partial y^{i}}(q) \frac{\partial}{\partial x^{j}}(q), \tag{157}
\end{equation*}
$$

where $\partial x^{j} / \partial y^{i}(q):=D\left(x^{j} \circ y^{-1}\right)_{i}(y(q))$. This generalises naturally to higher order tensors.

## A.1.3 The Tangent Bundle of a Manifold

Next, we are ready to define the important notion of tangent bundle of a manifold. The tangent bundle of a manifold $M$ if dimension $d$ will be denoted $T M$ and is itself a $2 d$-dimensional manifold equipped with a projection map onto $M$.

Let

$$
T M:=\bigsqcup_{q \in M} T_{q} M
$$

$T M$ has an obvious vector space structure inherited from $T_{q} M$, and we give $T M$ a manifold structure by declaring that any chart $(U, x)$ of $M$ induces a chart $\mathbb{R}^{2 d} \rightarrow T M:\left(x^{1}, \ldots, x^{d}, \alpha^{1}, \ldots, \alpha^{d}\right) \mapsto$ $\alpha^{i} \partial / \partial x^{i}\left(x^{-1}\left(x^{1}, \ldots, x^{d}\right)\right)$. The map $\pi: T M \rightarrow M: \alpha^{i} \partial / \partial x^{i}(p) \mapsto p$ is well defined and smooth. We call the combination of manifolds and maps $T M \xrightarrow{\pi} M$ the tangent bundle of $M$.

A vector field $X$ is a section of the tangent bundle, that is, $X: M \rightarrow T M$ such that $\pi \circ X=\operatorname{id}_{M}$. Let $\mathcal{X}(M)$ denote the set of vector fields on $M$.

Next we remark a lemma that identifies derivations with vector fields. This is from section 3.3 in Kolar et al. [27].

A derivation $D$ on $M$ is a map $D: C^{\infty}(M) \rightarrow C^{\infty}(M)$ satisfying the Leibiniz rule: $\forall \phi, \psi \in$ $C^{\infty}(M): D(\phi \psi)=\phi D(\psi)+D(\phi) \psi$. There is a one-to-one correspondence of vector fields and derivations on $M$.

## A. 2 Lie groups

A Lie group $G$ is a manifold with group structure such that $G \rightarrow G: g \mapsto g^{-1}$ is smooth and $G \times G \rightarrow G:(g, h) \mapsto g h$ is smooth. Let $1 \in G$ denote the unit element. Let $A \in T_{1} G$. Then, $A$ generates a vector field on $G$ by the action of $G$ on itself. Define the left-invariant vector field $L A$ on $G$ generated by $A$ by

$$
L A(g):=d g_{1} A,
$$

where $d g$ is the differential of the map $G \rightarrow G: h \mapsto g h$. We call $A \in \mathcal{X}(G)$ left-invariant if

$$
\forall g \in G: g^{*} L A=L A
$$

meaning

$$
\forall g, h \in G: d g_{g h}^{-1} L A(g h)=L A(h) .
$$

This allows us to define a Lie bracket on $T_{1} G$, turning it into a Lie algebra. Let $A, B \in T_{1} G$, and

$$
[A, B]_{\text {Lie }}:=d g_{g}^{-1}[L A, L B](g)
$$

This is independent of $g$, since, in fact,

$$
\begin{equation*}
[L A, L B]=L[A, B]_{\text {Lie }} . \tag{158}
\end{equation*}
$$

Denote by $\mathcal{L}(G)$ the Lie algebra of left-invariant vector fields on $G$. By eq. (158), $\mathcal{L}(G)$ is closed under the vector field bracket. Denote Lie $G:=\left(T_{1} G,[\cdot, \cdot]_{\text {Lie }}\right)$, the algebra formed by the tangent space at identity with product defined by the Lie bracket. From any $X \in \mathcal{L}(G)$, we obtain an element of $T_{1} G$ by evaluating at $1 \in G$. This provides an inverse for the map $L$ : Lie $G \rightarrow \mathcal{L}(G)$, which becomes a Lie algebra isomorphism. This is a classic result, and can be found in many textbooks on Lie groups.

Proposition A.1. $L:$ Lie $G \rightarrow \mathcal{L}(G)$ is a Lie algebra isomorphism.

Proof. Let $X \in$ Lie $G$. Then, $L X(1)=X$. Let $\Xi \in \mathcal{L}(G)$, then, $\Xi(g)=d g_{1} \Xi(1)$, and $L(\Xi(1))(g)=$ $d g_{1} \Xi(1)=\Xi(g)$. This shows that $L$ is bijective. It remains to shown that $L$ respects the brackets. By definition, $\forall A, B \in T_{1} G,[L A, L B]=L[A, B]_{\text {Lie }}$. Let $\Xi, \mathrm{H} \in \mathcal{L}(G)$. Then, $[\Xi, \mathrm{H}](1)=L[\Xi(1), \mathrm{H}(1)]_{\text {Lie }}(1)=[\Xi(1), \mathrm{H}(1)]_{\text {Lie }}$.

What is so special about the Left action? We could equally define the Lie bracket in terms of the Right action, defined analogously. Suppose $A \in T_{1} G$, and let $R A(g):=d R(g)_{1} A$, where $R(g): G \rightarrow G, h \mapsto h g$ is the right action of $G$ on itself. Note $d R(g)_{1} A \equiv A d g_{1}$ for simplicity. Let

$$
[A, B]_{\text {Lie, Right }}:=[R A, R B](g) d g_{g}^{-1}
$$

It is a fact that $[A, B]_{\text {Lie, Right }}=-[A, B]_{\text {Lie }}$ (see Kolar et al. [27], 4.11).
How does the Lie bracket defined above give rise to the matrix Lie bracket used when we have a finite-dimensional representation of our Lie group? Matrix Lie groups in finite dimension appear as subgroups of $\operatorname{GL}(n, \mathbb{R})$. The Lie bracket defined above then exactly coincides with the usual matrix bracket. We now show how to make this identification. GL $(n, \mathbb{R})$ is an open subset of $\mathbb{R}^{n^{2}}$, since $\operatorname{GL}(n, \mathbb{R}):=\operatorname{det}^{-1} \mathbb{R}^{*}$, the preimage of the open set $\mathbb{R}^{*}:=\mathbb{R}-\{0\}$ by a continuous
function det : $\mathbb{R}^{n^{2}} \rightarrow \mathbb{R}$. The embedding $\operatorname{GL}(n, \mathbb{R}) \hookrightarrow \mathbb{R}^{n^{2}}$ thus defines a global chart, whose components we use as coordinates. In the usual matrix notation, we note these coordinates as $g_{j}^{i}$ : $\mathrm{GL}(n, \mathbb{R}) \rightarrow \mathbb{R}, i, j=1, \ldots, n$. Now, let $A \in \mathfrak{g l}(n, \mathbb{R}):=T_{1} \mathrm{GL}(n, \mathbb{R})$. Then, $L A(g)=g_{j}^{i} A_{k}^{j} \partial / \partial g_{k}^{i}$. It is straightforward to calculate the brackets using standard calculus rules:

$$
\begin{aligned}
{[L A, L B](g) } & =\left[g_{j}^{i} A_{k}^{j} \frac{\partial}{\partial g_{k}^{i}}, g_{b}^{a} B_{c}^{b} \frac{\partial}{\partial g_{c}^{a}}\right]=g_{j}^{i} A_{k}^{j} \frac{\partial}{\partial g_{k}^{i}} g_{b}^{a} B_{c}^{b} \frac{\partial}{\partial g_{c}^{a}}-g_{b}^{a} B_{c}^{b} \frac{\partial}{\partial g_{c}^{a}} g_{j}^{i} A_{k}^{j} \frac{\partial}{\partial g_{k}^{i}} \\
& =g_{j}^{i}\left(A_{a}^{j} B_{k}^{a}-B_{a}^{j} A_{k}^{a}\right) \frac{\partial}{\partial g_{k}^{i}}=g_{j}^{i}[A, B]_{k}^{j} \frac{\partial}{\partial g_{k}^{i}}
\end{aligned}
$$

where $[A, B]$ is the matrix bracket of $A$ and $B$. An analogous calculation results in

$$
[R A, R B](g)=\left[A_{j}^{i} g_{k}^{j} \frac{\partial}{\partial g_{k}^{i}}, B_{b}^{a} g_{c}^{b} \frac{\partial}{\partial g_{c}^{a}}\right]=\cdots=-[A, B]_{j}^{i} g_{k}^{j} \frac{\partial}{\partial g_{k}^{i}}
$$

## A. 3 Principal bundles

Since our exposition and proof of Radford's theorem in appendix C relies on the formalism of principal bundles, we will here define some concepts and state some result that are used later.
A left principal $G$-bundle $P \xrightarrow{\pi} X$ consists of a manifold $P$ called the total space, a manifold $X$ called the base space, a submersion $\pi$, a Lie group $G$ and a smooth right action on $P$, which is a smooth map $\mu: G \times P \rightarrow P$, such that $\mu(g, \cdot) \circ \mu(h, \cdot)=\mu(\cdot, g h)$. We will denote $\mu(g, p) \equiv g p$. We require that $\forall g \in G: \pi(g p)=\pi(p)$

Let $p \in P$ and $\mu(\cdot, p): G \rightarrow P, g \mapsto g p$. The vertical subspace of $P$ at $p$ is defined as

$$
V_{p}:=\operatorname{im} d(\mu(\cdot, p))_{1} \subset T_{p} P .
$$

This identifies the Lie algebra of $G$ with a subspace of $T_{p} P$. A vector field on $P$ is called vertical if is contained in the vertical subspace at every point of $P$.

A connection $\omega: T P \rightarrow$ Lie $G$ is defined pointwise as a right-inverse to $d\left(\mu(\cdot, p)_{1}\right.$ :

$$
\omega_{p} \circ d(\mu(\cdot, p))_{1}=\operatorname{id}_{\text {Lie } G}
$$

## B Radford's proof

In this section, we quote and present the proof of Radford's theorem in the context of principal bundles. This appendix presents the original statement by Radford [45], and it's original proof. I have provided the details to the proof ginven in Radford's paper.

## B. 1 Statement of the Theorem

We quote the original statement by Radford [45]:
Let $G$ be a Lie group, $M$ a manifold, $T M$ its tangent bundle, and $A: T M \rightarrow$ Lie $G$ a Lie algebra valued one-form. Suppose $u:[0,1] \rightarrow M$ is a loop $(u(1)=u(0))$. Then, the solution to

$$
\begin{equation*}
\dot{g}=-g A(u(t)) ; g(0)=1 \tag{159}
\end{equation*}
$$

is given by $g=\exp \left(\Omega_{1}(A)\right)$, where

$$
\begin{equation*}
\Omega_{1}(A):=\sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l} \sum_{I_{1}, \ldots, I_{l}} \frac{\int d u^{I_{1}} \cdots \int d u^{I_{l}}}{\left|I_{1}\right|+\cdots+\left|I_{l}\right|} \nabla F_{I_{1} \cdots I_{l}}, \tag{160}
\end{equation*}
$$

where $F_{i j}=\partial_{i} A_{j}-\partial_{j} A_{i}-\left[A_{i}, A_{j}\right], \nabla_{i}=\left[A_{i}, \cdot\right]-\partial_{i}, \partial_{i}:=\partial / \partial x^{i}, \nabla F_{i_{1} \cdots i_{n}}:=\nabla_{i_{1}} \cdots \nabla_{i_{n-2}} F_{i_{n-1} i_{n}}$ and $I_{i}$ is a multi-index of size $\left|I_{i}\right|$.

A priori, the only condition on $A$ is that it be a Lie $G$-valued one-form on $M, A \in T^{*} M \otimes \operatorname{Lie} G$, and no principal bundle has been mentioned. The proof in terms of the language of principal bundles is convenient, since we can canonically construct one that fits the situation. This however obscures the proof somewhat for the untrained eye. A proof not involving this superfluous formalism might be more enlightening, and was given in section 4.

In this appendix, we follow Radford, and present a detailed proof of the above in the principal bundle language.

The product $Q:=M \times G$ can be given a principal bundle structure by defining the left action $h(x, g):=(x, h g)$ and projection $\pi(x, g)=x$. A connection $\omega: T Q \rightarrow$ Lie $G$ can be constructed in terms of $A$ : Let $v \oplus \gamma \in T_{(x, g)} Q$. Then,

$$
\omega(v \oplus \gamma)=A(v)+g^{-1} \gamma
$$

Here, $g^{-1} \gamma:=\pi_{G}^{*} \Gamma(\gamma)$, where $\Gamma$ is the Maurer-Cartan form on $G$ and $\pi_{G}: Q \rightarrow G$ is the projeciton $(x, g) \mapsto g$. The horizontal lift $h: \mathcal{X}(M) \rightarrow \mathcal{X}(Q)$ can be defined by

$$
\begin{equation*}
h(X)(x, y) \equiv X^{h}(x, g):=X(x)-g A(X(x)) . \tag{161}
\end{equation*}
$$

One verifies immediately that $\omega \circ h=0$ :

$$
\omega \circ h(X)=\omega(X-g A(X))=A(X)-A(X)=0 .
$$

Let $U$ be the time dependent vector field on $M$ defined by $U(x)=\dot{u}^{i} \partial_{i}$. Now, the problem of finding $g$ as defined in eq. (159) can be restated as solving

$$
\begin{equation*}
\dot{q}=U^{h}(q), q(0)=u(0) \tag{162}
\end{equation*}
$$

Then, $g(1)$ is the unique element in $G$ such that $q(1)=q(0) g(1)$.
We proceed with a general statement for finding the holonomy element corresponding to a loop in the base space of a principal bundle.

## B. 2 Derivation of Radford's expression

Let $Q \rightarrow M$ be a principal bundle with connection one-form $\omega$. Let $u:[0,1] \rightarrow M$ be a path in $M$. By the horizontal lift induced by $\omega$, we define a time-dependent vector field on $Q$ by $U_{t}^{h}:=\dot{u}^{h}=\dot{u}^{i} \partial_{i}^{h}$, where $\partial_{i}=\partial / \partial x^{i}$, where $x$ is a chosen chart on $M .{ }^{1}$ Our goal is to integrate $\dot{q}=X_{t}^{h}(q)$, giving a path $q:[0,1] \rightarrow Q$ such that $\pi(q(t))=u(t)$. Let $\sigma$ be a local section of the principal bundle, $\sigma: M \rightarrow Q$. Define the holonmy path $g:[0,1] \rightarrow G$ by $q(t)=g(t) \sigma(u(t))$. Since $\sigma(u(t))$ is known, finding $q(t)$ is then equivalent to finding $g(t)$, which obeys the $\operatorname{ODE} \dot{g}=-g A$. In the particular case that $u$ is a loop in $M$, then $g(1)$ gives us the corresponding holonomy element. Then, we are able to identify Lie brackets in the Magnus expansion with covariant derivatives of the curvature, yielding Radford's expansion in terms of geometric invariants.

Let $q:[0,1] \rightarrow Q$ be the path defined by $\dot{q}=U_{t}^{h}$, and let $\phi \in C^{\infty}(Q)$. Since

$$
\frac{d}{d t} \phi(q(t))=U_{t}^{h} \phi(q(t)),
$$

we have

[^14]$$
\phi(q(t))=\phi(q(0))+\int_{0}^{t} d \tau\left(U_{\tau}^{h} \phi\right)(q(\tau)) .
$$

Repeating this argument for $U_{\tau}^{h} \phi$, we have

$$
\begin{aligned}
\left(X_{\tau}^{h} \phi\right)(q(\tau)) & =\left(U_{\tau}^{h} \phi\right)(q(0))+\int_{0}^{\tau} d \tau^{\prime} \frac{d}{d \tau^{\prime}}\left(U_{\tau}^{h} \phi\right)\left(q\left(\tau^{\prime}\right)\right) \\
& =\left(U_{\tau}^{h} \phi\right)(q(0))+\int_{0}^{\tau} d \tau^{\prime}\left(U_{\tau^{\prime}}^{h} U_{\tau}^{h} \phi\right)\left(q\left(\tau^{\prime}\right)\right)
\end{aligned}
$$

such that

$$
\phi(q(t))=\phi(q(0))+\int_{0}^{t} d \tau\left(U_{\tau}^{h} \phi\right)(q(0))+\int_{0}^{t} d \tau \int_{0}^{\tau} d \tau^{\prime}\left(U_{\tau^{\prime}}^{h} U_{\tau}^{h} \phi\right)\left(q\left(\tau^{\prime}\right)\right)
$$

Repeating this iteration yields the time ordered exponential:

$$
\begin{equation*}
\phi(q(t))=\phi(q(0))+\sum_{n=1}^{\infty} \int_{0}^{t} d \tau^{1} \ldots \int_{0}^{\tau^{n-1}} d \tau^{n}\left(U_{\tau^{n}}^{h} \ldots U_{\tau^{1}}^{h} \phi\right)(q(0))=: \operatorname{Ev}_{U^{n}}^{t} \phi(q(0)) . \tag{163}
\end{equation*}
$$

Equivalently, $\operatorname{Ev}_{U^{h}}^{t}: C^{\infty}(Q) \rightarrow C^{\infty}(Q)$ can be defined by $\operatorname{Ev}_{U^{h}}^{t} \phi\left(q_{0}\right)=\phi\left(\Phi_{U^{h}}^{t}\left(q_{0}\right)\right)$, where $\Phi^{t}$ : $\mathcal{X}(Q) \rightarrow \operatorname{Diff}(Q)$ is the flow of map.
We wish to express $\operatorname{Ev}_{U^{h}}^{t}$ as the formal exponential of some vector field $\Omega_{t}$. We suppose $Q$ to be regular, meaning that we suppose $\exp : \mathcal{X}(Q) \rightarrow \operatorname{Diff}(Q)$ to be well defined. Chen [13] showed that $\Omega_{t}$ is given by

$$
\begin{equation*}
\dot{\Omega}_{t}=f\left(a d_{\Omega_{t}}\right) U_{t}^{h}, \tag{164}
\end{equation*}
$$

where $f(x):=x /\left(1-e^{-x}\right)$. The first few terms are

$$
\begin{equation*}
\Omega_{t}=\overline{U^{h}} t-\frac{1}{2}{\left.\left.\overline{\left[\overline{U^{h}}, U^{h}\right.}\right]_{t}+\frac{1}{4}\left[\overline{\left[\overline{U^{h}}, U^{h}\right.}\right], U^{h}\right]_{t}+\frac{1}{12}\left[\overline{\overline{U^{h}},\left[\overline{U^{h}}, U^{h}\right]}\right]_{t}+\ldots . . . . . . .} \tag{165}
\end{equation*}
$$

At this point, we have not required anything of $U^{h}$ or made any assumption other than that the expressions involved are well defined.
Using the fact that $U_{t}^{h}=\dot{u}^{i}(t) \partial_{i}^{h}$, we have

$$
\begin{align*}
\operatorname{Ev}_{U^{h}}^{t} & =1+\sum_{n=1}^{\infty} \int_{0}^{t} d \tau^{1} \dot{u}^{i_{1}}\left(\tau^{1}\right) \cdots \int_{0}^{\tau^{n-1}} d \tau^{n} \dot{u}^{i_{n}}\left(\tau^{n}\right) \partial_{i_{1}}^{h} \cdots \partial_{i_{n}}^{h} \\
& =1+\sum_{n=1}^{\infty} \sum_{|I|=n} \int d u^{I} \partial_{I}^{h} \tag{166}
\end{align*}
$$

The coefficients $\int d u^{I}$ satisfy Ree's theorem [46], which we render here:
Theorem B.1. Let $\left\{X_{i}\right\}$ be a finite number of indeterminates. The series

$$
\begin{equation*}
S:=1+\sum_{n=1}^{\infty} a^{i_{1} \cdots i_{n}} X_{i_{1}} \cdots X_{i_{n}} \tag{167}
\end{equation*}
$$

is the exponential of a Lie series iff the coefficients a satisfy the shuffle algebra, e.g., $a^{\alpha} a^{i_{1} \cdots i_{n}}=$ $a^{\alpha i_{1} \cdots i_{n}}+a^{i_{1} \alpha i_{2} \cdots i_{n}}+\cdots+a^{i_{1} \cdots i_{n} \alpha}$.

For the first few $a$ 's this means $a^{i} a^{j}=a^{i j}+a^{j i}, a^{i} a^{j k}=a^{i j k}+a^{j i k}+a^{j k i}$. In our case, the coefficients in (166) indeed satisfy Ree's theorem, such that $\log \operatorname{Ev}_{U^{h}}^{t}$ is indeed a Lie series.

$$
\begin{align*}
\log \operatorname{Ev}_{U^{h}}^{t} & =\sum_{l=1} \frac{(-1)^{l+1}}{l}\left[\sum_{n=1}^{\infty} \int_{u_{t}} d u^{I} \partial_{I}^{h}\right]^{l} \\
& =\sum_{l=1} \frac{(-1)^{l+1}}{l} \sum_{\left|I_{i}\right| \geq 1} \int d u^{I_{1}} \ldots \int d u^{I_{l}} \partial_{I_{1} \ldots I_{l}}^{h} . \tag{168}
\end{align*}
$$

Since we know that this to be a Lie series, we can invoke Dynkin's theorem [35]:
Theorem B.2. Let $\left\{X_{i}\right\}$ be a set of indeterminates. The series

$$
\begin{equation*}
S:=\sum_{n=1}^{\infty} a^{i_{1} \cdots i_{n}} X_{i_{1}} \cdots X_{i_{n}} \tag{169}
\end{equation*}
$$

is a Lie series iff $\llbracket S \rrbracket=S$, where $\llbracket \rrbracket$ is defined termwise by $\llbracket X_{i_{1}} \cdots X_{i_{n}} \rrbracket=(1 / n)\left[X_{i_{1}} \cdots X_{i_{n}}\right]:=$ $(1 / n)\left[X_{i_{1}}, \ldots,\left[X_{i_{n-1}}, X_{i_{n}}\right] \ldots\right]$.

Applying this to 168 , we finally get,

$$
\begin{equation*}
\Omega_{t}:=\log \operatorname{Ev}_{U^{h}}^{t}=\sum_{l=1} \frac{(-1)^{l+1}}{l} \sum_{\left|I_{i}\right| \geq 1} \int d u^{I_{1}} \cdots \int d u^{I_{l}} \frac{\left[\partial_{I_{1} \ldots I_{l}}^{h}\right]}{\left|I_{1}\right|+\cdots+\left|I_{l}\right|} \tag{170}
\end{equation*}
$$

Writing out the first few terms, we get unsurprisingly the same as in (165). Combining terms again,

$$
\begin{equation*}
\Omega_{t}=\log \operatorname{Ev}_{X^{h}}^{t}=\sum_{l=1} \frac{(-1)^{l+1}}{l} \sum_{\left|k_{i}\right| \geq 1} \frac{\left[\overline{U_{k_{1}}^{h}} \cdots \overline{U_{k_{l}}^{h}}\right]}{k_{1}+\cdots+k_{l}} . \tag{171}
\end{equation*}
$$

where

$$
\overline{U_{n}^{h}}:=\overbrace{U^{h} \cdots \overline{U^{h}} \overline{U^{h}}}^{n \text { times }}
$$

The first couple of terms are

$$
\begin{equation*}
\left.\Omega_{t}=\bar{U}_{t}+\frac{1}{2}[\overline{U, \bar{U}}]_{t}+\frac{1}{3}[\overline{U,[\overline{U, \bar{U}}]}]_{t}-\frac{1}{6}\left([\bar{U},[\overline{U, \bar{U}}]]_{t}+[\overline{U,[\bar{U}}, \bar{U}]\right]_{t}\right) \tag{172}
\end{equation*}
$$

We have found a vector field $\Omega_{t}$ such that $\operatorname{Ev}_{U^{h}}^{t} \phi=\exp \left(\Omega_{t}\right) \phi$. We have the following theorem
Theorem B.3. Let $Q$ be a manifold, $Z$ a time independent vector field on $Q$ and $\phi \in C^{\infty}(Q)$. Then,

$$
\begin{equation*}
(\exp (t Z) \phi)(q)=\phi\left(\Phi_{Z}^{t}(q)\right) \tag{173}
\end{equation*}
$$

where we denote the flow of $Z$ by $\Phi_{Z}^{t}$. If $Z$ is time dependent,

$$
\begin{equation*}
T \exp (\bar{Z}) \phi(q)=\phi\left(\Phi_{Z}^{t}(q)\right) \tag{174}
\end{equation*}
$$

where $T \exp (\bar{Z})$ is the time ordered exponential.

If $Z$ is time dependent, we take $Z_{t}$ to mean the time independent vector field obtained by evaluating $Z$ at time $t$.

Proof. The LHS of (173) is $\phi(q)+(Z \phi)(q)+(Z(Z \phi))(q) / 2!+\ldots$ The RHS is $\phi\left(\Phi_{Z}^{1}(q)\right)=\phi(q)+$ $\int_{0}^{1} d t(Z \phi)\left(\Phi_{Z}^{t}(q)\right)$, since $d / d t \phi\left(\Phi_{Z}^{t}(q)\right)=(Z \phi)\left(\Phi_{Z}^{t}(q)\right)$. Reiterating gives the desired result.

We have shown that $\phi(q(t))=\left(\operatorname{Ev}_{U^{n}}^{t} \phi\right)(q(0))=\exp \left(\Omega_{t}\right) \phi(q(0))=\phi\left(\Phi_{\Omega_{t}}^{1}(q(0))\right.$, implying $q(t)=$ $\Phi_{\Omega_{t}}^{1}(q(0))$. Let $e$ : Lie $G \rightarrow G$ denote the Lie exponential, mapping the Lie algebra of $G$ into $G$. It will turn out that when $u(1)=u(0)$ then $\Phi_{\Omega_{t}}^{1}(q(0))=e^{\xi} q(0)$ for some lie algebra element $\xi$ whose expression we seek to find. On our way there, some crucial facts need to be established.

Proposition B.4. $\Omega_{t}$ is $G$-equivariant, meaning that $\forall g \in G, q \in Q: \Omega_{t}(g q)=g \Omega_{t}(q)$.

In order to establish the above, we need to return to the language of connections on principal bundles.

Let $A \in$ Lie $G$. Then, $A_{Q}$ denotes a vector field on $Q$ defined by $A_{Q}(q):=d /\left.d t\right|_{t=0} e^{t A} q$.
We next quote the following theorem from Radford:
Theorem B.5. Let $X$ and $Y$ be vector fields on $M$, $W$ the curvature 2-form on $Q$, defined by $\forall X, Y \in \mathcal{X}(Q): W(X, Y):=d \omega(X, Y)-[\omega(X), \omega(Y)]$. Let $f: Q \rightarrow$ Lie $G$ an Ad-equivariant function, meaning $\forall g \in G, q \in Q: f(g q)=A d_{g} f(q)$. Then,

$$
\begin{align*}
{\left[X^{h}, Y^{h}\right] } & =[X, Y]^{h}-W_{Q}\left(X^{h}, Y^{h}\right) \\
{\left[X^{h}, f_{Q}\right] } & =\left(X^{h} f\right)_{Q} \tag{175}
\end{align*}
$$

This means in particular that $\left[\partial_{i}^{h}, \partial_{j}^{h}\right]=-W_{Q}\left(\partial_{i}^{h}, \partial_{j}^{h}\right)$. Let $f: Q \rightarrow$ Lie $G$. We call $f$ Adequivariant if $f(g q)=\operatorname{Ad}_{g} f(q)$. Let $X \in \mathcal{X}(Q)$. We call $X G$-equivariant if $X(g q)=d g_{q} X(q)$. One important property of $W$ is that it is Ad-equivariant. By the following lemma,

Lemma B.6. $f: Q \rightarrow$ Lie $G$ is Ad-equivariant iff $f_{Q}$ is $G$-equivariant.

Theorem B. 5 together with the above lemma and the fact that $W$ is Ad-equicariant, imply that $\left[\partial_{I}^{h}\right]=-\left(\partial_{i_{1}}^{h} \ldots \partial_{i_{n-2}}^{h} \Omega\left(\partial_{n-1}^{h}, \partial_{n}^{h}\right)\right)_{Q}$, and that all the brackets $\left[\partial_{I}^{h}\right]$ are in fact $G$-equivariant vector fields. In particular $\partial_{i}^{h}$ is $G$-equivariant, and since $\Omega_{t}$ then is a sum of equivariant vector fields, this establishes that $\Omega_{t}$ is equivariant.

Let $X \in \mathcal{X}(Q)$. We call $X$ vertical if $d \pi \circ X=0$. We call $X$ horizontal if $d \pi\left(X-\omega_{Q}(X)\right)=0$. It can be shown that, for a vertical vector field $X, \omega_{Q} X=X$.

In the case that $u(1)=u(0), \Omega_{1}$ gains the key property, that it is vertical. This will allow us to identify $\Omega_{1}$ with a unique $\xi \in \operatorname{Lie} G$.

Proposition B.7. If $u(1)=u(0)$, then $\Omega_{1}$ is a vertical vector field.

Proof. In the expansion of $\Omega_{t}$ in equation (165), the only horizontal part is the terms $\overline{U_{t}^{h}}$. This is because the bracket of any two horizontal vector fields is vertical, and the bracket of a horizontal and a vertical vector field is again vertical. When $u(1)=u(0)$, the horizontal terms become zero, and $\Omega_{1}$ is purely vertical.

If $\Omega$ is equivariant, then $\omega(\Omega): Q \rightarrow$ Lie $G$ is Ad-equivariant: $\omega(\Omega(g q))=\omega(g Z(q))=A d_{g} \omega(Z(q))$. Now, if $f: Q \rightarrow$ Lie $G$ is Ad-equivariant, then $f_{Q}$ is a $G$-equivariant vertical vector field: $f_{Q}(g q)=$ $d / d t e^{t f(g q)} g q=d / d t e^{A d_{g} t f(q)} g q=d / d t g e^{t f(q)} q=g f_{Q}(q)$.

Theorem B.8. Let $f: Q \rightarrow$ Lie $G$ be Ad-equivariant. Then, $\Phi_{f_{Q}}^{1}(q)=e^{f(q)} q$.

Proof. Let $\phi \in C^{\infty}(Q)$. Taylor expanding the LHS gives

$$
\phi\left(\Phi_{f_{Q}}(q, 1)\right)=\phi(q)+\left(f_{Q} \phi\right)(q)+\left(f_{Q}\left(f_{Q} \phi\right)\right)(q) / 2!+\cdots
$$

and Taylor expanding the RHS gives

$$
\phi\left(e^{f(q) t} q\right)=\phi(q)+\cdots+d^{n} /\left.d t^{n}\right|_{0} \phi\left(e^{f(q) t} q\right) / n!+\cdots .
$$

By definition of the vector field $f_{Q}$, we have $d /\left.d t\right|_{0} \phi\left(e^{f(q) t} q\right)=\left(f_{Q} \phi\right)(q)$, and the higher derivatives are $d^{n} /\left.d t^{n}\right|_{0} \phi\left(e^{f(q) t} q\right)=\left(f_{Q} \cdots f_{Q} \phi\right)(q)$, which equates the two sides.

This then implies the following fact: Let $\Omega_{1}$ be a $G$-equivariant vertical vector field, then there is a unique Ad-equivariant function $\xi: Q \rightarrow$ Lie $G$ s.t. $\Omega_{1}=\xi_{Q}$. In that case, $\Phi_{\Omega_{1}}^{1}(q)=$ $e^{\xi(q)} q$. The desired Lie element $\xi$ is then given by $\omega\left(\Omega_{1}(q(0))\right)$. By theorem B.5, $\omega\left(\left[\partial_{I}^{h}\right]\right)=$ $-\partial_{i_{1}}^{h} \ldots \partial_{i_{n-2}}^{h} \Omega\left(\partial_{n-1}^{h}, \partial_{n}^{h}\right)$.

Suppose $h: M \rightarrow$ Lie $G$. We can define the covariant derivative of $h$ as $\nabla h:=d h-[A, h]$. If $X$ is a vector field on $M$, then, denote $\nabla_{X} h \equiv \nabla h(X)=d h(X)-[A(X), h]$.

Lemma B.9. Let $f: Q \rightarrow$ Lie $G$ be Ad-equivariant and $X$ a vector field on $M$. Then, $\sigma^{*}\left(X^{h} f\right)=$ $\nabla_{X} \sigma^{*} f$

Proof. $\nabla_{X} \sigma^{*} f=\sigma^{*} d f(X)-\left[A(X), \sigma^{*} f\right]=\sigma^{*}(d f(\sigma X)-[\omega(\sigma X), f])=\sigma^{*}\left(\sigma X \cdot f-\omega_{Q}(\sigma X) \cdot f\right)=$ $\sigma^{*}\left(\left(\sigma X-\omega_{Q}(\sigma X)\right) \cdot f\right)=\sigma^{*} X^{h} f$, were we denote $\sigma X:=\left(q \mapsto g(q) d \sigma_{\pi(q)} X(\pi(q))\right.$. We used the fact that for $f$ Ad-equivariant, $[\omega(X), f]=\omega_{Q}(X) \cdot f$. This follows from $[\omega(X), f](q)=$ $d /\left.d t\right|_{0} \operatorname{Ad}\left\{e^{\omega(X) t}\right\} f(q)=d / d t_{0} f\left(e^{\omega(X) t} q\right)=\omega_{Q}(X) f(q)$.

Let $F:=\sigma^{*} W$. The previous lemma then immediately implies

$$
\sigma^{*} \partial_{i_{1}}^{h} \ldots \partial_{i_{n-2}}^{h} W\left(\partial_{n-1}^{h}, \partial_{n}^{h}\right)=\nabla_{i_{1}} \ldots \nabla_{i_{n-2}} F_{n-1, n}
$$

such that $\sigma^{*} \omega\left[\partial_{I}^{h}\right](q(0))=-\nabla_{i_{1}} \ldots \nabla_{i_{n-2}} F_{n-1, n}(u(0))^{1}$ The Lie element we seek to find is

$$
\begin{align*}
\xi & =\omega\left(Z_{T}(q(0))\right)=\omega \sum_{l=1} \frac{(-1)^{l+1}}{l} \sum_{\left|I_{i}\right| \geq 1} \int d u^{I_{1}} \cdots \int d u^{I_{l}} \frac{\left[\partial_{I_{1} \cdots I_{l}}^{h}\right](q(0))}{\left|I_{1}\right|+\cdots+\left|I_{l}\right|} \\
& =\sum_{l=1} \frac{(-1)^{l+1}}{l} \sum_{\left|I_{i}\right| \geq 1} \int d u^{I_{1}} \cdots \int d u^{I_{l}} \frac{\omega\left[\partial_{I_{1} \cdots I_{l}}^{h}\right](q(0))}{\left|I_{1}\right|+\cdots+\left|I_{l}\right|}  \tag{176}\\
& =\sum_{l=1} \frac{(-1)^{l+1}}{l} \sum_{\left|I_{i}\right| \geq 1} \int d u^{I_{1}} \cdots \int d u^{I_{l}} \frac{\nabla F_{I_{1} \cdots I_{l}}(x(0))}{\left|I_{1}\right|+\cdots+\left|I_{l}\right|},
\end{align*}
$$

where $\nabla F_{I}=-\nabla_{i_{1}} \cdots \nabla_{i_{n-2}} F_{n-1, n}$. Using the fact that we are integrating over a closed path, we have

$$
\int d u^{i}=0
$$

so all first order integrals vanish. The sum can then be rewritten as

$$
\begin{equation*}
\xi=\sum_{j=2}^{\infty} \frac{1}{j} \sum_{l=1}^{\lfloor j / 2\rfloor} \frac{(-1)^{l+1}}{l} \sum_{|I|=j ;\left|I_{i}\right| \geq 2} \int d u^{I_{1}} \cdots \int d u^{I_{l}} \nabla \partial_{I_{1} \cdots I_{l}}(x(0)) . \tag{177}
\end{equation*}
$$

Note $U^{h} \equiv X$. Then,

$$
\begin{equation*}
\left.\Omega_{1}=\frac{1}{2}[\overline{X, \bar{X}}]+\frac{1}{3}[\overline{X,[\overline{X, \bar{X}}]}]+\frac{1}{4}\left([\overline{[X,[\overline{X,[\overline{X, \bar{X}}]}]]}]-\frac{1}{2}[\overline{X,[\bar{X}},[\overline{X, \bar{X}}]]\right]\right)+\cdots, \tag{178}
\end{equation*}
$$

where $[\overline{X, \bar{X}}]=\int_{0}^{T} d \tau\left[X_{\tau}, \int_{0}^{\tau} d \tau^{\prime} X_{\tau^{\prime}}\right]$ etc. The corresponding Lie algebra series $\xi=\omega\left(\Omega_{1}\right)$ is

$$
\begin{equation*}
\xi=-\frac{1}{2} F_{i j} \int d u^{i j}-\frac{1}{3} \nabla_{i} F_{j k} \int d u^{i j k}-\frac{1}{4} \nabla_{i} \nabla_{j} F_{k l}\left(\int d u^{i j k l}-\frac{1}{2} \int d u^{i j} \int d u^{k l}\right)+\cdots . \tag{179}
\end{equation*}
$$

[^15]
[^0]:    ${ }^{1}$ The bar $(\cdot)$-notation meaning time integration is common in the literature. See e.g.[45]
    ${ }^{2}$ For instance, if $H$ is a bounded operator on a Banach space, the sum converges: if $|H(t)| \leq M$ for some bound $M$, then $|U(t)| \leq 1+|\bar{H}|+|\overline{H \bar{H}}|+\cdots \leq 1+t M+\frac{1}{2} t^{2} M^{2}+\cdots=e^{t M}<\infty$.
    ${ }^{3}$ If we are so lucky that the solution to our problem lies in the image of the exponential map, then we might be able to solve for $\Omega$ such that $\exp (\Omega)=U$. This is for instance not always the case for $G=\operatorname{SL}(2, \mathbb{C})$, whence the exponential map is not surjective although $\operatorname{SL}(2, \mathbb{C})$ is simply connected.

[^1]:    ${ }^{1} W \subset M$ is an open subset and $x: W \rightarrow \mathbb{R}^{\operatorname{dim}(M)}$ is a homeomorphism onto it's image, an open subset of $\mathbb{R}^{\operatorname{dim}(M)}$. The components of $x$ are called local coordinates on $M$.

[^2]:    ${ }^{1}$ This is theorem 9.1 in [26].
    ${ }^{2}$ A minus sign error in the original paper is often repeated when cited. Compare [38] and [36].

[^3]:    ${ }^{1}$ This follows from $\frac{d}{d t} U^{-1} U=0 \Rightarrow \dot{U}^{-1}=-U^{-1} \dot{U} U^{-1}=-U^{-1} H$.

[^4]:    ${ }^{1}$ This is a classic result. See e.g. [20], pg. 100.

[^5]:    ${ }^{1} \mathcal{X}(M)$ is a module over the ring $C^{\infty}(M)$ of smooth functions on $M$, and a Lie algebra with respect to the Lie-Jacobi commutator of vector fields.
    ${ }^{2}$ In fact, for general Lie groups, the exponential map is usually defined in terms of the flow [27]. Choosing $\operatorname{GL}(N, \mathbb{R})$, which is a subgroup of $\operatorname{Diff}\left(\mathbb{R}^{N}\right)$, and co-restricting the flow map to $\mathfrak{g l}(N, \mathbb{R})$, we get the usual definition of the Lie algebra exponential as matrix power series

[^6]:    ${ }^{1}$ We require $A_{i}$ to be analytic in a neighborhood containing the path $u$.

[^7]:    ${ }^{1}$ See B. Hall [18], pg. 64.

[^8]:    ${ }^{1}$ Here, $B_{n}$ are the Bernoulli numbers, defined by

    $$
    \frac{z}{\exp (z)-1}=\sum_{n=0}^{\infty} \frac{B_{n}}{n!} z^{n}
    $$

    The first few Bernoulli numbers are

    $$
    B_{0}=1, B_{1}=-\frac{1}{2}, B_{2}=\frac{1}{6}, B_{3}=0, B_{4}=-\frac{1}{30}, \text { etc. }
    $$

    In particular, $B_{2 n+1}=0$ for $n=1,2,3, \ldots$

[^9]:    ${ }^{1}$ The fact that $\Omega(A)$ is a Lie element can also be shown by using Friedrich's criterion [56]
    ${ }^{2}$ This is shown in section 3.1.4.1 in [10].

[^10]:    ${ }^{1}$ In fact, the $\mathbf{O}$ also span a Lie algebra in $\mathcal{A}$, but this is not relevant for the discussion here.
    ${ }^{2}$ The proof of this is nontrivial: It means that it is in general possible to find a finite basis of master integrals for $F$. Smirnov proves this in [51], but I have not been able to understand the proof, and so the exact conditions on $F$ for this to hold remain unclear to me. Smirnov remarks that it is an empirical fact that a finite master integral basis can be found by use of algorithms based on the ideas presented here.

[^11]:    ${ }^{1}$ Many textbooks cover Stokes flows. A classic reference is [19] and a modern one is [4].

[^12]:    ${ }^{1}$ These relations have been used in other in-depth analyses of the problem of swimming at low Reynolds number, see [6].

[^13]:    ${ }^{1}$ I do not know whether this holds generally, as I have not been able to find an inverse for this map. For spherical deformations, $M$ is indeed invertible, and so, deformations that deviate only little from a spherical deformation will be invertible.

[^14]:    ${ }^{1}$ The horizontal lift $(\cdot)^{h}: T M \rightarrow T P$ is a family of linear maps uniquely defined by $\omega$, such that im $(\cdot)^{h}=\operatorname{ker} \omega$ and $\pi \circ(\cdot)^{h}=i d_{M}$.

[^15]:    ${ }^{1}$ This is lemma 2, Ch. III.9, in [26].

