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Abstract

Water covers a large portion of the world, and shipping is a major factor in many
lives across the globe. Still, the maritime sector as a whole has historically been
neglected in the domain of information security. Methods for teaching cyberse-
curity to sailors is still in its infancy, and needs improvement.

This thesis has as it’s main goal to inspect the usage of automated "red teams"
in conjunction with a testbed of bridge components and facilitate cybersecurity
exercises.

The project had three main prongs: A testbed that mimicked bridge compon-
ents. Two attack scenarios that were based in historical attacks. A cybersecurity
exercise that brought these together in an attempt to teach sailors about cyberse-
curity. By basing the exercise in historical attacks, the project shows its viability
in relation to the state of the art.

The testbed worked like a charm, both remotely and locally. Two exercises
were held, both featuring graduate students from the same course. In the local
exercise, the attack scenarios managed to preform their desired impacts, while in
the local session, the attacks could not be completed.

Using a testbed that mimics maritime components and using the atomic red
team framework to facilitate cybersecurity exercises is a definite possibility. The
scenarios were realistic, and the blue team had the ability to protect against the
attacks.
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Samandrag

Brorparten av verdas overflate er dekka med vatn og mange folk bur langs kysten.
Likevel ligg maritim sektor langt bak andre teknologisektorar når ein ser med eit
auge på informasjonsikkerheiten. Metodar for å teste og lære informasjonsikker-
heit til siglarar har ikkje vorte spikra fast, og treng betring.

Oppgåva har som houvudfokus å automatisere "raudlag" for å gjennomføre
øvingar og spel for å lære deltagarane om sikkerheit. Det er og eit poeng å setje
ord på åtakscenario, helst med grunnlag i historiske åtak.

Prosjektet står på tre søyler: Testmiljøet som etterliknar maritime kompon-
entar. To scenarioer med grunnlag i historiske åtak. Eit opplegg for ei informas-
jonsikkerheits øving som sett saman miljøet og åtaka for å lære deltakarne om
korleis ein kan stogge slike åtak. Med å ha scenario som er basert på historike
åtak visar ein klart og tydeleg relevansen for nåverande forskning.

Testmiljøet gjorde jobben, båe lokalt og frå heimekontoret. Det vart heldt to
øvingar, med deltakarar frå same mastergrad program. I den fyste øvinga gjekk
begge senario gjennom, åtaka blei ikkje stogga, medan i andre øvinga vart åtaket
oppdaga og stogga.

Det er openbart at eit testmiljø som likar brukomponentane og har eit auto-
matisert "raudlag" er åpen for cyberåtak og gjennomføring av øvingar kan auke
sikkerheitskunnskapen hjå brukarane ombord båtar.
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Chapter 1

Introduction

This is the culmination of many years of hard work, the final delivery in the
MIS4900 course. It consists of two main features: a project delivery and a thesis
report. What the project entailed will be explained in greater detail.

To give a brief run down of some terms. Imagine your home network: you
have a computer and a box that gives you internet. In the maritime sector, the
network is functionally identical. A sailor has a computer and that is connected
to a box that gives internet. Every computer and box in such a network is called
a host [1].

1.1 Problem description

While the world of Information Technology has progressed far and wide in their
battle against cybersecurity threats, the realm of Operational Technology, and es-
pecially the Maritime sector has fallen far behind. There has been a recent uptick
in cybersecurity evaluations and research, but nothing compared to the IT do-
main. Cyber crime is steadily increasing in turn, and attacks against the shipping
and supply chains have been increasing as well [2].

Cybersecurity is ensuring the security of digital or information-related sys-
tems. A system is a collection of programs, machines, or similar that work together
to preform some action. These systems can have private or sensitive information
that needs to be protected, which is why we have system security [3].

The internet is the most famous and well-known such system. It encompasses
the world and connects the nearest and the furthest. The systems this project
handles are far smaller than the entire internet. But still requires protection.

Water surrounds us on all sides, close to 70% of the world is covered in water
[4], and many big cities lie near the coast. A UN report for maritime shipping
in 2021 shows that over 80% of trade goods are carried by sea [5]. This makes
the maritime sector important for global trade and industry. And yet it has not
received the necessary attention to security as it deserves [6].

1
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1.2 Keywords

Keywords: Simulation; Cyber Attack; OT evaluation; Atomic Red Team

1.3 Justification, motivation and benefits

While a defender needs to be lucky every time, a criminal only needs to be lucky
once. NTNU’s cyber range is a research platform with many interesting avenues
of research. Of those, the maritime avenue is in some ways, sorely lacking.

Supply lines and shipping routes envelop the world, making everything more
and more connected. A failure in any one system could cause cascade failures
that bring the whole world to a halt. When the Evergreen blocked the Suez canal,
shipping was disrupted for days and weeks and months. A well placed cyber at-
tack could make that happen every day, all over the globe. That is the worst case
scenario that must be prevented by any means necessary.

Such a disaster would pose a massive threat to most companies and untold
numbers of private individuals. Luckily, most cyber attacks are far smaller, but
can still have major impacts on the organisations or companies they attack.

One needs only look to Maersk, a shipping company based in Denmark. In
2017, they were hit with a ransomware attack that rendered most of their equip-
ment useless[7, 8]. The malware was delivered via a phishing email, which shows
that the maritime sector isn’t safe from the attacks that have plagued other sectors
for years [3].

1.4 Research questions

In this project, The following research questions are under investigation to give a
solution to the problem above:

• RQ1: How can different tools be adapted into automated red teams in a
maritime setting?
• RQ2: How viable are automated red teams as a means of facilitating cyber-

security exercises?

1.5 Planned contributions

The thesis will contribute to the expansion of human knowledge in three ways.
The first is a fully independent testbed, with maritime components, a red team

and a blue team worked in to its function.
The second will be an implementation of some relevant attacks, showing what

attackers can do and use to gain entrance, and if their methods are discovered by
the defences built into the environment.
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And the third contribution will be a tabletop exercise using the environment
and the attack scenarios, to see if such a creation can be useful in teaching and
fun in doing.

These contributions will be in service of NTNU’s cyber range, and will there-
fore be of great value to the continuing development of cybersecurity.

1.6 Outline

The rest of this thesis is divided into the following chapters: Chapter 2 conducts
a literature review to present the state of the art in the varying topics that this
thesis covers. Next is Chapter 3 which explains the methodology for how the work
was done, with the results presented in Chapter 4. These results are discussed in
Chapter 5. Finally, Chapter 6 concludes the thesis with how well the project was
preformed and what the discussions found. Additional Material is placed in the
appendix in Chapter 7.





Chapter 2

Background

This project lies in the intersection of the maritime sector, automating red teams
and cybersecurity exercises. Therefore, many topics must be explained in some
detail where the connections might not be as apparent. The project’s base is in
the maritime sector, so the natural starting point, is to explain maritime first

2.1 Bridge components

The brains on any vessel is the bridge. It has many systems that work together to
ensure the safety and continued operation of a vessel. Of course, from a security
perspective, there are a handful that are more relevant than others. The navigation
systems are the most technical and important. Of the many systems in a modern
bridge, three are the most relevant to this project are Automatic Identification
System (AIS), the Global Navigational Satellite System (GNSS), and the Electronic
Chart Display and Information System (ECDIS) [9].

AIS [10] is a system that gives maritime vessels of a certain size the ability to
transmit, among others, their ship name, position, course and heading. A ship can
use other ships’ AIS information to map out where those ships are in relation to
itself [9].

GNSS and its brands, GPS, Galileo, GLONASS and BDS are all networks of
global satellites. By timing the reply to and from different satellites, a receiver
can triangulate its position anywhere on the planet. For this to work, the satellites
use incredibly precise clocks [11].

The ECDIS is another critical component for safe navigation [1]. As the name
implies, it displays charts for use in sailing. It relies on GNSS data, heading data,
speed and distance [12]. In recent years charts are more often continuously up-
dated via internet connections. Before that, or if the ship does not have or want to
use an internet connections, a USB-stick with the chart information can be used
[6]. Some ships, however, use paper charts, and they can not be updated via the
internet.

These three systems are the most important for a ship’s day-to-day operation
[9]. Of course, there are other systems that make up a vessel’s bridge. For instance,

5
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the gyroscopic compass that inform the AIS and GNSS of what heading the vessel
is travelling along is probably possible to simulate, but it is not clear how relevant
that is for the actual project. Similarly, others are not as easy to simulate outside
actual maritime vessels or using actual maritime components, and some hardware
requires licences or equipment that can cost large amount of money. Still, all three
systems run as applications on underlying operating systems, and therefore inherit
all the weaknesses and vulnerabilities from them [1].

2.2 Security concepts

There has been a drive in recent years to increase the security of e-navigation [13].
As such, maritime vessels are becoming more and more advanced and technical
[7]. The techniques that have long served in land-based networks can perhaps be
applied to the maritime sector. Four of these techniques are "penetration testing",
"teaming", "vulnerability scanning" and "adversarial simulation" [14]. Some have
already been tried in the maritime sector, and this project is an attempt to try
another.

2.2.1 Pen testing and red teams

Pen testing is when an organisation allows an individual or a team of security
experts to breach their systems and see what they find [15]. By mimicking how
an actual hacker would act, the pen testers can find weaknesses and discover vul-
nerabilities. Pen testing’s greatest strength is also it’s greatest weakness. It relies
completely on the individual skill of whoever is preforming the test. An unskilled
pen tester might not find anything, while a skilled pen tester might be very ex-
pensive. Which relates to the second weakness of pen testing, cost. Hiring experts
to preform such tests usually prohibits most organisations from arranging more
than a few tests a year [16]. Small-to-medium organisations might not even be
able to afford it at all.

While a pen test is a singular event, it can be incorporated into a larger "red
team" exercise [16]. The term has its roots in the military, and grant the red team
a wider variety of tools than a simple pen test. The team can act more like a team
of advanced agents, where a pen test might only consist of a hack against the
network, or website, a red team might to physical intrusion, social engineering,
or other advanced techniques [15]. It is also prohibitively expensive [17].

2.2.2 Blue teams and their tools

But all systems that are attacked, also need a defender, and that is often the "blue
team". It takes the role of a security team or incident response team or similar
[18]. Blue teams often use tools like Security Information and Event Management
(SIEM)[19], Intrusion Detection Systems (IDS)[20], and Firewalls [21].
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A SIEM charts user activity to find anomalous behaviour. It manages logs and
compliance, correlates security events, and monitors incidents. Logs are an ag-
gregation of all user activity on the network. Compliance is a measure of how
well the network complies to security standards and company policies. Security
events are activities that the SIEM has flagged as noteworthy, and security person-
nel should take a look. Finally, incidents are the next step up from events; an event
that was allowed to fester or sneaked by without notice, and has now become an
actual problem [19].

IDS comes in two main flavours, signature-based and anomaly-based. Signa-
ture relies on a set of known fingerprints. A fingerprint is a pattern that, like
human prints, are unique to the program. When new malware is detected, it is
customary to make a pattern and share online so others can look for matches in
their system. This has the benefit of being less resource intensive, but is unable to
detect malware that has never been found before. For that, anomaly-based is used.
Similar to the SIEM, an anomaly-based IDS looks at traffic over the network and
tries to spot traffic that should not be there. For example, users that suddenly pour
out suspicious traffic after being silent for long periods of time could potentially
trigger the IDS and alert security personnel [20].

In addition, an IDS can be host-based, called HIDS, or network-based, called
NIDS. A HIDS sits on each host that needs oversight and keeps watch as fiercely
as it can. Each network is in someway unique, and presents a different security
challenge for the defenders. Meaning the general flavors are again diluted into
different options. In some networks, the hosts are protected by independent IDSes,
where each host is an island that must be guarded independently. In others, the
hosts have a small "IDS-agent" that monitors and reports to a central authority,
the "manager". The manager, like a SIEM, compiles all the reports and can alert
the defender if something has gone awry. NIDS only come in one flavor, one host
inspecting every package as it travel through the network, it does not need to be
installed across every machine [20].

Firewalls protect a network from outside traffic. They also come in many dif-
ferent flavours. These flavours have been build upon one another since the dawn
of networks. The traditional type is the stateful inspection firewall, which inspects
packages that pass in and out of the network. Certain protocols are only allowed
on certain ports, for instance. These rules are decided by administrators. In recent
years, this has been built upon with integrating context-based decisions, intrusion
prevention systems, and more [21].

Red and Blue teams are not the only teams in the world, there are a number
of them. "Purple teams" are a mix of red and blue [17], taking on a share of
the different responsibilities to make the process more effective. There are other
teams, but there is little consensus regarding what colour the different roles should
have. Builders, referees, and regular users are the most common roles [18] and
have different colours depending on who you ask.
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2.2.3 Emulation and scanning

The third method is adversarial emulation [22], also called Adversarial simula-
tion [23]. It is, as the name implies, where security personnel create computer
programs that mimic the behaviour of real threat-actors that want them harm, to
see what sort of danger they could pose.

The last method for finding vulnerabilities or discovering risks is using a vul-
nerability scanner. A vulnerability scanner trawls the network for known vulner-
abilities. There are as many tools as there are networks, but a handful have been
used in projects earlier. Nessus, Nexpose, Retina Security Scanner [1, 6] have all
been used to great effect in the maritime sector.

Vulnerability scanners work by inspecting the network. The benefit of vulner-
ability scanning is its repeatably. Once the tools have been configured, a scan is
a simple button press away. Already, maritime Operational Technology(OT) rely
on applications running on underlying operating systems like Windows or Linux,
meaning they inherit faults or vulnerabilities from the underlying OS [1]. A Win-
dows vulnerability is a vulnerability even if it is on a boat.

2.3 Attack modelling techniques and tools

While all these security tools and techniques are well and good, they do not func-
tion in a vacuum. They need structure to be applied correctly.

There are three models used in most modern security analysis: Mitre’s ATT&CK
Matrix [24], the Cyber Killchain [25] and the Diamond Model [26].

Of these, Mitre’s ATT&CK matrix [24] was chosen as the premiere model.
Along the top of the matrix, Mitre defines a number of steps that align with the
steps an attacker needs to do as they progress into their attack. Starting with re-
connaissance and initial access, moving through privilege escalation and defence
evasion, before ending at exfiltration and impact. At every step, there is a number
of techniques, and each technique can have sub-techniques. Mitre links every tech-
nique with a group or a software that used the technique, and presents possible
mitigation strategies.

Still, a matrix of techniques does you little good if you do not have the means
to try them out. That is where the Atomic Red Team comes into play [27]. In
simple terms, Atomic Red Team is a collection of standalone tests that a security
team can use to test their own systems for validation, detection coverage, and a
number of other features [28]. The main benefit it poses to this project is how to
automate a red team for use in a cybersecurity exercise. The tests are, by design,
easily adapted into automated tests.

As they are based on Mitre’s ATT&CK matrix [24] every atomic corresponds
to a different mitre technique. The different tactics and techniques Mitre presents
are given an atomic test that attempts that single attack. For instance, T1040 -
network Sniffing [29] has a corresponding test [30]. The test tries to run a few
commands, and if it successfully runs, the system is vulnerable to such an attack.
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There are other tools that are also tied to Mitre’s ATT&CK framework, like
Caldera and AttackIQ [22, 31]. Or one that is not related to the matrix like XM-
cyber [32], what these three have in common, is their usage of agent-software to
simulate threat actors in a network. Which is similar to what this project is doing,
in a way.

2.4 Testbeds

Like the techniques, the framework and tools are useless without something to
grind against. In the absence of a nearby maritime system, this project relies on a
testbed setup.

A testbed is any system that is designed to replicate the essence of a real sys-
tem. They do not need to simulate any specific system, but an example of such a
system. For instance, the testbed described in [33] could be any maritime ship’s
navigation systems. Similarly, the system Teixeira et al. describes could be any
water-control industrial system [34].

Instead of testing security measures on a running system, which often are
difficult to use, a security expert has more flexibility to change the system, to find
what methods work the best.

2.5 Cybersecurity Exercises

This creates an amalgamation of all the previous information, a testbed inspired
by maritime systems, cybersecurity techniques in a framework designed to test
systems, and the historical context in which they lie. What comes out from mixing
all this, is a cybersecurity exercise, that is designed to facilitate greater security
onboard maritime vessels. But that is not the end of the line, there are many
exercises in the world [35] and some are more suited than others. Depending on
what the desired outcome is, different exercises are differently beneficial. One end
of the spectrum is Exercise-in-a-box, which is not very technical [36]. The other
end of the spectrum is fully technical exercises, where every participant needs a
high degree of skill [18].

2.6 Literature Review

This chapter presents the state of the art as it relates to maritime cybersecurity. As
stated in Chapter 1, the project covers a variety of topics, as such the literature is
likewise very broad.

2.6.1 Teaming and simulations

The head of XMCyber, Evangelakos, puts forth in his article [15] how the old
way of thinking is dead, and a new way forward must be found. Pen testing, red
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teaming and scanning are stuck in the past, only able to take snapshots of the
network as it was. A new way of thinking, Breach and Attack Simulation (BAS)
gives a broader and more accurate view of what can be.

An improvement on teaming as a concept was proposed by Reiber et al. in
their work for AttackIQ [17]. The concept of a "purple team", that mixes the func-
tionality of red teams and blue teams as to prevent the hostility and adversarial
nature of the two teams.

Building on the idea that BAS will be relevant in the future, the paper written
by Applebaum et al. [23] about simulated attackers reacting to changing network
structure gives an important insight into how to program a simulated attacker to
move undetected and do the most damage possible.

2.6.2 Exercises

Another method of finding vulnerability in a network is the method described in
[18] by Sommestad and Hallberg. The researchers talk about using security ex-
ercises and competitions as a method of evaluating different security techniques.
While being aware of the limitations such staged settings have, they present the
different topics one can study using a contest-based experiment. The authors do
not conclude on any specific way forward, merely presenting the options as they
are, or were in 2012.

In [37] Yamin et al. study and discuss how cyber ranges can be used to further
a security mindset of non-security personnel. By conducting a literature review
of the current state of the security world, one can see how important the study’s
findings are. The study concludes that interest in testbed environments has been
increasing over the last few years. While there is no mention of the maritime
sector specifically, it does indicate that the need for easier cybersecurity training
amongst the general worker populace.

2.6.3 Testbeds

Austria’s institute for technology, AIT, has a cyber range in their basement, and in
the paper [38], the researchers explain the different motivations and background,
the implementation and use cases that are relevant for a cyber range.

In the upcoming paper [33] by this project’s technical supervisor, Amro and
Gkioulos discuss a proposed testbed for an autonomous passenger ship in Trond-
heim, Norway. Their work can be used as a foundation for this project, by creating
a similar, but distinct solution, and implementing distinct attack scenarios. Their
conclusion that the maritime domain is in need of further cybersecurity evaluation
and controls echo others in the field.

Another proposed testbed is explained here [9]. The paper inspects the current
state of the art in current maritime regulations, and what other testbeds that are in
use already, or are being proposed. E-Navigation is still up and comming in many
ways, and the paper illustrates that there are many bridge components that needs
some kind of cybersecurity. Integrated Navigation systems(INS) are by-and-large
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insecure, and one way to alleviate the issue is the proposed cyber-physical system
with built in testing capabilities. The paper also highlights two existing maritime
testbeds, [39] and [40], which are both relevant to this project’s scope.

Hahn and Noack details the creation of the eMaritime Inegrated Reference
Plarfrom (eMIR) in in their paper [39]. The testbed is designed to validate and
verify that new technologies are properly integrated into the existing maritime
technology. The generic testbed they propose does not have a dedicated informa-
tion security focus, rather, it is an amalgamtion of several previous testbeds that
all focused on smaller parts of the E-Navigation systems.

The last system of note is one designed by the industry, described in this paper
[40]. Hyundai’s R&D had an issue with ships colliding at sea, and in response, they
developed a device that takes information from the bridge components descriped
above, and those that are outside the scope. With that information, it calculates
the possible danger, and alerts the officer at watch if the danger is high enough.
After a test-run from Busan to Hamburg, the system was determined to be slightly
more sensitive compared to the officers’ actions, but still very usable. Similar to
the previous testbed, it does not have a security focus, ships colliding is a safety
issue, not a security issue.

2.6.4 Cybersecurity in the maritime sector

In 2017, the International Maritime Organisation(IMO) adopted the Resolution
MSC.428(98) Maritime Cyber Risk Management in Saftey Management Systems
[41], in which they recognised the danger posed by threat actors working from
cyber space. They resolved to urge all stakeholders to focus on increasing resi-
lience against cyber attacks across all levels using risk management techniques
that have been adopted in other resolutions. And the testbeds described above is
perhaps one way to train crew members in how to keep the vessels safe.

The IMO have proposed other regulations regarding cybersecurity in the mari-
time sector, one such was ‘E-Navigation Strategy Implementation Plan.’ Adop-
ted in 2018 [13], the circular defines the importance of security and safety in
E-navigation, the importance of a testbed for marine systems, like the INS is high-
lighted. It can not be denied that the future of shipping is more technological than
what has come before. Therefore, it is imperative to be prepared for the eventual
technological advancements that will be done. Through some layers of bureau-
cracy, the circular recognised the need for a continuously updated strategy plan.

Chang et al. [2] present a literature review of cybersecurity in the maritime
sector. They identify four main threats: lack of training, outdated systems, targeted
hackers, and phishing. Alongside the threats, the authors also devise four mitig-
ation techniques, an incident response plan, cyber education for crew, upgrade
systems, and foster a cybersecurity climate onboard.

Another systematic overview is presented in [8]. There, Schwarz et al. links
the European Union Agency for Cybersecurity’s threat taxonomy [42] to publicly
available data. With that link, they categorize many attacks in the maritime sector.
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They found that malware has had an incredible surge in the maritime sector after
2017. This indicates that maritime vessels are as vulnerable to ransomware spread
via email as any other sector.

Similarly, Oruc writes about different attacks that have alleged connections to
different nationstates in his paper [7]. The conclusion that state-sponsored attacks
are a definitive reality, and that GPS spoofing is the most common.
[43] looked at different methods on how to design systems with security in

mind. They call it system-aware cybersecurity, which in recent years has been
called security-by-design. With that framework in mind, Jones and Horowitz fo-
cusing on maritime design. The question raised and answered, is how can you de-
fend the engines from attacks on the control system network? In a system where
the controllers receive input from human operators via the network switches, any
attack on those switches could result in catastrophic failure. The solution was a
mixture of changing the network configuration at random times, a moving duck
strategy, and comparing the decision that is passed through, if one switch is com-
promised, others will still ensure that the right decision is sent to the controller.

In [1], Svilicic et al. used Nessus, a comercial vulnerabilty scanner, on a net-
work of six ECDIS workstations. The workstations were a part of University of
Rijeka’s Maritime Studies’s simulator. The scanner found vulnerabilities. Most
were in the underlying OS, and not in the ECDIS software itself. An important
factor that is important to keep in mind moving forward.



Chapter 3

Methodology

As a master thesis, this project needs to be grounded in the current state of the
art, and to build new knowledge from there. This results in the following three
sections. They explain the process of gathering the required knowledge to make
the testbed, and to create the exercise required to fulfil the research questions
presented at the start.

3.1 Required research

To reiterate the goal of this project, what seed is to be planted in the forest of hu-
man knowledge, is to create a testbed and facilitate a cybersecurity exercise with
the intent to teach the participants about cybersecurity in the maritime setting.

The first part of this journey deep into the forest of human knowledge, is to
chart the paths that already exists. What has already been done? What gaps are
there? Are there others that have done the same in different sectors? These ques-
tions lead to new knowledge, that leads to new questions that inevitably lead to
other interesting topics just off the path. The forest of human knowledge is vast
and intricate, luckily, there are ways to navigate it. Starting with Google Scholar,
a search engine for all papers, no matter how reputable their journal. It is a won-
derful place to find as many papers as possible.

At the start of one’s journey, no reading is wasted reading. However, as one
gets deeper into the forest, the many crossing paths can easily lead one astray.
Therefore, the choice of what papers and what research to read becomes far more
important.

Restricting the reading to only IEEE papers, Elisiver and Science Direct makes
it far easier to stay on the path. And, of cource, whatever papers the supervisors
supplied.

The next steps become clear as the reading progresses, how to build the test-
bed, both theoretically and technically, and how to shape an exercise to fit the
goals of the project and the desired learning outcomes.

13
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Figure 3.1: Design of the testbed

3.2 Building the testbed

As explained in Section 2.6.2 there are many forms of exercises. This project will
develop an exercise based on an automated Atomic Red Team, where the human
participants act as a blue team. The attack scenarios are nearly entirely automated.
Due to technical reasons, full automation was not possible. These scenarios are
built from the scratch up using the Mitre ATT&CK technique matrix. Carefully
selected to best mimic historical attacks.

The testbed consists of three machines, it is loosely desinged to be based on
the work done by Yoo et al. in ‘Cyber Attack and Defense Emulation Agents’ [22]. A
virtualized system that allows for modularity in what software is available. Using
NTNU’s Skyhigh, everything the project needs is simulated. In this case, one Win-
dows machine with the necessary maritime software, an Ubuntu machine with
the necessary blue team software, and the red team, also a Windows machine.

The red team machine has the attack scenarios scripted using Powershell scripts
and use the Atomic Red Team framework. The scenarios themselves will be ex-
plained in Chapter 4.

As shown in Figure 3.1, the testbed consists of three machines. Two good ones,
and one evil one, and what software is installed on two of the machines. It also
shows the direction of communication, the blue team machine has the ability to
monitor the network itself or the hosts themselves.

The sailor machine has OpenCPN installed, which is fed GPS data from a
simple program called gpsfeed+ [44] also installed on the machine. The data was
sent through a serial link using a virtualized COM port. The GPSfeeder placed the
ship in the Aegean sea, and sent it spinning in a spiral.

The blue team machine had OSSEC and Snort installed as IDSes. And each
Windows machine, including the attacker, had the OSSEC agent software installed
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and configured. Both programs used the community rules, with no additional rules
added.

3.3 Planning the exercise

The exercise was designed following the seven step plan Patriciu and Furtuna
propose in their paper Guide for Designing Cyber Security Exercises [35]. The seven
steps outline the need for good preparation and planning. They start by defining
the learning outcomes for the participants, which in this case is to see if the system
is viable as a teaching method. What the participants learned is of course very
important, but as the testbed is still in its early stages, it is more beneficial to
focus on the participants and their experiences, to improve the testbed and the
exercise for future use.

The exercise served to answer the two research questions posed at the start
of the thesis. How can tools be made into automated red teams, and are such
automated teams viable to teach cybersecurity?

The next step the choosing an approach. The red team is automated, so natur-
ally, a defense oriented approach is the most relevant. With the defense orienta-
tion and the goal of learning in mind, designing the system the exercise is to take
place in is next, it must be custom designed to fit each exercise. This project has
a maritime focus, so mimicking a real world bridge network will be perfect [35].

Step 4 is the last step that completely suits the smaller scope of this project. It
says to not just have the attacks happen in a vacuum, but make the scenarios tell
a story. How did the attack progress? What techniques were used? How did one
thing lead to another? And so on. Several pages in Chapter 4 is dedicated to this
objective [35].

However, the two penultimate steps, establish rules of conduct and chose ap-
propriate metrics, were not entirely relevant. The participants were not working
against each other, and were not in the position to break anything in the testbed.
Therefore, establishing rules is outside scope [35].

Similarly, choosing appropriate metrics relate to measuring what the parti-
cipants learned during the exercise. In the case of this exercise, as mentioned
previously, the focus is on how the participants experienced using the testbed and
the scenarios. In [35] Patriciu and Furtuna lists examples of learning outcomes
paired with concrete and objective number. If the goal is to teach how to preform
a DDoS attack, the metric is "the downtime of the attacked service compared to at-
tack duration". The goals and learning outcomes of this exercise are less defined
and clear cut. "Did you learn anything?", "Was it interesting?" and similar "yes/no"
questions are as close to actual metrics as possible.

The final step is very relevant, what lessons were learned [35]. By gathering
feedback and taking notes as the exercise progresses, it allows for improvements
in the exercise, in the testbed, and in the scenarios.





Chapter 4

Results

4.1 Brief risk analysis

The maritime setting provides many challenges that are unique to that setting. To
make attack scenarios that are relevant in a historical context requires an inspec-
tion of past attacks. Here, Oruc [7] and Schwarz et al. [8] are of exceptional help.
Their usage in this project is to function as the basis for a brief risk analysis, as a
larger one would fall outside the scope. By analysing their work, this project fast
tracks itself without breaking the limitations the environment set.

This, in turn, makes it possible to create attack scenarios grounded in reality.
An important facet in all scientific work.

Risk is composed off threat, vulnerability and impact.
From the top, threats are measured in frequency. The more frequent an ma-

licious event happens, the greater the threat it poses. The most common attacks
by far is malware infections [7, 8]. This appears to be for various reasons, fin-
ancial gain or operational interruption seems to be the most prevalent. The in-
creased technical nature of modern maritime vessels is indicated to be the reas-
oning behind this. No matter how hard an attacker tries, a paper chart cannot
be cryptographically locked, while a Windows machine can be hacked, bypassed,
broken, any number of things. Similarly, phishing, social engineering and targeted
attacks function as initial vector in many attacks [7, 8]. Thus, the threat malware
delivered by phishing poses in the maritime sector can be viewed as the most
dangerous.

Of course, a threat is nothing if it does not exploit a vulnerability. And as stated
previously, most maritime software runs on regular machines with regular operat-
ive systems. A few examples Svilicic et al. raises in [1] is the Server Message Block
(SMB) v1 vulnerability called Eternalblue [45] and a feature of RDP that opens for
running commands or programs on the remote host. Historically, SMB was used
by NotPetya [45] against Maersk in 2017, and RDP was used by WannaCry [46].

A threat, a vulnerability, all that remains is some impact, a target for the at-
tacker to hit. One potential impact from the literature, is the loss of view if the
ECDIS software crashed [7]. Another is the theft of data, based on the historical
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attack on the carnival corporation in 2021 [8, 47].
To conclude this little risk analysis, the literature clearly shows that phishing

and social engineering are viable methods of initial access, and that malware is
the most prevalent threats. Likewise, most maritime vessels inherit vulnerabilities
from their modern networks. And the increase in technical composition makes it
possible for impacts that range from breach of confidentiality, to the full shutdown
of ports or vessels.

4.2 Running the exercise

The project allowed for two separate runs of the exercise. Each run had two par-
ticipants, who all were fellow master students. The first run was held locally here
at Gjøvik, and the second was held remotely over Microsoft Teams. It was import-
ant to try both methods, partly to see if either had any merit, but also to find any
eventual limitations of the environment.

In both exercises the steps were the same, though some more explanations
were given in the second exercise unprompted, as the participants of the first
exercise had asked for additional information.

The participants were divided into two groups, the blue team and the sailors.
The blue team were given the task of deciding upon what security measures they
would implement on the system. While the sailors were given the opportunity to
chose which they would follow.

In case they could not decide upon any measure, a list had been prepared of
some examples. The list was not a complete list of every security measure known
to man. Only those that were deemed the most relevant, as in they could deny or
limit the attack in some way, or were irrelevant, as in they would have no effect,
or even a detrimental effect on the security.

• Beware of Email Attachments

◦ The sailors should proceed with due caution when reading emails, of
downloading attachments, and similar.

• No external software

◦ Sailors are not allowed to download software onto company owned
equipment that has not been approved by the managers.

• Passwords on post-it notes

◦ Sailors are not allowed to keep the login information on post-it notes
near the computer.

• Lock or logoff policy

◦ Sailors are required to lock or log off the computer if they leave it.

• Password complexity (low | medium | high)

◦ The complexity that is required by policy. Password policies often have
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many different levels, from length, to amount of special characters,
repeating characters, upper vs lower case letters, and so on. The spec-
trum from low to high is decided on how many of these levels are in
use.

• Remote Authentication Only

◦ The sailors are not able to log onto machines via a direct terminal.
They are only accessible via ssh, rdp or other remote solutions.

• Local Authentication Only

◦ Sailors are not able to log onto machines from anything but a direct
terminal. Ssh, rdp and similar remote solutions are turned off.

• Logging (minimal | detailed)

◦ The amount of logging done by the system. Minimal logging would
be only the most important and critical events are logged. While if
detailed logging in chosen, many to all events will be logged.

• Backup of systems

◦ On-site and off-site backup of data.

• Host IDS

◦ The blue team gains access to a Host IDS.

• Network IDS

◦ The blue team gains access to a Network IDS.

After the security was decided upon, the attacks begun. During the attacks,
the participants were asked what they were seeing, and if anything seemed amiss.
The attacks continued until the scenarios were finished. Followed by a discussion
about what happened, and what security measures could be changed to try and
stop the attacks.

4.3 Attack scenarios

Using the risk analysis as a base, and historical attacks like the Carnival Corpora-
tions [47] and an imagined retelling of the Maersk attack [8]. Both scenarios each
have an attack tree that describes the flow of the attacks from one stage to the
next in Figure 4.1 and Figure 4.2 and the scripts that ran the attacks is located in
Chapter 7.

4.3.1 Scenario 1: The cruise ship

Imagine, if you please, a cruise ship. Moored in a port someplace, waiting for
retirees and families to board. When some small hack attempt happens, nothing
comes of it, but still, corporate sends an IT-repairman from a local IT-company to
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Figure 4.1: Scenario 1’s attack tree

inspect the ship before departure. The repairman is given access to the bridge.
After fiddling with some equipment for a bit, the repairman tells the captain all is
good, and leaves.

Sometime later, it becomes apparent that something has gone terribly wrong.
Unusual data traffic, exfiltration of user and customer data, credit card informa-
tion, social security numbers and other highly sensitive data.

An attack has several stages, from the first initial access to the last impact. The
scenario is demonstrated in an attack tree in Figure 4.1

The scenario starts with the attacker making a physical attack on one of the
host machines on the bridge. Social engineering is an effective method of by-
passing security controls. The weakest link in most systems are often humans.
The repairman has inserted a malicious USB stick and tricked the captain or an-
other senior officer into entering their credentials.



Chapter 4: Results 21

Here, the repairman pretends to be from a company that has a preestablished
relationship, and inserts a hardware component into the network. This part falls
under the T1200 - Hardware Additions[48], and T1199 - Trusted Relationship
[49], neither of these have atomic tests related to them. Hardware addition is
more often adding actual components into the network, like a raspberry pi or
similar, that for technical reasons are not feasible for this project.

After the ship leaves port, the malware can start spreading its tendrils through
the network. Using the credentials given, the malware digs its roots into the first
host. This can be looked at as a usage of T1078.003 - Local Accounts, as the IT-
repair man tricked the sailor into entering their credentials.

Still, it needs to spread internally, it needs to find what its looking for. It can do
that via T1563.002 - RDP hijacking [50]. As explained earlier, most ship machines
are Windows machines. And Windows machines have Remote Desktop Protocol
allowed by default. The atomic test uses tscon to hijack an RDP connection without
the victims being notified [51], this test requires an already open RDP connection
between the host and the target, which is not always available.

One example of this in real life is the wannaCry malware, which used RDP
hijacking to move and spread itself through the network [46].

But to maximise its chances, it also tries to write to any removable media, using
T1091 - Replication through removable media [52]. This was used by Stuxnet to
pass through air-gapped systems [53], and can be used for similar purpose on
ships. Ships are traditionally believed to be air-gapped [9]. The atomic test writes
a text file to each removable media it finds, which demonstrates that an actual
malware would be able to replicate through it [54].

After moving around the ship, the malware sooner or later finds what it is
looking for. The ship-board database. When the adversary’s goal is to steal data,
collection is an important tool. There are many techniques that deal with this.
This project uses two different methods in this scenario. The goal is to steal as
much data as possible, and therefore more than one options is used.

The first is T1119 - Automated Collection. In which a script or malware is used
to trawl the machine for any files that match what the adversary is looking for,
most common is all files of a certain type [55]. The atomic test [56] looks through
the C drive for .docx files.

This techniques was used by the Attor malware, an espionage platform. No
direct link between Attor and any maritime sector has been found, but as a Win-
dows specific malware, it is certainly possible that it could be used in some way
onboard a vessel [57].

The other is T1114.001 - Local Email Collection [58]. Windows machines can
often have email services running. If the Outlook email client is installed, it stores
emails locally, which can be collected by an adversary. The atomic test uses a
homemade scraper that goes through the entire outlook folder and saves as much
information it can [59].

All the information does an attacker no good if it is still in the infected system,
it has to be exfiltrated out. The attack technique T1020 - Automated Exfiltration,
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relates to sending out the collected data built-in to the malicious code [60]. Again,
Attor had a file plugin that sent the data and logs as they were collected to the
Central Command [57]. The atomic test uses the same techniques used by IcedID
[61]. IcedID was a banking trojan that made its rounds in 2017 [62]. The atomic
sends a HTTP PUT request to google.com, which is a stand-in for any website
the attacker controls and uses as an exfiltration destination. A PUT request can
contain some file or information, that is then stored on the web-server

4.3.2 Scenario 2: The cargo ship

Imagine, if you please, a cargo ship, gently bobbing in the waves as it ferries
some cargo from one sunny beach to another. Now, some employee gets an email
from a trusted and dear friend, and clicks the link provided. After typing in their
username and password, or downloading a file of some kind, nothing of note
happens, and the employee continues with their day.

In the previous scenario, the initial access was made before the exercise star-
ted, while here, it is the catalyst for the rest of the scenario. The scenario is demon-
strated in an attack tree in Figure 4.2

As such, the most common method of infection, phishing, is used [8]. The
techniques T1566.001 - Spearphishing Attachment [63] and T1204.002 - User
Execution: Malicious file [64] is in short terms a targeted attack against a person.
One example could be an email from office@carnivalcorp.com that appears to be
from the company with a file called updated cargo manifest.xls attached. It looks
and feels like an actual email from the company. The only problem is that the
carnival corporation uses @carnival.com [65] as their email address.

The atomic test mimics an email being sent to an employee, who then down-
loads the attachment [66]. With phishing, the next step is often for the user to
execute the file.

The list of what groups that have used malicious emails, or malware spread via
malicious attachments is long, it is a very common method. The atomic test replic-
ates this through downloading a document from the redcanary github, mimicking
a user clicking a malicious download link in an email.

For the purposes of the exercise, it is assumed that the user opens the file, the
embedded commands then run, and the malware is alive.

The first thing the malware needs to do, is to get access. Depending on what
type of phishing was done, credentials could have been gathered before the initial
access. In this scenario, however, the malware only used phishing to get access,
and must search for passwords. The technique in use is T1552.002 - Credentials in
Registry [67], which is done via a registry search in the atomic test [68]. Assuming
it finds something there, it can use the login information to continue, which is
another example of T1078.003 - Local Accounts [69].

After downloading the malicious attachment, the malware might only live in
the memory, or as a file that needs to be executed. The malware gains persistence
when it persist across restarts. While the credentials gathered in the last step might
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Figure 4.2: Scenario 2’s attack tree
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allow for external access, it is not certain.
It is important for the next step, as that includes restarting the machine. The

example used in this scenario is T1547 - Boot or Logon Autostart Execution [70]
which simply makes a program, the malicious attachment for instance, run at
boot. Some of the examples Mitre shows use registry editing, but the atomic test
[71] uses drivers. The atomic downloads a driver which might be malicious.

The malware now has persistence, and might also run with elevated privileges,
but to ensure secrecy, the attacker can exploit the T1548.002 - Bypass User Ac-
count Control technique [72]. The atomic test does a quick registry edit [73], fol-
lowed by T1529 - System Shutdown/Reboot [74] which runs a simple command
to restart the host machine [75]. User Account Control, or UAC, is the annoying
popup that asks the user if they really want something to run as an administrator.
Which can be turned off, and the malware can run everything it wants as admin-
istrator, with the user not being any wiser.

The user might think it is odd that the machine suddenly restarted, but timing
this to a low-activity period allows the user to believe it might just be a random
crash.

The malware is now fully in control of the initial machine, and the task contin-
ues. The malware has a goal, and must move to complete it. But it is blind outside
the walls of the host where it is stuck. The malware uses T1046 - Network Ser-
vice Scanning [76] to find other hosts and ports. The Atomic test [77] downloads
nmap, a network scanner, and preforms the simplest scan possible and can see
what ports are available, and what their IP-addresses are.

With the password from the registry, and the nmap scan showing the attacker
what hosts are alive, the malware can open RDP connections at will. This is a clas-
sic example of T1021.001 - Remote Desktop Protocol [78]. With valid accounts,
there is little a defender can do to stop the malware from making these connec-
tions, and from the new machines, the malware can spread its tendrils deeper into
the network. To open an RDP connection simply requires the right destination and
credentials, as demonstrated by the atomic [79].

It will not take long for the malware to find what it is looking for, the bridge
host. After gaining access, it lies in wait. Some malware have channels back to
base, where their masters can initiate fine control of what the malware will do. In
this scenario, the malware simply waits for a moment, before progressing.

When the time comes, the malware attacks the chart system in a two-pronged
attack. By stopping the openCPN process and destroying key files via T1489 -
Service Stop [80] and T1485-1 - Data Destruction [81] makes the host unable
to function, and can make the ship inoperable. Atomic T1489 takes a page from
WannaCry [46], and stops spoolsv.exe which functions as any file on a system [82].
Atomic T1485 uses sysinternal Sdelete, which must be downloaded and prepped
before the impact itself [83].

The chart is gone, the view is gone. Who knows what might happen to the
ship and her crew.
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Discussion

After running two exercises, there is plenty to discuss. For each of the three pillars
of the project, what was done, why was it done and what else could have been
done instead must be explained.

5.1 The testbed environment

The project shifted during its lifetime. At the start, it was about creating a phys-
ical testbed, that could be used by NTNU’s cyber range for their further research.
However, as the scope and motivation of the project shifted, it became more rel-
evant with a fully simulated environment would be better suited. The simulated
testbed can still be of use to the cyber range, no doubt.

In short, the testbed is a serviceable piece of equipment, with two Windows
machines and a Linux machine with the relevant software installed. A physical
environment has the potential for greater future usage, but for the purposes of
this project, the simulated environment did its job.

Having the system stimulated in the cloud did allow for a remote exercise,
something that is not impossible with a physical testbed with actual bridge com-
ponents, it is perchance more difficult. In the first exercise, the participants said
seeing a physical system laid out before them would be of great benefit, it would
give them a better understanding of how the system worked, and how the data
flowed. Similarly, the participants of the remote exercise asked for a chart or map
of how the different machines and hosts were connected.

The testbed could possibly benefit from being expanded to include more user
machines. The first half of scenario 2 from the initial access until the end of persist-
ence could have been run directly on a user machine for possibly greater returns
on the learning outcome. In such a case, the participants would be asked to run
the Powershell code, and the attack would continue on its own. Similarly, scenario
1 could be facilitated in a physical environment by having the scenario loaded on
a USB-stick that automatically runs as it is plugged in. With the amount of ma-
chines possible to run, the exercise was scalable from two to six people. Aside from
becoming fully physical, the testbed does not have any obvious improvements.
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Another aspect that is worth exploring in relation to the environment, is the
tools that was decided upon for both the red team and blue team. To summarise
the tools: the red team used Red Canary’s Atomic Red Team, and the blue team
used OSSEC and Snort3.

Starting with the Atomic Red Team, the decision to use the it came primarily
from the decision to use Mitre’s ATT&CK matrix as the basis for the scenarios, a
decision that needs some context. As mentioned in Chapter 2 there were two main
alternatives to the Mitre ATT&CK matrix: the Cyberkill chain and the Diamond
Model [25, 26].

The Cyber Killchain is widely used by the United States Department of De-
fence. It describes the seven steps an attacker goes through to reach their goal
split into two parts around the fourth step: Exploitation. The attacks it describe
are linear and rigid, in a way that was unsuited for this project [25].

But not all attacks fit into the kill chain, and some attacks are not as linear as
a chain might indicate. For attacks like that, the Diamond Model might be more
applicable. It takes the form of a simple diamond, with "Adversary", and "Victim"
at north and south, respectively. Between them, they compete for "Capability" and
"Infrastructure" [26].

An attacker uses their infrastructure and capability to find the victim’s infra-
structure and capabilities. If an attacker has the upper hand, the victim is vulner-
able to attack.

They are both great alternatives to the matrix, but the rigid nature of the
Killchain and the fluid, undefined nature of the Diamond both pushed them away
from the project. The ATT&CK matrix was rigid enough to give a shared language
in describing the attacks, and fluid enough to let the scenarios be different enough
to showcase the wide variety of the maritime sector. It can not be unstressed that
the ATT&CK matrix has tools that use it. No security assessment tools were found
that used either the Diamond model or the Cyber Killchain.

As mentioned earlier, Caldera and AttackIQ both use the ATT&CK matrix as the
foundation for their security assessment. XMCyber does not, it uses graph theory
and simulations to assess the security in a given network.

AttackIQ and XMCyber both require premium licensing [31, 32]. This project
had a budget of exactly 0 kroners, so any fee is too great a fee. Caldera, however,
is open-source. It runs on a central server and has agents deployed out across the
network [22]. The main limiting factor with Caldera was its complexity. Atomic
Red Team has only the barest bones possible, and that simplicity works to great
effect. It allowed each scenario to be moulded and crafted into the perfect case.
Caldera’s complexity could have interfered with how the scenarios proceeded.

And that is why Mitre’s ATT&CK matrix and Atomic Red Team was chosen.
OSSEC and Snort3 were much easier to decide upon. OSSEC is widely re-

garded as the best open source Host IDS. Some other open-source alternatives
were Samhain, Wazuh and AIDE. Solarwinds and ManageEngine Event Log Ana-
lyzer were premium alternatives, and were disregarded from the start. AIDE and
Samhaim does not appear to have Windows versions, making them difficult to
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use. Wazuh is seemingly based on OSSEC code, and why use the copy when the
original is held in such high regard?

Solarwinds was also an alternative to Snort3, one must assume that a program
that costs almost 5000 usd can do anything you want it to. However, as the budget
could not afford to include Solarwinds, the next best NIDS was used instead. It
just so happens the next best was free, how convenient.

Both groups of participants noted that they did not have a whole lot to look
at while the exercise was running. The blue team in particular could have used a
more visual GUI, instead of inspecting log files directly.

5.2 The scenario

With the tools, models and environment explained, the next pillar is the scenarios.
They were loosely based on some historical attacks, in context and goal. The tech-
niques chosen between initial access to impact were mostly picked from what was
available as atomic tests and what seemed possible or relevant.

Of course, the amount of technical detail the victims of different cyber attacks
release to the public vary greatly. For obvious reasons corporations and organ-
isations do not advertise their own weaknesses and vulnerabilities. So mimicking
an attack directly was out of the question, even if that would have had great sci-
entific value to both this project and the greater community at large. However,
until anyone publishes the exact technical capabilities of known attacker groups,
and how the specific attacks progressed, there is not much relevant information
in the forest of human knowledge.

What is left is guesswork and imagination. Some historical attacks have been
documented in quite technical detail, especially malware, as they can be the vic-
tims of reverse-engineering. Stuxnet, for instance, has been dissected every way
imaginable ever for the last decade [53]. Many atomic tests mimicked historical
attacks, using the techniques relevant attackers used. The more realistic an attack
is, the greater its impact on security is. Malware like Attor [57], Stuxnet and Ice-
dID [62] all feature in the descriptive text of many atomic tests, or in the specific
technical details. So, designing the scenarios to mimic malware that have featured
in the real world is a natural conclusion. And, as stated many times, a Windows
based network is a Windows based network, even when it floats.

Still, those malwares are old news, ransomware like NotPetya [45] or Wan-
naCry [46] are the new kids on the block, and have been for a while. And the
literature shows that ransomware can hit the maritime sector as readily as any
other sector. However, while there is an atomic test for encrypting files that works
for Windows. It was decided against in favour of T1489 - Service Stop [80] and
T1485 - Data Destruction [81] for the simple reason that those were more enga-
ging and had a more visual impact for the user. Keeping the exercise interesting
and the participants engaged was decided to be more important than strict historic
accuracy.
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The participants reported that the scenarios were fine, perhaps a little simple.
Adding complexity could be done via broader scenarios, of using more techniques
that offers more possibilities for the blue team to stop the attack, but also less
choke-points in the attacks. For instance, in scenario 1’s lateral movement stage,
T1563.002 - RDP hijacking [50] never worked in the exercises. The reasoning
being that due to the hosts being remote, an RDP connection was required to enter
the host, but only one RDP connection can be open at a time. In an experiment
after the exercises was done, the atomic test did succeed in hijacking an RDP
connection between two machines inside the network. Had the environment been
physical, it would not be an issue to have an RDP session open for hijacking,
it was therefore deemed that the apparent weakness of the scenario would not
interfere. As with Stuxnet [53], T1091- Replication through removable media [52]
would also help move inside the network. Though as with other techniques, that
specific technique was impossible to implement fully in the environment due to
the simulated nature.

5.3 The exercise

The general structure of the exercise did it’s job, it showcased the maritime com-
ponents and facilitated the stated goals of the exercise: "How can tools be made
into automated red teams?" and "Are such automated teams viable to teach cyberse-
curity?"

Errors due to implementation notwithstanding, the Atomic Red Team worked
as a charm for facilitating the attacks. There were only two issues, the RDP-
hijacking as described above, and T1114.001 - Local Email Collection [58]. For
some reason, it did not work. There were some issues with getting the scraper to
the victim machine, but when it was sent there ahead of time, it worked before
the exercises, but during, the test timed out. It is unclear why the test timed out,
if the scraper refused to run, or simply took to much time because the inbox was
too big.

The two groups of participants chose different security measures/policies. As
both groups only had two participants in total, they were allowed to brainstorm
security measures together, before splitting into sailor and blue team. The first
group chose to use the example measures, while the second group chose to make
their own. There were some overlap, Network IDS and beware of email attach-
ments, which have some interesting repercussions in regards to the scenarios.

The first group also chose to have medium password complexity and no ex-
ternal software, but chose to only pick a handful. On the other, the second group
imagined 27 policies. Some more serious than others, "Do not allow foreign sub-
marines to pass" and "Max three tries to ssh into an Admin account" are examples
of the divide.

The measures and policies that the second group proposed were too varied
and wide to properly implement at the exercise stage. One possibility one of the
participants brought up was for three prepared security measure "packages". As
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in, package A contains these measures, package B contains these measures, and
package C contains these measure, an example for what measures are illustrated
in Figure 5.1

Figure 5.1: Example of different security
measures

This would allow for a more
gamified experience, the different
packages costs different amounts of
"security points" and the participants
only have a limited amount of them.
The key then would be to balance the
packages, perhaps have some meas-
ures able to be bought à la carte.
Package A for 20 points, "GDPR com-
pliant logging" and "Log off computer
when away" for 5 points each, for in-
stance.

Less time spent on implement-
ing the scenarios, would have lead to
more time being available for the ex-
ercise, which is the meat of this pro-
ject. More time polishing the exercise
would have been of great scientific
contribution. The feedback from im-
mediately after the exercise indic-
ated that it lacked a clear and visual
difference of the start and end of the
scenarios. It could have been made
clearer what the regular operations
were supposed to look like, before
the attacks began.

In the first exercise, the parti-
cipants chose not to activate the
HIDS. The participants of the second exercise did activate OSSEC, which did no-
tice some unusual activity, though not enough to be of any note. OSSEC, by de-
fault, only logs events, and can be configured to send notifications via mail in case
events of a certain level is detected. By following the community rules, mail is only
sent at level 7. As every event that OSSEC noticed was only level 3 or below, if
the blue team was not inspecting the logs as the attack happened, they would not
see any alerts. Similarly, Snort configured using the community rules did not pick
up any traffic, meaning the blue team had few clues any malicious activity was
underway.

This indicates that Snort and OSSEC’s community rules are not of sufficient
quality to detect an intrusion of this nature. Which in turn indicates that using
custom-made rules that better protect against the traffic would be better for a
security point of view.
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Or perhaps because of the nature of the tests, which used primarily Power-
shell remoting as it was intended to be used, the IDS saw no difference between
legitimate traffic and the malicious one. In some ways, that shows that an attacker
that has such a deep grip on the network can easily avoid detection.

The different packages, shown in Figure 5.1, are shown to include different
example rule sets. Some are inspired by the measures and policies the second
group proposed, but all are designed to counter one specific part of the scenario.
If the exercise is gamified, there should perhaps be an optimal solution, a set of
choices that deny both scenarios. Due to time-relevant factors outside the exercise
and the participants’ control, both groups only had time for one run through both
scenarios.

And lastly, a few of the Mitre categories were completely overlooked in this
project. "Defence evasion" and Command and Control" did not fit into the scope
and were deemed unnecessary to the exercises. Naturally, they are an important
factor in many attacks, but did not fit into the scope as it unfolded during the
development of the testbed and exercise.



Chapter 6

Conclusion

Looking back to the very beginning, the project goals, the questions asked at the
start, is whether or not it is viable or relevant to make a maritime testbed to teach
people about cybersecurity. The answer is definitively yes. This project has had
some issues during its run, but it is impossible to deny that the maritime sector
needs a greater focus on information security, and using the testbed to teach is
a viable method. The exercise, even as small as it was, demonstrated that the
participants learned how to deny attacks based on historical maritime attacks.

The project had two research questions.

• RQ1: How can different tools be adapted into automated red teams in a
maritime setting?
• RQ2: How viable are automated red teams as a means of facilitating cyber-

security exercises?

Starting with number one. As explained in Chapter 2 there are many tools that
can be adapted into an automated red team. Atomic Red Team, despite its lack
of built in scenarios, seemed to be best suited for the project’s goals. The cross-
platform nature did not come into play in the scenarios this time, but many bridges
have components that run Linux. Due to the Atomic Red Team’s encapsulated
nature, automating it is as easy as making a script that runs every test one after
another, and as difficult as interpreting the return values and making the scripts
run themselves.

The second answer is, in short, very.

To go in some more detail, the tabletop exercise had some issues, but both
the participants and the facilitator learned a great deal during its run. Still, the
exercise would not have been possible in its current form without using Atomic
Red Team. Even with the feedback on how to improve the testbed and the exercise,
all participants reported that it was fun, interesting and they learned something
about either the maritime sector or cybersecurity

31
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6.1 Future work

As the testbed is as good as it can be in its current form, and more scenarios are
only limited by the creativity of the implementer. The only part with genuine room
for improvement is the exercise. Feedback was given at the end of the exercise,
and demonstrates both the viability of such an exercise, and the need for further
improvements. The two main pieces of actionable feedback was to have pregen-
erated selections of security measures and, as stated above, a greater difference
in the system, before and after the attack has happened.

Taking the already existing testbed, and making new scenarios and improving
on the exercise is a definite possibility for future work. Making the testbed into a
physical system, with actual bridge components is another interesting possibility.
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Chapter 7

Additional Material

This appendix contains the code for running the attack scenarios, the only thing
someone has to do to recreate them, is to install the Atomic Red Team [28], and
run.

as1.ps1

#Preshow solution
echo "Importing module, get ready"
Import-Module "C:\AtomicRedTeam\invoke-atomicredteam\Invoke-AtomicRedTeam.psd1" -

Force

echo "Creating session, steady"
$pw = convertto-securestring -AsPlainText -Force -String U9VhaHuEx2KKY5djArRi
$cred = new-object -typename System.Management.Automation.PSCredential -

argumentlist "Admin",$pw
$sess = New-PSSession -ComputerName 192.168.0.152 -Credential $cred

echo $sess
$msg = ’Are we ready? [Y/N]’
$response = Read-Host -Prompt $msg

echo "Go!"
#the main event

echo "Hijcaking an rdp session"
#T1563.002-1 RDP hijacking
Invoke-AtomicTest T1563.002 -TestGuids a37ac520-b911-458e-8aed-c5f1576d9f46

$msg = ’Did we hijack? [Y/N]’
$response = Read-Host -Prompt $msg

echo "Spreading through USB-sticks"
#T1091 - Replication Through Removable Media
Invoke-AtomicTest T1091 -TestGuids d44b7297-622c-4be8-ad88-ec40d7563c75

echo "Collecting all data on the host"
#T1119-1 Automated Collection Command Prompt
Invoke-AtomicTest T1119 -TestGuids cb379146-53f1-43e0-b884-7ce2c635ff5b -Session

$sess

$msg = ’Was it collected? [Y/N]’
$response = Read-Host -Prompt $msg
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echo "Sending an inbox scraper"
Copy-Item -Path "C:\AtomicRedTeam\atomics\T1114.001\src\Get-Inbox.ps1" -Destination

"C:\Users\Admin\AppData\Local\Temp\AtomicRedTeam\T1114.001\src" -ToSession
$sess -Recurse

echo "Scraping!"
#T1114.001-1 Email Collection with PowerShell Get-Inbox
Invoke-AtomicTest T1114.001 -TestGuids 3f1b5096-0139-4736-9b78-19bcb02bb1cb -

Session $sess

$msg = ’Did you find anything? [Y/N]’
$response = Read-Host -Prompt $msg

echo "Sending it all to google"
#T1020-1 IcedID Botnet HTTP PUT
Invoke-AtomicTest T1020 -TestGuids 9c780d3d-3a14-4278-8ee5-faaeb2ccfbe0 -Session

$sess

$msg = ’Are we finished? [Y/N]’
$response = Read-Host -Prompt $msg
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as2_1.ps1

#Preshow solution
echo "Importing module"
Import-Module "C:\AtomicRedTeam\invoke-atomicredteam\Invoke-AtomicRedTeam.psd1" -

Force

$msg = ’Are we ready to start? [Y/N]’
$response = Read-Host -Prompt $msg

$msg = ’Email from office@carnivalcorp.com with the file "updated cargo manifest.
xls" Download? [Y/y]’

$response = Read-Host -Prompt $msg
Invoke-AtomicTest T1566.001 -TestGuids 114ccff9-ae6d-4547-9ead-4cd69f687306

$msg = ’Has email attachment been downloaded? [Y/N]’
$response = Read-Host -Prompt $msg

echo "Exploring credentials"
Invoke-AtomicTest T1552.002 -TestGuids b6ec082c-7384-46b3-a111-9a9b8b14e5e7

$msg = ’Was there any credentials? [Y/N]’
$response = Read-Host -Prompt $msg

echo "Making permanent access"
Invoke-AtomicTest T1547 -TestGuids cb01b3da-b0e7-4e24-bf6d-de5223526785

$msg = ’Has boot been configured? [Y/N]’
$response = Read-Host -Prompt $msg

echo "Bypasser User account controls"
Invoke-AtomicTest T1548.002 -TestGuids a6ce9acf-842a-4af6-8f79-539be7608e2b

$msg = ’Have UAC been bypassed? [Y/N]’
$response = Read-Host -Prompt $msg

echo "Restarting the machine"
Invoke-AtomicTest T1529 -TestGuids f4648f0d-bf78-483c-bafc-3ec99cd1c302
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as2_2.ps1

#Preshow solution
echo "Importing module"
Import-Module "C:\AtomicRedTeam\invoke-atomicredteam\Invoke-AtomicRedTeam.psd1" -

Force

echo "Creating session"
$pw = convertto-securestring -AsPlainText -Force -String U9VhaHuEx2KKY5djArRi
$cred = new-object -typename System.Management.Automation.PSCredential -

argumentlist "Admin",$pw
$sess = New-PSSession -ComputerName 192.168.0.152 -Credential $cred

echo $sess

$msg = ’Are we ready to start? [Y/N]’
$response = Read-Host -Prompt $msg

echo "Finding the machine with opencpn"
$myArgs = @{ "host_to_scan" = "192.168.0.0/24" }
Invoke-AtomicTest T1046 -TestGuids d696a3cb-d7a8-4976-8eb5-5af4abf2e3df -InputArgs

$myArgs

$msg = ’Did you find it? [Y/N]’
$response = Read-Host -Prompt $msg

echo "Access the machine via Remote Desktops"
$myArgs = @{ "logonserver" = "windows-machine" ; "username" = "Admin" ; "password"

= "U9VhaHuEx2KKY5djArRi" }
Invoke-AtomicTest T1021.001 -TestGuids 7382a43e-f19c-46be-8f09-5c63af7d3e2b -

InputArgs $myArgs

$msg = ’Kill it? [Y/N]’
$response = Read-Host -Prompt $msg

echo "kills process opencpn.exe"
$myArgs = @{ "process_name" = "opencpn.exe" }
Invoke-AtomicTest T1489 -TestGuids f3191b84-c38b-400b-867e-3a217a27795f -Session

$sess -InputArgs $myArgs

echo "delete opencpn.exe"
$myArgs = @{ "file_to_delete" = ’C:\Users\Admin\Desktop\OpenCPN’ }
Invoke-AtomicTest T1485 -TestGuids 476419b5-aebf-4366-a131-ae3e8dae5fc2 -Session

$sess -InputArgs $myArgs

$msg = ’Are We finished? [Y/N]’
$response = Read-Host -Prompt $msg
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