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Abstract

To investigate rapid temporal recalibration, a simultaneity judgement task (SJ-task) was
utilized. An audiovisual speech stimulus of the syllable /ba/, was presented with different
amounts of audio and video lag, to examine how the previous trial affects the one coming af-
ter. The experimental data was split into three divisions. The study employed two cumulative
Gaussian curves to examine how four dependent parameters; point of subjective simultane-
ity (PSS-average and PSS-cross), audio lead threshold (ALT) and video lead threshold (VLT),
was affected by recalibration. Based on findings by Roseboom (2019) and Van der Burg et al.
(2013), PSS-average, PSS-cross and VLT was expected to be dependent on the previous trial,
while ALT was expected to be independent.

The analyses found that PSS-average, ALT and VLT had significant differences across all
three divisions, with an increase towards video lead. The analysis of PSS-cross did not find
significant differences across the divisions, but showed approximately the same trend as PSS-
average. The resulting PSS-average and VLT were as expected, but ALT differed from expec-
tations. An explanation for this might be that when hypothesizing the ALT it was not taken into
consideration that (1) the method for fitting the curves might have a larger impact on ALT than
PSS and VLT, and (2) in contrast to Roseboom (2019) and Van der Burg et al. (2013) the prior
trials were grouped into three divisions, not two. Future research utilizing cumulative Gaussian
curves is recommended to apply ALT and VLT together with PSS to build a stronger case for
which measure of synchrony perception is preferable. Another suggestion is to examine how
not only the previous trial affects the current, but also trials prior to the previous one to better
understand how recalibration works and follow up on the findings by Van der Burg et al. (2013).
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Introduction

In a multisensory world the brain must combine information from different modalities. Perception
of synchrony of events is dependent on how our minds performs this task. Studies have shown that
the perception of audiovisual synchrony is flexible (Roseboom, 2019; Van der Burg et al., 2013).
Recalibration is one theory for how the brain combines multisensory information by adjusting the
”temporal window” dependent on previous experiences (Keetels & Vroomen, 2012). This report
set out to seek how rapid temporal recalibration affects the perception of audiovisual synchrony.

Perception of audiovisual information

Human senses continuously receive information about theworld. This sensory information, whether
from the eyes, ears, nose, mouth or skin, travels to the brain for interpretation, which is how humans
perceive the world. When sensory information comes from different modalities such as the ears and
eyes (audiovisual), it it can be perceived as coming from one single multisensory event, or from
several different events.

The term for when the brain connects information from different modalities to perceive it as
belonging to one event, is known as the unity assumption (Welch & Warren, 1980). Connecting
facial and lip movements with the sound of speech and realise it comes from a single person (i.e.
from one multisensory event) is an example of how humans integrate information from different
modalities. To assume unity of a sensory event, certain criteria must be fulfilled. One such criterion
is timing; a visual and auditory stimuli must arrive to the recipient at about the same time. Another
criterion for the assumption of unity is experience (Welch &Warren, 1980). Lightning and thunder
are examples of how experience can lead to a strong unity assumption; even though the auditory
and visual stimuli arrive at different times, humans still connect the two to one single event.

Light travels much faster than sound in air. Whereas the speed of light is about 300 000 m/s,
the speed of sound is approximately 330 m/s. In contrast, neural processing times are usually faster
for auditory information (10 ms), than visual (50 ms) (Keetels & Vroomen, 2012). This entails that
only audiovisual information occurring at 10− 15 m will arrive in the brain at the same time. This
limit is know as the horizon of simultaneity. Audiovisual events occurring further away than 15
m will due to the relative speeds, have the visual signals arriving before the auditory signals, and
events happening within about 15 m, auditory signals will precede visual ones (Keetels & Vroomen,
2012). The difference in arrival times of visual and auditory information makes it necessary for the
brain to handle lags between the sensory information.

Beep-flash and audiovisual speech stimuli are commonly used stimuli in audiovisual experi-
ments (Keetels & Vroomen, 2012). Beep-flash stimuli typically consists of a sharp tone and a flash
of light presented at the same time or with different amounts of lag between the flash and the sound.
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Audiovisual speech stimuli are commonly presented as a video of a person speaking a syllable, a
word or a sentence, with the video presented as physically synchronous or asynchronous. Beep-
flash stimuli are less complex than audiovisual speech stimuli (Keetels & Vroomen, 2012). In the
physical world an audiovisual speech event is more common to occur than a sharp tone and a flash
of light. Even though audiovisual speech is more familiar to us, studies have found that such stim-
uli typically has a larger ”temporal window” (i.e. a greater range of stimulus onset asynchronies
(SOAs) are perceived as synchronous) than beep-flash. This indicates that the more complex the
stimuli, the wider a tolerance for synchrony (wider temporal window) (Keetels & Vroomen, 2012).

Experimental metrics

Stimulus onset asynchronies (SOA), measured in milliseconds (ms), is the amount of asynchrony a
stimulus is presented at in an experimental task. SOA = 0, is when audio and video are physically
synchronous. SOAs are typically considered positive for video lead, and negative for audio lead
(Keetels & Vroomen, 2012; Van der Burg et al., 2013; Yarrow et al., 2016). SOA on the previous
trial, not the current, is henceforth denoted by SOA−1. Accordingly will SOA−2 express the trial
before the previous trial, and so on. Other researchers have denoted the previous trial (SOA−1) as
n− 1 trial SOA (Roseboom, 2019) or Trial (t− 1) (Van der Burg et al., 2013).

The point of subjective simultaneity (PSS) is presumed to be the SOA a person experiences most
synchrony (Keetels & Vroomen, 2012). PSS can be determined from one or two curves, depending
on how experimenters choose to best fit the experimental data. Commonly used is the Gaussian
distribution (Alm & Behne, 2013; Keetels & Vroomen, 2012; Van der Burg et al., 2013). For this
bell shaped curve the maximum value corresponds to PSS (Keetels & Vroomen, 2012). Due to the
inherent symmetry of the distribution, the midpoint between each corresponding side point of the
bell shape will also give PSS. Roseboom (2019) employs cumulative Gaussian curves as Yarrow
et al. (2011) describes. Here PSS is found as the difference between two cumulative Gaussians (ie.
the midpoint between them). In the current study, which applies the same method as Roseboom
(2019) described in Yarrow et al. (2011), PSS can be calculated by two different approches; PSS-
cross denoted by the crossing point of the two curves, or PSS-average as the midpoint between the
audio lead threshold (ALT) and video lead threshold (VLT).

ALT is the point on the audio lead cumulative Gaussian curve where a person is equally likely to
experiences synchony as asynchrony. VLT is the equvalent on the video lead cumulative Gaussian
curve.

Full width at half maximum (FWHM) is a mathematical term for the width of a curve at 50%
of the the maximum value. In the research field on perception of audiovisual synchrony, FWHM
corresponds to the ”window” where synchony is experienced, and lies between ALT and VLT (Alm
& Behne, 2013). Figure 1 illustrates the positioning of PSS-average, PSS-cross, FWHM, ALT and
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VLT when two cumulative Gaussian curves were applied.

Figure 1: Graphical representation of two cumulative Gaussian curves.

Note. Illustration of how PSS-average, PSS-cross, FWHM,ALT and VLT places on two cumulative Gaussian
curves. The difference in procedure to determine PSS-average and PSS-cross may lead to different SOA
values as illustrated for the two.

Perspectives on audiovisual synchrony recalibration

Keetels and Vroomen (2012) presents four different theories, not mutually exclusive, for for the
brains maintenance of temporal coherence; a window of temporal integration, compensation for ex-
ternal factors, temporal ventriloquism and temporal recalibration. The term recalibration describes a
mechanism that adjusts the perception of sensory inputs to better fit with a persons experience. The
theory suggests that the brain applies recalibration to minimize discrepancies between the senses, a
technique for the brain to handle lags in arrival and processing time (Keetels & Vroomen, 2012). It
is a flexible and experience based adaption to what is perceived as synchronous. Recalibration in
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the spatial domain was introduced in a book by von Helmholtz (1867), where he demonstrated the
flexibility in the visual-motor system by shifts in the visual field induced by wedge prisms (Kee-
tels & Vroomen, 2012). On the other hand, temporal recalibration is a fairly new research field,
first studied by Fujisaki et al. (2004) and Vroomen and de Gelder (2004). Both studies exposed
participants to a period of several asynchronous sound and light flashes, and both found that PSS
shifted towards the exposure lag (i.e. if exposed to visual lead stimuli, visual lead trials would be
perceived as synchronous) (Keetels & Vroomen, 2012). The underlying mechanism for temporal
recalibration is unknown. A theory suggests a shift in the criterion for simultaneity in the adapted
modalities, while another suggests that stimuli that were once synchronous, before adaptation, can
become asynchronous after adaptation (Keetels & Vroomen, 2012).

There are several perspectives or models that try to explain temporal recalibration, one such
model suggests that only the previous trial has an affect on the current a ”n−1” or ”SOA−1” model.
Roseboom (2019) andVan der Burg et al. (2013) found evidence for suchmodel, but the experiments
conducted were set up in a way that if rapid recalibration occurred, this model would fit. The model
does not however exclude the option that other models might explain rapid temporal recalibration
better. A bayesian model approach would assume that not only the previous trial, but trials before
as well, effects how a current is perceived (Vilares & Kording, 2011). Van der Burg et al. (2013) did
also analyse their data to look at SOA−2, and found that SOA−2 did affect the perception of the
current SOA, which indicates that the ”n−1” or ”SOA−1” model does not show the whole picture
regarding temporal recalibration.

Measures of audiovisual synchrony recalibration

Rapid temporal recalibration, studied byVan der Burg et al. (2013), Roseboom (2019) andYarrow et
al. (2015) among others, showed that recalibration does not need a prolonged period of adaption, but
can happen after one single, brief exposure. In these studies the current trial was analysed dependent
on the stimulus value on the previous trial (Roseboom, 2019; Van der Burg et al., 2013). The
current study will apply the same approach. Both Van der Burg et al. (2013) and Roseboom (2019)
employed simultaneity judgement tasks (SJ-tasks) with the audiovisual stimuli being a beep/flash
type. Roseboom (2019) also examined rapid recalibration using a temporal order judgement (TOJ)
and a magnitude judgement (MJ).

Van der Burg et al. (2013) found that temporal recalibration happens when participants are ex-
posed to a single, short asynchronous audiovisual stimuli, and that not only did the previous trial
affect the current, but also the one before that (SOA−1 and SOA−2). The study also found that PSS
was best represented by an asymetrical Gaussian model, because audio lead and video lead SOA−1

altered PSS differently (Van der Burg et al., 2013). Roseboom (2019) found results supporting Van
der Burg et al. (2013) in terms of the occurrence of rapid temporal recalibration.
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Only a small number of studies have employed cumulative Gaussian curves to fit the experi-
mental data, including Roseboom (2019), Yarrow et al. (2011), Yarrow et al. (2015), and Yarrow
et al. (2016), compared with the number of studies whom used Gaussian distributions, for example
Alm and Behne (2013), Fujisaki et al. (2004), Van der Burg et al. (2013), and several others. It is
unknown if any studies have employed PSS-cross as an alternative to PSS-average (the more com-
monly used PSS for cumulative Gaussian curves), which is why the current study sets out to use
cumulative Gaussian curve fitting, and to employ two methods for determining PSS.

A shortcoming in the current field is that most studies use PSS to evaluate how synchrony is
perceived. As Yarrow et al. (2011) suggests, PSS might not be the best measure of synchrony
perception. ALT and VLT as Alm and Behne (2013) employs in their study, might be a better
measure, due to synchrony being perceived within a range of SOAs, within the ”window” between
ALT and VLT, and not simply at one single SOA. The current study will therfore employ ALT and
VLT as additional parameters to the two PSS.

Current study

The aim of this study is to investigate how recalibration affects the perception of audiovisual syn-
chrony. The experiment uses a simultaneity judgement task (SJ-task) with an audiovisual speech
stimulus. The studywill employ cumulative Gaussian curves (a type of s-curve) instead of the Gaus-
sian normal curve to best fit the experimental data. It is hypothesized that when SOA−1 is video
lead, PSS will be more video lead compared to synchronous and audio lead SOA−1. The study
will investigate this by determining PSS by two different mathematical methods. It will also look at
VLT and ALT as alternative measurements of perception of audiovisual synchrony. It is expected
that when SOA−1 is video lead, VLT will be more video lead compared to synchronous SOA−1.
And that there will be no difference between ALT when SOA−1 is asynchronous or synchronous.

Method

Design

A simultaneity judgement task (SJ-task) of an audiovisual speech stimulus of the syllable /ba/ were
used to compare participant responses for three different divisions of SOA−1. In the experiment
the audio and video were either synchronous, audio preceded video or video preceded audio with
a total of 21 different SOAs. Each division of SOA−1 consisted of seven individual SOAs. The
study was registered at the Norwegian Centre for Research Data (NSD).
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Participants

A power analysis was conducted using the software G*Power to estimate how large a sample size
was needed. With an intermediate effect, and an alpha level of 0.5, the analysis showed that the
experiment would need a minimum of six participants. Our study obtained thirty native Norwegian
speaking participants (21 females, 8 males, 1 undefined) in the age group 20-28 years (M = 23 yrs,
SD = 2 yrs). Participants were recruited at the Norwegian University of Science and Technology
(NTNU), and signed up for the experiment through a QR-code or a link that lead to a Google-
form for participation. Recruits were then contacted to schedule a suitable time to participate in the
experiment.

Certain criteria and pre-tests were evaluated and performed before participation in the exper-
iment. Age, native language, handedness, vision and hearing were criteria for participation. All
recruits gave written consent before the pre-tests and experiment were started. The recruits gave in-
formation about age and native language in a questionnaire. Participation required an age between
20-30 years, and Norwegian as a native language. Handedness was self reported and evaluated by
the Handedness Calculation Tool based on the Edinburgh Handedness Inventory (Oldfield, 1971).
Only right-handed was qualified for the experiment. Visual acuity, with the criteria of normal or
corrected-to-normal vision, was evaluated with the Snellen test (Watt, 2003), adapted to presenta-
tion on a 21.5 in. iMac monitor with ATI Radeon HD 5670 512 MG graphics and a resolution of
1920×1080 pixels. The test measured 13.9× 9.8 cm on the screen. Participation in the experiment
required binocular visual acuity of at least 20/25 (one flawless attempt at finishing each line of
letters down to and including line 7). Hearing acuity was evaluated using a standard pure tone au-
diometric test in accordance with the audiometric descriptions of the British Society of Audiology
(2018). Recruits needed to have a hearing threshold level at 15 dB or below across the frequencies
250, 500, 1000, 2000, and 4000 Hz to be qualified for participation. Other information such as gen-
der, and information that could help explain discrepancies in the experiment data such as tiredness,
medication use, musical experience and alcohol intake was collected in a questionnaire, but was not
criteria for participation. An eye dominance test, Miles test, was also performed with results being
irrelevant for participation. Three recruits were excluded before participation based on the partic-
ipation criteria. One due to not having Norwegian as a native language, another by being outside
the required age group, and a third due to unsatisfactory results for visual acuity.

Materials

The audiovisual stimulus used in the experiment was developed by Alm and Behne (2013) for a
study investigating the effect of audiovisual experience, comparing young adults to middle aged
adults. The recording, recorded in the Speech Laboratory at the Department of Psychology, NTNU,
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was of a young female speaker with an urban East-Norwegian dialect. She spoke the syllable /ba/.
Distractions such as jewelry and glasses were removed, and the speaker was instructed to talk with
a flat intonation and keep facial movements and expressions to a minimum.

The video was recorded with a PDWF800 Sony Professional XDCAM HD422 Camcorder
(Tokyo, Japan) camera positioned approximately 2 m in front of the speaker in a sound-insulated
room. The sound was recorded with two Røde NT1-A microphones (Sydney, Australia) positioned
in knee height in front of the speaker. One microphone was connected to the camera, the other was
fed through a RME FIREFACE 400 (Haimhausen, Germany) to an Apple Macintosh G5 computer
(Cupertino, CA), where two audio channels were recorded at a sampling rate of 48 kHz using the
software Praat version 5.1 (Boersma and Weenik, 2009, as cited in Alm and Behne, 2013).

The audiovisual stimulus /ba/ was repeated by the speaker ten times in sequence. The video file,
in MPEG-4 format, had a resolution of 1920 × 1200 pixels, and a frame rate of 30 frames/s. Each
syllable in the sequence was rated based on 12 criteria (Alm & Behne, 2013), and one were chosen
as the best. The audio was edited in Praat, and the syllable /ba/ had a length of 404 ms, measured
from consonant release to the end of the vowel.

The stimulus was created by importing the video file into AVID Media Composer 3.5, and sub-
stituting the auditory signals recorded by the video camera’s microphone with the auditory signals
recorded by the external microphone. The video was segmented to make the consonant release
during the 13th frame (between 480 and 520 ms). It was then cut to a total length of 1400 ms. The
audio signal from the external microphone was synchronized with the audio signal from the video
camera’s microphone in Logic Pro 8.0.2, before substitution was done. Asynchronous stimuli were
created by moving the audio in increments of 40 ms, resulting in 21 different SOAs, ten audio lead
asynchronous with maximum of 400 ms, one simultaneous, and ten video lead asynchronous with
maximum of 400 ms.

The use of the syllable /ba/ was based on it having a good temporal reference point. The visually
salient burst of the syllable is better suited for judgement of audiovisual synchony compared to for
example the syllable /ga/ (Alm & Behne, 2013).

Procedure

The experiment was carried out in the Speech Laboratory at the Department of Psychology, NTNU.
The room was kept as quiet as possible. One single or two participants performed the experiment
at the same time in different locations in the lab. Participants were asked to remove objects from
their mouth (chewing gum, snus, etc.) and to leave their phones or other distractions outside the
lab. Participants were seated on a four legged chair at a table facing a 27 in. iMac monitor. The
monitor was placed in a 70 cm distance from participants face when participants sat with their
back against the backrest of the chair. The iMac monitor had a resolution of 5120×2880 pixels
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with AMD Radeon R9 M295X 4GB graphics. The audio signals were presented to participants by
studio headphones of type AKG K271 stereo closed dynamic circumaural (Vienna, Austria) at a
constant noise level of 68 dBA (corresponding to a frontal incident free-field sound pressure level
around 68 dBA).

Participants responded by pressing a key on response box Cedrus RB-730 or Cedrus RB-740.
They were allowed to adjust the box inside a pre-drawn frame before the experiment begun. The
response boxes contained seven keys in a row, only two of which were active during the experiment.
Participants were instructed to use the index finger of the left hand for the left key, and the right index
finger for the right key. There were two layouts of the response boxes, one with ”async” to the left
and ”sync” to the right, the other with ”sync” to the left and ”async” to the right. Randomization
of which participant received which response box were conducted, with approximately an equal
number of participants using each box. Instructions to press ”sync” when the participant perceived
the video and audio as synchronous, and ”async” when not, were given as an instructional text on the
monitor before the experiment started. Participants were also instructed to answer their immediate
response, and not to take time to think about it. One or two experimenters were seated in the lab,
out of sight of the participants, during the experiment to monitor the participants and occurring
events. A logbook with information about the experiment and deviations during, were kept. Notes
of feedback were also taken after the experiment was finished.

The software MATLAB_R2021b was used to randomize the SOA−1 to make sure all SOA−1

were presented once. Peter Svensson (NTNU) helped prepare the script for this randomization.
SuperLab version 6.2 was used to present the randomized order of SOA−1 to the participant and
collect the responses. The SJ-task with a video of a woman speaking the syllable /ba/, was re-
peated throughout the experiment with different amounts of video lead, audio lead and physical
synchronous. 21 different SOAs were presented with 40 ms intervals between each SOA, starting
at 0 ms going up to 400 ms audio/video lead. The experiment consisted of 21×21 different stimuli,
making a total of 441 unique trials used for data analysis. The experiment was split into three parts,
pt.1, pt.2 and pt.3, with two sea-life video breaks in each part, and two larger breaks between the
parts (a total of eight breaks). After each break the last stimulus before the break was repeated
to ensure that all SOA−1 had been presented immediately after one another. Each part had to be
started manually by the experimenter. Pt.1 consisted of 144 experimental trials, pt.2 and pt.3 of 153
experimental trials (450 experimental trials in total). Instructions and information about the exper-
iment, together with four example stimuli, were presented on the monitor before the experiment
began. The experiment and pre-tests took approximately an hour, the SJ-task alone about 25 min.
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Results

Data handling

After the experimental data was collected, it had to be handled before further analyses could be
run and results extracted. First MATLAB_R2021b was employed to derandomize SOA based on
SOA−1. Then a percentage of synchronous responses were calculated for SOA across all SOA−1,
and a Gaussian curve was fit to the data. ALT and VLT were extracted from the curve. Based on
the criteria for exclusion of participants; all must obtain an ALT and a VLT, one participant were
excluded. This resulted in n = 29.

Table 1

Within-Subject Independent Variable Divisions.
SOA−1 divisions Lower bound [ms] Upper bound [ms]

SAL −400 −160
SS −120 +120
SVL +160 +400

Note. Divisions; subjective audio lead (SAL), subjective synchrony (SS) and subjective video lead (SVL).

The experimental datawere grouped into three divisions, each containing seven different SOA−1.
The divisions consist of; subjective audio lead (SAL), subjective synchrony (SS) and subjective
video lead (SVL). Table 1 shows the range [ms] of SOA−1 values for each division. The range
of the divisions were based on results from previous studies, where each division approximately
corresponds to a participants perception of asynchronous audio lead, subjective synchronous and
asynchronous video lead (Keetels & Vroomen, 2012; Van der Burg et al., 2013).

MATLAB_R2021b was used to find the set of two best fitting cumulative Gaussian curves
(s-curves) for each participant. Two s-curves curves were used instead of one Gaussian to attain
independent values for ALT and VLT, and to extract two different PSS for comparison. The percent
synchronous responses was calculated for SOA for each SOA−1 division. For each division, two
s-curves curves were fit based on the percent synchronous responses (y-axis) for the SOAs in that
division (x-axis). Seed values, pseudo-random values, were used in the process to fit the s-curves.
ALT and VLT were extracted for each division (SAL, SS, SVL). ALT from the audio lead cumu-
lative Gaussian curve, VLT from the video lead cumulative Gaussian curve. ALT and VLT, when
synchronous and asynchronous responses are equally likely to occur, corresponding to the x-values
for which the y-value reaches 50%. Based on ALT and VLT, the other parameters PSS-average,
PSS-cross and FWHM were calculated. FWHM is the difference between VLT and ALT. PSS-
average can be calculated by ALT + FWHM

2
. PSS-cross is the x-value for which the video lead
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cumulative Gaussian curve and the audio lead cumulative Gaussian curve are equal. One parameter
value for each partcipant in every SOA−1 division was extracted. The script for the curve fitting
and extraction of the dependent parameters was prepared and run by Darren Rhodes, Nottingham
Trent University (NTU).

Data analysis

Four separate repeated measures analysis of variance (ANOVA) were used to analyse how the
within-subject independent variable SOA−1 (SAL, SS and SVL) affected the dependent variables
PSS-average, PSS-cross, ALT and VLT. The analyses were done in IBM SPSS Statistics 27. Figure
2 shows a graphic representation of how PSS-average, PSS-cross, ALT and VLT change in respect
to SOA−1, and how they compare to each other.

Figure 2: Overview of PSS-average, PSS-cross, ALT and VLT for different SOA−1 values.

Note. The y-axis displays mean values [ms] across participants with error bars for the four dependent vari-
ables PSS-average, PSS-cross, ALT and VLT. The x-axis presents the different SOA−1 [ms] with the three
divisions; SAL, SS and SVL.

In the analysis of PSS-average Mauchly’s test of sphericity indicated that the assumption of
sphericity had been violated. A Greenhouse-Geisser correction was applied to correct the degrees
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Figure 3: Separate presentation of A: PSS-average, B: PSS-cross, C: ALT and D: VLT.

Note. The y-axes displays mean values [ms] across participants. The x-axes presents the different SOA−1
[ms] with the three divisions; SAL, SS and SVL.

of freedom, and the analysis showed a significant difference in PSS-average across divisions with a
large effect size, F(1.49, 41.85) = 22.11, p< .001, η2p = .441. Figure 3 A illustrates the difference in
PSS-average across SAL, SS and SVL. Bonferroni post hoc tests indicated that the largest significant
difference,∆M =−35.9, p< .001, was between divisions SAL (M =−9.6, SD = 64.1) and SVL (M
= 26.3, SD = 43.7). The second largest significant difference,∆M = −18.1, p = .003, was between
divisions SAL and SS (M = 8.5, SD = 53.6). The smallest significant difference,∆M =−17.8, p<
.001, was between divisions SS and SVL. The analysis showed a general increase in PSS-average
across SOA−1 divisions from SAL to SVL.

For the analysis of PSS-cross, sphericity can be assumed based on Mauchly’s test of sphericity.
No significant differences across SOA−1 divisions was observed for PSS-cross, F(2, 56) = 0.92,
p = .403, η2p = .032. Figure 3 B shows the difference in PSS-cross across divisions SAL, SS and
SVL.

Examination of ALT indicated that the assumption of sphericity in Mauchly’s test of sphericity
had been violated. A Greenhouse-Geisser correction was applied to correct the degrees of freedom,
and a significant difference in ALT across divisions, with a large effect size, was found, F(1.55,
43.30) = 15.26, p < .001, η2p = .353. Figure 3 C illustrates the difference in ALT across SAL,
SS and SVL. Post hoc analyses using Bonferroni showed significant differences across the three
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divisions. The largest difference, ∆M = −42.6, p < .001, was between SAL (M = −266.5, SD
= 108.5) and SVL (M = −223.9, SD = 74.4). The second largest difference, ∆M = −23.5, p =
.013, was between divisions SAL and SS (M = −243.0, SD = 86.0). The smallest difference, ∆M
= −19.0, p = .008, was between divisions SS and SVL. The analysis showed a general increase in
ALT across SOA−1 divisions from SAL to SVL.

In the analysis for VLT Mauchly’s test of sphericity indicated that the assumption of sphericity
had been violated. A Greenhouse-Geisser correction was applied to adjust the degrees of freedom.
The analysis found a significant difference for VLT across divisions, with a large effect size, F(1.44,
40.41) = 16.77, p< .001, η2p = .375. Figure 3 D shows the difference in VLT across divisions SAL,
SS and SVL. Bonferroni post hoc tests showed significant differences between all SOA−1 divisions.
The largest,∆M = −30.1, p < .001, was between group SAL (M = 246.5, SD = 81.5) and SVL (M
= 276.6, SD = 68.5). The second largest difference ∆M = −16.6, p = .001, was between sections
SS (M = 259.9, SD = 74.2), and SVL. The smallest difference,∆M =−13.5, p = .015, was between
sections SAL and SS. The analysis showed a general increase in VLT across SOA−1 divisions from
SAL to SVL.

Summary of findings

The analyses found that three of the dependent variables, PSS-average, ALT and VLT all had sig-
nificant differences across all three SOA−1 divisions, with an increase in the mean values from
divisions SAL to SVL. For PSS-cross a significant difference across SOA−1 divisions was not
found. Figure 3 illustrates the findings.

Discussion

Recalibration was examined by conducting an SJ-task investigating how previous SOAs can affect
the perception of the current one. The discussion aims to; (1) interpret the results of the statistical
analyses based on the hypotheses, (2) debate the method for handling the experimental data and
the extraction of the dependent parameters, and (3) present suggestions for improvements in future
studies of recalibration.

Interpretation of analysis results

It was hypothesized that when SOA−1 was video lead, PSS would also be more video lead com-
pared to synchronous and audio lead SOA−1. The ANOVAs of PSS-average and PSS-cross showed
that this hypothesis gave a mixed result. While the ANOVA of PSS-average found a significant dif-
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ference across SOA−1 divisions with PSS being more video lead when SOA−1 was video lead,
the ANOVA of PSS-cross did not find significant differences across divisions.

Comparing the PSS results in Van der Burg et al. (2013) with our PSS-average one can see a
clear resemblance in how PSS distributes based on different SOA−1; video lead recalibrates for a
larger interval of SOA−1 than audio lead. Van der Burg et al. (2013) show that PSS for SOA−1 is
modeled best by an asymmetrical model. This indicates that video lead and audio lead are affected
differently by rapid temporal recalibration. This asymmetry was due to a decline in magnitude of
recalibration, which decreased slower for video lead than for audio lead, Van der Burg et al. (2013)
explains. A reason for this asymmetry in rapid temporal recalibration could be the layout of the brain
and physical world. As previously introduced, sound and light travel at different speed rates. For
sound to present itself before visual stimuli, audio lead, the stimuli must be within approximately 15
m of the recipient (Keetels & Vroomen, 2012). This is a relatively small area, with little flexibility
for audio lead to vary largely. On the other hand, video lead has a much wider area to occur from,
approximately 15 m and further away. This leads to larger variations in video lead audiovisual
stimuli that could be perceived as synchronous, and can thus be an explanation of why video lead
has a wider temporal recalibration field than audio lead and subjective synchronous. It is worthy of
note that Van der Burg et al. (2013) used Gaussian distributions to model their experimental data
and extract PSS, while this study used two cumulative Gaussian curves and calculated PSS by two
different methods.

Although significant differences were not found in the analysis of PSS-cross, the same trend in
the data (Figure 2 and Figure 3 B) can be seen as with PSS-average, and PSS from Van der Burg
et al. (2013).

It was hypothesized that when SOA−1was video lead VLTwould be more video lead compared
to synchronous SOA−1. The ANOVA of VLT showed results in agreement with this assumption.
SOA−1 division SVL, subjective video lead, had a significantly larger mean value than division SS,
subjective synchrony. This indicates that rapid temporal recalibration occurred, VLT became more
video lead as SOA−1 was video lead compared to synchronous. Little research have been found
on VLT as a dependent parameter. The hypothesis was consequently based on the asymmetrical
window found in Van der Burg et al. (2013). The motivation for using Van der Burg et al. (2013)
when hypothesizing the outcome for VLTwas themathematical determination of PSS. For Gaussian
distributions, PSS, ALT and VLT are related to FWHM. This relation indicates that ALT and VLT
can be evaluated from PSS when Gaussian distributions are applied. This relation exists for PSS-
average used in this study as well, but PSS-cross does not mathematically relate to FWHM in the
same way.

The analysis of VLT also showed that the largest significant difference was between SOA−1

division SAL and SVL, in accordance with Van der Burg et al. (2013). As previously introduced,
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theories such as n−1 and the bayesian approach suggests that the previous trial affects the perception
of the current one. This study did not set out to seek whether the recalibration effects discovered was
due to n−1 or the bayesian approach. Although it did not, one may conclude that n−1 recalibration
effects can be seen. With a different experimental setup the bayesian approach could be investigated,
this would require to examine SOA−2, SOA−3 and perhaps even former SOAs.

The hypothesis regarding ALT gave unexpected results. No difference between SOA−1 di-
visions was assumed, but significant differences were found. The hypothesis based itself on the
findings from studies by Roseboom (2019) and Van der Burg et al. (2013). Both used a SJ-task
and found similar distributions of PSS dependent on SOA−1. The slopes for audio lead were quite
gradual. This lead to the assumption; a change in ALT dependent on SOA−1 will be too small to
detect. One can argue that since the hypothesis was based on one study that used Gaussian distribu-
tions, and this study used cumulative Gaussian curves, discrepancies may occur. When best fitting
cumulative Gaussian curves are employed, ALT and VLT become independent of one another.

Our results could then indicate that when Gaussian distributions are used, and ALT and VLT are
forced into a symmetrical relation, VLT has a larger effect on the distribution than ALT. With two
cumulative Gaussian curves this forced symmetrical relation of ALT and VLT is avoided, and the
slopes of each curve is independent of the other. This could be an explanation for why differences
between the three SOA−1 divisions were found in this study, but have not been apparent in Van der
Burg et al. (2013). It does however not explain why Roseboom (2019) did not find such differences.
An explanation could be that Roseboom (2019) groups the SOA−1 into two divisions, while the
current study applies three. With three divisions, one gets a ”window” in the middle representing
perceived synchrony, which is a better fit with previous findings in audiovisual perception (Keetels
& Vroomen, 2012), hence the analyses could better represent the experimental data, and lead to the
unexpected change in ALT.

The analyses also found that ALT had larger mean differences between SOA−1 divisions than
VLT did. It is worth mentioning that ALT also had larger standard deviations (see error bars in
Figure 2). These findings implies that the VLT is more consistent across participants and divisions
compared to ALT. This larger difference in ALT supports the theory about VLT having a larger
effect on PSS when Gaussian curves are employed.

Method of data handling and extraction of dependent parameters

Our findings indicate that the two different mathematical ways to determine PSS-average and PSS-
cross, based on two cumulative Gaussian curves, give results that differ. PSS-average, the midpoint
between ALT and VLT, can be found by; ALT + FWHM

2
. PSS-cross, the maximum value, equals

the crossing point of the cumulative Gaussian curves, the point where the participant supposedly
experiences most synchrony. The analysis of PSS show that the variance in the data is larger for
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PSS-cross than PSS-average (see error bars in Figure 2). This could indicate that PSS-cross gives
a more individualistic representation of maximum perceived synchrony, and thus could be a better
representation of PSS than PSS-average. Previous research such as Van der Burg et al. (2013) op-
erates with PSS based on the maximum value of Gaussian distributions, which equals the midpoint
between ALT and VLT for such symmetrical distributions. The PSS used in Van der Burg et al.
(2013) is consequently closely related to PSS-average our study in terms of symmetry. In Rose-
boom (2019) the experimental data was fit with a difference of cumulative Gaussians as introduced
by Yarrow et al. (2011). This approach gives different slopes for two curves cumulative Gaussian
curves. PSS found using this method is the average of the synchrony criteria, similar to both PSS
in Van der Burg et al. (2013) and PSS-average in the current study. This makes PSS comparable
between the studies.

One could also debate whether PSS-average adds any necessary, new information about the
data that ALT and VLT does not already provide. Considering how PSS-average is calculated,
when analyses of ALT and VLT find significant differences, PSS-average should also show signif-
icant results. In accordance with previous research, humans have a wider range of timings where
synchrony is experienced, a range of SOAs between ALT and VLT, and not a specific point (Van
der Burg et al., 2013; Yarrow et al., 2011). One could therefore debate whether PSS, in any form,
is a suitable measurement of synchrony perception, and propose that ALT and VLT are more suited
measurements, independent of the preferred method of fitting the data.

The decision to employ two cumulative Gaussian s-shaped curves, instead of one bell-shaped
Gaussian curve, to capture the data was based on the findings Yarrow et al. (2011). They suggest
that a single Gaussian curve has been widely used due to convenience, not due to its capabilities
of capturing the data. Yarrow et al. (2011) found that a version of the general threshold model
represents the experimental data for recalibration better than for example the general independent
channels model (Yarrow et al., 2011). A benefit of this version of the general threshold model is
that the version makes explicit where the difference in slopes arise. A difference in slopes between
audio lead and video lead was an important feature the current study wished to adapt. This, to be
able to investigate how the difference between ALT and VLT as independent parameters, would
be affected by recalibration, and to examine how different versions of PSS could lead to different
interpretations of the findings.

During the data handling and extraction of dependent parameters in MATLAB_R2021b, seed
values were used in order to find the best fitting cumulative Gaussian curves. An issue was dis-
covered in the use of these. The seed value used for the data set imported to Excel for graphic
representation of the experimental data, Figure 2 and Figure 3, was different from the seed value
used to extract one value for each participant of PSS-average, PSS-cross, ALT and VLT. This led to
the means in the SOA−1 divisions being different for the dependent parameters when comparing
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the graphical representation and the statistical analysis done in SPSS. A solution for this issue would
be to extract the data set for graphical representation, and the analytical data set from the same out-
put data. Another possible solution would be to program the script to give the same pseudo-random
seed value each time.

The audiovisual stimuli used in the experiment consisted of one female speaker only. Consid-
ering that the video was repeated an excessive number of times (450 times) within about 25 min,
it is plausible to think that concentration was difficult to keep the whole time. Feedback from par-
ticipants supported this idea. An argument for choosing only one speaker was to keep the variables
in the experiment to a minimum. However, for future studies, it might be preferable to have more
than one to keep the experiment more interesting for the participant and thus extend the level of
concentration.

The same type of issue arise when considering the age limitation of the study. Participants
had to be between 20-30 years old in the current study. For future studies, it would be interesting to
examine different age groups as well. As Alm and Behne (2013) find; ALT and PSSwere dependent
on experience. Considering Alm and Behne (2013) found that ALT became more conservative with
age, one may suspect that the larger difference in ALT compared to VLT found in the current study
could be due to the young age, and low experience level the participants had.

Conclusion

The results of this study support a theory of rapid temporal recalibration. The findings indicate that
the previous trial does affect the current, even with no prolonged exposure time. It found that PSS,
ALT and VLT increase across SOA−1 divisions, with the most notable finding being the mean
change in ALT across divisions. The PSS distribution for the current study is in agreement with
results from Roseboom (2019) and Van der Burg et al. (2013). Suggestions for further study is
to investigate not simply the previous trial, but trials before as well (SOA−2, SOA−3, etc.) in
order to be able to better understand to what degree past experience affects perception of current
events (a followup on the findings Van der Burg et al. (2013)). Further use of ALT and VLT in
comparison with PSS would be recommended to examine which experimental parameters explains
the perception of synchrony best. A final suggestion for future studies would be to investigate the
neurological mechanisms for rapid temporal recalibration, which was not the intent of this study.
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