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Abstract

Many IoT applications such as implantable biomedical devices, sensor nodes
in the internet of things operate in the kHz range, and power consumption is
the primary concern in such applications. However, the required voltage of
the most implantable electronic devices is 2-3 V [47]. The output properties
of the most recent in vivo energy harvesters (IVEHs) is 150 mV and below
[47, 61] which could suit the low voltages for the subthreshold circuits, while
saving energy by not having to use as energy costly DC-DC conversion as one
would for higher supply voltages. Therefore, subthreshold circuits operating
at the supply voltages lower than the absolute value of the threshold voltage
of the transistors might be the best option for such applications. The power
consumption is reduced as the circuit supply voltage is lowered down towards
and below the threshold voltage of the transistors, but it will increase the
propagation delays. It may not be a concern for low to medium performance.
Voltage scaling in integrated circuits brings challenges for a designer that
has to be considered during the design phase. The impact of the process,
voltage, and temperature variations increases by voltage scaling and affects
the functionality of the circuits.

This thesis focuses on designing and exploring energy efficient computing
and memory circuits at ultra low voltage subthreshold regime at the different
abstraction levels.

Techniques such as body biasing (reverse body bias), transistor stacking,
device sizing, multi-threshold voltage devices at the gate level have been ex-
plored to reduce the power consumption especially static power, taking into
account the reliability issue and process, voltage and temperate variations.

At the circuit level, different topologies of the full adders based on the
standard CMOS designed for subthreshold supply voltages have been com-
pared considering the functionality and reliability issues. In addition, an
optimal back gate bias has been proposed in a commercially available 22 nm
FDSOI (Fully Depleted Silicon On Insulator) technology that minimizes the
energy per operation consumption of subthreshold digital CMOS circuits
and improves the reliability. The adder as a case study under optimal body
bias consumes 4.6 percent less energy than zero body bias at Vdd=150 mV
and a frequency of 1 kHz.

At the architectural level, two different types of adders including Kogge
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Abstract

Stone adder (KSA), the fastest adder, and the Ripple Carry adder (RCA),
the simplest adder have been designed and fabricated for supply voltages
as low as Vdd = 140 mV. The adders have been synthesized at the gate
level using full custom standard cell library designed for ultra low voltage
subthreshold regime.

The gap between simulation and measurement results is filled with suc-

cessful implementation and comparison of the ultra low subthreshold adders
at such a low voltage 140 mV. To the best of the authors knowledge this is
the first measurement comparison between two different adder architectures
for ultra low supply voltages as low as 140 mV.
Simulated results in [7] indicated that the RCA is 1.36X energy efficient
compared to the KSA at the same speed. Measured results presented here,
show that the RCA is 4.15X to 1.92X energy efficient compared to the KSA
at supply voltages between 250 to 500 mV. In addition, the RCA designed in
this study outperforms the reported works in terms of a defined FoM which
is (Tech)/(Viin-Energymin)-

Digital circuits designed for applications like sensor networks, implantable
biomedical devices and environmental monitoring need to work at different
conditions. For example, the temperature range that circuit should work.
In this thesis, we have studied the performance of the circuits at different
temperatures, supply voltage and in the presence of mismatch and process
variations.

The multiple threshold voltage technique has been used to design a 7T
loadless SRAM cell for subthreshold regime, and demonstrate the different
trade offs for single, regular and flip well types SRAM memories. Among
all devices used (HVT, RVT, LVT and, SLVT) available in a commercially
available 22 nm FDSOI technology, the best combination for minimizing
energy per access is HV'T devices as the driver transistors and RVT for the
rest of the transistors. The single well SRAM has the lowest leakage per bit
cell over its regular and flip well counterparts. The regular well type has
lower static noise margin (SNM) variability.

An 8-bit RCA has been designed by using multiple threshold voltage
technique in 22 nm FDSOI technology. The simulation results based on the
extracted netlist from layout show that the energy per one bit addition is
lowest in our adder compared to the proposed adders in FDSOI technology.
The energy per one bit addition for the proposed adder at Vdd = 300 mV
is 0.23 {J.

We have also used the dynamic body bias technique for the adder to
balance the PUN/PDN (Pull up /Pull down networks). The results show
that the adder with dynamic body bias is robust and functional at the
supply voltage 60 mV lower that that of the adder with conventional body
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bias.

Additionally, a new standard cell memory based on the NAND race free
D-latch has been synthesized and explored. The simulation results show
that using robust NAND race free D-latch leads to lower minimum operating
supply voltage, and hence, lower power and energy for standard cell memory.

This dissertation analyzes subthreshold digital circuits using 22 nm silicon-
on-insulator process and 130 nm bulk CMOS technology.

We also fabricated and tested the digital circuits in 130 nm technology
and the measurement results are compatible with the simulation results.
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CHAPTER

Introduction

1.1 Motivation and challenges at ultra low subthreshold
regime

Many Internet of Things (IoT) applications like wireless sensor networks,
implantable and wearable biomedical sensors are energy constrained. Power
reduction has become the fundamental requirement in such applications.

The power consumption has two main parts, the dynamic (switching)

and the static (idle or standby leakage) power consumption. Both dynamic
and static power have a relation with the supply voltage scaling. For leakage
dominated circuits, the power consumption has an exponential relationship
to the supply voltage. The dynamic power is proportional to the square of
the supply voltage. Hence, voltage scaling is the most effective technique for
power reduction. Therefore, ultra low power circuits translate to ultra low
voltage subthreshold circuits. It introduces the circuits operating at supply
voltages below the absolute value of the transistor’s threshold voltage. Since
1960s, a lot of research works have been done in this area [50].

Ultra low voltage subthreshold circuits have been used in several appli-

cations. Here are some examples:

1. The first category is energy constrained applications with low to medium
performance. Many battery operated portable devices like distributed
sensor networks, implants and Radio Frequency Identification (RFID)
belong to this category. The focus in this category is minimum energy
point (MEP) where the energy is minimum for the circuits [68].

2. The second category is power constrained applications. These circuits
typically have a long standby time and they are in sleep mode most of
the time, hence, the static power consumption dominates the overall
power consumption in such circuits. Therefore, working at ultra low
supply voltages beyond the MEP reduces the power consumption. The
wake up and surveillance circuits are part of this category [I].




1. Introduction

3. The third category is represented by energy harvesting applications.
It is impossible for such applications to use a fix source of energy like
battery. This kind of applications are powered by energy harvesting
systems. For example, the implantable glucose fuel cells have been de-
veloped as the power supply of cardiac pacemakers for the first time
by the American hospital supply corporation [28]. In these applications
the minimum supply voltage represents the point where the operation
can begin. For example, thermoelectric generators generate a output
voltage as low as 50 mV for body wearable applications [43].

4. The fourth category is for chip multi-processor applications. By tech-
nology scaling and increasing the number of cores in a single die, the
percentage of the chip that is powered off (dark silicon) has increased
[17]. This low efficiency of the dark silicon may stop higher core counts
[17]. In [67], an energy efficient sub/nearthreshold chip multi processor
with reducing loss of performance has been designed.

Working in the subthreshold regime has several challenges that have to
be taken into account:

1. The first challenge for operating in the ultra low voltage subthresh-
old regime is a substantial increase at the circuit delay. This is not a
concern for applications in the low to medium performance region. A
typical sensor node in medical applications executes 2000 instructions
every 10 minutes and goes back to sleep, which means three operations
per second [46].

2. The second challenge is high sensitivity to process, voltage and tem-
perature (PVT) variations. The subthreshold current is exponentially
dependent on the transistor’s threshold voltage.

Threshold voltage variations caused by Random Dopant Fluctuations
(RDF) make a large variance in the behavior of subthreshold circuits
and, affect the functionality of the circuits. [66] shows that in compar-
ison with super-threshold regime where geometric and RDF affect the
circuit variations equally, in subthreshold regime RDF is a dominant
part for variations.

Both carrier mobility and threshold voltage are dependent to tem-
perature. By increasing the operating temperature, both carrier mo-
bility and threshold voltage are reduce. Unlike superthreshold regime
where the mobility effect is dominant, in the subthreshold regime the
threshold voltage effect is the prominent part [60]. Hence, by increas-
ing the operating temperature in the subthreshold regime, the current
increases. Hence, the circuit becomes faster at a higher temperature.
At lower temperature, the drain current reduces a lot.



1.1. Motivation and challenges at ultra low subthreshold regime

Typically, the circuits have been designed to operate at a nominal
supply voltage. The nominal supply voltage may change for reasons,
such as, tolerances of the voltage regulators, xR drops along supply
rails [23]. Therefore, the supply is determined at +10 % around the
nominal value [23].

Gaussian statistical distributions has been used to model the process
and, hence, the threshold voltage variations [23]. Based on the current
equation in subthreshold regime, the drain current has a lognormal
distribution [66].

3. The third challenge is the degradation of a transistor on to off current
ratio and, hence, reduced static noise margins (SNM) and, therefore,
the functionality of the circuits becomes worse at subthreshold supply
voltages. More accurately, Fig. and Fig. show the I, /1,5 ratio
for NMOS and PMOS transistors with minimum length and width as a
function of Vds in 130 nm technology. For simulating I, and I,f¢, Vgs
is equal to Vds and 0, respectively. As can be seen, this ratio becomes
problematically low at extremely low supply voltages.

2500

2000 r

1500 r

lon/loff

1000 |

500 |

0 0.1 0.2 0.3
Vds (V)

Figure 1.1: I,,/I,f¢ ratio for NMOS transistor with minimum length and width.

The circuits operated in the subthreshold regime must be optimized at
various abstraction levels including transistor/device, gate, architecture and
system level to obtain energy efficient solutions and, deal with the above
challenges.
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3500

3000 r

2500 r

2000 r

1500 ¢
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1000 ¢

500 r

0 0.1 0.2 0.3
Vds (V)

Figure 1.2: I, /I,y ratio for PMOS transistor with minimum length and width.

1.2 Power components

The power consumption has two main parts, the active (switching) and the
static (idle leakage) power consumption. This part is dissipated when the
circuit is not switching. The static power has been defined as the following
equation:

Pst = Vdd~Ioff (1.1)

Vaa and 1,5 are the supply voltage and the leakage current, respectively.
The dynamic power contains switching power and short circuit power which
is the power due to the direct current path from the supply voltage to the
ground. This current has a strong relation to the supply voltage [42]. We
have ignored it in the equation because it is negligible in the subthreshold
supply voltages. The switching power due to the charging and discharging
of the load capacitances has been defined as the following equation:

de = OZC’tot‘/Y¢i2gl}'—‘clk (1'2)

Cioty Vaa, Fear, are the total effective switched capacitance, the supply
voltage, the switching frequency and activity factor, respectively. The ac-
tivity factor is the probability of the total output load switching which is
between zero to one. Its value is zero/one when no/all of gates switch in
every clock cycle.

4



1.3. MOS operation region

1.3 MOS operation region

Three regions of channel inversion with respect to the gate-source voltage
are defined for the MOS transistors. In the case of a positive voltage being
applied to the gate to source voltage, a layer of charge between the drain and
source gates is created, and provides the channel of the transistor, therefore
the current can flow between drain and source. The regions of MOS opera-
tions based on the threshold and gate source voltage of the transistors are
as follow:

e The weak inversion: this region is known as the deep subthreshold
region where the Vg « Vi, .

e The moderate inversion region: This region is known as the nearthresh-
old region, where V,, ~ Vy;,, Moderate inversion is approximately 100
mV more or below the V;;, of the transistor.

e The strong inversion region: This region is known as the upper su-
perthreshold region where V,, » Vy,. Strong inversion occurs when the
channel is strongly inverted.

The device is in the subthreshold region when Vg is below V}y,, and the device
is in the superthreshold region when V4 is above the threshold voltage.

Subthreshold circuits have been used mostly for applications with low to
medium performance requirement and low energy dissipation is key in such
application. The first researches on subthreshold current and subthreshold
operation have been done in 1960s and early 1970s [20} 31, [50]. An electronic
wrist watch was the first most successful production in the subthreshold
regime [50].

In subthreshold regime, the current flows by diffusion. By applying a
small positive gate voltage, the electrons are only available at the surface ,
and the holes will be repelled from the surface. Because of the difference be-
tween the density of the electrons in drain and source, the diffusion current
will flow between drain and source. Subthreshold regime at small voltages
refers to the weak inversion regime. For the first time the exponential rela-
tionship between the current and the gate voltage has been shown in [48].
In [56], the first measurement of the transistor drain current in subthreshold
regime has been shown by Eric Vittoz.

Expressed by the following well known simplified equation, NMOS tran-
sistor subthreshold current has an exponential relation with the gate-source
and threshold voltage [40].

I = Qn'uCoxU%W/L[e(VgS_VT)/nUT][1 _ e(Vds/UT)] (1.3)
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N is a subthreshold slope factor (1 + Cyep/Coz). Cop and Cgep are the
gate oxide and depletion capacitance, respectively. Vr, Vy,, Vgs and Ur are
the threshold voltage, gate source, drain source and thermal voltage, respec-
tively. W/L is the width to length ratio of the transistor. This equation can
also be applied for PMOS with opposite polarity. The threshold voltage de-
pends on the source to bulk voltage. The following equation represents the
transistor threshold voltage when the source bulk voltage is not zero.

Vi = Vino + (/| — 205 + Vsg| — V/[2@p|) — nVps — AVy, (1.4)

The Vg is the threshold voltage of the transistor when the bulk spac-

ing connected to Gnd/Vdd for NMOS/PMOS transistors. The Vgp is the
source bulk voltage. 2@ and ~ are the surface potential and body effect
parameters, respectively. When source bulk voltage is positive/negative, it
will increase/decrease the amount of charge requiring to invert the chan-
nel, and increase/decrease the threshold voltage of the transistor. n is the
drain induced barrier lowering effect (DIBL) coefficient. The DIBL effect is
reduced by reducing Vpg. The threshold voltage is dependent to the short
channel effect AVy,.

1.4 Minimum energy point

Minimum energy point is the operating point where the circuits has the
lowest energy per operation. In [58] and [59] it has been shown that the
minimum energy point occurs in the subthreshold regime when the circuit
works at the maximum operating frequency. One of the reasons that sub-
threshold regime attracts high interest is the MEP.

The dynamic and static parts of the energy are dependent on the supply
voltage. The dynamic energy has a quadratic relation with the supply volt-
age. The static part has a linear relation with the supply voltage. However,
the clock period has a relation with the supply voltage and current:

Tk < C.V/I (1.5)

Hence, by reducing the supply voltage to the subthreshold regime, the static
energy will increase exponentially. The minimum energy point occurs due to
the relationship between static and dynamic energy at the different supply
voltages. At the superthreshold supply voltages the active energy dominates
the static energy while this is vice versa at the subthreshold supply voltages.
The minimum energy point occurs when the active and static energy have
the same slope with opposite sign [60].

6



1.5. Structure of the dissertation

The minimum energy point is influenced by many different parameters
such as: activity factor, supply voltage, threshold voltage, workload, duty
cycle, temperature [59]. Fig. shows the energy per operation for a 32-bit
minority3 based RCA from the post layout simulations in 130 nm technology.

13
12 10 : ‘
=—afe— Total Energy
—©— Lekage Energy k
1k =—t— Dynamic Energy B
o)
s 0.8
k=]
©
<
06 f
@
o
>
<y
504
c
w
0.2
0 . . . . n
0.1 0.15 0.2 0.25 0.3 0.35 0.4

vdd (V)

Figure 1.3: The energy of the minority3 based 32-bit RCA versus the supply
voltage.

1.5 Structure of the dissertation

This thesis is a collection of the papers dedicated to designing and exploring
energy efficient digital circuits including memory and computing circuits at
ultra low subthreshold supply voltages taking into account the PVT varia-
tions.

Exploring is based on the power reduction especially leakage power by
exploiting the use of various techniques at different abstraction levels.

This thesis attempts to explore the main challenges which are PVT vari-
ations at ultra low supply voltages, and also find the best circuit structures
and architectures that are very energy efficient in the subthreshold regime.

This dissertation has been organized as follows: A brief of the papers in-
cluding different power reduction techniques used in this thesis, subthreshold
adders and memories is presented in Chapter 2. Chapter 3 concludes the the-
sis. Chapter 4 is the collection of the published papers. The papers collection
have been listed as follows:

e Paper I: Zadeh S.H. Ytterdal T. Aunet S. Comparison of ultra low
power full adder cells in 22 nm FDSOI technology. In 2018 IEEE Nordic

7
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Circuits and Systems Conference (NORCAS): NORCHIP and Interna-
tional Symposium of System-on-Chip (SoC) 2018 Oct 30 (pp. 1-5).
IEEE [63].

e Paper II: Zadeh S.H. Ytterdal T. Aunet S. Ultra low voltage sub-
threshold binary adder architectures for IoT applications: ripple carry
adder or kogge stone adder. In 2019 IEEE Nordic Circuits and Systems
Conference (NORCAS): NORCHIP and International Symposium of
System-on-Chip (SoC) 2019 Oct 29 (pp. 1-7). IEEE [65].

e Paper III: Zadeh S.H. Ytterdal T. Aunet S. Exploring optimal back
bias voltages for ultra low voltage CMOS digital circuits in 22 nm FD-
SOI technology. In 2019 IEEE Nordic Circuits and Systems Conference
(NORCAS): NORCHIP and International Symposium of System-on-
Chip (SoC) 2019 Oct 29 (pp. 1-6). IEEE [64].

e Paper IV: Zadeh S.H. Ytterdal T. Aunet S. An ultra low voltage sub-
threshold standard cell based memories for loT applications. In 2020
28th Iranian Conference on Electrical Engineering (ICEE) 2020 Aug 4
(pp. 1-5). IEEE.

e Paper V: Zadeh S.H. Ytterdal T. Aunet S. Multi-threshold voltage
and dynamic body biasing techniques for energy efficient ultra low
voltage subthreshold adders. In2020 IEEE Nordic Circuits and Systems
Conference (NorCAS) 2020 Oct 27 (pp. 1-6). IEEE.

e Paper VI: Zadeh S.H. Ytterdal T. Aunet S. Comparative study of sin-
gle, regular and flip Well subthreshold SRAMs in 22 nm FDSOI tech-
nology. In 2020 IEEE Nordic Circuits and Systems Conference (Nor-
CAS) 2020 Oct 27 (pp. 1-6). IEEE.

e Paper VII: Zadeh S.H. Ytterdal T. Aunet S. Subthreshold power PC
and NAND race free flip-flops in frequency divider applications. In 2021
IEEE Nordic Circuits and Systems Conference (NorCAS) 2021 Oct 27
(pp. 1-6). IEEE.

e Manuscript VIII: Zadeh S.H. Ytterdal T. Aunet S. Subthreshold energy
efficiency of serial versus parallel adders. ready to be submitted for
review for journal publication.

1.6 Summary of paper contributions

In paper I, different ultra low voltage subthreshold full adder typologies
have been designed and compared for supply voltages between 140-160 mV,
for the temperature range between 27-50 °C and 1 kHz frequenc, which is
appropriate for implantable biomedical applications.

8



1.6. Summary of paper contributions

For designing the adders in this paper, the width of the PMOS has been
selected 2X that of the NMOS. The body bias of the NMOS transistors
was changed to balance the Pull up/Pull down Network (PUN/PDN). The
channel of the transistors has been increased to simultaneously improve on
the leakage and the robustness against PVT variations.

In paper II, different adder architectures including 32, 16 and 8-bits Rip-
ple Carry Adder (RCA) and Kogge Stone Adder (KSA) have been designed
and compared at ultra low supply voltages.

The RCA adders are based on the minority3 and XOR gates. The RCA
architecture along with minority3 based topology and slightly increasing the
supply voltage allows to achieve a energy efficient adder for subthreshold
operation as compared to the KSA adder.

The inverters which are robust gates in the minority3 based RCA have
been stacked to explore the transistor stacking at the ultra low voltage op-
eration. The stacked inverters reduce the leakage current while slightly in-
creasing the delay which is not a concern for low frequency applications.

In paper III, the optimal back gate bias voltage for minimum energy
digital circuits have been investigated. It has been shown that the optimal
back gate bias voltage is dependent to various parameters like activity factor,
workload etc. The proposed approach has been tested using a full adder as
a case study.

In paper IV, the CMOS standard NAND race free D-latch has been
selected as a robust storage cell to design new standard cell memory (SCM)
for ultra low supply voltages as low as 170 mV. This supply voltage is the
minimum supply voltage reported for designed and published SCMs.

In paper V, the multiple threshold voltage technique along with channel
length upsizing and differential read buffer have been used to design 7T
loadless SRAM cell for subthreshold regime, and demonstrate the different
trade offs for single, regular and flip well types SRAM memories.

In paper VI, it has been shown that by using multi-threshold voltage
technique the required Wp/Wn ratio for tuning PUN/PDN is reduced. In-
deed, it results in less parasitic capacitances for transistors and, hence, less
energy per operation for subthreshold circuits. In this paper, the dynamic
body bias technique has been used to reduce the functional supply voltage
for 8-bit RCA.

In manuscript VI, it has been shown that upsizing the Power PC flip-flop
increases its reliability while it may still provide lower power consumption
than the NAND race free flip-flop. Based on results verified by measurements
on ten chip samples, two frequency dividers have demonstrated functionality
down to a Vyg of 135 mV. The Power PC flip flop based frequency divider
is 24 % more energy efficient than the NAND race free counterpart at an
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ultra low supply voltage of 160 mV.

In manuscript VIII, it has been shown through chip measurements that
a 32 bit serial adder may be up to 4.1 times as energy effective as a parellel
adder, while maintaining the same speed, under subtreshold operation. A
32-bit Ripple Carry Adder (RCA) based on minority-3 gates from the carry
propagate family and a Kogge Stone Adder (KSA) based on Boolean gates
from the parallel prefix family were designed, implemented and fabricated. It
is intended for ultra low subthreshold supply voltages using 130 nm CMOS
bulk technology. Based on measurement results from ten chip samples, the
adders are functional for supply voltages as low as 140 mV. The measurement
results show that the minimum energy point (MEP) for RCA and KSA
adders are 250 mV and 300 mV, respectively. The energy per bit addition
for these adders at the MEP is 4.90 fJ and 13.5 fJ, respectively.
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Thesis Summary

In the papers collection of this thesis, the concept of voltage scaling of CMOS
circuits has been explored in the implementation of low power and energy
efficient logic libraries, memory elements and static random access mem-
ories. The addition is one of the fundamental and widespread arithmetic
operations. Moreover, it is the basic building block for many other useful
operations, such as subtraction, multiplication, etc. Hence, the design of en-
ergy efficient adders has been aimed at many digital circuit designers. Is
there an energy efficient adder architecture that shows energy efficient supe-
rior low voltage behavior? what kind of architecture is the energy efficient
adder for ultra low voltage regime?

Many Low voltage SRAM cells have been reported. However, The most
common assist method is to use decoupled read and write port. In this
method, the storage nodes are decoupled from the bitlines. Subthreshold
SRAM cells with decoupled read and write ports either have a high num-
ber of transistors or they are single-ended. In general, differential SRAM
cells are more robust over their single-ended counter-parts. Is there a com-
pact differential SRAM cell functional for subthreshold and nearthreshold
regions?

The drive strength of the pull up and pull down transistors differs signif-
icantly in subthreshold CMOS logic. Are there methods to balance pull up
and pull down networks without upsizing of the pull up networks to reduce
the power consumption?

We have designed and explored energy efficient digital circuits including
memory and computing circuits at ultra low subthreshold supply voltages
using static CMOS logic style as the fundamental topology in our subthresh-
old circuits due to the simplicity and robustness of this topology. The author
in [69] has illustrated that if the low voltage, low power and low PDP are
of a concern then CMOS logic is the best choice for the implementation
of arbitrary combinational circuits (This is true for bulk CMOS technology
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2. Thesis Summary

and not FInFET technology). We have focused on the power reduction es-
pecially leakage power and functionality of the circuits by exploiting the use
of various techniques at different abstraction levels taking into account the
PVT variations.

2.1 Design Method

This section gives information about the methods which were used in this
thesis. Two design kits from Global Foundry and STM available through
CMP have been used.

1. IC Global Foundry Microelectronics 22nm Advanced CMOS FDSOI

technology.

2. IC STMicroelectronics 130nm BiCMOS SiGe 6 ML BICMOSIMW2.
The design software tools used in this thesis are as follow:

1. Cadence Virtuoso, custom IC Design Environment for both schematic
and layout.
Cadence Spectre, circuit simulator
Cadence Innovus, place and route.

Cadence Genus, logic synthesis.

Ot N

Mentor Graphics Calibre, design rule check (DRC) and layout versus
schematic (LVS).

6. Cadence Quantus, extraction netlist from the layout.
The measurement equipment used in the laboratory are as follow:

1. Rigol DP 832A digital power supply.

2. HP 6632A DC - digital power supply.

3. Keithley 6485 - Picoammeter.

4. Agilent 33522A - Function generator.

5. Rohde Schwarz RTE 1022 - Oscilloscope.
The PCB and QFN44 socket shown in Fig. [2.T] were used to measure the
performance metrics of the ten chip samples. The chip photo and measure-

ment equipment of the implemented test chip is shown in Fig. 2.2 and Fig.
respectively.

2.2 Power reduction techniques used in this thesis

2.2.1 Multi-threshold CMOS

This technique utilizes transistors with different threshold voltages to create
a circuit with extremely low leakage. In a 22 nm FDSOI technology, differ-
ent threshold voltage devices are available including high threshold voltage
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2.2. Power reduction techniques used in this thesis

Figure 2.1: PCB, and socket for measuring purpose.

(HVT), regular threshold voltage (RVT), low threshold voltage (LVT), su-
per low threshold voltage (SLVT) and ultra high threshold voltage (UHVT).
The leakage current of HV'T devices is significantly lower than that of the
LVT devices.

In the subthreshold region, the main design goal is to balance PMOS
and NMOS transistors to have identical currents in the switching point [41].
When there is no adequate balance between PMOS/NMOS transistors, the
dc behaviour of the circuit will be affected, and the SNM will be reduced.
To balance the PMOS and NMOS transistors in a simple gate like an in-
verter, the size of PMOS transistor has to increase several times compared
to that of the NMOS transistor. This PMOS width upsizing will bring large
capacitances and large asymmetric layout.

To obtain an adequate balance between transistors without PMOS up-
sizing, the multiple threshold voltage may be used. This technique uses
stronger type of transistors (with lower threshold voltage) for PMOS and
the weaker type (higher threshold voltage) transistors for NMOS to balance
the PUN/PDN without PMOS upsizing.

This method has been used at the gate level in paper VI for designing en-
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2. Thesis Summary

Figure 2.3: Measurement equipment.

ergy efficient full adders. The method has been used to tune the PUN/PDN
without PMOS width upsizing. In the full adders which we have developed
in paper VI, HVT NMOS transistors and minimum sized RVT PMOS tran-
sistors have been chosen. The width of the NMOS HVT transistors have
been found by sweeping the input voltage such that the voltage transfer
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2.2. Power reduction techniques used in this thesis

characteristic has equal input and output at Vdd,/2.
In addition to paper VI, this method has been used in paper V to design
subthreshold SRAM cell.

2.2.2 Transistor/Device sizing

In low throughput subthreshold circuits, the static energy dominates the
total energy per operation. This will increase with technology scaling by
high delay variability and lowering the subthreshold swing [10], this is true
for bulk CMOS technology. In bulk CMOS when scaling, the leakage cur-
rent increases significantly, because the gate lost electrostatic control of the
channel subsequently. While FDSOI and FinFET achieve much better leak-
age results because the gate has much better control over the channel in
these technologies [22]. In bulk CMOS when scaling, the process variation
increases which leads to mismatched device behaviors and degrades the yield
of the entire die. This is caused by Random Doping Fluctuations (RDF). In
FinFETs on the other hand the channel is undoped or lightly doped, this
reduces the statistical impact of RDF on the threshold voltage of the transis-
tors. Overall, FInFETs have less variation compared to planar devices [22].
With scaling in FDSOI and FinFET technologies, the subthreshold slope
value has improved [22].

Hence, In bulk CMOS technologies, it will reduce the energy efficiency.
Mismatch variation is approximately proportional to the inverse of the square
root of the transistor area.

Increasing the gate lengths of the subthreshold circuits improves the ro-
bustness and functional yield of the circuits. It also improves the subthresh-
old swing of the transistor. Subthreshold swing is defined as the amount of
the gate source voltage to change the subthreshold current. Subthreshold
swing should be smaller to obtain a higher I,,/I,¢s ratio. By increasing
the larger channel length, the depletion capacitance decreases, and the sub-
threshold swing decreases [29].

Traditionally, to minimize energy, transistors should be sized as small as
possible [33]. However, it has been shown that in the subthreshold regime,
the channel length upsizing is more efficient than MTCMOS power gating,
body biasing, Vth selection or device width upsize, and it increases robust-
ness while simultaneously reducing static leakage energy [9].

Fig. shows the I,,/Iof¢ for the minimum sized NMOS transistor
versus the channel length at Vdd = 150 mV using 130 nm technology. The
slope between 130-190 nm is much steeper than that of the rest of the range.
The length of 190 nm has been selected as a tradeoff for the cells.

Fig. shows the thethreshold voltage of the NMOS transistor vs the
channel length and width at Vds = 150 mV.
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Figure 2.5: Threshold voltage of the NMOS transistor vs the channel length and
width, Vds = 150 mV.

In paper IV, a standard cell based memory has been developed. This
memory is based on the full custom standard cell library designed for ultra
low supply voltages. The channel length upsizing has been used as a leakage
reduction technique.

2.2.3 Transistor Stacking

The process of stacking of transistors significantly reduces the leakage cur-
rent through stacked off transistors compared to the single off transistor [37].
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2.2. Power reduction techniques used in this thesis

Subthreshold circuits with high fan-in and fan-out are prone to logic fail-
ure due to process variations [I3]. In ultra low supply voltages, the stacked
transistors in complex gates with high fan-in can increase the vulnerability
of the circuits considering PVT variations. Stacking of the transistors in the
selective gates with low fan-in like simple inverter can be used to reduce the
leakage current. The process of stacking two off transistors will significantly
reduce the subthreshold leakage current with reasonable penalty in the delay
compared to the single transistor. The authors in [27] have found the opti-
mal width ratio for stacked transistors. They have shown that it is beneficial
to size the stacked transistors equally to optimize the current drivability.

To see the effectiveness of the stacked transistors in the subthreshold
regime, the delay and leakage current of the two stacked and three stacked
transistors have been compared with that of a single transistor in Fig. [2.6]
As Fig. shows in the subthreshold regime having two stacked transistors
reduces leakage current by 4.6X.

8 Il Normalized Delay
Il Normalized Leakage current

2 stacked without stacked 3 stacked

Figure 2.6: Normalized delay and leakage current for inverters with 2 and 3 stacked
transistors and single transistor, length = 190 nm, Wxr0s = 300 nm, Wpyos =
1.8 um.

In Paper II, minority3 based 32-bit RCA with stacked inverters have
been developed. The simulation results show that the static power consump-
tion has been reduced 15% compared to the minority3 based RCA without
stacked inverters. In the case of low throughput applications, using stacked
inverters for adder will reduce leakage current and the total energy per cycle
of the circuit. This technique causes a drop in the circuit speed, which might
not be problematic for the low frequency systems.
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2.2.4 Body biasing

Body biasing is one of the methods to balance the PUN/PDN to obtain
the same drive current. It actually makes the transistors weaker or stronger
by changing the threshold voltage of the transistors. By reverse body bi-
asing, the threshold voltage increases and the leakage/delay of the circuit
decreases/increases. On the other hand, the forward body biasing decreases
the threshold voltage and increases/decreases the leakage/delay of the cir-
cuit.

In the 22 nm FDSOI technology, the available transistors are RVT, HVT
(conventional well) or LVT, SLVT (Flip well). The conventional and flip well
transistors are optimized for reverse and forward body bias, respectively.
Different well type circuits (conventional, flip and single well) can be made
by different transistors. The reverse body bias has been used in the literature
to reduce the leakage current and, hence, the static power consumption.

In order to apply a reverse body bias voltage a negative/positive volt-
age must be applied to the conventional NMOS/PMOS transistors. Reverse
body bias voltage in a flip well can be applied by a positive/negative voltage
to the NMOS/PMOS transistors.

In paper I, for the design of the adders, the width of the PMOS has been
selected 2X of that of the NMOS. The body bias of the NMOS transistors was
changed to balance the Pull up/Pull down Network (PUN/PDN). Different
full adder typologies have been designed and compared for supply voltages
between 140-160 mV, for the temperature range between 27-50 °C which is
appropriate for implantable biomedical applications.

In paper III, a technique has been proposed to determine the optimal
body bias (reverse body bias) to minimize energy and improve the mismatch
and process variations for extremely low supply voltages in 22 nm FDSOI
technology. Using the optimal body bias found for a subthreshold adder as a
case study gives 4.67% savings in energy compared to that of zero body bias.
This technique also reduces the effects of the process variations, resulting in
improved yield of the adder at Vdd = 150 mV by 0.4%.

The main components of leakage current in scaled nm bulk CMOS tech-
nology are subthreshold leakage, source/drain junction band-to-band tun-
neling (BTBT) leakage (reverse biased PN junctions from the drain/source
to the well) and gate leakage. Reveres body bias will change each of these
components [38]. Reverse body bias increases the threshold voltage, and
hence, the leakage current will drop. Reverse bias increases the BTBT cur-
rent [38]. Applying body bias does not have a significant effect on the gate
leakage. This leakage current has been canceled by using high-k dielectric in
FDSOI technology. Therefore, it is important to find the optimal body bias
which reduce the total leakage current.
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In paper V, body biasing method has been used as an assistance technique
for read and write operations to improve the strength ratio between access
and latched transistors.

2.2.5 Architecture optimization in computing circuits

Arithmetic units, such as comparators, adders, and multipliers have been
known as the heart of the data-path which belongs to the core of any mi-
Croprocessor.

Binary addition is the most basic and widespread arithmetic operation.
Moreover, it has been used for complex operations like multiplication and
division. One of the most power hungry components in a processor is the
adder which is often the possible location of hot-spots [19]. Therefore, a
significant goal for many digital circuit designers is to design an energy
efficient adder.

The topology and structure of the datapath circuits like adders affect
the power consumption, and they present different performance metrics like
speed, area, power consumption, and the complexity of wiring. The delay
is influenced by the number of inversion levels, the number of transistors in
series, transistor sizes (channel widths), and capacitances [69]. The circuit
area is based on the number of transistors and their sizes and the complexity
of wiring. Power consumption depends on the capacitances, activity factor
and the the wiring complexity [69].

Hence, selecting the optimum arithmetic structures based on the applica-
tion is a key issue for digital designers to reduce power. Therefore, architec-
ture optimization in computing circuits means to use of architectures with
less complexity, capacitances, switching activity.

In this thesis, adders have been designed and implemented in 130 nm bulk
CMOS and 22 nm FDSOI technologies for developing of ultra low voltage
subthreshold digital building blocks.

2.3 Subthreshold adders

2.3.1 Different adder topologies

Different topologies of the full adders influence all aspects of the circuit
performance like the delay, area, power and the wiring of the circuits. The
speed of the full adder is influenced by the number of the inversion levels in
the circuits, the number of the series transistors and transistors area (the
channel length and width). The power consumption is determined by the
activity factor, the capacitance and the circuit size. Robustness is related
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to the supply voltage and technology scaling and temperature is another
important issue that has to be considered in the choice of the adder topology.

Therefore, finding the proper choice of the full adder topology will save
considerable power consumption for very large scale integrated (VLSI) cir-
cuits.

Dynamic gates have higher power consumption compared to static gates.
The static gates are more robust against the voltage and technology scaling
compared to the dynamic gates. Therefore, the dynamic gates are not a
viable choice for our applications [I6], [39], and all the full adders in our
study are based on static CMOS logic gates. The input signals in CMOS
logic gates are connected to the transistors gates which makes it a easy
choice for characterizing the circuits. The complementarity of the CMOS
gates makes their layout regular and straightforward [69].

One of the drawbacks for conventional CMOS is the large PMOS tran-
sistors which increase the area and power of the circuits [69]. We have used
reverse body bias technique to reduce the leakage power and have the ratio
of two for the PUN/PDN. Notice that in FInFET technologies, the pull-up
network and the pull-down network are very symmetric. Hence, PMOS and
NMOS devices with the same number of fins have similar driving strength.
Therefore, the optimal ratio between the width of PMOS and NMOS tran-
sistors is one for FInFET logic|22].

2.3.2 Different adder architectures

Several considerations have to be taken into account for selecting the best ar-
chitecture for the subthreshold regime, including energy and power efficiency.
Another (third) consideration is the vulnerability to the PVT variations. By
voltage scaling and working at subthreshold regime, the PVT variations are
getting worse. Hence, selecting the right architecture to reduce these varia-
tions is an important issue for subthreshold circuit designers.

A comparison of full adders in the subthreshold regime has been per-
formed by several studies [I8, 21} 26], but there has been less attention
given to the larger adders at the architectural level in this regime.

It was shown in [7] that serial adders operating in subthreshold could be
equally fast as parallel adders, for an increase in the supply voltage, while
using less energy per addition. The building blocks that we used for the
design of RCA is more robust and less leaky compared to other alternatives,
in [§]. The block used in [7], have little robustness towards process variations,
and have high leakage power [§].

The most well-known and simplest adder with regular design and an
easy implementation is the RCA from the carry propagate adders family. It
has the lowest power consumption and area usage with a high delay due to
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the long carry propagation path from the least significant bit to the most
significant one.

This adder adds two N-bit numbers, A; and B; and an optional carry-in
(CIN) by carry-propagation.

The KSA was proposed by Kogge and Stone [30]. The KSA from the
parallel prefix family design has the shortest delay (if fan-out is constrained
to 2), but it consumes higher power and area compared to the RCA. Tt
has minimal depth and maximum fan-out of two. In this adder, all of the
outputs are computed separately and in parallel. Hence, it increases the
wiring complexity and number of independent tree structures. The wires
in the circuits play a significant part in the performance and become an
important design consideration [6].

The KSA consists of three stages;

1. Input stage: the Pi(propagate) and Gi(generate) signals are computed

by two one-bit inputs processing AND and XOR gates.

P; = (A;) XOR(B;) (2.1)

Gi = (A;))AND(B;) (22)

2. Carry propagation network: in this stage, the carry signal from the
previous bit lines evaluated by computing the Px; and Gx;.

G; = (Gi_1)AND(P)OR(G;) (2.4)

3. Output stage: a XOR operation has to be done for generate (G. ) signal
from the previous bit and the propagate signal of the current bit.

Paper II focuses on the design of 32, 16 and 8 bits KSA and RCA based
on the full custom standard cell library designed for ultra low supply voltages
as low as 140 mV using 130 nm CMOS bulk technology. The layout of the
32 bits KSA and minority3 based adders are shown in Fig. and Fig.
respectively. Based on the comparison between different minority 3 gates in
[4], we decided to use one with ten transistors as a robust one. Both adders
have been designed with the same sizing strategy.

In general, based on the post layout simulations, the RCA is much more
efficient compared to the KSA, while the KSA is faster than the RCA at the
same supply voltage.

Post-layout simulation results confirm that with a marginal increase in
the supply voltage of the RCA compared to that of the the KSA adder at
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Figure 2.7: The layout of the 32 bits KSA adder
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Figure 2.8: The layout of the 32 bits minority3 based RCA adder

the same speed, the power consumption and energy per operation, as well
as the area of the RCA is far less than those for KSA. For example, when
increasing the supply voltage of the 8 bit RCA by 44 mV compared to that
of the KSA adder, the energy per operation for the KSA is about 3.5 times
higher than that of the RCA at the same speed [65].

32 bit RCA and KSA adders were fabricated using 130 nm technology
thus allowing us to perform measurements. Based on the measurement re-
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sults both adders are fully functional for supply voltages as low as 130 mV.
The adders were optimized for low supply voltages as low as 140 mV. How-
ever, the area of our adders designed in 130 nm was improved by 5.73X and
1.39X compared to that of the adder in [44] designed in 90 nm technology,
respectively.

We have investigated different RCA topologies and considered how the
minimum energy point varies with different topologies.

2.3.3 Functional yield

For the subthreshold circuits having a high functional yield is an important
issue especially at the ultra low supply voltages because of the low I, /I,
ratio and high current variability [33]. Indeed, high current variability may
lead to erroneous output logic levels, and hence, functional failure. For all of
the cells in our library, we have verified the functionality (the output logic
levels) through 1000 Monte Carlo simulations for all possible combinations of
inputs in the presence of both mismatch and process variations. For example
for one bit full adder with three inputs, all of the possible input combinations
are 23.

This type of exhaustive test is applicable for circuits with a few inputs
but quickly becomes impractical for circuits with many inputs. For example,
a 32 bit adder would need 232 input vectors test.

The strategy that we have used for testing the functionality of the 32 bit
RCA was to test each full adder independently [2]. For example, for testing
bit N, we have changed the A, and B,, of the test vector. In order to set the
carry input of bit N, the correct choices have to be selected for A,_1 and
B,—1 [2].

The functional yield of the digital gates in [33] has been extracted from
the SNM of the gates in presence of the variations. When the SNM is posi-
tive, it means the circuit can work at that supply voltage. We have used the
Negative Slope Criteria (NSC) technique for calculating the SNM high and
low [25].

2.4 Memories

Two options for memories operating at the subthreshold regime are specif-
ically designed SRAM macros and standard cell based memories based on
flip-flops and latches.
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2.4.1 SRAM macros

SRAMs are one of the the main critical part in almost all VLSI circuits.
They have been used in different memory hierarchy like register files and
L1-L3 cache memories. This is due to the fact that SRAMs have the highest
speed performance among various embedded memory technologies [62]. A
large portion of modern digital ICs is composed of SRAMs, and they often
take the prominent parts of the power consumption [49, [52].

Since the SRAM blocks are often on the hold state, the static power is
a substantial factor in total power consumption. Ultra low voltage SRAMs
are advantageous for power saving especially for power constrained battery-
operated applications. Conventional 6T SRAM meets reliability and func-
tional issues at supply voltages below 600 mV for modern nm technologies
[11].

Various topologies and peripheral circuits have been used to tackle the
problems of 6T SRAM cell in the subthreshold regime [14], 32, 51], [55]. These
methods remove the trade-off between read and write operations by isolating
the read port from the internal nodes. Nevertheless, they either have a single
ended read port [55], [51], [34] or poor density [32], [14], [I5] and [24] with
10, 11, 12 and 14 transistors per bit cell, respectively. The sense amplifiers
can not be used in the single-ended read operation unless one of the inputs
of the sense amplifier is connected to a stable and precisely selected reference
voltage [55].

Besides this, newer technologies like FDSOI have emerged as an interest-
ing option for planar bulk CMOS to tackle these problems and reduce the
minimum supply voltages

In the subthreshold regime, the bitline swing of a SRAM column is small.
Therefore, it is problematic for a single-ended read port SRAM to iden-
tify the right output value, especially at the worst-case corner. Hence, a
single-ended cell needs to compensate for stability by adding extra periph-
eral circuits such as buffer-foot [35], [34]. This technique can improve the
subthreshold leakage noise current from the bitline. Nonetheless, other leak-
age components degrade the bitline swing and hence the functional yield.
Besides, extra circuits will increase the area overhead.

In general, a differential read cell is more robust for subthreshold opera-
tion compared to the single-ended read cell [12]. However, the main obstacle
for 10T, 12T, and 14T differential SRAM cells is the area overhead ddue to
extra transistors.

Paper V focuses on the design of different well type SRAM cells by using a
7T loadless SRAM cell as a case study. The 7T loadless SRAM cell solves the
read and write reliability problem by using read buffer to decouple the read
and write signal. Compared to the 6T loadless SRAM cell of [34] the read
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Figure 2.9: The schematic of the 7T pull-up loadless SRAM.

and write signal are differential, thus allowing traditional sensing techniques
for the bitline. In this SRAM the multi-threshold voltage technique and
channel length upsizing have been used for transistor sizing. This method
uses minimum sized transistors for PMOS and NMOS transistors to present
a lower bitline capacitance.

Conventional 4T SRAM cell has high leakage power and, hence low stabil-
ity during hold operation. Therefore, the multi threshold voltage technique
has been used for 4T SRAM cell, which adopts low threshold voltage devices
for access transistors and low leakage devices for driver transistors to achieve
high hold noise margin greater than 5¢.

To prevent from WRITE failures in presence of the PVT variations access
transistors of the cell have to be stronger than the cross-coupled transistors.
Therefore, we have selected the HVT transistor (regular well) with ultra low
leakage as the driver elements and the RVT (regular well) transistors as the
access transistors to fulfill the above constraints. HVT devices have been
used in the latch to reduce the leakage current and RVT devices for access
READ and WRITE transistors to keep the speed high.

For stable READ operation in the subthreshold regime, the differential
READ buffer with only three transistors has been used to isolate the bitline
from the internal storage nodes. By adding the differential READ buffer,
the SRAM cell has 7 transistors. The schematic of the 7T pull-up loadless
SRAM cell is shown in Fig.

2.4.2 Cell stability

The READ, WRITE and HOLD margins of the cell determines the READ
stability, WRITE and HOLD ability using SNM. The SNM estimates the
noise that can be applied to the cell without losing stable state during READ
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Figure 2.10: The cross coupled inverters with noise sources for hold and read SNM

and HOLD state or changing the state in WRITE operation. Fig. shows
the cross coupled inverters with noise sources for hold and read SNM.

To estimate SNM values, the procedure introduced in [45] is used that
finds values for the diagonals of the maximum squares. In this method, the
axis has been rotated 45 © and the difference between the two curves has been
plotted. This maximum absolute distance between the two curves multiplied
by cos45° is the SNM. If the calculated SNM is negative, the cell will not
be able to retain data. Fig. shows the butterfly curves of the SRAM at
various supply voltages at typical temperature.
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Figure 2.11: Butterfly curves of the SRAM at various supply voltages at typical
temperature.
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2.4.3 Standard cell based memory (SCM)

SCM are proposed as an interesting possibility to SRAM macros for memory
with low size capacity. In SCMs, the storage cells are flip-flops and latches.
These arrays can be easily synthesized, placed and routed. Compared to
SRAM macros, SCMs do not require peripheral circuits such as sense am-
plifiers, buffer foot driver and devices for supply voltage gating [54]. Hence,
for low frequency applications with small memory sizes, the SCMs can have
lower area than SRAM macros [36].

A new SCM based on the single phase clock and robust NAND race-free
D-latch for ultra low supply voltages was implemented in 130 nm CMOS
technology. The SCM has been presented in paper IV. Comparing perfor-
mance metrics of our SCM to the previous published SCMs, it shows better
energy efficiency in the same technology.

2.4.4 Ultra low voltage latches and flip-flops for subthreshold
regime

Flip-flops and latches are commonly used as sequential elements. Latches are
transparent when the clock signal is high, while flip-flops are not transparent
[42].

To have reliable and energy-efficient latches and flip-flops, they should be
static which means their outputs are always connected to either the power
supply or ground. Dynamic nodes are vulnerable to the PVT variations
specially at the ultra low supply voltages.

The energy efficient and reliable latches and flip-flops must be contention
free. At ultra low supply voltages, the slope of the clock signal is low. There-
fore, this will be a challenge for latches and flip-flops with inverted clock
signal. The overlap between clock and clock-bar signals might lead to con-
tention in the nodes and hence, to functional failure [3].

The single-phase clock avoids toggling the internal clock inverters and re-
duces the corresponding power penalty. The latches and flip-flops with clock-
bar signal might neeed more power consumption compared to the latches
without inverted signal [3]. This is due to the additional transitions on clock-
bar signal. Therefore, latches without inverted clock single are appropriate
for low power and low voltage circuits.

The NAND race free D-latch is a single phase clock latch, and this simple
latch consists of two stages of logic function and latching. When the clock
is low, the first part will not change with input changing and so the output
part also will not change. When the clock is high, the first part evaluates
the input and sends it to the output node. The components of this latch are
standard CMOS NAND an inverter gates.
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2. Thesis Summary

Unlike the dynamic registers, the static registers have feedback in their
structure to hold the output data. In the dynamic registers, the data has to
be refreshed after a period of time.

Static registers have been selected to compare delay and energy of two
different static CMOS flip-flop, since dynamic registers are shown to be
unreliable in subthreshold.

In paper VII, the ultra low voltage conventional NAND race free flip-flop
and Power PC flip-flop have been implemented for ultra low supply voltages.
These flip-flops are completely static. Hence, they show robust operations
with voltage scaling. Both flip-flops have been sized to have high functional
yield at supply voltages down to 140 mV. The schematic of both flip-flops
are shown in Fig. 212 and Fig. 2.13]

The measurement results for the fabricated frequency dividers based on
both NAND race free and Power PC flip-flops confirm the functionality of
these circuits at supply voltages as low as 135 mV in 130 nm technology.
Based on the simulation results, comparisons for the two flip-flops at the
same supply voltage and at the low frequency of 1 kHz shows that the
Power PC flip-flop has relatively lower power consumption compared to the
NAND race free counterparts. The Power PC flip-flop at 1 kHz frequency is
1.34X power efficient compared to the NAND race free counterpart.

The area of our Power PC and race free flip-flops designed in 130 nm are
12.2 x 6.15 = 75.0 um? and 13.8 x 6.15 = 84.8 um?, respectively.

According to the mean measured energy per operation for ten samples,
the frequency divider based on the Power PC flip-flop consumes 24 % less
energy per operation compared to the frequency divider based on the NAND
race free flip-flop at the ultra low supply voltage of 160 mV.

MEPs for both frequency dividers is at 250 mV. The energy per operation
at the MEPs for NAND race free and Power PC frequency dividers is 12.5 fJ
and 12.2 fJ, respectively. The mean energy for NAND race free and Power
PC frequency dividers at MEP is improved by 1.99X and 2.02X compared
to that at 500 mV supply voltage, respectively.

The minimum functional supply voltages for the frequency dividers re-
ported in [53] and [5] are 132 mV, 137 mV and 160 mV, respectively. The
minimum functional supply voltage in our work is 135 mV. The minimum
supply voltage in this study is almost the same as that of the one designed
in [53].

Our present results are compatible quite well with the result reported in
[57], where the authors declare, that the power PC flip-flop is the most power
efficient onee among five flip-flops including NAND race free in subthreshold
regime at the same supply voltage.
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Figure 2.12: The schematic of the NAND race free flip-flop.

Figure 2.13: The schematic of the Power PC flip-flop.
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CHAPTER

Conclusion

This work focused on designing and exploring energy efficient subthreshold
digital computing and memory circuits. The specific emphasize on power re-
duction techniques for ultra low voltage digital circuits has been considered.
Chapter 1 explained the basic characteristics of subthreshold circuits and
Chapter 2 summarizes the paper collection presenting the approaches used
for power reduction and also the evolution of these approaches by designing
different adder architectures and storage elements.

Is there an energy efficient adder architecture that shows energy efficient
superior low voltage behavior? what kind of architecture is the energy effi-
cient adder for ultra low voltage regime?

Is there a compact differential SRAM cell functional for subthreshold and
nearthreshold regions?

The drive strength of the pull up and pull down transistors differs sig-
nificantly in subthreshold bulk CMOS logic. Are there methods to balance
pull up and pull down networks without upsizing of the pull up networks to
reduce the power consumption?

The building blocks including logic cells, different topologies of the full
adders, flip-flop, SRAM and standard cell memory have been developed in
130 nm bulk CMOS and 22 nm FDSOI technology.

In 130 nm CMOS bulk technology, a custom standard cell library for ultra
low supply voltages as low as 140 mV and temperature range of 27-50 °C
applicable for ultra low power implantable biomedical applications has been
designed. The channel length upsizing has been used to reduce the leakage
current and improve the robustness and energy efficiency of the cells. Two
different adder architectures including KSA and RCA have been synthesized
to find the most appropriate architecture for ultra low voltage applications.

The standard cell based memory using NAND race free latch has been
designed for such applications using custom standard cell library designed
in 130 nm CMOS bulk technology.
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3. Conclusion

Different adder topologies have been designed for ultra low supply volt-
ages using body biasing to balance the circuits in 22 nm FDSOI technology.
The optimal body bias for minimizing the energy and improving the robust-
ness for low fan-in circuits have been considered. The effect of the different
parameters like activity factor and workload have been considered when
optimizing body bias.

In 22 nm FDSOI technology, we developed a SRAM memory cell with
multiple threshold voltage transistors. Different types of the SRAM well
including flip, regular and single well have been designed and compared to
see the effect of the well type trade-offs for energy, robustness, leakage power
and speed.

We have also developed an energy efficient full adder by using multiple
threshold voltage technique in 22 nm FDSOI technology.

To the best of our knowledge: 1) The implemented and fabricated 32
bits RCA and KSA adders in 130 nm technology are functional for supply
voltages as low as 130 mV. The results are compatible with the simulation
results and the theory. 2) The RCA adder designed in 22 nm FDSOI tech-
nology based on minority-3 logic gates and conventional body bias in Paper
V has the lowest reported energy per bit per addition. 3)based on the mea-
surement results for frequency dividers in 130 nm technology, the minimum
operating voltage of 135 mV was achieved. The minimum functional sup-
ply voltage of 170 mV in Paper IV is achieved for the standard cell based
memory based on latch gate.
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Abstract—Five ultra low voltage and low power full adders
have been designed and analyzed with CMOS logic structure.
To compare these adders, different metrics including worst
case delay, average power, PDP, and PDP*Leakage have been
investigated in the supply voltage varying from 140-160 mV. All
the full adders have been designed and verified with Cadence
Virtuoso design in a commercially available 22 nm FDSOI
technology. An extended body bias voltages introduced in a 22 nm
FDSOI technology have been used to balance Pull Up/Pull Down
Networks and have a high functional yield. The test bench has
been used to verify the functionality of full adders automatically
in different conditions of temperature and supply voltage. The
simulation results show that an Xor based adder is the best of
all having the lowest delay, power, PDP, and PDP*Leakage in
different conditions.

Index Terms—ultra low voltage, low power, 22 nm FDSOI
technology, extended body bias, PDP, PDP*Leakage.

1. INTRODUCTION

In Internet of Things (IOT) applications, the design of
implantable medical devices such as pacemakers, that could
save a patient’s life in emergency situations, is very critical [1],
[2], [3]. Power consumption is a key issue in such applications
which have long stand-by time. Using minimum possible
supply voltage where it is below the absolute value of MOS
threshold voltage makes circuits reduce power consumption.
Operating at the subthreshold regime has been investigated
since the sixties [4]. Considering the exponential relationship
between current, temperature, threshold and supply voltage is
a key concern in order to investigate the functionality of the
circuits in different conditions in this regime. Fully Depleted
Silicon on Insulator (FDSOI) technology has emerged to tackle
the problems of ultra low voltage design. In this technology,
the efficiency of body biasing technique has been increased by
controlling the channel. Body bias technique in FDSOI and
CMOS technology has been used in many works to reduce
supply voltage and hence circuit power consumption [5], [6],
[7]. In this paper, an extended body bias technique has been
used in a commercially available 22 nm FDSOI technology.
This method has been applied to design five full adders in
supply voltages below the absolute value of MOS thresh-
old voltage and is applicable for implantable medical 10T
applications. Full adders have been designed at temperature

978-1-5386-7656-1/18/$31.00 ©2018 IEEE

range 27-50°C, which is appropriate for implantable medical
applications and with ultra low supply voltages varying from
140-160 mV to reduce the power consumption. Simulation for
all adders has been done at 1 kHz frequency which is relevant
for many IOT applications and max operating frequency. To
achieve this goal, different aspects of digital circuits design
in the subthreshold regime have been considered. Then, a
new test bench has been suggested for the functionality of
such circuits. Different performance metrics of five full adders
have been simulated and the results have been compared. It
is concluded that Xor based adder is the best option in this
supply voltage range which yields the lowest delay, power,
PDP, and PDP*Leakage.

II. DESIGN CONSIDERATION IN THE SUBTHRESHOLD
REGIME

Expressed by the following simplified equation, NMOS
transistor subthreshold current has an exponential relation with
the gate-source and threshold voltage [8].

Iy :IU‘(c(k‘/g.x/VT)e((lfkr)vhc/VT))(1 — e Vas/Vr Vas/ Vo)
(1

Where I is a constant related to the channel width and
length of the MOS transistor. Vi and V), are the thermal and
the Early voltage, respectively. k is approximately 0.7-0.75
which is related to subthreshold slope factor (1 + Cyep/Cou)-
This equation can also be applied for PMOS with opposite
polarity. Static power consumption is a dominant source for the
total energy of the low frequency system. To reduce leakage
and improve performance in CMOS logic gates, balancing of
PUN/PDN! is a strong knob. The strength of the transistors
can be tuned by using both body biasing and aspect ratio as
well as device type [9] which will be discussed in more details
in this section. Based on equation (1), digital circuits in the
subthreshold regime are more sensitive to PVT (process, volt-
age, and temperature) variations than those of superthreshold.
Threshold voltage variations caused by RDF (random dopant
fluctuation) increase process variation which is proportional to
the inverse of the square root of the transistor area.
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A. Design Strategies

According to the above information, subthreshold circuit
designers should avoid taking minimum length and width
for the transistors in order to decrease the variability. High
width PMOS transistor causes larger capacitance in the circuit
and hence more area and power consumption. Choosing the
ratio of two for Wpaos/Wnmos is suitable to improve
mismatch variation because of having a regular layout. Using
HVT devices is recommended for reducing the leakage current
which is the first priority in such an application. Body biasing
is one of the techniques used for tuning the PUN/PDN. This
method manipulates threshold voltage by change back gate
voltage. The goal is to find a body bias voltage for both NMOS
and PMOS transistors which results in a reasonable functional
yield in full adders.

B. Full Adders Circuits Design

Schematics for five different full adders are shown in
Fig.1. It has been proved that in the subthreshold regime
and especially at the ultra low supply voltages, I,n/I,f5 is
lower than that of the superthreshold regime. Gates having
a maximum fan-in of 2-3 should be used to avoid robustness
problems occurred in circuits and improve the functional yield
[9]. Therefore, in this study, Minority-3 based, Nand based,
Xor based and Nand-Nor based full adders have been selected
for simulation [10]. The results then have been compared to
the 28 transistors standard adder [10].

All gates have been designed and verified using Cadence
Virtuoso design in a commercially available 22 nm FDSOI
technology. They have been designed with HVT transistors
optimized for reverse back biasing in order to reduce the
leakage current. As shown in Fig.2, either subthreshold current
or leakage current is highly affected by the sizing of transistor
length, L.

Leakage current variation due to the change of transistor
length is very high between 20-28 nm in comparison with 28-
36 nm. Therefore the length of 28 nm is used for both reducing
leakage and improving threshold voltage variation. The width
for all NMOS and PMOS transistors is 200 nm and 400 nm,
respectively, except for PMOS in Minority-3 which is 600 nm.
The goal is to select the best body bias that has less leakage
current and variability. To do so, leakage current variation of
inverter designed with HVT transistors versus different back
bias voltages has been simulated and shown in Fig.3. Leakage
current variation of the transistor due to the changing of back
bias voltage of both PMOS and NMOS transistors is very
high between 0-300 mV in comparison with 300 mV to 2 V.
Increasing reverse back bias voltage increase the variability. In
order to decrease both leakage current and variability, selected
body bias voltages have been tabulated in TABLE 1.

III. RESULTS
A. Test Bench

Digital circuits are affected by so much variation in the
subthreshold regime that they may not be functional in the
worst case condition. Therefore using a systematic way is
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Fig. 1: Five different adders

essential to evaluate the functionality of the circuits in the
all different conditions. The suggested automatic test bench is
shown in Fig. 4.

An ideal 3-bit ADC has been used to produce different
inputs of one bit full adder in DC simulation. In result capture
block, the outputs of the adder have been compared with
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TABLE I: Back Bias Voltages for PMOS and NMOS transis-
tors in different gates.

‘ GATES VBBN®  VBBPP
Minority-3 and Nor -300 mV 0
Nand and Inverter and Xor 0 Via
Transistors in Standard adder 0 Vad

2NMOS Back Bias Voltage.
PPMOS Back Bias Voltage.

both maximum acceptable low voltage (Vor) and minimum
acceptable high voltage (Vog) which are equal to 0.25%vdd
and 0.75*vdd of the full adder, respectively. To see the effect
of process and mismatch variation, the output of result capture
goes to the ADE Assembler in order to perform sufficient
number of 1 k Monte Carlo simulation [11], [12] and obtain
the functional yield of the full adder automatically. The driving
power has been considered by using output FO4 load inverters
[13].

B. Simulations

Different circuit metrics calculated from simulations for
the full adders have been compared together. Full adders
have been simulated at 1 kHz frequency which is the case
for many IOT applications, at temperature range 27-50°C,
which is appropriate for implantable medical applications with
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Fig. 4: Test Bench for functional yield simulation.

the supply voltage varying from 140-160 mV to reduce the
power consumption. The suggested test bench result showed
that Monte Carlo simulation for five full adders in different
conditions has not been failed for all 1 k iterations. The plots
for inputs and outputs of Xor full adder at a supply voltage
of 150 mV has been shown as an example in Fig. 5.

Since the changing of an input transition may not necessar-
ily alter the output results, for accurate power measurement, all
different input transitions should be considered. Fig. 5 shows
the different input transitions used for estimating the average
power consumption of the full adders [13]. Fig. 6 demonstrates
the test bench used to find the critical path resulting in the
worst case delay. Verilog-AMS has been used to simulate the
test bench. The same load as the test bench for functional
yield has been used for full adders to create more realistic
output capacitance which affects the delay of the circuit. All
combination of transitions for three different inputs has been
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leakage current for a range of supply voltages between 140-
160 mV at 1 kHz frequency are summarized in Tables II, III,
IV, V and VII. Energy per operation at this frequency can be
calculated with P = E/T. Since each addition is done in half
of the period, 7" in this equation is 500 us for 1 kHz frequency.
In order to have a comparison for the area of adders, Wx=200
nm has been assumed as one unit, the considered area for Xor,
Nand based adder is 54 units. This metric for Nand-Nor and
Minority-3 based adders and the standard adder is 48, 66 and
42 units, respectively.

TABLE II: Nand based adder metrics at 27°C and 1 kHz.

TABLE IV: Xor based adder metrics at 27°C and 1 kHz.

Vdd(mV)  Power(pW) Delay(us) Leakage(pA)
140 2.24 5.84 12.7
150 2.46 4.68 13.1
160 2.69 3.73 135

TABLE V: Nand-Nor based adder metrics at 27°C and 1 kHz.

Vdd(mV)  Power(pW) Delay(us) Leakage(pA)
140 6.24 7.34 414
150 6.90 5.81 4238
160 7.60 4359 443
TABLE VI: Standard adder metrics at 27°C and 1 kHz.
Vdd(mV) Power(pW) Delay(us) Leakage(pA)
140 3.95 8.60 228
150 4.357 6.9 234
160 4.74 5.54 239

Vdd(mV)  Power(pW) Delay(us) Leakage(pA)
140 7.20 7.99 46.3
150 791 6.34 474
160 8.74 5.03 48.6

frequency of 150 mV supply voltage have been listed in
TABLE VIL

IV. DISCUSSION

According to the simulation results for 1 kHz frequency
shown in Tables II, III, IV, V and VII, the Xor based full
adder achieved the lowest power consumption, leakage and
delay. The second one in terms of consumption of power
and leakage is the Minority-3 based adder. TABLE VII shows
four metric indicators at the max operating frequency for each
adder. Xor based adder is the best of all because not only
consumes the least power consumption but also is the fastest
among five adders and has the least energy per operation. At
150 mV supply voltage, the Nand based adder consumes 3.22
times as much as the Xor based adder consumes. Among the
five adders, Minority based adder is the slowest. The delay
of the Minority-3 based adder is more than 2X of that for
the Xor based adder. Since all adders are designed with HVT
devices and they have reverse back bias voltages for NMOS
or PMOS devices, huge delays have been observed. In spite
of the huge delays, these adders are more desirable for low
frequency applications. The static power consumption is a
dominant part of the total energy of low frequency systems. As
listed in Tables II, III, IV and V, the leakage current of the full
adder based on Nand is the largest and it is 1.11, 2.16, 2.03
and 3.62 times as much as that of the full adders based on
Nand-Nor, Minority, standard and Xor, respectively. To see

TABLE VII: Energy per operation of five full adders at
maximum operating frequency and Vdd= 150 mV.

) . . . o j Energy Per | Energy Per
TABLE III: Minority-3 based adder metrics at 27°C and 1 Type Frg\x)r :—‘kr;s() Operation Operation
kHz. - (al) *Leakage* 10~
Vdd(mV)  Power(pW) Delay(us) Leakage(pA) M}ﬁonly-} 8.87 25.0 177 388
140 352 14.0 21.0 Based
50 EXT I 579 Nand based | 284 833 170 809
160 437 873 228 Xor Based 6.15 589 522 68.4
ga“d’N‘“ 249 833 149 638
ased
Energy per operation (which is PDP at max operating 28 Standard | 6.5 106 247
H ati full adder ) )
frequency) for all full adders at the maximum operating




TABLE VIII: Energy per operation and leakage for 1-bit full
adders proposed in [6] and [14].
Energy Per Oper-

Reference ation Leakage | Vdd Device
[6] 0.65 fJ 464 pA | 300 mV [ RVT
[14] 6.48 {J 739 pA 300 mV | RVT/LVT

the effect of both PDP and leakage in different full adders,
the PDP*Leakage metric has been invented and calculated
in TABLE VII. As we can see, the amount of this indicator
for the Xor based adder is much lower than others. TABLE
VIII shows the amount of energy per addition and the leakage
current for [6] and [14] in 28 nm FDSOI technology; these
parameters have been compared with the result of this study. It
has been done to see the effect of 22 nm versus 28 nm FDSOI
technology on ultra low voltage design problems. Energy per
operation and leakage current obtained for all full adders in
this study are much lower than [6] and [14]. The amount of
energy per addition for [6] is more than 12X of that for the Xor
based adder in this study. Leakage is a key issue in ultra low
voltage design. Since all full adders have been designed with
HVT devices with reverse back bias voltage, leakage current
for the five full adders in this study is much lower than the
amount showed in TABLE VIII. The leakage current of the
1-bit adder in [6] is more than 3X that of the Xor based adder
in this study.

V. CONCLUSION

Five reliable ultra low voltage full adders have been de-
signed in a commercially available 22 nm FDSOI technology.
To have a high functional yield, extended body bias voltages
introduced in this technology have been used. All adders have
been designed with HVT devices optimized for reverse back
biasing. It is done to reduce the leakage of the full adders.
They are functional at temperature range 27-50°C, which fits
for implantable medical applications and the supply voltage
varying from 140-160 mV. It is concluded that Xor based
adder is the best option in this supply voltage range which
yields the lowest delay, power, PDP, and PDP*Leakage.
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Abstract—In this study, 8, 16 and 32 bits ultra-low power,
robust, Kogge Stone (KSA) and Ripple Carry (RCA) adders
using a commercially available 130 nm bulk CMOS technology
have been designed and analyzed at subthreshold supply voltages
ranging from 140-160 mV and temperature range of 27-50 °C at
5 kHz frequency for implantable biomedical devices. Simulation
results based on netlists extracted from layout confirm that with a
marginal increase in the supply voltage of the RCA compared to
that of the KSA adder at the same speed, the power consumption
and energy per operation, as well as the area of the RCA is
far less than KSA. For example, when increasing the supply
voltage of the 8 bit RCA by 44 mV compared to that of the KSA
adder, the energy per operation for the KSA is about 3.5 times
higher than that of the RCA. We have investigated different RCA

pologies and idered the energy point varies with
different topologies. In addition, in the case of low throughput
applications, using the stacked inverters for the full adder will
reduce the leakage current and the total energy per cycle of
the circuit. For the Minority-3 based 32 bits RCA with stacked
inverters, the energy per cycle improves 15 percent compared to
that of Minority-3 based 32 bits RCA at Vdd = 150 mV.

Index Terms—KSA, RCA, ultra-low voltage, implantable
biomedical devices, channel length upsizing, minimum energy
point, stacked inverters.

I. INTRODUCTION

In Internet of Things (IoT) applications, the demand for
ultra-low power electronic systems, such as implantable
biomedical devices for saving patient’s life in the emergency
situations, wireless sensor network and devices for environ-
mental monitoring has grown rapidly [1]. Many such devices
like pacemaker require ultra-low power and long battery
lifetime. Modern pacemaker topologies are extremely sophis-
ticated and include an analog part as well as a digital part.
Digital part consist of a microcontroller and some memory
[2], 3]

Voltage scaling is the most effective technique for power
reduction [4]. Therefore, subthreshold digital circuits operating
at supply voltages below the absolute values of FET threshold
voltages significantly reduce the active and leakage power.
Transistor subthreshold current has an exponential relation

978-1-7281-2769-9/19/$31.00 ©2019 IEEE

with the gate-source and threshold voltage of the transistor [5].
At ultra-low supply voltages, the degradation of a transistor on
to off current ratio is the fundamental limit for supply voltage
reduction, and it affects the functionality of the circuits. The
main source for threshold voltage variation which affects
different properties like speed and power consumption is
random dopant fluctuation (RDF) [4]. On the other hand,
aggressive voltage scaling decreases the circuit speed. This
causes static power consumption as a dominant source for
the total power consumption and energy dissipation for such
circuits, and techniques to reduce the static power consumption
and leakage current are extremely influential on the total power
and the battery lifetime of the circuit.

In the literature, many studies of subthreshold adders have
been presented [6]-[12]. In [10], [11] and [12], comparative
studies between different adder architectures have been per-
formed, however, they are based on the schematic level simu-
lations, not physical level. In [10], the comparison is between
the RCA adder and Sklansky adder from parallel prefix family.
Furthermore, in [12], the impact of the aggressive voltage
scaling and process variations on the reliability of the adders
were not investigated.

This study presents several expansions comparing with [12].
An Xor based RCA, 10T Minority-3 based RCA and Minority-
3 based RCA with stacked inverters instead of a 6T Minority-
3 based RCA have been implemented. The 6T Minority-3
gate used in [12] has proven to be extremely vulnerable to
PVT variations, and to have a high power consumption [13].
Our gates are more reliable and suitable for ultra-low voltage
circuits and low frequency leakage dominated applications.
Also, all of the results are based on post layout simulations.
Additionally, 8 and 16 bits adder which are more suitable for
IoT applications such as implantable biomedical devices have
been added for comparison between RCA and KSA.

In this paper, we have designed and explored the trade
offs between 8, 16 and 32 bits ultra-low voltage, robust
KSA and RCA adders including the parasitics from the
layout using 130 nm technology. This study uses channel



length upsizing and Pull Up/Pull Down Networks (PUN/PDN)
balancing techniques to reduce leakage power and improve
the functional yield of low frequency digital circuits in the
subthreshold regime. It compares the fastest adder (KSA) and
the simplest adder (RCA) structures for low frequency and
energy constrained applications in the subthreshold supply
voltages varying from 140-160 mV and temperature range 27-
50 °C which is applicable for implantable medical devices
and 5 kHz being suitable for many IoT applications [4].
Additionally, we have performed a comparative study on the
minimum energy point of the different 32 bits RCA topologies.
Inverter stacking in the full adder structure has been used to
reduce leakage and the energy per cycle in the case of the
low throughput applications. This study may help designers
to select an optimal architecture based on their application
and parameters.

This paper has been organized as follows. Section 2 explains
the sizing strategy used for the full custom standard cell library
designed for subthreshold supply voltages. Section 3 describes
and compares the KSA and RCA adder structures. In Section 4
and 5 the simulation results have been presented and discussed.
In section 6, the paper has been concluded.

II. SIZING STRATEGY FOR THE FULL CUSTOM CELL
LIBRARY

For low frequency systems which are leakage dominated,
power reduction requires leakage current reduction. Previous
works have shown channel length upsize is more efficient than
MTCMOS power gating, body biasing, Vt selection or device
width upsize, and it increases robustness while simultaneously
reducing static leakage energy [14], [15]. Superthreshold stan-
dard cell libraries have not been designed and optimized for
subthreshold supply voltage circuits [16]. Our library uses
channel length upsizing as a leakage reduction technique. Fig.
1 shows the ratio of the subthreshold on-current to the off-
current. Ton and Ioff are transistor currents when Vgs = Vds
and 0, respectively. The slope between 130-190 nm is much
steeper than that of the rest of the range. The length of 190 nm
has been selected as a tradeoff for the cells. Our subthreshold
library consists of combinational logic with different driving
strengths and memory, which in principle can implement any
synchronous digital function. Dynamic energy is independent
of the PUN/PDN matching [17]. However, leakage energy is
dependent on the matching of PUN/PDN. Therefore, to find
the minimum energy for digital circuits the leakage current
of PUN/PDN should be equal [17]. Therefore, the width for
PMOS and NMOS has been selected such that to achieve the
same leakage current for the PMOS and NMOS transistors.
The other factor for selecting the width of the NMOS and
PMOS transistor is having a high functional yield in the
adder circuits. The width of the PMOS and NMOS have been
selected 1.8 um and 300 nm, respectively.

III. ADDER CIRCUIT STRUCTURE

Addition is one of the fundamental and widespread arith-
metic operations. Moreover, it is the basic building block for
many other useful operations, such as subtraction, multiplica-
tion, etc. Hence, the design of energy efficient adders has been
a significant goal for many digital circuit designers.

In this study, two adder topologies for the RCA and the KSA
[19] have been selected for the comparison. These adders have
been selected based on the different properties such as area,
speed and power consumption. The RCA is the simplest adder
from carry propagate adders family with the lowest power
consumption and area usage with a high delay because of the
long carry propagation path from least significant bit to most
significant bit. The internal structure of the RCA including
a chain of the full adders have been shown in Fig. 2. The
KSA from parallel prefix adders family is the fastest adder,
because of parallel computations in shorter paths with only
loga N logic stages, and it consumes higher power and area
compared to the RCA. The internal structure for the parallel
prefix, KSA adder and its sub blocks have been illustrated in
Fig. 3, Fig. 4 and Fig. 5, respectively [18]. The sub-blocks
in Fig. 5 were all implemented in the most straightforward
way using Xor, And, Or and Inverter functions. And and Or
functions were implemented by using Nand and Nor gates,
respectively, combined with inverters.

Gates with maximum fan-in of 2 or 3 have been selected to
avoid robustness problem and improve the functional yield of
the circuits. Therefore, two different topologies of Minority-3
based and Xor based full adders have been selected for the
RCA and they have been illustrated in the Fig. 6 [20].

For the comparative study of different RCA topologies, we
have added the Minority-3 based RCA with stacked inverters
[21]. In this topology, the inverters of the Minority-3 based full
adder have been stacked in order to reduce the leakage current,
compared to the other full adder version using standard 2-
transistor inverters. This technique relies on the fact that,
leakage current through the two off state transistor is less than
that of one transistor. This technique will reduce the circuit
speed, but it is not a problem for the applications with more

100
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Fig. 1: Ton/Ioff for the NMOS transistor versus the length of the transistor,
with minimum width and Vds = 150 mV.
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relaxed throughput requirements.
IV. SIMULATION RESULTS

The structure of the adders has been synthesized auto-
matically at the gate level by Cadence design Genus tool
using a full custom standard cell library. The cell library is
based on 130 nm CMOS bulk technology and is designed for
subthreshold supply voltages varying from 140-160 mV. All of
the gates in the standard cell library have been designed with
low leakage transistors in order to reduce the leakage current.
The layout of the adders is generated automatically by Ca-
dence Innovus design place and route tool. All the simulations
have been performed from the extracted view of the layout.
Therefore, parasitics have been included in the simulations.
In order to explore the effect of the PVT variations on the
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Fig. 7: The testbench for the adders [10].

functional yield of the circuits, one thousand Monte Carlo
simulations in each corner has been simulated. The full adders
are fully functional for one thousand Monte Carlo simulations
from both mismatch and process variations at supply voltages
varying 140-160 mV and temperature range of 27-50 °C,
and the frequency of 5 kHz. The outputs of the adder have
been compared with both maximum acceptable low voltage
(Vor) and minimum acceptable high voltage (Vo) which
are equal to 0.25*vdd and 0.75*vdd, respectively. Additionally,
the functional yield simulations for 32 bits Minority-3 and Xor
based RCA show, the simulated yield due to process variation
and mismatch Over the temperature range -40 °C to 60 °C and
the Vdd range 140 to 160 mV, is better than 99.99 percent.

A. Delay and power simulations

The testbench used for the simulation is shown in Fig. 7.
The worst case delay transition has been considered when
one of the inputs is connected to the ground, the other one
is connected to Vdd while the toggling carry input has been
applied to the adder circuit [12]. The power has been simulated
for the worst case delay transition. The driving power has been
considered by using output FO4 load inverters [22].

B. Comparison between KSA and RCA

The speed advantage and power advantage of different
adders compare with each other for the same supply voltage



150 mV at 5 kHz frequency and 27 °C are summarized in
Tables I, II, and III.

TABLE I: Power and speed advantage of the 32 bits adders compare with
each other for Vdd = 150 mV at 27°C and 5 kHz.

Speed advantage of the KSA compared to the Minority-3 RCA  5.98
Speed advantage of the KSA compared to the Xor RCA 5.96
Power advantage of the Minority-3 RCA compare to the KSA 5.96
Power advantage of the Xor RCA compared to the KSA 3.94

TABLE II: Power and speed advantages of the 16 bits adders compare with
each other Vdd = 150 mV at 27°C and 5 kHz.

Speed advantage of the KSA compared to the Minority-3 RCA  3.96
Speed advantage of the KSA compared to the Xor RCA 3.77
Power advantage of the Minority-3 RCA compared to the KSA ~ 4.82
Power advantage of the Xor RCA compared to the KSA 3.18

TABLE III: Power and speed advantages of the 8 bits adders compare with
each other Vdd = 150 mV at 27°C and 5 kHz.

Speed advantage of the KSA compared to the Minority-3 RCA  2.70
Speed advantage of the KSA compared to the Xor RCA 2.60
Power advantage of the Minority-3 RCA compared to the KSA  4.03
Power advantage of the the Xor RCA compared to the KSA 2.69

As we expected, for all 8, 16 and 32 bits adders the
KSA adder is faster than the RCA adders, and the power
consumption of the RCA adders is lower than the KSA adder.

For comparing the energy efficiency of the adders at low fre-
quency applications, we have considered two different cases.
First, if the circuit is powered down after the operation, the
energy is the power times the delay of the circuit, but shutting
down the circuit requires extra cost and area overhead. It
would also add extra power consumption, which could make
it an undesirable option for ultra-low power IoT applications.
Second, if the circuit operates for the entire clock cycle,
the speed is the same for the circuits. Therefore, the power
determines the energy efficiency of the adders.

In the first case, for 32 bits adders, the speed advantage
of the KSA adder is a bit higher than the power advantage
of the RCA. Therefore, at the same supply voltage 32 bits
KSA adder has lower energy per operation compared to the
Minority-3 based RCA adder. In contrast, for the 8 and 16 bits
adder, the power advantage of the Minority-3 based RCA is
better than the KSA adder. It shows, less energy per operation
for Minority-3 based RCA compared to the KSA.

In the second case, 8, 16 and 32 bits RCA adders are energy
efficient compared to those of KSA adders because they have
less power.

In order to have a comparison between the adders at the
same speed, the supply voltage of the KSA adder is varied
between 150-250 mV, the supply voltage for the RCA is
increased such that to maintain the same speed as that of the
KSA adder. The experimental results show, with increasing the
supply voltage of the 8 bits Minority-3 based RCA adder to
194-298 mV, the power consumption and energy per operation
for RCA adder are far less than those of the KSA adder. These
results have been shown in the Fig. 8. For example, from the

Fig. 8(c), with increasing the supply voltage of the RCA 44
mV higher than the supply voltage of 150 mV for the KSA
adder, the energy per operation for the KSA is about 3.5X of
that of the RCA.

Tables IV shows the area used for the different adders based
on the layout. As we can see, the area for the KSA adder is
much higher than the area for the RCA adders.

TABLE IV: Area for different adders.

Area KSA (um?®)  Minority-3 RCA (um®)  Xor RCA (um®)
8 bits 2268 927 846
16 bits 5541 1855 1694
32 bits 13099 3694 3388

C. Impact of different topologies on Minimum Energy Point

For this comparative study, we have investigated the energy
per operation, delay and static power consumption of the
different RCA topologies including a Minority-3 based RCA,
a Minority-3 based RCA with stacked inverters, and an XOR
based RCA adder at the maximum operating frequency. Fig. 9
shows the energy per operation, the delay and the static power
consumption of the different RCA adders at the maximum
operating frequency versus the supply voltage.

As can be seen from the Fig. 9(a), the Energy per op-
eration for the Minority-3 based RCA is the lowest among
three different topologies. The other point is that different
topologies with the same architecture have different minimum
energy points. For example, for the Minority-3 based RCA
the minimum energy point is 230 mV, while it changes to
250 mV for Xor based RCA. Static power consummation
is a dominant source for the total power consumption and
energy dissipation of the low frequency system. Therefore,
with reducing the leakage current, the total power and energy
will reduce for the application with less speed requirement.
Fig. 9(c) shows the static power of the different RCA adders.
As the result indicates, the static power consumption of the
Minority-3 based RCA with stacked inverters has the lower
power compared to the others, and it will have the lowest
energy per cycle in the case of the low frequency applications.
For Minority-3 based 32 bits RCA with stacked inverters, the
energy per cycle improves 15 percent compared to Minority-3
based 32 bits RCA at Vdd = 150 mV.

V. DISCUSSION

Table 1 compares the power and delay of 32 bits KSA
adder, Minority-3 and Xor based RCA adders at the same
supply voltage at the low frequency of 5 kHz. The 32 bits
KSA adder is 5.98X, 5.96X faster than the Minority-3 and
Xor based RCA adders, respectively. The power of 32 bits
Minority-3 and Xor based RCA adders is 5.96X, 3.94X lower
than 32 bits KSA adder. Hence, for the same supply voltage
and low frequency application the 32 bits KSA adder is energy
efficient in comparison with the RCA adder. From table 2
and 3, the 16 and 8 bits Minority-3 based RCA adders are
energy efficient compared to those of KSA adder. The energy
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efficiency of 32 bits KSA adder in comparison with Minority-3
based RCA adder is insignificant, but 8 and 16 bits Minority-
3 based RCA are 1.49X and 1.21X energy saving over their
KSA counterparts, respectively. 8 and 16 bits Minority-3 based
RCA adders are more suitable for IoT applications such as
implantable biomedical devices, operating in the kHz range.
From Fig. 8, at the same speed for both adders with
increasing the supply voltage of the RCA adders, the 32, 16
and 8 bits RCA adders are more energy efficient than the KSA
adders. By increasing the supply voltage of the 8, 16 and 32
bits Minority-3 based RCA adders by 44, 60 and 78 mV, the
energy efficiency has been improved by 3.16X, 3.19X and
3.54X compared to those of KSA adder at Vdd=150 mV.
Table 4 compares the area of the designed adders from
the layout. The 8, 16 and 32 bits KSA adder is 2.44X,
3.05X and 3.61X larger than those of Minority-3 based adders,
respectively. The layout view of 32 bits KSA and Minority-3
based adders are shown in Fig. 10 and Fig. 11, respectively.
11.

The comparison study of 32 bits RCA adders includes
different performance parameters including the delay, static
power consumption, and energy of the adders versus the
supply voltage at the maximum operating frequency. The
adders are low speed which is expected by using the low
leakage transistors with long channel length. The delay of
the Minority-3 based with stacked inverters is larger than that

7 |
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Fig. 10: The layout view of the 32 bits KSA adder

of Xor and Minority-3 based RCA adders. The Minority-
3 based adder has the lowest energy per operation at the
maximum operating frequency. Fig. 9(c) shows the static
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power consumption of the adders. Minority-3 based with
stacked inverters has the lowest static power consumption. This
means, for the applications for low throughput requirement
which are leakage dominated, we can stack the inverters to
reduce the leakage current and energy per cycle.

Our presented result is compatible with the result of [10],
where it shows in subthreshold, the RCA is slower than
parallel prefix adder and consumes less energy, and is the
best for low frequency application. In [10], the comparison is
between the RCA adder and Sklansky adder from the parallel
prefix family, but we have selected the KSA adder which is
the fastest adder.

The presented result in our study is compatible quite well
with the result of [12], where the authors declare, by increasing
slightly the supply voltage of the RCA compared to that of
KSA, the RCA adder is energy efficient over its KSA coun-
terpart at the same speed. Our results support these findings,
but also extend the study on reliable gates for aggressive
voltage scaling, and the functional yield simulations for 32
bits Minority-3 and Xor based RCA show, the simulated yield
due to process variation and mismatch Over the temperature
range -40 °C to 60 °C and the Vdd range 140 to 160 mV,
is better than 99.99 percent. Additionally, our simulations are
based on netlists extracted from layout, unlike just schematics,
as in [12]. The energy per operation for KSA and RCA adders
in our study at the same delay and Vdd = 150 mV is better than
the energy for these adders in [12], and it may be explained
by the techniques for sizing and selecting low leakage devices
to reduce the leakage current which is the dominant source
for the total power of ultra-low speed circuits.

VI. CONCLUSION

For many ultra-low energy IoT applications such as im-
plantable biomedical devices, the design of the digital cir-
cuits in the subthreshold regime is promising. In this paper,
we have designed and analyzed 8, 16 and 32 bits ultra-
low power, robust, Kogge Stone (KSA) and Ripple Carry
(RCA) adders using available 130 nm CMOS bulk technology
at subthreshold supply voltages ranging from 140-160 mV
and temperature range of 27-50 °C at 5 kHz frequency, for
implantable biomedical devices. The Channel length upsizing
and PUN/PDN balancing techniques have been used as a sizing
strategy for the design of a full custom standard cell library.
The simulation results confirm that the RCA minimizes power
consumption, and it would be slower than the KSA. For higher
speeds, the KSA adder, which is power hungry, would be used.
The experimental results show at the same speed for both
KSA and RCA, with increasing slightly the supply voltage

of the RCA compared to that of the KSA adder, the power
consumption and energy dissipation, as well as area for RCA
are far less than those of the KSA adder. By increasing the

. supply voltage of 8 bits RCA 44 mV higher than the supply

voltage of 150 mV for the KSA adder, the energy per operation
for the KSA is 3.5X higher than that of the RCA.

We have also investigated different RCA topologies and
found out that the minimum energy point varies for different
topologies. In addition, in the case of low throughput applica-
tions, using of the stacked inverters for full adder will save the
leakage current and the total energy per cycle of the circuit.
This technique causes the drop in the circuit speed, but it may
not be problematic for the low frequency systems.
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Abstract—This study presents a strategy to determine optimal
body bias voltages for ultra low voltage digital circuits in the
22 nm Fully Depleted Silicon On Insul Technology (FDSOI).
The efficiency of body biasing for achieving high functional yield
has been investigated by using reverse back bias voltages for
HVT devices. The strategy has been evaluated through the design
of an ultra low voltage Xor based adder at supply voltages
varying from 140-160 mV and temperature range 27-50 °C at
1 kHz frequency. The adder under optimal body bias consumes
4.67 percent less energy than zero body bias at Vdd=150 mV
and frequency of 1 kHz. The adder is fully functional for one
thousand Monte Carlo simulations at optimal back bias voltage.
The yield has improved by 0.4 percent in optimal back bias
voltage compared to zero body bias. The results show the lowest
Energy per cycle, variability and high functional yield for the
obtained optimal body bias voltage. Also, additional analysis
confirms the dependency of optimal body bias voltage on the
switching activity and operating conditions for a given technology.
We also show that the relative energy variability is larger than
the delay variability over the back bias voltage range.

Index Terms—optimal body bias, reverse back bias, HVT
device, activity factor, variability, functional yield.

1. INTRODUCTION

In Internet of Things (IoT) applications, reducing power
consumption to reduce the energy usage of the system and
hence prolong battery lifetime is often a key issue for digital
circuit designers. Reducing the supply voltage below the
absolute values of the transistor threshold voltages decreases
the energy dissipation, but also increases the delays. As can
be seen from equation (1), transistor weak inversion current
has an exponential relation with the gate source and threshold
voltage of the transistor [1].

Iy = [U'(e(kvga/VT)e((l—k)Vb.«/VT))(1 _ ¢ Vas/Vr + Vas/ Vo)

Q)]
Iy is a constant related to the channel width and length of the
MOS transistor. Vp and Vp, are the thermal and the Early

voltage, respectively. k is approximately 0.7-0.75 which is
related to subthreshold slope factor (1 4+ Caep/Cos). (Cor)
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and (Cyep) are the gate oxide and depletion capacitance,
respectively. This equation can also be applied for PMOS
with opposite polarity. Based on equation (1), digital circuits
in the weak inversion regime are more sensitive to process,
voltage and temperature (PVT) variations than circuits in
the superthreshold regime. Body biasing has been applied to
reduce the fluctuations of delay and energy due to global
process and temperature variations [2]-[7]. In [5], an optimum
reverse body bias to reduce the standby leakage current has
been demonstrated for bulk CMOS technology. The authors
in [6] have investigated the impact of using body biasing to
match the leakage of pull up/pull down networks (PUN/PDN)
and reduce the supply voltage of the inverter to 100 mV in bulk
CMOS technology. In [7], a study on the effect of body biasing
to improve the process and temperature variation in a sub-200
mV processor has been proposed in bulk CMOS technology.
The body biasing technique in bulk CMOS requires overhead
cost by using a triple well process. The efficiency of body
biasing has been increased in FDSOI technology, to tackle
the problems of ultra low voltage design [8], [9]. FDSOI
technology shows a higher body effect factor compared to the
bulk CMOS [8]. In FDSOI, for transistor level body biasing,
there is no extra area similar to the bulk. Hence, selecting the
optimal back bias voltage for circuits implemented in a FDSOI
technology is a key issue for not only robustness against PVT
variations but also the energy efficiency of the digital circuits.

In this study, the optimal back bias voltage for tuning
the PUN/PDN in a 22 nm FDSOI technology has been
investigated to improve the reliability and reduce the energy
per cycle in digital circuits. Moreover, high threshold voltage
transistors (HVT) have been used for reducing leakage current.
Additionally, we have performed additional simulations to
show that the optimal body bias voltage is dependent on the
switching activity factor and the operating conditions. The
most important challenge for ultra low voltage is maximizing
robustness. Hence, using gates with maximum fan-in of two
has been proposed in [7], [10], [11] for low voltage digital
circuits. In order to investigate the potential of the proposed



strategy, an Xor based adder including gates with fan-in of two
has been designed and simulated with the obtained optimal
back bias voltage in 22 nm technology. The Xor based adder
is fully functional for supply voltage varying from 140-160
mV and temperature range of 27-50°C at the target operating
frequency of 1 kHz. This frequency and temperature range is
applicable to implantable medical IoT applications. The Xor
based adder has the minimum energy per operation at the
optimal back bias voltage.

The rest of the paper has been arranged as follow. In section
2, the PUN/PDN has been balanced to reduce the leakage and
increase the static noise margins of the circuits. In section 3,
the energy efficiency and variability of a 20 inverters chain
have been explored to select the optimal back bias voltage. In
section 4 and 5, the dependency of optimal back bias voltage
has been investigated for different operating conditions. In sec-
tion 6, the strategy has been evaluated through the design of an
ultra low voltage Xor based adder. In the two last sections, we
have discussed the results and it is concluded that by selecting
optimal body bias voltages, the digital circuits achieve high
functional yield and minimum energy per operation.

II. BALANCING OF PUN/PDN

Balancing the PUN/PDN strengths is an essential issue for
the functionality of digital CMOS circuits in the ultra low
voltage regime. By balancing the PUN/PDN strengths the
static noise margins will be increased. To reduce the overall
design complexity of the gates, the body bias of the PMOS is
connected to the supply voltage. The gates have been designed
and verified using Cadence Virtuoso design in a 22 nm FDSOI
technology. Moreover, high threshold voltage transistors have
been used for reducing leakage current. The HVT transistors
have been optimized for reverse back bias voltages in this
technology.

As shown in Fig.1, subthreshold I,, and Ij.,) are highly
affected by transistor length, L. Leakage current variation
due to the change of transistor length is very high between
20-28 nm in comparison with 28-36 nm. Therefore a length
of 28 nm is used for reducing leakage, improving threshold
voltage variation. Mismatch variation is proportional to the
inverse of the square root of the transistor area. Therefore,
to reduce the variation due to mismatch, subthreshold circuit
designers should avoid using minimum length and width for
the transistors. Therefore, the width of W= 200 nm has
been used. In order to have regular layout, Wp = 2Wy=
400 nm has been selected. Increasing the width of PMOS
transistors not only increase the area but also increase the
parasitic capacitances and hence the power consumption of
the circuits. For example, in order to have the same ;. and
I,, for NMOS and PMOS transistors, the width of PMOS
should be upsized by 2.52X and 4.58X compared to the width
of NMOS, respectively.

Therefore, using extended body bias voltage introduced
in a 22 nm technology is an effective technique to bal-
ance the CMOS gates. Fig.2 shows the ratio of NMOS

Subthreshold Current (A)

2 22 24 26 28 o8 oz 34 36
Length (m) 10

Leakage Current (A)

—

2 22 24 26 28 3 52 a4 36
Length (m) 10°

Fig. 1: Subthreshold I,, and Ijc, versus length for NMOS transistor in

supply voltages, Vds = 140, 150, 160 mV, W=200 nm, for Io, and Ijeqp

Vgs = Vdd and 0, respectively.
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Fig. 2: The ratio of NMOS current to PMOS current, Wp = 2W = 400 nm,
PMOS Back Bias voltage = Vdd = 150 mV.

and PMOS on current I, nyros/lon,paros and off current
Iorp.nmos!lops.paos over a range of NMOS back bias
voltage when the body bias of the PMOS is connected to
Vdd = 150 mV. For balancing PUN/PDN, with Wp = 2W =
400 nm, the NMOS back bias voltage has been selected such
that I, nvos/Ion,pvos = 1 and it is equal to -441 mV
(simulations in this section have done at the typical corner
and 27 °C).

Dynamic energy is independent of the PUN/PDN matching
[7]. However, leakage energy is dependent on the matching of
PUN/PDN. Therefore, to find the minimum energy for digital
circuits the leakage current of PUN/PDN should be equal. As
shown in Fig. 2 for Wp = 2Wy = 400 nm, in order to match
PDN/PUN, NMOS back bias voltage should be equal to -128
mV. This voltage is not the same as the one that obtained for
high noise margin.



162.0 3

161.5 3 3= \lin Energy at -227 mv
160.5 3
T 1595 3
= E
s
G158.5 3
k1
K 3
>
861575 3
5]
2 3
&
156.5 3
1555 3 \\ S~ _—
N -
E MifrEnergy at -252'mV

L M e e M A M L ]
-500.0 -450.0 -400.0 -350.0 -3000 -250.0 -200.0 -1500 -100.0 -50.0 0.0
NMOS Back Bias Voltage (mV)
Fig. 3: Energy per cycle of inverter chain for different activity factors over a
range of NMOS back bias voltage.

III. ENERGY EFFICIENCY AND VARIABILITY

For finding the best back bias voltage to decrease the
variability and energy per cycle, a chain of 20 inverters have
been simulated at different activity factors [12]. A chain of
inverters is an effective indicator of energy and variability of
complex digital circuits in subthreshold regime [7].

Fig. 3 shows the energy per cycle of the inverter chain
as a function of NMOS back bias voltage. The energy has
been calculated for a time period required to propagate a
single transition through the inverter chain. In ultra low voltage
design, the leakage energy is a dominant source for the total
energy of the system. At the specific NMOS back bias voltage,
the leakage current of pull down and pull up networks is
equal and consequently the overall energy consumption of the
system is minimum.

As can be seen from Fig. 3, the minimum energy per cycle
for different activity factors has different NMOS back bias
voltages. Fig. 3 confirms the dependency of optimal body bias
voltage on the switching activity of the circuit. By decreasing
the activity factor, the dynamic energy reduces, and the ratio of
active energy to leakage energy will reduce. Thus, the optimal
body bias is moved to the larger reverse back bias voltages
to reduce the leakage energy. In other words, since increasing
the idle time results in higher Leakage energy attribution, the
optimal body bias voltage for minimizing energy has been
compensated with increasing NMOS reverse back bias voltage.
Also, we can see for the activity factors from 1 to 0.01, the
energy changes only 5 percent and this means static power
dominates the total power consumption.

To investigate the reliability, delay variability and energy
variability of the inverter chain have been analyzed. The vari-
ability has been calculated in terms of d(standard deviation)/
u(mean) [13]. Fig.4 shows the energy per cycle versus delay
achieved from one thousand Monte Carlo simulation [14] (both
process and mismatch variations) for three different NMOS
back bias voltages at Vdd = 150 mV. The NMOS back bias
voltage which has the minimum energy per cycle for inverter
chain has been defined as Vppn,op = -227 mV. Vppy = 0 has

been defined as Vg gna and Vppn = -441 mV has been
defined as Vppn,1on. The energy and delay variability for one
thousand Monte Carlo simulation have been reported in Fig.4.
The amount of energy variability for Vppn,op is lower than
the others. The delay variability of VBpy,op is better than that
of VBBN,1on- The delay variability for Vepn,gna is almost the
same as VBpN,op. The lowest and highest energy variability
over the back bias voltage range from -441-0 mV are 0.063
and 0.097, respectively. The delay variability changes between
0.205 to 0.213. According to the simulations, the relative
energy variability 1.54 is larger than the delay variability 1.04
over the back bias voltage range from -441-0 mV.

IV. OPTIMAL BACK BIAS VOLTAGE AND DIFFERENT
WORKLOADS

The optimal back bias voltage not only depends on tech-
nology and circuit characteristics but also on the workload. In
order to consider the impact of loading on the optimal back
bias voltage, we added different loads of 3 inverters (FO3),
4 and 5 to each inverter. Different loads not only impacts the
absolute amount of energy but also it changes the optimal back
bias voltage. Energy per cycle for the chain of 20 inverters at
different activity factors and different workloads are shown
in Fig. 5. As can be seen, the optimal back bias voltage
shifted to the right with increasing the workload. The optimal
biasing voltage for FO3 varies from -212 mV to -222 mV, for
activity factors from 1 to 0.1. For loads of FO4 and FOS5, it
changes to the range of -196 to -180 mV and -176 to -166
mV, respectively.

V. LOGIC DEPTH, SIZING AND VARIABILITY IN
SUBTHRESHOLD REGIME

It is well known that the impact of variability is increased
in the subthreshold regime due to the increased sensitivity
of drain current to threshold voltage variation. In order to
investigate the effect of logic depth and sizing on the variabil-
ity, simulated delay and energy variation due the process and
mismatch variations are shown in Fig. 6 and Fig. 7. We have
performed 1000 Monte Carlo simulations in each case. Note
that the delay variability for a chain of 20 inverters increases
from 8/p= 0.065 from mismatch to 0.207 from mismatch and
process variation. This is caused by the fact that random
dopant fluctuation is the dominant source of the variability
at low voltages [15].

As shown in Fig. 6, the larger the logic depth of the inverters
chain, the lower the variability of delay and energy. This
is because variation tends to average out through the logic
path. A chain of 25 inverters shows 7.23 and 16.21 percent
reduction in delay and energy variability from both mismatch
and process variations, respectively.

Also, we have simulated the energy and delay variability for
chain of 20 inverters at different widths of NMOS and PMOS
transistors. As expected, by increasing the width of transistors,
the variability decreases.
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VI. ADDER CIRCUIT DESIGN AND SIMULATION

Addition is one of the fundamental and widespread arith-
metic operations. Moreover, it is the basic building block for
many other useful operations, such as subtraction, multiplica-
tion, etc. Hence, the design of energy efficient adders has been
a key issue for many digital circuit designers.

The most important goal for ultra low voltage is maximizing
robustness because of high sensitivity to PVT variations.
Hence, using gates with maximum fan-in of two has been
proposed for ultra low voltage digital circuits [7], [10], [11].

The Xor based adder including gates with fan-in of two has
been designed and simulated to verify the approach proposed
for selecting the optimal back bias voltage.
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Fig. 7: Delay and energy Variability of chain of inverters with different sizing,
Wp =2Wn, VBN = VBBN,0p VBBP = Vdd.
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Fig. 8: Xor based adder.

The schematics of the Xor based full adder, Nand and Xor
gates have been shown in Fig. 8 and Fig. 9, respectively [16].
The simulations have been done for a target frequency of 1
kHz which is suitable for many IoT applications. The most
critical issue at ultra low voltage circuits is PVT variations
and consequently the functionality of the circuits. The func-
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tionality of the adder has been tested systematically for three
different NMOS back bias voltages (VepN,op,» VBBN,gna and
VBBN,10n)- The outputs of the adder have been compared with
both maximum acceptable low voltage (V7,) and minimum
acceptable high voltage (Vo) which are equal to 0.25 x Vdd
and 0.75 x Vdd, respectively. The adder has not failed for
one thousand Monte Carlo simulations (mismatch and process
variations) with Vepn,op = -227 mV at different conditions.
For VBN, gnd» the adder failed for 4 Monte Carlo simulations
at Vdd=140 mV, 27°C and 4 Monte Carlo simulations at
Vdd=140 mV, 50°C. At Vepn,on = -441 mV the adder
failed for 4 Monte Carlo simulations at Vdd=140 mV, 50°C.
Hence, the functional yield of the adder has improved by
0.4 percent in optimal back bias voltage compared to other
body bias voltages. The full adder has been simulated at 1
kHz frequency which is the case for many IoT applications
[15], over the temperature range 27-50°C, which is appropri-
ate for implantable medical devices with the supply voltage
varying from 140-160 mV to reduce the power consumption.
Different performance metrics of Xor based adder including
power, worst case delay, and energy per operation have been
calculated for different NMOS back bias voltages. For accurate
power measurement, all different input transitions should be
considered because the changing of an input transition may
not necessarily change the output results. Fig. 10 shows the
different input transitions used for estimating the average
power consumption of the full adder [17].

The power, speed and energy per operation of the adder for

the supply voltage of 150 mV at 1 kHz frequency and 27 °C
over the back bias voltage range have been shown in Fig. 11.
As can be seen from the Fig. 11(c), the value of energy per
operation for the optimal NMOS back bias voltage (VpN,op =
-227 mV) is minimal compared to the other back bias voltages
and the adder under optimal body bias voltage consumes 4.67
percent less energy than zero body bias voltage.

VII. DISCUSSION

The simulation results from Fig.3 indicate that the energy
at the specific back bias voltage is minimum. Also, it shows
the minimum energy per cycle for different activity factors
has different NMOS back bias voltages. By decreasing the
activity factor, the dynamic energy reduces, and the ratio of
active energy to leakage energy will reduce. Thus, the optimal
body bias is moved to the larger reverse back bias voltages to
reduce the leakage energy. By changing the activity factor from
1 to 0.01, the energy changes only 5 percent and this means
in ultra low voltage design, the leakage energy is a dominant
source for the total energy of the system, and static power
dominates the total power consumption of the low frequency
digital circuits.

Comparing the energy and delay variability for different
back bias voltages, the obtained optimal back bias voltage
has the smallest energy variability. The delay variability of
VBBN,op 1s better than that of Vg, 10n. The delay variability
for VBN, gna is almost the same as Vppy,op- Based on these
simulations, the relative energy variability 1.54 is larger than
the delay variability 1.04 over the back bias voltage range
from -441-0 mV.

As Fig.5 shows, for different loads the optimal back bias
voltage has changed. As shown in Fig. 6 and Fig. 7, by adding
the process variations, the delay variability increases by more
than 2X.

The result from Monte Carlo simulation for Xor based adder
reveals that the functional yield of the adder has improved by
0.4 percent in optimal back bias voltage compared to other
body bias voltages.

As expected, the power for the adder by increasing the
reverse back bias voltage has decreased, and the delay has
increased. Additionally, the energy per operation of the Xor
based adder under optimal body bias has improved by 4.67
percent compare to the zero body bias.

It is worth mentioning that, in [18], we have compared ultra
low voltage subthreshold adder topologies at 22 nm FDSOI
technology and concluded the Xor based adder is the best of
all. We have investigated more later and found out that the
power consumption at low frequencies for Minority-3 based
adder is better than that of Xor based adder at this technology.

VIII. CONCLUSION

Design of digital circuits in the subthreshold regime is
promising for many ultra low energy IoT applications. The
most critical concern in ultra low voltage design is PVT
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variations. In this study, we demonstrate the optimal back
bias voltages in the 22 nm technology to balance PDN/PUN
strength and improve the variability to PVT variations and
consumed energy. In the case of low speed applications,
using HVT transistors optimized for reverse back bias voltage
allow to reduce the leakage current and hence static power
consumption. Additionally, the sizing strategy resulted in a
regular layout and reducing the variability. The strategy has
been evaluated through designing of an ultra low voltage
Xor based adder at the supply voltages varying from 140-
160 mV and temperature range 27-50 °C at 1 kHz operating
frequency. This frequency and temperature range is applicable
to implantable medical IoT applications. As a result, using
the optimal back bias voltages for ultra low voltage circuits
achieved the lowest Energy per cycle, variability to PVT
variations, and high functional yield. The adder under optimal
body bias consumes 4.67 percent energy lower than zero body
bias. We have shown the dependency of optimal body bias
voltage on the characteristics of the design and on operating
conditions for a given technology. We also show, the relative
energy variability is larger than the delay variability over the
back bias voltage range.
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Abstract—In this paper, we have designed an ultra low voltage
standard cell based memory (SCM) in the subthreshold domain.
The SCM has been synthesized, placed and routed based on an
ultra low voltage full custom standard cell library using 130 nm
process technology, functional for subthreshold supply voltages as
low as 140 mV, which is well below the supply voltages reported in
the previous works of SCMs. This SCM has been designed based
on the standard D-latch which holds data at a supply voltage as
low as 170 mV. The designed SCM is functional for a temperature
range of 27-50 °C applicable for implantable biomedical systems
requiring small memory capacity. According to the simulations
from the extracted netlist, the energy per bit access at Vdd = 200
mV and 333 kHz frequency, suitable for many IoT applications,
is 1.54 fJ.

Index Terms—standard cell based memory, subthreshold, en-
ergy per bit, IoT applications.

1. INTRODUCTION

Power consumption is the primary concern in many Internet
of Things (IoT) applications operating in the kHz range
frequency. Reducing the supply voltage reduces both static
and dynamic power consumption. Hence, reducing the supply
voltage is the well-known power reduction method among
all methods [1]. Therefore, ultra-low power and low energy
circuits translate to ultra-low sub-threshold circuits. However,
operating in this region has design challenges such as func-
tional yield and sensitivity to process, voltage, and temperature
(PVT) variations.

Static random access memories (SRAMs) take on an aver-
age the dominant source for the area of the systems [2]. Thus,
they can be one of the important parts of power consumption
and energy dissipation of the systems. Additionally, SRAM is
the first block that reduces the functional yield of the circuits
when reducing the supply voltage. Thus, it may limit the
minimum energy per operation for the circuits.

In the literature, many studies have focused on designing
SRAM macros in the subthreshold regime.

Standard cell based memories (SCMs) have been presented
for systems with smaller memory sizes, such as implantable
biomedical devices as possible storage elements to the SRAM
macros [3]. In SCMs, the storage cells arc flip flops and
latches. These arrays can be easily synthesized, placed, and
routed. Compared to the SRAM macros, SCMs do not require
peripheral circuits such as sense amplifiers, buffer foot drivers,
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and devices for supply voltage gating [4]. Hence, for the low
frequency applications with small memory sizes, the SCMs
can have lower area than SRAM macros [5].

In the literature, several studies have been presented for
designing SCMs. Different architectures for the read and
write logic and array of storage cells have been proposed for
improving the energy and speed for different applications [6].
In [5], to reduce the energy per operation, a full custom D-
latch unit has been proposed. In [3], the impact of multiple
threshold voltages (Vth) option has been considered in the
design of SCMs. Also, the impact of using a pass transistor
based latch has been explored to reduce the area footprint, in
[31.

Most of the previous works on SCMs have focused on
high performance standard cell based memories by circuit
and architectural modifications. In [7], a design technique has
been presented to optimize the physical layout of an SCM.
None of these works has performed a study on reducing the
minimum supply voltage for standard cell based memories.
This is an advantage for many IoT applications like systems
using energy harvesting devices and implantable biomedical
devices. In such cases, only low supply voltages are available
or they are battery operating circuits with long standby time
[8].

In this paper, the best SCM architecture reported in [5]
which is based on the D-latch and suitable for small capacity
applications, has been designed and explored in the subthresh-
old regime.

Standard cell libraries in the superthreshold regime are not
developed for subthreshold operation [9]. This study design a
full custom cell library for the subthreshold regime to reduce
the static power and improve the functionality of the SCMs
at the ultra low supply voltages. We have used the CMOS D-
latch as a reliable and high functional storage cell for ultra low
supply voltages as low as 170 mV for implantable biomedical
devices with low speed requirements. We have considered the
reliability of the memory at the ultra low voltages through
Monte Carlo simulations in the presence of both mismatch
and process variations. All of the results are based on the
post layout simulations using a 130 nm bulk CMOS process
technology.
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Contributions:

1. Compared to the published SCMs, our SCM has the
lowest functional supply voltage and higher stability which
make it a desirable option for energy harvesting devices with
only low supply voltage an available.

2. Compared to the SCM at the same technology node [6],
the presented SCM has lower energy per bit access. It is 40
times more energy efficient compared to the SCM at the same
technology node.

3. Compared to the SRAM macro at the same technology
node, the presented SCM is 2.77X faster.

The rest of the paper has been structured as follows: The full
custom standard cell library developed for subthreshold supply
voltages has been described in section 2. The architecture used
for the SCM has been illustrated in section 3. In Section 4 and
5, the simulation results have been displayed and discussed,
respectively. Section 6 concludes the paper.

II. STANDARD CELL LIBRARY DEVELOPED FOR
SUBTHRESHOLD SCMS

The prominent part of the power for the low frequency
circuits is static power. Therefore, leakage current must be
reduced for total power reduction. The author in [10] shows
that increasing the channel length reduces the leakage power
efficiently and increases the robustness against the PVT vari-
ations.

Our library employs longer channel length as an efficient
leakage reduction method. Fig. 1 displays Io,/I,fs of the
minimum size NMOS transistor where gate source voltage
is equal to drain source voltage and zero for I,, and I,yy,
respectively. As we identify from Fig. 1, the slope between
130-190 nm is much sharper than that of the rest of the range.
Here, in our library, the length is 190 nm to lower the static
power and enhance reliability.

The proposed library contains gates such as latches with
different driving strengths [11]. All of the gates in the standard
cell library have been designed with high threshold voltage
transistors to decrease the static power consumption.

To find the energy efficient digital circuits the current must
be equal between PUN/PDN [13]. Hence, The dimensions of

lon/loff

1 2 3 4 6 7 8 9 10

5
Length *107

Fig. 1: Ion/Ioff for the minimum size NMOS transistor vs the channel length,
Vds = 150 mV [11].

the transistors are chosen 1.8 um and 300 nm for the PMOS
and NMOS transistors to balance the PMOS and NMOS
transistors, achieve the same leakage current for them, and
increase the functional yield in the SCM circuit [11].

All the cells in the library including standard D-latch cell are
fully functional for 1000 Monte Carlo simulations including
both mismatch and process variations, at supply voltages as
low as 140 mV and temperature range of 27-50 °C, operating
at the frequency of 5 kHz. The outputs of the cells have been
compared with both maximum allowable low voltage (Vor)
and minimum allowable high voltage (Vou). Vor and Vou
have been defined as 0.25 x Vdd and 0.75 x Vdd, respectively.

III. STANDARD CELL BASED MEMORY ARCHITECTURE

The memory consists of W = 4 words, B = 4 bits for each
of the words. The words are accessible by A = log2 B bits
addresses. The write and read ports are separated. Therefore,
our SCM architecture includes write and read logic and storage
cells array.

A. write logic

When considering an array of W x B storage cells, the write
logic selects one of the W words based on the selected address.
The selected storage cell will be updated in the next active
clock. Based on the results reported in [5], the energy efficient
option for small SCMs capacity is using storage cells (flip flops
or latches) with an enable feature, or with an equivalent logic.
We have selected the second option for our SCM.

B. read logic

Our read logic includes both combinatorial and sequential
components. In the read logic, the output word will be
connected to the output based on the selected address. The
authors in [5] have shown that in the case of small capacity
memory, multiplexer based read logic consumes lower energy
than Tri-State buffer based read logic. Therefore, the read logic
is derived from the multiplexer in this study. To have a reliable
subthreshold circuit, the multiplexers have been realized by
Nand and Nor gates.

C. storage cells array

Latches which have lower area than flip flops have been
used as storage cells. Based on the comparison between the
flip flops and latches in [5], latches are more energy efficient
compared to flip flops. We have used the standard cell CMOS

Fig. 2: The schematic of the CMOS D-latch [12].
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Fig. 3: The schematic of the SCM.

D-latch as a reliable and high functional storage cell [12]
for ultra low supply voltages. The schematic of standard cell
CMOS D-latch has been shown in Fig. 2.

The Nand race free D-latch is a single phase clock latch (no
overlap between the clock and inverted clock), and this simple
latch consists of two stages of logic function and latching.
When the clock is low, the first part will not change with
input changing and so the output part also will not change.
When the clock is high, the first part evaluates the input and
sends it to the output node.

The total schematic of the standard cell based memory has
been shown in Fig. 3.

D. Stability analysis in storage cells

Considering the subthreshold transistor current, digital cir-
cuits in the subthreshold regime are extremely vulnerable to
PVT variations. Hence, robust operation in this regime is a
limiting factor.

To see the stability of the latch gate, we have considered
the static noise margin (SNM) of the Nand gate in the D-latch.
To have a stable latch, the cross-coupled Nand pair must hold
the data in the presence of voltage noise.

The Negative Slope Criteria (NSC) technique has been used
for calculating the SNM high and low [14]. In this technique,
the two points of a voltage transfer characteristic with the gain
of unity have been identified. These points are Vg and Vip,
which represent the lowest input voltage as a logic one and
the highest voltage as a logic zero, respectively. With those
points, Vo and Vi, are the lowest output voltage and the
uppermost voltage, respectively.

The minimum value of SNM high and low is referred to as
the hold data ability of the D-latch.

The result of 1 k-points Monte Carlo simulations in the
presence of both process and mismatch variations have been

Occurrences

o L s 5 -
002 003 004 005 006 007 008 009 01 01
SNM high (V)

Fig. 4: Static noise margin high.

Occurrences

ol
0 001 002 003 004 005 006 007 008 009
SNM fow (V)

Fig. 5: Static noise margin low.

shown in Fig. 4 and Fig. 5. In these figures, the subthreshold
SNM high and low is normally distributed at the typical
temperature of 27°C. In the results, the worst case voltage
transfer characteristic (VTC) has been considered for the gates.
Based on the figures, the minimum static noise margin for our
gates in Vdd = 170 mV for 1 k-points Monte Carlo simulations
is positive. Hence, there is no hold failure at Vdd = 170 mV.

The butterfly plots for different supply voltages have been
shown in Fig. 6, Fig. 7 and Fig. 8. The plots have been
obtained for different temperatures in the presence of both
mismatch and process variations for one thousand Monte Carlo
simulations. As we can see in Fig. 8, raising the supply voltage
improves the SNM.

As can be seen from Fig. 6 and Fig. 7, the voltage transfer
characteristic of the Nand gate and the inverse of VTC for
Nand gate at Vdd = 170 mV for both temperatures of 27 and
50 °C are separate.

IV. RESULT

Cadence Genus tool has been used to synthesize the struc-
ture of the SCM at the gate level by using a full custom
standard cell library. The layout of the SCM is generated
automatically by the Cadence place and route tool. All of
the simulations have been performed from the post layout
simulations which means, parasitics have been considered in
the simulations.

In this study, the 16-bit SCM has been designed and sim-
ulated. Different performance metrics including power, delay,
and leakage current for different supply voltages at 5 kHz
frequency and 27 °C are detailed in Table I. The SCM access
time/delay includes both read and write time. The power and
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Fig. 6: Butterfly plots of the Nand gate for Vdd = 170 mV at 27 °C and 1
k-points Monte Carlo simulations.
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Fig. 7: Butterfly plots of the Nand gate for Vdd = 170 mV at 50 °C and 1
k-points Monte Carlo simulations.
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Fig. 8: Butterfly plots of the Nand gate for Vdd = 200 mV at 27 °C and 1
k-points Monte Carlo simulations.

the leakage current in this table are presented for the latches
and the peripherals.

For many IoT applications like implantable biomedical de-
vices and energy harvest devices, the available supply voltage
is limited. Hence, the priority in such applications is high
functionality at ultra low supply voltages.

Table II compares the measurement results of the published
SCMs. As can be seen, the presented work in this study
outperforms the works shown in the table in terms of the
minimum supply voltage.

To have a comparison between the SCM and SRAM macros,
we have represented several subthreshold SRAM macros and

TABLE I: Different metrics for the Standard cell based memory at 27°C and
5 kHz.

Vdd(mV) Power(nW) delay(uS) Leakage(nA)
170 3.69 1.77 20.81
200 4.46 0.89 2232

the published SCMs using 65, 90, and 130 nm technologies
in Table III. In this table, for comparison, the total energy is
normalized to the total capacity of the array.

As can be seen from Table III, compared to the SCM in [6]
designed at the same technology node, the presented work in
this study is 40 times energy efficient. Our SCM is almost 3
times faster over its SRAM counterpart in [15] at the same
technology node.

A. Energy and performance

The proposed SCM has the advantages of ultra low power
thanks to the functionality at the ultra low voltages. The direct
result of reducing supply voltage is reducing both static and
dynamic power consumption, although it increases the delay
of the memory, which is not a problem for applications with
relaxed throughput requirements.

V. DISCUSSION

Table II summarizes some of the works focusing on the
design of standard cell based memories. As the table shows,
the study presented in this work is the only work focused on
SCMs with the lowest supply voltage for low throughput and
limited supply voltage applications. In such applications with
relaxed throughput requirements, the static power consumption
dominates the total power consumption [18].

Table III compares the presented post-layout simulation
results with the measurement results of the different pub-
lished SRAM macros and SCMs at the subthreshold regime.
The SRAM designed in [15] using 130 nm technology has
Vdd(min) = 200 mV which is larger than that of the presented
SCM in this study.

To have a comparison between SRAM macros and our SCM
at the same technology and the same supply voltage, we have
calculated the energy per bit per access at the highest operating
frequency of the SCM at the supply voltage Vdd = 200 mV.
Considering [15], as we expected, the presented SCM is 2.77X
times faster than this SRAM design. The energy per bit access
for our study is much lower compared to both SCMs in [3]
and [6]. The energy per bit access advantageous of our SCM
compared to [3] and [6] is 52X and 40X, respectively. This
is because the SCM in [6] is based on the flip-flop which
consumes more power in comparison with the SCM based
upon the latch.

Comparing the frequency, the SCM in [3] has the fastest
SCM among all which is thanks to the pass-latch gate used in
the design. The lowest minimum supply voltage for our study
is lower than that of the SCM in [3], thanks to the reliable
standard D-latch gate.
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TABLE II: Comparison with published SCMs

[17] This work

Ref. [31 [16]
Optimization target Area + Speed Speed + Leakage
Latch type Pass-latch D-latch
Read architecture MUX MUX
Transistor type LVT HVT
Min supply voltage (mV) 300 350

Leakage + Area

Lowest functional voltage (Robustness)

D-latch Standard cell D-latch

3-State MUX (realized with Nand and Nor gates)
HVT Low Leakage
420 170

TABLE III: Comparison with published SRAM macros and SCMs

Ref. [31(SCM) [6]1(SCM) [18](SRAM) [15]1(SRAM) This work (SCM)
Technology (nm) 65 130 90 130 130
Max frequency (kHz) 42000 100000 461 (0.105 V) 120 333
Energy (fJ/bit) 80.8 62.5 0.5 — 1.54 (0.2 V)
Area/bit(um ) 83 46.87 — 19.8 59.8
Results measurement Post-layout measurement measurement Post-layout
Min supply voltage (mV) — 130 200 170

For area comparison at the same technology node, we have

selected [6]. As we can see in Table III, the area for [6] is less
than our work for the same technology. The area for the SCM

in

our study is increased compared to the others by using the

high transistor count latch used in the array and having a high
functional yield at the ultra low supply voltages.

VI. CONCLUSION

This paper presents a SCM functional for ultra low volt-

ages applicable for implantable biomedical applications. By

de:

signing an ultra low voltage full custom standard cell library

optimized for ultra low voltages, the SCM is functional for
supply voltages as low as 170 mV. The proposed SCM in
this study has been compared with other published SCMs and
shows that the presented work has the lowest functional supply
voltage between published SCMs.

of

The designed SCM is functional for the temperature range
27-50 °C applicable for implantable biomedical devices

requiring small memory capacity. According to the simulation
from the extracted netlist, the energy per bit access at Vdd

200 mV and 333 kHz frequency suitable for many IoT

applications is 1.54 fJ.
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Abstract—This paper designs and reports energy efficient sub-
threshold adders using 22 nm FDSOI technology. The dynamic
body biasing technique and multi-threshold voltage devices have
been used to match Pull up/Pull down networks (PUN/PDN).
The post-layout simulation results show that the logic gates and
full adder circuit based on dynamic body biasing are more
robust than those with conventional body bias against process,
voltage, and temperature (PVT) variations at ultra low supply
voltages. The adder based on the conventional and dynamic body
biasing techniques have achieved energy per addition of 0.23 fJ
at Vdd = 300 mV and 0.56 fJ at Vdd = 140 mV, respectively.
Compared to the other published subthreshold adders in [1] and
[2], the energy per addition for our designed adders improved
by 2.82X, 28.1X, respectively. The minimum operating supply
voltage for dynamic and conventional body bias adders based on
Monte Carlo simulations taking into account both mismatch and
process variations are 140 and 200 mV, respectively. The area
for conventional body biased adder has been reduced by 43.9
and 38.8 percent compared to those of the adders in [1] and [3],
respectively.

Index Terms—22 nm FDSOI technology, dynamic body biasing
technique, multi-threshold voltage devices, post-layout simula-
tion, PVT variations, area.

1. INTRODUCTION

The significant demand for ultra low power IoT applications
has increased the motivation for designing subthreshold cir-
cuits. However, subthreshold operation has design challenges
which affect the functional yield and sensitivity to process,
voltage, and temperature (PVT) variations [4].

FDSOI technology offers different threshold voltage devices
to adjust the threshold voltage based on designer applications
[5].

Different techniques have been presented for designing ultra
low subthreshold digital circuits [6]-[9].

In this study, multi-threshold voltage transistors and dy-
namic body biasing [9] have been used to balance the
PUN/PDN and design extremely energy efficient logic gates.
The efficiency of the techniques has been tested by designing
the energy efficient minority3 based full adders with and
without dynamic body bias. The minority3 based full adder has
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been selected because [10] and [11] show that it is power and
energy efficient compared to full adders based on the Boolean
gates. The RVI/HVT (regular/high threshold voltage) devices
have been used to balance the PMOS and NMOS devices
with minimum sized PMOS devices and reduce the leakage
current. Applying dynamic body bias improves the robustness
against PVT variations at ultra low supply voltages. Using
HVT devices results in slow circuits which is not a problem for
low frequency applications. The frequency for wireless sensor
network applications ranges between few Hz to kHz [12].

The contributions of this study are as follows:

1. Compared to the published adders using FDSOI technol-
ogy, our adders have the lowest energy per addition.

2. Compared to the adders designed at the FDSOI technol-
ogy [1] and [2], the presented adders have the lowest area.

3. Comparing two adders designed in this paper at the same
technology, the area of the dynamic body bias based adder
increases 10 percent compared to the conventional body bias
implementation, while it is functional at supply voltages as
low as 140 mV taking into account both mismatch and process
variations.

The paper is structured as follows: Device sizing based on
multi-threshold devices for subthreshold supply voltages has
been described in section 2. Section 3 describes the full adders
and the layouts. In sections 4 and 5, the simulation results have
been displayed and discussed. Section 6 concludes the paper.

II. DEVICE SIZING

The prominent objective in subthreshold transistor sizing
is matching PUN/PDN in digital circuits [13]. Matching of
PUN/PDN increases the static noise margin (SNM) and the
functionality at the ultra low supply voltages.

Large widths for the PMOS transistors causes larger ca-
pacitance in the circuit and hence more area and power
consumption. To obtain an adequate balance between the
PMOS and NMOS transistors without PMOS upsizing, the
multi-threshold voltage technique and dynamic body bias have
been used.
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Fig. 1: The schematic of the minority3 based full adder.

HVT NMOS transistors and minimum sized RVT PMOS
transistors have been chosen.

The width of the NMOS HVT transistors have been found
by sweeping the input voltage such that the voltage transfer
characteristic has equal input and output at the supply voltage
Vdd/2. The three inputs of the gate were connected.

Mismatch variation is approximately proportional to the
inverse of the square root of the transistor area. Increasing
the gate lengths of the subthreshold circuits improve the
robustness and functional yield of the circuits. Traditionally,
to minimize energy, channel lengths of the transistors should
be sized as small as possible. However, it has been shown that
in the subthreshold regime, the channel length upsizing is an
efficient technique for reducing leakage power [14].

The gate length, NMOS, and PMOS transistor widths are
40 nm, 120 nm, and 80 nm, respectively.

III. FULL ADDERS AND LAYOUTS

Fig. 1 illustrates the schematic of the minority3 based full
adder. The layout of the both adders based on conventional
and dynamic body bias are shown in Fig. 2.

Since both RVT and HVT transistors use regular wells,
which means that PMOS/NMOS transistors are placed in
Nwell and Pwell, respectively. In this case, the body of the
PMOS, and NMOS transistors are connected to Vdd and Gnd,
respectively.

The layout of the adders requires three metal layers. Based
on the standard design rules in 22 nm FDSOI technology, the
poly-to-poly space has been restricted to discrete spacing. The
poly layer has not been rounded or routed and dummy poly is
used. The dummy poly has been shared with the neighbor gate
to reduce the adder area. The adder area for the conventional
and dynamic body bias adders are 6.62 x 1.21 = 8.01 and
9.49 x 0.93 = 8.82 um?, respectively. The area of the adder
with conventional body bias has improved by 10 percent
compared to that of the adder with dynamic body bias.

A. Variability at ultra low supply voltages

The threshold voltage of the PMOS and NMOS devices
change by PVT variations, but the variations are not similar
for the NMOS and PMOS. This means the NMOS driven
current will become higher/lower than that of the PMOS which

degrades the balancing. The dynamic body biasing technique
has been used for all the gates to mitigate variability against
PVT variations and increases the functionality of the circuits
at ultra low supply voltages.

In the dynamic body biasing technique, the body bias
voltage of the PUN/PDN has been handled dynamically by
an inverter for each gate as a body bias generator.

Fig. 3 and Fig. 4 show the schematic of the minority3 gates
with conventional and dynamic body biasing, respectively.

To investigate the robustness of the gates with dynamic
body biasing compared to that of the conventional one at ultra
low supply voltages, the total current divided by the leakage
current variabilities of the minority3 gates based on the both
methods are shown in Fig. 5 and Fig. 6, respectively.

The variability has been calculated in terms of d(standard
deviation)/ p(mean) [15]. The variability of this ratio at the
supply voltage Vdd = 150 mV and T = 50 °C for the minority3
based on conventional body bias for 1000 Monte Carlo [16]
simulations taking into account both mismatch and process
variations is 0.24 and is equal to 0.21 for minority3 with
dynamic body bias. T = 50 °C has been considered because
for the implantable biomedical application the temperature is
not more than this temperature. The variability of this ratio
for dynamic body bias is better than that of the conventional
body bias.

The variability of the low static noise margin (SNM) of an
inverter with conventional and dynamic body bias has been
calculated. The Negative Slope Criteria (NSC) technique has
been used for calculating the SNM high and low [17]. For an
inverter, the gate length, NMOS and PMOS transistors width
are 40 nm, 120 nm, and 80 nm, respectively.

The variability of low SNM has been calculated at Vdd =
150 mV for 1000 Monte Carlo simulations. As can be seen
from Figs. 7 and Fig. 8, the SNM for an inverter based on
dynamic body bias at Vdd = 150 mV is larger than that of
the conventional one. Also, the variability of low SNM for
the inverter with conventional and dynamic body bias is 0.337
and 0.305, respectively. It shows better SNM and variability
of SNM for the gates with dynamic body bias at ultra low
supply voltages.

IV. RESULTS

To find the minimum working supply voltage for the adders,
the output of the adders have been compared with Vo, and
Vo for different input vectors. Vo, and Vo are equal to
0.25*Vdd and 0.75*Vdd, respectively.

The functionality has been tested through 1000 [16] Monte
Carlo simulations at various temperatures taking into account
mismatch and process variations.

To test the adders, the test bench employs FO4 inverters
at each of the adder outputs. Input inverters for full adders
make them realize realistic input signals. For accurate power
measurement, all different input transitions have been consid-
ered [18]. Fig. 9 shows different input transitions used for
estimating the average power consumption of the full adders
[19].



(a) minority3 based full adder with conventional body bias

(b) minority3 based full adder with dynamic body bias

Fig. 2: The layout of the minority3 based full adder with conventional and dynamic body bias. Red = poly, green = active area, blue = metal 1, pink = metal

2, orange = metal 3.
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Fig. 3: The schematic of the minority3 with conventional body bias. W aros
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Fig. 4: The schematic of the minority3 with dynamic body bias. Wxros =
120 nm , Wparos= 80 nm and L = 40 nm.

The adder with dynamic body bias is functional at the sup-
ply voltage as low as 140 mV for the temperature range 27-50
°C. The minimum supply voltage for adder with conventional
body bias is 200 mV.

The energy per addition, static power, delay and the area of
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the designed adders have been tabulated in Table I and Table
II. Table I and Table II are the result for Vdd = 300 mV and
Vdd = minimum supply voltage, respectively. For the dynamic
body bias adder, the result is reported just at the minimum
supply voltage.

To have a comparison between the designed adders and cur-
rent state-of-the-art using FDSOI technology, the performance
metrics for different adders have been added in Table I and
Table II.

For the adder with conventional body bias, the performance
metrics have been reported for Vdd = 300 mV to compare
to the results of other works. For the adder with dynamic
body bias the metrics have been calculated for the minimum
supply voltage. The ultra low voltage circuits especially are
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appropriate for energy harvesting applications with only low
voltage available.

The adder based on conventional body bias achieved the
energy per operation of 0.23 fJ at Vdd = 300 mV. The adder
with dynamic body bias has 0.56 fJ energy per operation at
Vdd = 140 mV.

As can be seen from Table I, the leakage power, energy
per operation, and area for our adders are lower compared to
the other works. The delays for our adders are larger than the
others. This is because high threshold voltage devices have
been used in this study.

The 8 bit ripple carry adder (RCA) topology has been
implemented based on the minority3 based full adder with
conventional body bias. The RCA has been selected because in
[20] and [21] have been shown that the RCA from carry prop-
agate family is energy efficient compared to parallel adders
at the same speed with slightly increased supply voltage.
The area for the 8 bit RCA with conventional body bias is
26.1 x 2.23 = 58.2 um?. The layout for the RCA has been
shown in Fig. 10.

Fig. 11 shows the normalized energy per addition of the
8 bit RCA adder with conventional body bias versus supply
voltage at maximum operating speed. The normalized delay
and the static power consumption of this adder versus supply
voltage are also shown in Fig. 11. The minimum energy point
of 0.11 fJ is achieved for Vdd = 200 mV. The energy, delay,
and static power have been normalized to the minimum value
of these parameters.

The minimum energy point of this adder occurs at the
minimum functional supply voltage.

mcon o

time (ms)
Fig. 9: Different input transitions.

V. DISCUSSION

The performance metrics like delay, area, static power and
energy per addition have been reported in Table I. Among all
the published papers listed in this table, the energy per addition
of our adders is the best. Compared to the energy per addition
reported in [1], the energy per addition of the minority3 based
adder based on conventional body bias has been improved by
2.82.

As can be seen from Table I, at the same supply voltage Vdd
=300 mV, the work in [2] exhibits the smallest delay by using
low threshold LVT devices. Compared to the conventional
body bias adder in this study, the adder in [2] is 37.5X faster.
As expected, the adder in [2] has the highest static power
among all by using LVT devices.

The results in Table I indicate that the adders designed
here have the minimum static power consumption thanks to
the HVT devices. The static power of the adder based on
conventional body biasing is reduced by 49.7X and 3.13X
compared to those of [2] and [1], respectively.

As stated in the previous section, the adder based on the
dynamic body bias technique is more robust against PVT
variations at ultra low supply voltages and it is functional for
supply voltages as low as 140 mV, while the minimum operat-
ing voltage for adder based on conventional body bias is 200
mV. The author in [3] has mentioned that for applications with
only low supply voltage available, reducing supply voltage is
substantial even at the cost of extra area, energy per operation,
and leakage current. Although the energy per operation of the
adder based on dynamic body bias is higher than that of the
adder based on conventional body bias, it is lower than the
minimum energy point of the referenced adders in Table I.

The area of the adder based on conventional body biasing is
10 percent lower than that of the adder based on dynamic body
bias. The larger area for this adder was expected considering
inverter feedback as a dynamic body bias for the gates. The
area of the proposed adders in this study is much lower than
other references which is expected considering 22 nm FDSOI
technology. The area for the conventional body biased adder
has been reduced by 43.9 and 38.8 percent compared to those
of the adders in [1] and [2].



TABLE I: Comparison with published subthreshold adders using FDSOI technology at Vdd = 300 mV

Ref. [1 [1] 2] [22] [23] This work (conventional body bias)

Technology FDSOI (nm) 28 28 28 28 28 22
leakage power (pW) 13.9 343 221 - - 4.44
Energy per bit operation (fJ) 0.65 0.77 6.48 0.62 1.03 0.23
Delay (uS) 0.10 0.38 0.02 0.06 0.06 0.75
Supply voltage (mV) 300 250 300 300 240 300
Area/bit(um?) 12.6 143 13.1 255 - 8.01

Devices RVT RVT RVT/LVT - LVT RVT/HVT

Results Measurement ~ Measurement  Post-layout  Post-layout  Post-layout Post-layout

TABLE II: Comparison with published subthreshold adders using FDSOI technology at the minimum supply voltage

Ref. [18] This work (conventional body bias) This work (dynamic body bias)

Technology FDSOI (nm) 22 22 22
leakage power (pW) 3.28 1.53 8.7
Energy per bit operation (fJ) 0.17 0.11 0.56
Delay (uS) 11 8 70
Supply voltage (mV) 150 200 140
Area/bit(um?) - 8.01 8.82

Devices HVT RVT/HVT RVT/HVT

Results Schematic Post-layout Post-layout
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Fig. 10: The layout of the 8 bit minority3 based RCA with conventional body bias. Half of the full adders are placed on the upper half, and the rest in the
lower.
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VI. CONCLUSION frequency are 0.23 and 0.56 fJ, respectively. Comparing the
energy efficiency of the designed adders to the previous works
The design exploration for ultra low voltage, and energy in [1] and [2], the energy per addition for our designed adders
efficient subthreshold adders has been discussed in this paper ~improved by 2.82X and 28.1X, respectively.
using 22 nm FDSOI technology. The dynamic body biasing
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Abstract—This study presents a comparative study of single,
regular and flip well subthreshold SRAMs in 22 nm FDSOI
technology. A 7T loadl SRAM cell with a decoupled read
and write port has been used as a case study. Simulation results,
based on the extracted netlist from layout, show that the speed of
the flip well SRAM is significantly better than that of the single
and regular well SRAMs. In terms of leakage current, single well
is the best option. The regular well type has lower static noise
margin (SNM) variability. Among all devices used (HVT, RVT,
LVT and, SLVT) available in a c cially available 22 nm
FDSOI technology, the best ion for energy
per access is HVT devices as driver transistors and RVT for the
rest of the transistors. This study may help designers to select an
optimal architecture based on their application and performance
requirements. The 22 nm FDSOI technology enables a wide range
of back gate bias voltages to improve the read stability and
write ability of the SRAMs and, hence, their minimum operating
voltage and power consumption.

Index Terms—T7T pull-up loadless SRAM cell, decoupled read
and write port, Multithreshold devices, single, regular and flip
well, 22 nm FDSOI technology.

I. INTRODUCTION

Ultra low power battery operated devices are interesting for
many Internet of Things (IoT) applications like implantable
biomedical devices, wireless sensor network, and devices for
environmental monitoring. Among many techniques, supply
voltage scaling in the subthreshold region has been used to
tackle the switching and leakage power consumption issues.
However, operating in this region has design challenges such
as low functional yield and, particularly, data stability of the
SRAM cells. The design of robust and high-density SRAM
cells for such applications is indispensable [1].

Furthermore, bulk CMOS technology scaling makes it diffi-
cult for SRAMs to achieve adequate functional yield and low
leakage current, especially at ultra low supply voltages [2].

Fully depleted silicon on insulator (FDSOI) technologies
have been demonstrated as an attractive alternative candidate
to CMOS bulk technologies to tackle the challenges such
as power consumption and variability faced by bulk CMOS
technologies. The ultra thin body and thin buried oxide layer
in FDSOI technology reduce the junction capacitances and
drain induced barrier lowering effect (DIBL) over its bulk
CMOS counterparts. Hence, body biasing efficiency has been

978-1-7281-9226-0/20/$31.00 ©2020 IEEE

improved significantly compared to bulk CMOS technologies
[3]. Also, in FDSOI the mismatch variations have been re-
duced by using undoped channel [3].

Threshold voltage variations caused by Random Dopant
Fluctuations (RDF) makes the read and write stability of the
6T conventional SRAM cell worse at subthreshold supply
voltages. Several studies have been presented for ultra low
voltage SRAM design. Many studies have been developed to
improve the read stability [4]—[8], write margin [5], [7], [9]
and, the cell reliability [10]-[12] which is related to the bitline
swing.

The most common assist method is to use decoupled read
and write port [4], [6]. In this method, the storage nodes are
decoupled from the bitlines. Subthreshold SRAM cells with
decoupled read and write ports either have a high number
of transistors or they are single-ended. In general, differential
SRAM cells are more robust over their single-ended counter-
parts.

Multithreshold devices technique has been introduced to
reduce the leakage current and improve the reliability of the
SRAM cells [11], [12]. In [13], the effect of this technique
has been considered for enhancing energy efficiency.

The 4T loadless SRAM cell has been presented as an
alternative to the conventional 6T SRAM cell for high density
and high speed applications [14], [15], [16]. In [17], the pull-
up loadless SRAM with a single-ended read port has been used
for ultra low voltage subthreshold region. In [18], the 7T pull-
down loadless cell with differential read-disturb-free operation
has been proposed for the superthreshold regime. A 7T pull-
down SRAM requires wide PMOS devices to retain data [17].
This is due to the fact that carrier mobility for NMOS transistor
is higher than that of the PMOS transistor. Therefore, the pull-
up loadless structure (PMOS transistors as the driver elements
and NMOS for access transistors) can satisfy the principles
for retention data with minimum width size.

The goal of this paper is to explore different devices and
hence, different combinations of wells for SRAM cells. The
multithreshold technique in 22 nm FDSOI has been used to
determine the best one for subthreshold supply voltages based
on the designer’s needs. The paper uses a 7T pull-up loadless
SRAM cell with differential read and write port as a case
study to achieve an area-efficient SRAM cell operating at
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Fig. 1: The schematic of the 7T pull-up loadless SRAM. All of the widths
and lengths are 80 and 40 nm, respectively.

subthreshold supply voltages.

This paper has been organized as follows. Section 2 explains
the 7T pull-up loadless SRAM architecture. In Section 3, the
simulation results have been presented and compared with
each other. The results have been discussed in section 4. The
paper has been concluded in section 5.

II. 7T LOADLESS SRAM ARCHITECTURE

Fig. 1 shows the schematic of the 7T SRAM cell. The cell
has two PMOS transistors for holding data. In conventional 4T
SRAM cell the storage node cannot retain the data due to the
leakage current through access transistors. Hence, it requires
two main considerations that had to be considered to retain
the data stored in the cell [17].

1) the leakage current through the driver elements must be

lower than that of access transistors.

2) the on current that flows through the driver transistors
must be considerably larger than the leakage current of
access transistors.

Therefore, in the single well type, the high threshold voltage
(HVT) transistors as the driver elements and the low threshold
voltage (LVT) transistors as the access transistors have been
used. In the regular well type, the HVT transistors (regular
well) with ultra low leakage have been selected as the driver
elements and the regular threshold voltage (RVT) transistors
as the access transistors to fulfill the above principles. HVT
devices have been used in the latch to reduce the leakage
current and RVT (regular well) devices for read access and
write transistors to minimize the speed reduction. In the flip
well type, the LVT and the super low threshold voltage (SLVT)
transistors with low threshold voltage have been selected as
driver elements and access transistors, respectively. LVT and
SLVT devices have been used to achieve high speed.

For stable read operation in the subthreshold regime, a
differential read buffer with only three transistors has been
used to isolate the bitline from the internal storage nodes.
By adding the differential read buffer, the SRAM cell has 7
transistors. It consists of N3, N4, and NS5.

A. Read and Hold Operations

Fig. 2 depicts the read, write and hold operations of the
7T SRAM cell. During a read operation, the storage nodes
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Fig. 2: Timing Diagram of the 7T pull-up loadless SRAM for write 0, hold
0, read 0, write 1, hold 1 and read 1 operations.

are cut from the read path. Based on the structure shown in
Fig. 4, the read (RD) and write (WE) signals activate the read
and write modes, respectively. These signals in read mode are
active and inactive, respectively. The RWL signal activates the
NS5 transistor, while the WL line remains disabled. Based on
the voltages of the internal nodes, the BLR and BLBR nodes
are discharged through N3 or N4.

The latch type voltage sense amplifier has been used to
sense the difference of the BLR and BLBR for the read
operation, and the output appears at Out.

B. Write Operation

For pull-up loadless SRAM cells, the bitlines are precharged
to zero volts in data retention mode and read mode. Before
writing, one of the bitlines is pulled up to Vdd while the other
one remains at zero volts.

In a write operation, Based on the structure shown in Fig. 4,
two signals, WE and RD are high and low, respectively. The
RWL signal is cut off. The bitlines are discharged through two
NMOS access transistors which are turned on. Data signal is
the value to be written to the cell.

Since the bitlines are precharged to the zero, the write
margin of the loadless pull-up cell is supply voltage minus
the required voltage on the bitline to flip the cell.

For finding the write margin, the Q and QB nodes of the cell
are initialized to logic zero and one, respectively. The bitline
voltage is then increased until the state of the cell flip.

C. Layout and Area

The layout of the SRAM cell is shown in Fig. 3. To satisfy
the holding data principles with minimum width transistors,
the PMOS transistors as the driver elements and NMOS for
the access transistors have been selected. This is due to the
fact that carrier mobility for the NMOS transistor is higher



Fig. 3: Layout of selected layers of the 7T pull-up loadless SRAM. Red =
poly, green = active area, blue = metal 1, pink = metal 2, yellow = metal 3.

than that of the PMOS transistor. The width has been selected
80 nm for the transistors.

Channel length upsizing is used to reduce the leakage
current. The gate length for all of the transistors is equal to
40 nm.

We have used the thinCell layout which has been used
for the first time in [19]. This layout is easier to print and
has a lower systematic mismatch. It requires 3 metal layers.
The bitlines and the power supply run vertically and the
wordline horizontally. To minimize cell area, the cells in a
column are flipped vertically to share the rail connections.
Based on the standard design layout rules in the 22 nm FDSOI
technology used, the poly-to-poly spacing has been restricted
to discrete spacing and utilizing dummy poly. The dummy
poly in neighboring SRAM cells has been shared to save area
in SRAM arrays. The cell bit area is 0.745 um?.

III. SIMULATION RESULTS

The performance metrics of the different well type 7T
SRAM cells have been determined by using post-layout simu-
lations for the structure shown in Fig. 4. It includes a column
of 32 bit cells, precharge circuit [20], write driver and voltage
sense amplifier.

In all simulations, the SRAM column is based on the netlist
from the extracted view and the peripherals based on the
schematic.

Due to the differential read buffer, the latch type voltage
sense amplifier has been used to sense the difference of the
BLR and BLBR for the robust read operation. The width sizes
for the sense amplifier has been selected based on the sizes
in [21]. Since, bitlines have high capacitances, the precharge
circuit needs to provide a large current. Hence, the width of
the transistors in the precharge circuit is 220 nm. The width of
the write driver transistors is large to handle large current. The
other factor for selecting the size of the write driver transistors
is having a high write yield in the presence of process and
mismatch variations. The width of the PMOS and NMOS
transistors in the inverters of the driver circuit are 800 and
400 nm, respectively. All of the transistors in the peripheral
circuit have minimum size length.

To validate the functionality of the different well type 7T
pull-up loadless SRAMs architecture at low supply voltages,
1k Monte Carlo simulations for each write 0, write 1, read 0,
read 1 and hold 0 and 1 operations have been done.

A. SRAM Read and Hold Stability

The butterfly plots for read and hold state for different
supply voltages at room temperature is shown in Fig. 5. As

Pre-charge Circ
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RE
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Sense Amplifier

ouTB
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_|

Data

Fig. 4: A column of 32 bits cells, precharge circuit, write driver and voltage
sense amplifier.

we can see in Fig. 5, raising the supply voltage improves the
SNM. In addition to Fig. 5, the butterfly curves are separate
and have a large eye for the different supply voltages. In the
case of a single well, PMOS and NMOS transistors share the
back gate bias voltage. The well bias has been selected to
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improve both read stability, hold stability and write ability.
On the regular well, the well bias of the PMOS and NMOS
transistors are connected to Vdd and Gnd, respectively. On
the flip well, the well bias of the PMOS transistors have been
connected to the Vdd.

Fig. 6 shows the distribution of the read and hold static noise
margin of the different well type 7T SRAM for Vdd = 300
mV at typical temperature for 1000 Monte Carlo simulations
[22] in presence of both process and mismatch variations. The
SNM has been calculated based on the method defined in [23].

Read and Hold SNM Distribution of the different well type 7T SRAM at Vdd = 300 mV. (a) Single well; (b) Regular well; (c) Flip well.

The SNM distribution is lognormal in accordance with [24].
The SNM variability for different well types is tabulated in
Table I. The SNM variability has been calculated in terms of
d(standard deviation)/ u(mean) [25].

In [22] it was shown that a high yield SRAM cell has
p(mean)/ d(standard deviation) greater than 5.5 for 1k Monte
Carlo simulations. As it is shown in Table I, the result for our
SRAM is much larger than 5.5.

As can be seen from Table I, the read and hold SNM
variability for the single well is larger than the flip and regular
well. The robustness against variability for the regular well is
the best among all. The average SNM for the flip well is higher
than that of the two others.

The SNM of the single, regular and flip well at the supply
voltage of 240 mV is positive for 1000 Monte Carlo simula-
tions in the presence of both mismatch and process variations.

B. SRAM Write Ability

On contrary to the conventional 6T SRAM cell, during a
write operation, there are no pull-down transistors to fight with
access transistors. Hence, the write ability of the 4T SRAM
cells is significantly better than 6T based SRAM cells. When
the WL is asserted, the storage nodes will charge through
BL/BLB.

To have a high write ability, the on current of the access
transistors should be higher than that of the driver transistors.

Fig. 7 shows the write margin of the three well types 7T
SRAM versus supply voltage at typical temperature.



TABLE I: Read and Hold SNM variability for different well types SRAM at Vdd = 300 mV

Cell Type Mean (mV) Std (mV) Variability wd
Regular well 0.089 0.008 0.098 11.12
Flip well 0.090 0.010 0.111 10
Single well 0.086 0.011 0.127 7.81
TABLE II: Performance metrics of the 7T pull-up SRAM
Cell Type Read Delay (ns) Read Freq (MHz) Leakage Power/bit (pW) Energy/bit/op (al)
Regular well 25 40 16.7 184.1

Flip well 9 111 1360 734.4
Single well 40 25 12.3 248.6

C. Performance Evaluation

Different performance metrics including static power, delay,
read frequency and energy per bit per operation for supply
voltage Vdd = 300 mV at 27 °C are summarized in Table II.
The leakage power in this table is presented for a bit cell. The
energy per bit per operation is calculated for both read and
write operations.

IV. DISCUSSION

As can be seen from Table II, the regular well SRAM
exhibits a smaller amount of energy per bit per operation than
that of the single and flip well. In comparison with the single
well, the long delay caused by reverse body bias in read buffer
causes large active energy. The regular well SRAM cell is
1.35X and 3.98X more energy efficient compared to the single
and the flip well counterparts, respectively.

Even though the single well SRAM consists of HVT and
LVT transistors, it shows lower read frequency compared to
the regular well SRAM. This is due to the fact that in the
single well SRAM, PMOS and NMOS transistors share the
well bias, and here, the selected well bias for Vdd = 300 mV
to improve both read and write is 1.5 x V'dd. This means the
NMOS transistors (LVT transistors ) in the read buffer are
reversed bias and it increases the delay of the read operation.
Furthermore, the speed of the flip well SRAM is considerably
higher than that of the single and regular well SRAMs because
the SLVT and LVT transistors with low threshold voltage are
used.

Comparing the 1-bit leakage power for cells, the single well
SRAM cell has the lowest leakage power of 12.3 pW, thanks
to the reverse body bias of the shared well bias. The leakage
power advantage of the single well SRAM cell compared to
the regular and flip is 1.36X and 110.56X, respectively.

The 22 nm FDSOI technology enables a wide range of back
gate voltages to improve the read stability and write ability
of the SRAMs and, hence, their minimum operating voltage.
Based on the Monte Carlo simulations, the read and hold SNM
in presence of both process and mismatch variations for 240
mV are positive which means the cells can retain the data at
this supply voltage.

V. CONCLUSION

This study presented the performance metric analysis of dif-
ferent well type SRAM cells at subthreshold supply voltages.
The 7T pull-up loadless SRAM with decoupled read and write
ports has been selected as a case study. In this paper, among
all devices used (HVT, RVT, LVT and, SLVT) available in
a commercially available 22 nm FDSOI technology, the best
combination for minimizing energy per access is HVT devices
as the driver transistors and RVT for the rest of the transistors.
The single well SRAM has the lowest leakage per bit cell
over its regular and flip well counterparts. The regular well
type has lower static noise margin (SNM) variability. The 22
nm FDSOI technology enables a wide range of back gate bias
voltages to improve the read stability and write ability of the
SRAMs and, hence, their minimum operating voltage.
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Abstract—This study aims at comparing two subthreshold flip-
flop architectures in frequency divider applications, implemented
and fabricated in 130 nm CMOS process technology. They are
the Power PC (Performance Computing) and Nand race-free flip-
flops. Identification of a reliable and power efficient flip-flop, used
in a frequency divider for ultra-low supply voltages, has been
verified by measur The si d results based on a netlist
extracted from layout show that upsizing the Power PC flip-flop
increases it’s reliability while it may still provide lower power
consumption than the Nand race-free flip-flop. Based on results
verified by measurements for ten chip samples, both frequency
dividers have demonstrated functionality down to a V, of 135
mV. The Power PC flip-flop based frequency divider is 24%
more energy efficient than the Nand race-free counterpart at an
ultra-low supply voltage of 160 mV. The energy per operation
for the Power PC- and Nand race-free- frequency dividers at
the minimum energy point (MEP) of 250 mV, and maximum
operating frequency, are 12.2 and 12.5 fJ, respectively.

Index Terms—subthreshold, Power PC flip-flop, Nand race-free
flip-flop, frequency divider, reliability, minimum supply voltage.

I. INTRODUCTION

Voltage scaling is the most effective technique to reduce
static and dynamic power consumption. However, it will
increase the delay time and hence, lowering the maximum
operating frequency [1].

Many IoT applications such as implantable biomedical
devices operate in the kHz range, and power consumption is
the primary concern in such applications [2], [3]. However, the
required voltage of the most implantable electronic devices
is 2-3 V [3]. The output properties of the most recent in
vivo energy harvesters (IVEHSs) is 150 mV and below [3], [4]
which could suit the low voltages for the circuits presented
here, while saving energy by not having to use as energy
costly DC-DC conversion as one would for higher supply
voltages. Therefore, subthreshold circuits operating at the
supply voltages lower than the absolute value of the threshold
voltage of the transistors might be the best option for such
applications.

In the subthreshold regime, the drain current increases
exponentially with threshold and gate-source voltage [5]. The
two main challenges in subthreshold digital circuit design are
the threshold voltage variations caused mainly by random

978-1-7281-2769-9/19/$31.00 ©2021 IEEE

dopant fluctuations (RDF) and Ion to Ioff degradation. Hence,
it will affect the functional yield of the digital gates.

Storage cells such as flip-flops, SRAM, and latches are the
first blocks that reduce the functional yield of the circuits when
reducing the supply voltage. This is because they are more
vulnerable to the PVT variations compared to the logic gates.

Furthermore, the storage elements are often the dominant
source for the area of the systems. Hence, they are one of
the important components for power consumption and energy
dissipation of the systems [6], [7]. Thus, the design of reliable
flip-flops in the subthreshold regime is a key task for digital
designers. In the literature, many studies have been done to
compare different flip-flop architectures in the subthreshold
regime [8]-[12].

The topology of the logic gates has an impact on the
robustness and the performance metric of the total design in
the ultra-low subthreshold circuits. The most robust choice for
this goal is the standard CMOS logic. Additionally, the use
of subthreshold transmission gate (TG) logic offers promising
results at subthreshold circuits [13].

In this paper, we have selected and designed reliable Nand
race-free and Power PC flip-flop architectures to compare and
implement in the frequency divider application.

Based on the simulation results for low supply voltage and
the ultra-low frequency of 1 kHz, the Power PC flip-flop is
power efficient compared to the Nand race-free flip-flop.

The area for Power PC and Nand race-free flip-flops de-
signed in this study is denser by 1.52X and 1.34X compared to
those of the flip-flops in [10] designed using 65 nm technology,
respectively.

According to the measured results for ten sample chips,
the Power PC frequency divider is 24% more energy efficient
compared to the Nand race-free counterpart in ultra-low supply
voltage of 160 mV at the maximum operating frequency.
The energy per operation for Power PC and Nand race-free
frequency dividers at the minimum energy point (MEP) of
250 mV and maximum operating frequency is 12.2 and 12.5
fJ, respectively. The minimum functional supply voltage for
both frequency dividers is 135 mV.

To the knowledge of the authors, the lowest supply voltage
for the memory cells is 62 mV based on the Schmitt-Trigger
logic cells reported in [14], but Schmitt-Trigger logic has more
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Fig. 2: The schematic of the Power PC flip-flop.

transistors and hence consumes more power and area compare
to the standard static CMOS. The minimum supply voltage
for memory cells based on the standard static CMOS is 132
mV reported in [11]. The minimum supply voltage for our
reported flip-flops based on both standard static CMOS and
transmission gates is 135 mV which is comparable with the
minimum reported voltage for standard static CMOS.

The rest of the paper is arranged as follows. In Section 2, the
sizing strategy used for the subthreshold regime is explained.
Section 3 is dealt with the constructors of the different flip-
flops and frequency dividers. Simulation and measurement
results are demonstrated and discussed in sections 4 and 5,
respectively. The paper is concluded in section 6.

II. SIZING STRATEGY FOR SUBTHRESHOLD

For low frequency systems that are leakage dominated,
power reduction requires leakage current reduction. We have
selected channel length upsizing as a leakage reduction tech-
nique. This technique, not only reduces the leakage current
but also increases the robustness of the gates against the pro-
cess, voltage, and temperature variations (PVT). The channel
lengths of the transistors for both flip-flops have been kept
constant through the design to reduce the mismatch. The
width for PMOS and NMOS has been selected to balance the
PMOS and NMOS transistors [15]. The author in [16] shows
that the energy is minimum by balancing the leakage current
through Pull-up and Pull-down networks. The other factor
for selecting the width of the NMOS and PMOS transistor
is having a high functional yield for flip-flops at ultra-low
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supply voltages down to 140 mV. The width of the PMOS and
NMOS have been selected as 1.8 pm and 300 nm, respectively.
In the Power PC flip-flop, we have increased the size of the
transmission gate transistors to improve the robustness [17].
Through the passing data, transmission gate transistors have
an important role. Therefore, they should be faster.

To reduce the leakage current, all the gates in the library
have been designed with low leakage transistors (high thresh-
old voltage transistors).

III. FLIP-FLOP AND FREQUENCY DIVIDER
ARCHITECTURES

Two different flip-flop architectures have been selected and
implemented. The Nand race-free and Power PC flip-flops
have been selected among the different designs due to the
static nature that makes them promising candidates for reliable
subthreshold operation.

1: The Nand race-free flip-flop used in [18] is a reliable and
simple case for ultra-low supply voltages. It is constructed of
Nand and Inverter gates. The Nand based flip-flop has several
advantages for ultra-low voltage libraries compared to the
other flip-flops: the single phase clock signal in this flip-flop
makes it more robust at subthreshold supply voltages. Regular
structure and, hence, the regular layout is the other benefit of
this flip-flop. This flip-flop is contention free node (the clock
signal is single phase. Therefore, there is no Overlap between
true and inverted clock signals to make contention in feedback
loops of this flip-flop).



Fig. 6: The simulation test-bench.

» > WaveShare
Fig. 9: The socket containing oneA of the Ime‘asl.n'ed chips.

2: The Power PC flip-flop which has been used in the Power
PC microprocessor [19] is the second flip-flop. This flip-flop
has been used in previous studies reported in [8]-[10]. In this
flip-flop, the first stage ( transparent-low latch) is driven by
the clock signal, and the second stage (transparent-high latch
) is driven by the inverted clock signal.

Fig. 1 and Fig. 2 show the schematic of the Nand race-free
and Power PC flip-flops, respectively.

A. Layout and Area of the Flip-flops

In this study, both flip-flops are implemented for a supply
voltage of 140 mV and with low leakage transistors (high
threshold voltage transistors). Fig. 4 and Fig. 5 show the layout
of the Nand race-free and Power PC flip-flops, respectively.
Two metal layers have been used for both layout implementa-
tions to make a fair comparison. The layout area is Based on
the structure complexity, transistor sizes, and transistor counts
which are 26 and 18 (two transistors for inverter) for the Nand
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Fig. 10: Input-clock delay vs. clock-output delay for Power PC flip-flop based
on simulations.
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Fig. 11: input-clock delay vs. clock-output delay for Nand race-free flip-flop
based on simulations.

based and Power PC flip-flops, respectively. To have a fair
comparison, the QB node also is made for Power PC flip-flop.

The layout area for the Power PC and the Nand race-free
flip-flops are 12.2 x 6.15 = 75.0 pm? and 13.8 x 6.15 = 84.8
1m?, respectively. The layout area of the Nand based is 1.13X
larger than that of the Power PC flip-flop. The netlist from the
layouts of the flip-flops have been extracted by QRC parasitic
extraction tool.

The structure of the frequency dividers has been synthesized
automatically at the gate level by the Cadence Genus tool using
our full custom standard cell library [15]. The cell library has
been designed for subthreshold supply voltages. The layouts
of the frequency dividers have been generated automatically
by the Cadence Innovus place and route tool. The schematic
of the frequency divider by three has been shown in Fig. 3.

B. Simulation and Measurement Setup

The functionality of the flip-flops is also tested. The output
voltage of the flip-flop has been compared to the minimum
allowable high voltage (0.75 x Vy4) and maximum allowable
low voltage (0.25 x V) for 1000 Monte Carlo simulations
considering both mismatch and process variations.

The flip-flops have been tested and characterized in a
standard 130 nm CMOS process technology using the Spectre
based Virtuoso simulator. The supply voltage has been tested
between 150 and 500 mV.
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Fig. 13: The distribution of the minimum functional supply voltage for ten
sample chips based on measurements.

For flip-flops simulations, they have been placed between
input and output buffers to consider the current consumption
from the previous stage, and to make the real environmental
conditions, respectively. The test-bench has been shown in
Fig. 6. Fig. 7 shows the setup structure used to calculate the
maximum frequency. The clock frequency has been increased
linearly until the flip-flop can not latch the data.

The power supply voltage of the designed chip is generated
by Rigol DP832A. To create the clock signal, the Agilent
33522A function generator is used . Keithley 6485 Picoamme-
ter is used to measure the current. The ROHDE & SCHWARZ
RTE 1022 oscilloscope is used to show the inputs and outputs
waves. The chip prototype is shown in Fig. 8. The socket
containing one of the measured chips is shown in Fig. 9.

IV. SIMULATION AND MEASUREMENT RESULTS

First, we have compared different performance metrics of
the two flip-flops based on the netlist from the extracted view.
Second, to prove the simulation results about the functionality
of the circuits at ultra-low supply voltages , measurement
results for frequency divider based on the two flip-flops have
been compared.
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Fig. 14: The mean energy at the maximum operating frequency for both
frequency dividers based on measurements for ten chip samples.

The timing parameters including setup time, hold time, and
clock to Q delay have been simulated and reported for both
flip-flops. The setup and hold times have been calculated based
on the method in [20]. The setup and hold times have been
defined as the input-clock/clock-input delay when the clock-
output delay is 5 percent of its nominal value. Fig. 10 and
Fig. 11 illustrate the input-clock delay versus the clock-output
delay for two flip-flops.

The average power consumption at 150 mV supply voltages
for both flip-flops at 1 kHz frequency has been calculated. The
power of the clock Inverter in the Power PC flip-flop has been
included in the power calculations of this flip-flop.

The maximum operating frequency versus the supply volt-
ages has been illustrated for both flip-flops in Fig. 12.

The voltage distribution of the minimum functional supply
for ten chip samples is shown in Fig. 13. The minimum
functional supply voltage for both frequency dividers is 135
mV.

Energy per operation versus frequency at different supply
voltages for both frequency dividers are measured and shown
in Fig. 14. The measured energy is the mean energy for ten
chip samples. The supply voltage is ranged from 160 mV to
500 mV. All ten samples are functional at 160 mV. The energy
per operation at the maximum operating frequency for the
Nand race-free and Power PC frequency dividers at the supply
voltage of 160 mV is 40.3 and 32.5 fJ, respectively.

MEDPs for both frequency dividers are at 250 mV. The energy
per operation at the MEPs for the Nand race-free and Power
PC frequency dividers is 12.5 and 12.2 fJ, respectively.

V. DISCUSSION

Based on the simulation results, comparisons for two flip-
flops at the same supply voltage and at the low frequency of 1
kHz shows that the Power PC flip-flop has relatively low power
consumption compared to the Nand race-free counterpart. The
Power PC flip-flop in 1 kHz frequency is 1.34X power efficient
compared to the Nand race-free counterpart.

The area of our Power PC and Nand race-free flip-flops
designed in 130 nm are 12.2 x 6.15 = 75.0 7n? and 13.8 x
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TABLE I: Comparison of two flip-flops at the same supply voltage of 150 mV at 1 kHz frequency

Flip-flop Type CLK-Q delay(uS) Setup time(uS) Hold time(uS) Power (pW)
Power PC 1.59 0.678 0.551 572
Nand race-free 2.14 0.559 0.525 76.8

6.15 = 84.8 um?, respectively. The area reported for these
flip-flops designed using 65 nm technology is 114 gm?. The
area for our flip-flops is denser by 1.52X and 1.34X compared
to those of the flip-flops in [10], respectively.

According to the mean measured energy per operation for
ten samples, the frequency divider based on the Power PC
flip-flop consumes 24% less energy per operation compared
to that of the frequency divider based on the Nand race-free
flip-flop at the ultra-low supply voltage of 160 mV.

MEPs for both frequency dividers is at 250 mV. The energy
per operation at the MEPs for Nand race-free and Power PC
frequency dividers 12.5 is and 12.2, respectively.

The mean energy for Nand race-free and Power PC fre-
quency dividers at MEP is improved by 1.99X and 2.02X
compared to that of 500 mV supply voltage, respectively.

The minimum functional supply voltage for the frequency
dividers reported in [11] and [21] are 132, 137 and 160 mV,
respectively. The minimum functional supply voltage in our
work is 135 mV.

Our presented results are compatible quite well with the
result of [10], where the authors declare, that the power PC
flip-flop is power efficient among five flip-flops including Nand
race-free in subthreshold regime at the same supply voltage.

VI. CONCLUSION

Two different subthreshold flip-flop architectures in fre-
quency divider applications are implemented and compared
using a 130 nm CMOS process. The measurement results show
that both frequency dividers are functional at supply voltages
as low as 135 mV for some samples. The simulation results
show that by upsizing the transmission gates in the Power PC
flip-flop, the reliability of this flip-flop has increased, and still,
has lower power consumption compared to the Nand race-free
flip-flop. The Power PC frequency divider is 24% more energy
efficient compared to the Nand race-free counterpart for an
ultra-low supply voltage of 160 mV. The energy per operation
for the Power PC and Nand race-free frequency dividers at the
MEP of 250 mV and maximum operating frequency is 12.2
and 12.5 fJ, respectively.
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