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Sparse Actuator and Sensor Attacks Reconstruction
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Abstract—Driven by the rapid development of modern indus-
trial processes, Cyber-Physical Systems (CPSs), which tightly
conjoin computational and physical resources, have become ever
more prevalent during recent years. However, due to the intrin-
sical vulnerability of the cyber layer, the system performances
of CPSs are easily degraded by malicious false data injection
(FDI) attacks which are launched by adversary. In this work,
the issue of secure reconstruction is considered for linear CPSs
with simultaneous sparse actuator and sensor attacks. First,
an adaptive counteraction searching strategy is proposed to
identify the potential combinational attack mode. In this way,
malicious FDI attacks are excluded. Second, by constructing a
descriptor switched sliding mode observer (SMO), the sparse
FDI attacks and the system state are reconstructed effectively.
Meanwhile, sufficient conditions of the error convergence can be
derived. Finally, a numerical simulation is utilized to illustrate
the applicability of the proposed theoretical derivation.

Index Terms—Sparse attack and state estimations, switched
systems, descriptor sliding mode observer, cyber-physical sys-
tems.

I INTRODUCTION

With the rapid development of modern industrial processes,
increasing attention has been paid to Cyber-Physical Systems
(CPSs) which can maintain the normal operation of many
critical processes, such as intelligent vehicles [1], [2], health-
care systems [3], smart grids [4] those people rely on. From
the perspective of interdiscipline, CPSs can deeply integrate
control, computation, communication, cloud and cognition [5].
However, with the networked control technique embedded,
CPSs become more vulnerable compared with traditional
control systems, i.e., malicious cyber attacks can be launched
by an adversary anywhere from sensor channels to actuator
channels to degrade system performance. In other words, if
an attack is successfully launched by an adversary at the
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network layer, it may induce serious failures or faults at the
physical layer. Consequently, cyber attacks have become one
of the main factors threatening the security of CPSs. Thought-
provoking accidents related to cyber security such as RQ-170,
Stuxnet and Jeep hack [6], [7] indicate that protecting security
of CPSs is a critical issue in current.

Generally, cyber attacks can be roughly categorized into two
classes: deception attacks and denial-of-service (DoS) attacks
[8]. The purpose of DoS is compromising data exchangeability
and availability by consuming computation or communication
resources maliciously. Different from DoS, deception attacks
aim to temper data trustworthiness by manipulating packets
via communication networks [9]. Besides, model knowledge
and/or disclosure resources are also necessary for deception
attackers [10]. False data injection (FDI) attacks are considered
as a class of typical deception attacks and fruitful results on
the research of security issues of CPSs under FDI attacks
have yielded recently, such as stealthy attack detection [11],
[12], attack-resilient controller design [13]–[15], data integrity
requirements relaxation [16], hybrid attack mitigation policy
[17], distributed attack identification monitors [18], attack
detection and identification [4], [19], [20] and so on.

Apart from the above significant results on security subjects
of CPSs, considerable efforts have been paid to the issue of
secure state estimation, the purpose of which is to reconstruct
the system state from sporadic corruptions, i.e., sparse attacks.
The construction of unobservable sparse attack vectors has
been analyzed by data sparsity properties in [21]. Till now,
there are two mainstream techniques, i.e., optimization relax-
ation (OR) and brute force search (BFS), to cope with the
secure state estimation problem of CPSs. Several algorithms
such as satisfiability modulo solvers [22], projected gradient-
descent paradigms [23], optimal graph searching [24] and
L1/Lr decoders [25] belong to OR and the basic idea of
which is to find the optimal solution in polynomial time. For
BFS, a number of excellent results including observability
Gramians [26], switched counteraction principle (SCP) [19]
and identification filter [18] have been obtained.

In addition to the secure state estimation issue, several
researchers have also noticed the significance of attack signal
reconstruction [19], [27], [28]. A successful attack reconstruc-
tion scheme can monitor abnormal hijacking more reliably.
How to achieve secure state estimation and attack reconstruc-
tion simultaneously in the context of BFS and ensure the
convergence of the error system? Since any successful attack
on CPSs may lead to catastrophic system failures and cause
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unbearable losses, in turn, this becomes a profit motive and
means for opponents in reality. Therefore, it is of great signifi-
cance to find the answer to this question for both academic and
practical applications. The authors of [19] proposed a observer
with a switching function matrix (SFM) to reconstruct the
system state and sparse sensor attacks. Then, the designed
SFM can turn off the attacked input channels automatically. In
[29], a sliding mode observer (SMO)-based secure estimation
scheme was developed for linear discrete-time CPSs with
sparse sensor attacks and unknown input. Furthermore, the
secure estimation issue was considered in the work [28] under
the framework of sparse actuator and sensor attacks, and a
defence strategy with a set cover approach was developed to
relax the computation burden caused by combinational BFS.
Recently, in [27], the authors designed two kinds of descriptor
sliding mode observers to reconstruct the state and attack
signals by augmenting the original system into a singular
system. However, since the augmented system is singular,
it inevitably increases the complexity of the design scheme,
which motivates us for this further study. Besides, due to the
utilization of the coordinate transformation technique in [27],
there exists jumps in the system states after transformation,
which may affect system performance. This is another reason
that motivates us to carry out this research.

Based on the above observation, we investigate the secure
state estimation and attack reconstruction issue for linear CPSs
under sparse actuator and sensor attacks. Firstly, to identify the
potential combinational attack mode, an adaptive counteraction
searching strategy is proposed and then sparse FDI attacks are
excluded. Secondly, to reconstruct the state and attack signals
of CPSs, a descriptor switched SMO is developed. Meanwhile,
sufficient conditions of the error convergence can be derived.
Finally, a numerical example and a comparative simulation
are utilized to demonstrate the applicability of the proposed
theoretical derivation.

The main contributions of this work can be summarized
in the following three aspects: (1) an effective attack recon-
struction method which can simultaneously reconstruct the
state, sparse actuator and sensor attacks of linear CPSs is
developed; (2) the proposed SMO is constructed based on
a regular augmented system approach (instead of a singular
augmented system [27]), which decreases the complexity of
the design scheme; (3) an adaptive switching algorithm (rather
than OR technique) is employed and the sufficient conditions
of the existence of the developed SMO can be obtained by
only solving a set of linear matrix inequalities. Therefore, the
computation burden is relaxed.

The structure of this paper is provided as follows. Section
II gives the description of the notations, the system model and
attack model and meanwhile describes the heuristic statements
and formulates the main target. Section III gives main results
of this work, including SMO construction, observer error
derivation, dynamic analysis and a summary of the whole
design procedures. Section IV presents a numerical simulation
to illustrate the effectiveness of the developed observer and the
conclusion is given in Section V.

II PROBLEM FORMULATION

A. Notation Description
Card(G) represents the cardinality of a set G. D(G1,G2)

denotes the cartesian product of G1 and G2. For a, b ∈ N+

with a > b, the binomial coefficient is Cb
a. {1, 2, . . . , a} is

depicted by [a].
For a vector v ∈ Rq , the support of v is defined by

Supp(v) = {i ∈ [q] : vi ̸= 0}. If Card(Supp(v)) = p,
the vector v is p-sparse. Besides, 0̄ and 0 represent the null
vector and null matrix, respectively. For a matrix Ξ ∈ Rm×n,
the superscripts “T , “† and “−1 (if m ̸= n) denote the
transposition, pseudo inversion and inversion, respectively. I
denotes identity matrix with proper dimensions. IQ denotes a
matrix obtained from setting all diagonal entries indexed by
Q of I as zeros.

B. Plant Model and Attack Description
Consider the following linear CPSs under FDI attacks:{

ẋ(t) = Ax(t) +Bu(t) + Faaa(t),
y(t) = Cx(t) + as(t) + Fdd(t),

(1)

where x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rp and d(t) ∈ Rd denote
the plant state, input, output and the measurement noise,
respectively. aa(t) =

[
aa1(t), aa2(t), . . . , aak(t)

]T ∈ Rk

and as(t) =
[
as1(t), as2(t), . . . , asp(t)

]T ∈ Rp represent
the r-sparse actuator attack and the s-sparse sensor attack,
respectively. r-sparse and s-sparse mean that the number of
nonzero elements in aa(t) and as(t) are no more than r and
s, respectively. Besides, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n,
Fa ∈ Rn×a and Fd ∈ Rp×d are system matrices.

In this work, the sparse attacks considered belong to FDI at-
tacks which are commonly existed in modern industry with the
purpose of disrupting the system normal operation by mislead-
ing the system components [7]. Denote

⨿
a = {1, 2, . . . , k} =

[k] as the index set of actuator, and
⨿

s = {1, 2, . . . , p} as the
sensor index set, respectively. Then, for i ∈

⨿
a,

aai(t) =

{
nonzero, if the i-th actuator is attacked;
0, otherwise.

Similarly, for j ∈
⨿

s,

asj(t) =

{
nonzero, if the j-th sensor is attacked;
0, otherwise.

Due to the considered actuator and sensor attacks are r-sparse
and s-sparse, the number of attacked actuators is no more than
r ∈ Z+, r ≤ k and the number of attacked sensors is no more
than s ∈ Z+, s ≤ p. Define M = {Θ ⊂

⨿
a |Card(Θ) = r}

and N = {Π ⊂
⨿

s |Card(Π) = s} as the combinational
sets of actuator and sensor attacks, respectively. Obviously,
we have Card(M) = Cr

k and Card(N ) = Cs
p .

To facilitate the subsequent analysis, the following assump-
tions are introduced.
(A1) The adversary can attack actuators and sensors syn-

chronously. In addition, Supp(aa(t)) and Supp(as(t))
are constant over time.

(A2) The considered sparse actuator attacks, sparse sensor
attacks and measurement noises in this work satisfy:

||aai(t)|| ≤ αa1, ||ȧai(t)|| ≤ αa2,
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||asj(t)|| ≤ βs1, ||ȧsj(t)|| ≤ βs2,

||d(t)|| ≤ d̄1, ||ḋ(t)|| ≤ d̄2

where i = 1, . . . , a, j = 1, . . . , p. αa1, αa2, βs1, βs2, d̄1
and d̄2 are prescribed positive constants.

(A3) The number of attacked sensors and actuators satisfying
s ≤ p/2 and r ≤ a.

Remark 1: It is worthy noting that an actuator attack can
be regarded as the bias corruptions on the actuators or on the
channels of controller-to-actuator. Similarly, an sensor attack
can be considered as the bias corruptions on the sensors or on
the channels of sensor-to-device [25]. The above assumptions
are reliable. Assumption (A1) indicates that the sensor and
actuator attacks can be launched synchronously by an adver-
sary and the attack signals aa(t) and as(t) do not need to
follow any particular models. Assumption (A2) gives rational
limitations on the energy of the adversary since there always
exist physical limitations in practical CPSs. Assumption (A3)
is the sparse limitations which is borrowed from the works
[19], [22], [23], [27]. The sparse constraint on attacked sensors
and/or actuators are analysed by either contradiction proof [23]
or rank criterion [19], [27].

Remark 2: There is one principle for attack signal descrip-
tion: the fewer mathematical constraints one rely on, the
more effective secure estimation can be obtained. Therefore,
in addition to the above assumptions, no further ones are
employed to restrict the injected attacks.

Till now, all potential entry modes can be described by C =
D(M,N ), which further implies η = J(C) ∈ [η̄] \ {1}, where
η̄ = Cr

kC
s
p+1 and J represents the cartesian product operator.

Furthermore, η = 1 stands for the attack-free case. In addition,
C∗
a = D(Θ∗,Π∗) is utilized to depict the desired mode, and

correspondingly, η∗ = J(C∗
a).

C. Heuristic Statements
In this work, the switched counteraction principle is em-

ployed to exclude the sparse corruptions with the help of an
adaptive switching mechanism. The entry matrices are defined
as (Ia)Θ and (Is)Π, which implies that (Ia)Θ∗aa(t) = 0̄ and
(Is)Π∗as(t) = 0̄. Then, we hold (Īa)Θ∗ = Ia − (Ia)Θ∗ and
(Īs)Π∗ = Is − (Is)Π∗ trivially. By now, the original CPSs (1)
is tuned as follows:{

ẋ(t) = Ax(t) +Bu(t) + Faηaa(t),
ȳ(t) = Cηx(t) + Ipηas(t) + Fdηd(t),

(2)

where ȳ = (Ip)Πy(t) is detectable. In the rest of this paper, for
η ∈ [η̄], we represent Fa(Ia)Θ, (Ip)ΠC, (Ip)Π and (Ip)ΠFd

by Faη, Cη, Ipη and Fdη for notation simplicity, respectively.
In order to formulate the heuristic problems, the switching

logic is better to be proposed in advance. Firstly, we define
an auxiliary observed indicator in the following form:

Ψ̇(t) =

{
Φ(t)(||ẽy(t)|| − σ)2, if ||ẽy(t)|| > σ
0, otherwise, (3)

where ẽy(t) = ēy(t)+Ipηas(t). ēy(t) and σ will be determined
later. Φ(t) is given by

Φ(t) =

{
(ϵΨ(t) + ς)−1, if (ϵΨ(t) + ς)−1 > Φ̄
Φ̄, otherwise, (4)

where ϵ and ς are prescribed positive constants which satisfy
ς−1 > Φ̄. Φ̄ will be determined in the dynamic analysis part.
Then, the switching logic can be proposed as

η(Ψ(t)) = Ceil(Mod(Ψ(t), η̄)), (5)

where Ceil(p) represents the ceiling function, i.e., the mini-
mum integer is no less than p with p ∈ R+. Mod(p, q) rep-
resents the residual operator, i.e., the remainder after division
of p by q.

Remark 3: It can be observed that the switching logic (5)
is relied on the auxiliary indicator (3). In the work [19], Φ(t)
is selected as a constant and this inevitably results in a slow
increase of Ψ(t) in (3). Consequently, the convergence of η(t)
in (5) is dull. While Φ(t) in the form of Eq. (4) will potentially
speed up the convergence as Ψ(t) increases and then assign
Φ(t) = Φ̄.

In the next, we conclude the problems of interest in the
following three aspects.

(1) By considering the sparse FDI attacks on both actuator
and sensor channels, how to construct a descriptor SMO com-
bined with the switched counteraction principle to implement
the attack and state reconstructions online?

(2) After design the developed SMO, how to derive the
parameters of SMO and ensure the correctness of the attack
and state reconstructions?

(3) Since the purpose is to construct an adaptive switching
descriptor SMO, how to design suitable sliding motions is also
an interesting problem.

III ATTACK RECONSTRUCTION VIA SWITCHED SMO

A. SMO Construction
Before proceeding further, the following parameter, aug-

mented vectors and matrices are defined:

n̄ = n+ k + p+ d,

Āη =


A Faη 0 0
0 αηIk 0 0
0 0 αηIs 0
0 0 0 αηId

 ∈ Rn̄×n̄,

B̄ =
[
BT 0 0 0

]T ∈ Rn̄×p,

D̄ =


0 0 0 0
0 Ik 0 0
0 0 Is 0
0 0 0 Id

 ∈ Rn̄×n̄,

C̄η =
[
Cη 0 Ipη Fdη

]
∈ Rp×n̄,

x̄(t) =
[
xT (t) aTa (t) aTs (t) dT (t)

]T ∈ Rn̄,

d̄(t) =


0̄

−αηaa(t) + ȧa(t)
−αηas(t) + ȧs(t)

−αηd(t) + ḋ(t)

 ∈ Rn̄,

where αη ∈ R+ denotes a prescribed parameter. Then, the
augmented descriptor CPSs can be obtained as{

˙̄x(t) = Āηx̄(t) + B̄u(t) + D̄d̄(t),
ȳ(t) = C̄ηx̄(t).

(6)
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Based upon the augmented CPSs (6), we construct the
following descriptor SMO:

ξ̇(t) = Nηξ(t) + TηB̄u(t) + Lη ȳ(t) + Lsηus(t),
ˆ̄x(t) = ξ(t) +Qη ȳ(t),
ˆ̄y(t) = C̄η ˆ̄x(t)− Ipηâs(t)− d̂(t) = Cηx̂(t),

(7)

where ξ(t) ∈ Rn̄ represents an immediate variable, ˆ̄x(t) ∈ Rn̄

is the estimated state of x̄(t), and us(t) denotes the discon-
tinuous input which will be designed later. Nη ∈ Rn̄×n̄,
Tη ∈ Rn̄×n̄, Lη ∈ Rn̄×p, Lsη ∈ Rn̄×p and Qη ∈ Rn̄×p

are observer gain matrices to be given later.
B. Derivation of Observation Error
By defining ē(t) = ˆ̄x(t)− x̄(t), one has

ē(t) = ˆ̄x(t)− x̄(t) = ξ(t) + (QηC̄η − In̄)x̄(t). (8)

It is assumed that the gain matrices Tη and Qη can satisfy[
Tη Qη

] [In̄
C̄η

]
= In̄. (9)

Then, it can be easily obtained that ē(t) = ξ(t)− Tηx̄(t). By
subtracting Eq. (6) from Eq. (7), the following result holds:

˙̄e(t) = ξ̇(t)− Tη ˙̄x(t)

= Nη ē(t) + (NηTη + LηC̄η − TηĀη)x̄(t)

+TηD̄d̄(t)− Lsηus(t). (10)

Furthermore, if the observer gain matrices Nη, Tη and Lη

can be selected in the following forms:

Nη = TηĀη −KηC̄η, (11)

Kη = Lη −NηQη, (12)

we have

NηTη + LηC̄η − TηĀη = 0. (13)

Then, by substituting (13) into (10), we have

˙̄e(t) = Nη ē(t) + TηD̄d̄(t)− Lsηus(t). (14)

Based upon rank(

[
In̄
C̄η

]
) = n̄, rank(

In̄
C̄η

In̄

) = rank(

[
In̄
C̄η

]
) =

n̄ can be obtained. Hence, the condition (9) is solvable. The
general solutions can be given as follows:

Tη = T1η − ZηT2η, Qη = Q1η − ZηQ2η, (15)

where

T1η =

[
In̄
C̄η

]† [
In̄

0p×n̄

]
, Q1η =

[
In̄
C̄η

]† [
0n̄×p

Ip

]
,

T2η = (In̄+p −
[
In̄
C̄η

] [
In̄
C̄η

]†
)

[
In̄

0p×n̄

]
,

Q2η = (In̄+p −
[
In̄
C̄η

] [
In̄
C̄η

]†
)

[
0n̄×p

Ip

]
,

and Zη is an arbitrary matrix.
At this step, substituting Eq.(9) into Eq.(13) yields that

NηTη + LηC̄η − TηĀη

= Nη −NηQηC̄η + LηC̄η − TηĀη. (16)

For further analysis convenience, substituting Eq.(15) into
Eq.(11) yields the following equation:

Nη = N1η − ZηN2η, (17)

where

N1η = T1ηĀη −KηC̄η, N2η = T2ηĀη. (18)

Till now, the augmented error dynamic can be obtained in
the form of

˙̄e(t) = Nη ē(t) + TηD̄d̄(t)− Lsηus(t),

ēy(t) = C̄η ē(t)− Ipηâs(t)− d̂(t), (19)

where ēy(t) = ȳ(t)− ˆ̄y(t) denotes the captured output. Based
upon the augmented error dynamic (19), the potential sliding
mode surface can be designed as S(t, η) = D̄TTT

η Pη ē(t) with
Pη being a positive matrix to be designed later and satisfying
D̄TTT

η Pη = HηC̄η, then the discontinuous input term us(t)
can be constructed as

us(t) = −(αη(αa1 + βs1 + d̄1) + αa2 + βs2

+d̄2 + ϵ)Sgn(s(t, η)), (20)

where the matrix Hη ∈ Rn̄×p and the parameter ϵ will be
determined later.

Remark 4: It should be noted that the sparse constraints on
attacked sensors and actuators have been given in Assumption
(A3). According to the work [30], we analysis the reliability
of Assumption (A3) by rank criterion. Since the sparse con-
straints described in Assumption (A3) can be used as the prior
knowledge for the dynamic analysis. It is obvious that, when
us(t) = 0̄ and d̄(t) = 0̄, the augmented error dynamic (19) is

˙̄e(t) = Nη ē(t),

ēy(t) = C̄η ē(t) + Ipη Īpη∗ âs(t). (21)

Then, the (r, s)-sparse strong∗ detectability of the error
dynamic (19) is equivalent to those of the error dynamic (21).
In light of [30], the error dynamic (21) is said to be (r, s)-
sparse strong∗ detectable if and only if the following two
rank conditions satisfied:

rank

[
sI −Nη 0

C̄η Ipη Īpη∗

]
= n̄+ rank

[
0

Ipη Īpη∗

]
, (22)

rank

[
C̄η × 0 Ipη Īpη∗

Ipη Īpη∗ 0

]
= rank[Ipη Īpη∗ ] + rank

[
0

Ipη Īpη∗

]
. (23)

The rank condition (22) can be further calculated as

rank

[
sI −Nη 0

C̄η Ipη Īpη∗

]
= rank

[
sI − TηĀ−KηC̄η

C̄η

]
+ rank[Ipη Īpη∗ ]. (24)

After the elementary transformation, we have

rank

[
sI − TηĀ−KηC̄η

C̄η

]
= n̄. (25)
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Similarly, by the elementary transformation techniques, it is
obvious that the rank condition (23) is satisfied. Till now, the
reliability of Assumption (A3) is verified.

C. Dynamic Analysis
In order to illustrate the feasibility of the proposed attack

reconstruction method, the Lyapunov function is selected in
the form of V (t) = ēT (t)Pη ē(t), where Pη > 0 is in proper
dimensions. Then, the following derivation can be obtained:

V̇ (t) = 2ēT (t)Pη[Nη ē(t) + TηD̄d̄(t)− Lsηus(t)]. (26)

Recalling Eq.(17), we can further derive that

V̇ (t) = ēT (t)[(PηT1ηĀη − PηKηC̄η − PηZηT2ηĀη)
T

+PηT1ηĀη − PηKηC̄η − PηZηT2ηĀη]ē(t)

+2ēT (t)PηTηD̄d̄(t)− 2ēT (t)PηLsηus(t). (27)

By letting Lsη = TηD̄ = P−1
η C̄T

η H
T
η , based upon Eq. (20),

the last two terms of Eq. (27) can be further calculated as:

2ēT (t)Pη[TηD̄d̄(t)− Lsηus(t)] ≤ −2ϵ||S(t, η)||. (28)

In view of the above detailed analysis, the first result related
to the existence condition for the observer and the stability of
the error dynamics (21) is given in the following theorem.

Theorem 1: Consider the CPSs (19) with the descriptor
SMO (7) and the switch logic (5). For the entry mode
η ∈ 1 ∪ J(C), under Assumptions (A1)-(A3), if there exist
parameters γ, δ, ζ and h̄ ∈ R+ and matrices Pη ∈ Rn̄×n̄,
Xη ∈ Rn̄×n̄+p, Yη ∈ Rn̄×p and Hη ∈ Rn̄×n̄, such that

Γ =

[
Γ1 0
0 −δ2Id

]
< 0,

[
ζIn̄ ⋆
Γ2 −Ia+p+d

]
< 0, (29)

where

Γ1 = ĀT
η T

T
1ηPη − C̄T

η Y
T
η − ĀT

η T
T
2ηX

T
η

+PηT1ηĀη − YηC̄η −XηT2ηĀη,

Γ2 = D̄TTT
η Pη −HηC̄η,

with ⋆ being the transpose of matrix Γ2, then, we have
Kη = P−1

η Yη and Zη = P−1
η Xη. In addition, the boundary

of the estimation error ē(t) is (λ1γ)
−1/2δd̄1 with λ1 =

minη{λmin(Pη)}. The ultimate boundary of ẽy(t) is σ =
||C̄||(λ1γ)

−1/2δd̄1 + d̄1. Besides, Φ̄ in (4) is decided by
Φ̄ = γ2λ1/(||C̄||2(h̄+δ2d̄1)) with C̄ =

[
C 0p×a Ip Fd

]
.

Proof: Resort to Schur complement, we can formulate
(29) into the following form:

V̇ (t) ≤ −γV (t) + δ2dT (t)d(t), (30)

which can further earn φT (t)Γφ(t) ≤ 0 with φ(t) =
(ēT (t), dT (t))T . Subsequently, we proceed the proof in two
specific cases.

Case 1: It is assumed that the desired η∗ is properly selected
at the time instant t̆, i.e., the attacked signals are successfully
excluded. Then, the error dynamics (19) can be rewritten as

˙̄e(t) = Nη ē(t) + TηD̄d̄(t)− Lsηus(t),

ēy(t) = C̄η ē(t) + d̂(t). (31)

It is obvious that the modified captured output ẽy(t) = ēy(t) =
C̄η ē(t)+ d̂(t). Since we have got (30), then the following can
be derived:

V (t) ≤ e−γ(t−t̆)V (t0) +

∫ t

t̆

e−γ(t−τ)δ2dT (τ)d(τ)dτ

≤ e−γ(t−t̆)V (t̆) + γ−1δ2d̄21, (32)

which further implies the following formula can be obtained:

ēT (t)Pη ē(t) ≤ e−γ(t−t̆)V (t̆) + γ−1δ2d̄21. (33)

Then, it is easy to derive ||ē(t)|| ≤ λ
1/2
1 e−γ(t−t̆)/2V 1/2(t̆) +

(λ1γ)
−1/2δd̄1 and further leads to ||ẽy(t)|| ≤ Ω∗ +

σ with Ω∗ = ||C̄||λ−1/2
1 e−γ(t−t̆)/2V 1/2(t̆) and σ =

||C̄||(λ1γ)
−1/2δd̄1 + d̄1.

In addition, for ||ẽy(t)|| > σ, recalling (3), we can derive
Ψ̇(t) ≤ Φ̄(Ω∗)2 which indicates Ψ(t) will converge to a
desired constant.

Case 2: It is assumed that a wrong enter mode is selected
at time t̂. In this case, there are two possibilities.

� The first possibility is
∫ +∞
t̂

Ψ̇(s)ds ≤ 1. In this situation,
the switch logic η(Ψ(t)) will not jump to another integer, thus
leading to a failure in excluding the FDI attacks.

� The second possibility is
∫ +∞
t̂

Ψ̇(s)ds > 1. This situation
is still promising since under the switch logic η(Ψ(t)), the
current mode will switch to the next one. In this situation, we
hope that there exists a time t∗ at which the right mode can
be located.

According to Case 1, for [0, t∗), the result Ψ̇(t) ≤
Φ(t)||C̄||λ−1

1 e−γ(t−t∗)V (t∗) can be obtained easily. Then,
considering [t∗,+∞), the result of

∫ +∞
t∗

Ψ̇(s)ds can be de-
rived as follows:∫ +∞

t∗
Ψ̇(s)ds ≤

∫ +∞

t∗
Φ̄||C̄||2λ−1

1 e−γ(s−t∗)V (t∗)ds

≤ Φ̄[||C̄||2(e−γt∗V (0) + δ2d̄21/γ)/(λ1γ)]

= Ξ (34)

By letting Φ̄ = γ2λ1/(||C̄||2(υ+δ2d̄21)) and e−γt∗V (0)γ ≤ υ,
the result Ξ ≤ 1 can be reached. Therefore, as t → +∞, we
have ||ẽy(t)|| ≤ σ.

Particularly, when the considered CPS is without noise
which means d(t) = 0, the value of σ is zero. At this time,
ẽy(t) → 0̄ as t → +∞. Then, we can derive V (t) ≤ δ2d̄21γ

−1,
and ||ē(t)|| ≤ (λ1γ)

−1/2δd̄1 can be further obtained. Till now,
the proof of Theorem 1 is finished.

By accomplishing the above analysis, we further conduct
the issue of the reachability analysis of sliding motion surface
and give the following theorem.

Theorem 2: If the sufficient condition in Theorem 1 holds,
then the discontinuous input term us(t) guarantees that the
sliding motion will be driven to the sliding surface S(t, η) =
D̄TTT

η Pη ē(t) = 0.
Proof: Firstly, we select the Lyapunov function as

Vs(t) = ST (t, η)(WηPηW
T
η )−1S(t, η), (35)

where Wη = D̄TTT
η .
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Secondly, by recalling D̄TTT
η Pη = HηC̄η, we can derive

V̇s(t) = ST (t, η)(WηPηW
T
η )−1WηPη(Nη ē(t)

+TηD̄d̄(t)− Lsηus(t)). (36)

From (28), it can be easily obtained that ST (t, η)(d̄(t) −
us(t)) ≤ −ϵ||S(t, η)||.

Thirdly, by defining ϱη = WηPηW
T
η )−1WηPηNη , Vs(t) <

−||S(t, η)||(ϵ− ϱη||ē(t)||) can be concluded.
Then, for each η ∈ 1 ∪ J(C), we define a region as

z = ∩η=η̄
η=1zη(ϱη), (37)

where zη(ϱη) = {ϵ − ϱη||ē(t)|| > 0}. Till now, we can
conclude that the trajectories of ē(t) will enter into the
region z and then sustain there. The proof of Theorem 2 is
completed.

D. The whole design scheme
The whole design scheme is demonstrated in Fig. 1, which

mainly includes four modules: depicting FDI attacks in red,
physical system in purple, switching logic unit in orange, and
descriptor SMO in blue, respectively.

Malicious 

Attacker 

Original 

CPSs 

Switching 

Logic 

Observed 

Output 

Augmented

CPSs 

Sliding 

Mode Input 
Sliding Mode 

Surface 

SMO Error CPSs 

Adaptive Hybrid 

Logic 

Descriptor Observer 

)(taa )(tas

)(~ tey

)(te)(te

)(tx

),( htS
)(tu

)(tus

))(( tYh

)(ˆ tx

Fig. 1. The block diagram.

In terms of the above detailed analysis, the whole design
procedures are summarized in the following form:

Design procedure.

Step 1. Construct descriptor CPS (6).
a. Prescribe the parameters of CPS (1);
b. Identify the potential entry modes η ∈ [η̄];
c. Define augmented vector and matrices to obtain the standard

descriptor augmented CPS (6).
Step 2. Calculate the SMO gains (7).
a. Solve Eq. (9) and Eq. (15) to get matrices T1η, T2η , Q1η

and Q2η;
b. Select suitable parameters γ and δ and solve linear matrix

equalities Eq. (29) to get ζ, Kη and Zη;
c. Find matrix Nη according to Eq. (17);
d. Get matrix Tη, Qη, Lη and Lsη according to Eqs. (15)-(12).
Step 3. Design the adaptive switching logic depicted in (3)-(4).
Step 4. Obtain the SMO (7).

IV SIMULATION RESULTS

In this section, a practical simulation is carried out to
demonstrate the effectiveness of the proposed attack and state
reconstruction method.

A. Simulation setup
Consider an F-404 aircraft engine system [31] modeled

by three-order CPS and the system parameters are given as
follows:

A =

−1.4600 0.0000 2.4280
−0.8357 −2.400 −0.3788
0.3107 0.0000 −2.2300

 ,

BT =
[
−12.5068 −9.4796 −7.4111

]
,

C =

−0.0700 0.5000 1.0000
0.5000 −0.5000 −0.1000
0.1000 0.2000 0.4000

 ,

FT
a =

[
0.2747 −0.6727 0.5742

]
,

FT
d =

[
−0.7023 0.2513 0.3524

]
.

The system state x(t) contains three components, i.e., the
sideslip angle x(1)(t), roll rate x(2)(t) and yaw rate x(3)(t).
The actuator attack signal aa(t), sensor attack signal as(t) and
external disturbance d(t) are given by

aa(t) =

{
0, 0 ≤ t ≤ 3,
2 + 0.5 cos(t), 3 < t ≤ 20,

(38)

as(t) =

{
0, 0 ≤ t ≤ 3,
1 + 0.8 sin(t), 3 < t < 20,

(39)

and d(t) = 0.01 cos(t), which are upper-bounded by αa1 =
2.7, αa2 = 0.7, βs1 = 2, βs2 = 1 and d̄1 = d̄2 = 0.01.

B. Results illustration and discussion
We set r = 1 and s = 1, then all the potential entry modes

can be concluded as follows: C(1) = D({0}, {0}), C(2) =
D({1}, {1}), C(3) = D({1}, {2}), C(4) = D({1}, {3}). It is
obvious that η ∈ [4] and the desired mode is set as η∗ =
2. Then, the Step 1 in the summarized design procedure of
section III-D is almost finished.

Based upon Step 2-a, we can obtain: T1η , T2η (at the bottom
of this page), Q1η and Q2η .

Q1η =


0.0000 0.1943 0.0430
0.0000 −0.1943 0.0856
0.0000 −0.0388 0.1713
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.3886 0.0002
0.0000 0.0002 0.4284

 ,

Q2η =


0.0000 −0.1943 −0.0430
0.0000 0.1943 −0.0856
0.0000 0.0388 −0.1713
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 −0.3886 −0.0002
0.0000 −0.0002 −0.4284
0.0000 −0.0977 −0.1510
1.0000 0.0000 0.0000
0.0000 0.3886 0.0002
0.0000 0.0002 0.4284

 .

Next, according to Step 2-b, the parameters are selected
as γ = 0.5 and δ = 0.7. Then, by solving linear matrix
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inequalities, we can obtain ζ = 8.495 × 10−1 and matrices
Kη and Zη (at the bottom of the next page):

Kη =


0 −2.2712 −1.3478
0 −0.6929 −3.7473
0 −0.5048 0.0834
0 −0.6356 0.1159
0 1.2456 −4.2559
0 2.4228 1.2495
0 1.2178 3.1401
0 0.7883 15.5586

 .

Based on Step 2-c and Step 2-d, the observer gain matrices
Nη (at the bottom of the next page), Tη, Qη, Lη and Lsη can
be obtained:

Tη =


0 −2.2712 −1.3478
0 −0.6929 −3.7473
0 −0.5048 0.0834
0 −0.6356 0.1159
0 1.2456 −4.2559
0 2.4228 1.2495
0 1.2178 3.1401
0 0.7883 15.5586

 ,Qη =


0 −2.2712 −1.3478
0 −0.6929 −3.7473
0 −0.5048 0.0834
0 −0.6356 0.1159
0 1.2456 −4.2559
0 2.4228 1.2495
0 1.2178 3.1401
0 0.7883 15.5586

 ,

Lη =


0 −2.2712 −1.3478
0 −0.6929 −3.7473
0 −0.5048 0.0834
0 −0.6356 0.1159
0 1.2456 −4.2559
0 2.4228 1.2495
0 1.2178 3.1401
0 0.7883 15.5586

 ,Lsη =


0 −2.2712 −1.3478
0 −0.6929 −3.7473
0 −0.5048 0.0834
0 −0.6356 0.1159
0 1.2456 −4.2559
0 2.4228 1.2495
0 1.2178 3.1401
0 0.7883 15.5586

 .

By setting αη = 1 and selecting ϵ = 0.1, we can earn
us(t) = Sgn(S(t, η)).

In addition, the switching parameters ϵ and ς are set
as 0.1 and 0.5, respectively. The initial conditions of
the original system states and augmented error system s-
tates are set as x(0) =

[
−2 1 1

]T
and ē(0) =[

15 −10 −15 0 −10 −15 10 0
]T

. Based on the
above setting and derivation, the simulation results are dis-
played in Figs. 2-6. Fig. 2 displays the states of the augmented
error system, in which the error trajectories of the system
states (ē1(t) − ē3(t)), actuator attacks (ē4(t)), sensor attacks
(ē5(t)− ē7(t)) and disturbances (ē8(t)) are all convergent. The
reconstruction results of attacks and disturbances are shown in
Figs.3-5, in which the blue lines are the attack and disturbance
signals and the red lines are the reconstruction signals. It can
be seen that the performance of reconstruction is satisfied.
In Fig. 6, the switching logic η(t) and the indicator Ψ are
given, in which it can be seen that both two trajectories are
convergent. Therefore, the reliability of our method has been
verified by this simulation.

To further verify the correctness and effectiveness of the
proposed algorithm, we set different attack forms and attack
duration to test. At this time, the desired attack mode is set

Fig. 2. State variables of error system ē(t).

0 5 10 15 20

Time (Sec.)

-50

0

50

100

150

200

250

300

350

400

Fig. 3. Attack signal aa(t) and its estimation âa(t).

Fig. 4. Attack signals as(t) and the estimation âs(t).

as η∗ = 3. The attack signals are changed in the constant
form (aa = 2, as = 1.5) and the state-dependant form
(aa(t) = 0.5 cos(x1(t)) and as(t) = 0.8 sin(x2(t))). The
simulation results can be seen in Figs. 7-11. From Fig. 7, it
can be seen that the switch logic can locate the desired mode
3 accurately (Due to the page limitation, only the switch logic
result of attacks in the constant form is given). In Figs. 8-11,
the reconstruction results of both constant and state-dependant
attacked signals are satisfied.

T1η =


0.8985 0.0886 0.0022 0.0000 0.0000 −0.1943 −0.0430 −0.0640
0.0886 0.8858 −0.0537 0.0000 0.0000 0.1943 −0.0856 0.0187
0.0022 0.0537 0.9276 0.0000 0.0000 0.0388 −0.1713 −0.0506

−0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000
−0.0000 0.0000 −0.0000 0.0000 1.0000 0.0000 0.0000 0.0000
−0.1943 0.1943 0.0388 0.0000 0.0000 0.6114 −0.0002 −0.0977
−0.0430 −0.0856 −0.1713 0.0000 0.0000 −0.0002 0.5716 −0.1510
−0.0640 0.0187 −0.0506 0.0000 0.0000 −0.0977 −0.1510 0.9222

 .

T2η =


0.1015 −0.0886 −0.0022 0.0000 0.0000 0.1943 0.0430 0.0640

−0.0886 0.1142 0.0537 0.0000 0.0000 −0.1943 0.0856 −0.0187
−0.0022 0.0537 0.0724 0.0000 0.0000 −0.0388 0.1713 0.0506
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.1943 −0.1943 −0.0388 0.0000 0.0000 0.3886 0.0002 0.0977
0.0430 0.0856 0.1713 0.0000 0.0000 0.0002 0.4284 0.1510
0.0640 −0.0187 0.0506 0.0000 0.0000 0.0977 0.1510 0.0778
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

−0.1943 0.1943 0.0388 0.0000 0.0000 −0.3886 −0.0002 −0.0977
−0.0430 −0.0856 −0.1713 0.0000 0.0000 −0.0002 −0.4284 −0.1510

 .
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Fig. 5. Disturbance signal d(t) and its estimation d̂(t).
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Fig. 6. Response of η and Ψ (η⋆ = 2).

2 4 6 8 10 12 14 16 18 20
0

100

200

300

400

500

600

700

800

900

X 1.759
Y 1

X 2.742
Y 3

Fig. 7. Response of η and Ψ (η⋆ = 3).

Reconsidering the attack form in (38) and (39), it can be
seen that the duration time is 17s. By adjusting the duration
time to 27s and 32s, the results can be found in Figs.12-15. It
can be found that, the longer the attack duration time is, the
more attack reconstruction time will take.

Besides, a comparative simulation is also carried out to
demonstrate the superiority of the proposed method. We revisit
the first SMO method in [27] with same system parameters
and initial conditions. The simulation results of [27] can been
seen in Figs. 16-17. Fig. 16 shows the states of the augmented
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Fig. 8. Constant attack signal aa(t) and its estimation âa(t).

Fig. 9. Constant attack signals as(t) and the estimation âs(t).
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Fig. 10. State-dependant attack aa(t) and its estimation âa(t).

error system. The reconstruction results of actuator and sensor
attacks are displayed in Fig. 17. Compared with Figs. 2-4, it
can be seen that the convergence time of [27] is longer than
that of the proposed method in this paper.

V CONCLUSIONS

In this paper, a SMO-based attack and state reconstruction
strategy, based on system augmentation technique and linear
matrix inequality technique is developed for a class of CPSs
in which FDI attacks happen in simultaneous actuator and

Zη =


0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0 0.0000 0.0000

−0.0018 −1.2443 −2.2236 −3.5728 −0.7241 −0.2845 1.8155 −1.2386 0 0.2478 0.2405
0.0066 2.7313 2.0433 4.2116 −4.4848 1.4585 −0.3897 −2.1232 0 0.6417 0.2263

−0.0090 0.1655 0.1469 −0.0077 0.0120 −0.0215 0.2434 0.1131 0 0.0951 0.3742
−0.0126 0.2321 0.2059 −0.0108 0.0168 −0.0302 0.3414 0.1586 0 −0.1333 0.5248
0.0359 −0.6587 −0.5844 0.0307 −0.0476 0.0857 −0.9687 −0.4501 0 0.3783 −1.4892

 .

Nη =


−0.5145 −1.6477 1.5555 −0.0000 −0.0000 2.2926 3.0296 1.6438
0.7741 −1.9642 1.3002 −0.0000 −0.0000 −0.3810 0.9941 0.2546

−1.0672 0.7957 −1.1712 0.0000 0.0000 3.0080 3.9560 2.1500
0.2329 −1.0389 1.6684 −0.9045 −0.0305 −0.2991 −0.5847 −0.3343

−0.6841 −2.0497 0.7544 −0.0290 −0.8517 −0.3123 0.4434 0.1047
−2.5042 −2.6209 −0.5387 −0.0012 0.0024 −1.0748 −1.4998 −0.5688
−3.0398 −4.6450 −1.1025 −0.0017 0.0034 0.0706 −1.3811 −0.1418
−2.1200 9.0344 −9.6045 0.0049 −0.0096 2.4719 2.4154 0.5538

 .
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Fig. 11. State-dependant attacks as(t) and the estimation âs(t).
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Fig. 12. Attack signal aa(t) and its estimation âa(t)(27s).

Fig. 13. Attack signals as(t) and the estimation âs(t)(27s).
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Fig. 14. Attack signal aa(t) and its estimation âa(t)(32s).

sensor channels. The advantages of the proposed attack and
state reconstruction strategy lie in the following three aspects:
1) The auxiliary observed indicator used in this work can boost
the convergence of the switching logic which is superior to
some existing excellent works [19]. 2) The developed SMO
can handle the case that the simultaneous occurrence of sparse
actuator attacks and sensor attacks which extends its ability
in application. 3) The proposed SMO is constructed based
on a regular augmented system approach rather a singular
augmented system [27], which decreases the complexity of

Fig. 15. Attack signals as(t) and the estimation âs(t)(32s).

Fig. 16. State variables of error system ē(t) in [27].
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Fig. 17. Attack signals and the reconstruction signals in [27].

the design scheme. Finally, the applicability and reliability
of our method have been verified by a simulation. The CPS
considered in this work is linear, while non-linearity is always
existed in actual systems. Hence, we will further pay attention
to the issue of attack and state reconstruction for nonlinear
CPSs.
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