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Abstract

In recent years, resilience has become a relevant issue in the context of build-
ing performance , owing to the diverse future events, which includes climate
change, extreme weather events, energy supply disturbances, and pandemics.
In traditional building designs, building performance is typically estimated
under a fixed set of assumptions. However, significant external factors can
impact building performance during its operational phase but have not been
considered by designers. Failure to protect building performance against
these changes can lead to serious short- and long-term challenges, such as
fails in meeting the demands of building occupants. Therefore, the resilience
of building performance needs to be investigated such that its sensitivity to
external factors, like climate change, is reduced.

In this thesis, a building is defined as resilient if it is able to prepare for,
absorb, adapt to, and recover from disruptive events. Despite the potential
of resilient building designs and their growing interest, an agreed-upon def-
inition for resilience in the context of building performance requires further
research, along with the development of methodologies for resilience quan-
tification. This situation is partly due to the polysemic background of the
resilience definition that is interpreted differently in various fields.

This thesis investigates resilience in the context of building performance
and develops methodologies, frameworks, and metrics for the quantification
of resilience on the building scale. This paper-based thesis first focuses on
adapting the existing resilience definitions to the context of building perfor-
mance. This procedure begins with four questions related to the concept of
resilience, which are resilience of what? resilience to what, resilience in what
state, and resilience based on what? The answers to these questions allow
designers to establish the key parameters for a resilient design.

Resilient systems usually have a combination of attributes that influence
resilience and contribute in the quantification of resilience level through the
derivation and validation of a function form in regard to functionality and
time. The second research activity identifies robustness and flexibility as two
important attributes of resilient building design and develops methodologies
for their quantification.

As the final step, a methodology is developed, focusing on a framework
for the quantification of resilience itself. This step introduces a single metric
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Abstract

for thermal resilience quantification in the scale of buildings. The metric
is implemented for resilience labeling. In the quantification methodologies,
IDA Indoor Climate and Energy software (IDA-ICE) is used as a building
performance simulation tool, and MATLAB is used as a numerical analysis
tool. The developed quantification methodologies were tested on a case study
of a Norwegian single-family house.

The results of this research led to seven peer-reviewed papers, in which
four comprise the core of the thesis and are listed as primary papers. The
other three papers, which are from collaborations with other researchers,
are listed as supporting papers in this thesis. The results highlight the suit-
ability of the proposed methodologies and metrics for the quantification of
resilience and its attributes. For example, for the considered case study build-
ing in Norway, it has been shown that upgrading building design from the
current minimum design to a passive design has a significant impact (71%
improvement) on the thermal resilience against power failure during winter.
Furthermore, the results of the case study implied that various building de-
signs with the same energy consumption can behave differently when facing
uncertainties in the future, such as changes in weather conditions, occupant
behavior, and energy prices.

Uncertainties of the future highlight that the evaluation of energy perfor-
mance by itself will not be enough in the energy performance certificates in
the near future. Therefore, the evaluation of other concepts, such as build-
ing resilience (robustness and flexibility), is also needed. This thesis takes
one step forward in this regard by developing metrics, quantification frame-
works, and methodologies for the evaluation of robustness, flexibility, and
resilience that can be easily used by architects, building designers, decision-
makers, etc. to benchmark different building designs and technologies from
these perspectives.
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CHAPTER1
Introduction

1.1 Motivation

Buildings play important roles in addressing the fundamental needs of their
occupants, such as health and comfort. In developed countries, people spend
more than 87% of their time indoors [2], which highlights the need for
safe buildings to protect occupants under various circumstances. Generally,
buildings are designed based on fixed assumptions according to common
standards and local regulations, and building performance is estimated based
on these assumptions. However, the actual building performance can be dif-
ferent during its life span because of numerous changes that arise during the
building’s operational phase. These changes can be categorized as internal or
external. Internal changes are related to the building itself (e.g., performance
degradation of the building envelope and energy supply systems [3]) and are
usually addressed in the design phase. External changes are related to ex-
ternal factors, such as changes in the building’s environment (e.g., climate
change [4, 5] and variation in occupant behavior [6]) or building require-
ments (e.g., new technologies such as 4th generation of district heating [7]
or electric vehicles [8]). These external changes are rarely considered in the
building design or renovation phases.

Climate change is one of the main sources of changes and it has a signif-
icant effect on building performance. Understanding the impact of climate
change on building performance is extremely challenging, owing to the mul-
tivariate and multi-scale influence of the climate system [9]. Although de-
signers consider the impact of climate change by using the normal climate
data and the projections of climate change based on climate models, climate
conditions far from the expected ranges may occur [10].

Buildings as facilities with significant investment costs need to be able to
react to these changes and maintain performance and functionality. There-
fore, research interest has expanded to push the building designs beyond
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1. Introduction

minimum standard requirements to meet performance targets even under
potential future changes [11]. A decrease in the sensitivity of building per-
formance against external factors and other uncertainties is vital. This can
be achieved by considering the impact of changes and applying risk man-
agement strategies against them. In general, one approach to ensure system
performance against future uncertainties, including disturbances and shocks,
is mitigation in the form of protection: designing systems to withstand and
absorb undesired events [12]. In this regard, emphasises haven been placed
on the concept of resilience as a protection strategy due to its role in de-
creasing the risks associated with inevitable disturbances that can influence
building performance.

In the context of the built environment, resilience as an integrated ap-
proach across different building systems, standards, and practices can be
evaluated based on various performance criteria, such as energy, comfort,
moisture, and environmental performance. Furthermore, in building con-
struction, there is a great potential for specific design options and strategies,
such as building envelope, energy systems, and backup and storage systems.
These solutions can be introduced in the form of integrated building de-
signs to improve a building’s resilience. In this regard, building performance
simulation (BPS) enables designers to simulate their design concepts and
evaluate the corresponded resilience levels by considering the impact of the
upcoming changes on design performance.

Despite the existence of resilience enhancement strategies, there is still
a need for common, succinct definitions, frameworks, and tools that can be
implemented for benchmarking, such that the resilience of different building
designs and strategies can be compared. Such frameworks and tools are
based upon resilience quantification indicators and metrics, which can be
used by building designers and decision-makers to make effective decisions
with respect to performance resilience.

This PhD work defines resilience in the context of building performance
by introducing the abilities of resilient building designs and different at-
tributes of resiliency in this context. In addition, methodologies are devel-
oped for the quantification of building resilience that can be implemented
to benchmark and compare resilience levels of different building designs and
strategies. The concept of building performance is a general concept, which
allows for quantifying how well a building fulfils its function [13]. Litera-
ture shows that there is no generally accepted framework for evaluation of
building performance. The reason behind this can be summarised in three
main points:defining an ultimate list of performance criteria that needed to
be considered is not an easy task, the evaluation process of building per-
formance can be a challenging process to establish, and the last reason is

2



1.2. Objective of the study and research questions

the challenge with different goals and ambitions of the building stakehold-
ers. There are many examples of building performance criteria, which are
related to a set of functions that the building is expected to provide such
as energy performance, visual performance, acoustic performance, thermal
comfort, indoor air quality, structural performance, etc. In this work, the
word building performance is mainly focusing on the energy performance
and thermal comfort aspects of the building. Building performance under
upcoming uncertainties and potential disruptive events is evaluated with
BPS tools. This provides a ground for developing frameworks and metrics
to quantify resilience and other attributes, such as robustness and flexibility.
In the end, the combination of the above-mentioned steps develops method-
ologies that can be used by architects, engineers, and other decision-makers
to effectively consider the impact of future events on building performance
in the design or renovation phases and achieve solutions that can prepare
for, absorb, adapt to, and recover from disruptive events, which will be sug-
gested as a definition for resilient building design in this work and will be
explained later.

1.2 Objective of the study and research questions

The main objective of this thesis is to develop a modeling and simulation
methodology for the evaluation of the resilience of integrated building de-
signs that can be used by designers and decision-makers during design or
renovation phases to achieve resilient building designs under future uncer-
tainties and events. The overarching aim is to contribute to developing new
knowledge about resilience and its evaluation to explore, improve, and as-
sess the potential impact of different integrated building designs on building
resilience. The research objective has developed into the following research
questions:

• RQ1: What is the definition of resilience in the context of building
performance?

• RQ2: What are the main sources of uncertainties, changes, and dis-
ruptive events that buildings face during their operational phases?

• RQ3: What are the abilities and attributes of a resilient building de-
sign?

• RQ4: How can decision-makers benchmark resilience levels and quan-
tify those of integrated building designs?
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1.3 Story line of the thesis

This work presents an extended summary of the research carried out during
this thesis and builds on three peer-reviewed scientific journal papers and
one conference paper. In addition, three more peer-reviewed scientific journal
papers in collaboration with other researchers have resulted as supporting
papers.

The thesis starts with the definition of building resilience and identifica-
tion of resilience attributes in the context of building performance and ends
with the quantification of resilience and its attributes.

First, resilience in the context of building performance is defined. An
evaluation of existing literature shows the definition of resilience in various
contexts involves different sets of questions. Hence, the thesis identifies four
main questions to define the concept of resilience in the context of building
performance, which are: resilience of what? resilience to what? resilience in
what state? and resilience based on what? The answers to these questions
reveal the different states a resilient building faces during disruptions, the
abilities of a resilient building, and its attributes. These efforts answer RQ1,
RQ2, and RQ3 of the thesis and related research is also reflected in Papers
III, IV, and V.

Second, after defining resilience (i.e., phases, abilities, and attributes),
two main attributes of resilient building design—robustness and flexibil-
ity—are studied in detail. Furthermore, methodological approaches are de-
veloped for the quantification of these two attributes to answer RQ3 and
RQ4. Related research is published in Papers I and II, including the method-
ologies and application on a case-study building.

Finally, the thesis focuses on the quantification of building performance
resilience and develops a methodology for the quantification and labeling
of resilience level that can be used for assessing the resilience of different
building designs and technologies. This effort answers RQ1 and RQ4, as
reflected in Papers III and IV. Paper IV is considered the main outcome of
this thesis, which was built upon the knowledge attained from the previous
papers.

This thesis is expected to reach a diverse audience in the field of build-
ing design, owing to the multidisciplinary relevance of the work. Various
stakeholders in building projects will find value in the results. For example,
architects can implement the developed methodologies and evaluate different
architectural designs from the resilience perspective. In addition, engineers
can apply these methodologies to evaluate the impact of various technologies
and strategies, including building envelope design, renewable energy sources,
and electric vehicles, on building resilience. As an example in larger scales,
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decision-makers can employ these methodologies and metrics in grid com-
panies to evaluate the impact of interactions between buildings or with the
grid, yielding guidelines for a resilient building design. This thesis consists
of seven chapters, structured as follows:
Chapter 1 provides an introduction to the concept of resilient building de-
sign and the aims of the thesis.
Chapter 2 provides the theoretical background for the research. It contains
a foundation that is needed to define resilience in the context of building per-
formance, by introducing four questions, which are focusing on the disruptive
events, abilities of a resilient building, and different attributes of resilience.
Furthermore, the chapter provides states of the art of the disturbances that
influence building performance and current resilience quantification metrics
and methods. At the end of this chapter, the implemented workflow in the
thesis has been described.
Chapter 3 introduces the concept of robustness as an attribute of resilient
building design and develops a methodology for selecting high-performance
and robust building designs.
Chapter 4 explains the concept of building energy flexibility as an attribute
of resilient building design and its quantification.
Chapter 5 focuses on the quantification of resilience itself and develops a
benchmarking framework and labeling metric to evaluate building resilience.
Chapter 6 presents main findings, concluding remarks, and suggestions for
future work.

1.4 Contribution in the appended papers

Three journal papers and one conference paper build the foundation of this
PhD thesis. Furthermore, the activities in this thesis led to collaborations
with other researchers, yielding three more journal papers, which are listed
as supporting papers. An overview of the papers and their links to the re-
search questions are presented in Figure1.1. The main topics and author
contributions to each paper are described below:

Primary papers
Paper I:
Homaei, Shabnam; Hamdy, Mohamed. "A robustness-based decision mak-
ing approach for multi-target high performance buildings under uncertain
scenarios." Applied Energy 267 (2020): 114868.
Paper II:
Homaei, Shabnam; Hamdy, Mohamed. "Quantification of eenergy flexibility
and survivability of all-eelectric buildings with cost-effective battery size:
methodology and indexes." Energies 14.10 (2021): 2787.
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Paper III:
Homei, Shabnam; Hamdy, Mohamed, "Developing a test framework for as-
sessing building thermal resilience.". Building Simulation 2021 conference,
Bruges, Belgium, 2021.
Paper IV:
Homaei, Shabnam; Hamdy, Mohamed. "Thermal resilient buildings: How
to be quantified? A novel benchmarking framework and labelling metric."
Building and Environment (2021): 108022.
Contributions to primary Papers I–IV. For Papers I–IV, my collabo-
ration with Mohamed Hamdy helped to conceptualize these works. I then
developed algorithms to establish new indicators in MATLAB. In addition, I
created and validated simulation models in IDA ICE. My work also included
running the algorithms and simulations. Finally, I created supporting figures
and wrote the original draft. The post-processing algorithm, analysis of the
simulation results, revisions, and edits were performed in collaboration with
Mohamed Hamdy.

Supporting papers
Paper V:
Attia, Shady; Levinson, Ronnen; Ndongo Eileen; Holzer, Peter; Berk Kazanci,
Ongun; Homaei, Shabnam; Hamdy, Mohamed, et al. "Resilient cooling of
buildings to protect against heat waves and power outages: Key concepts
and definition." Energy and Buildings 239 (2021): 110869.

Paper VI:
Rahif, Ramin; Hamdy, Mohamed; Homaei, Shabnam; Chang, Chen; Holzer,
Peter; Attia, Shady; "Simulation-Based Framework to Evaluate Climate Re-
sistivity of Buildings." Submitted to the Journal of Building and Environ-
ment
Contribution to supporting Paper V and VI Papers V and VI re-
sulted from collaborations with IEA EBC Annex 80 (Resilient Cooling of
Buildings). For these works, I took part in conceptualization, reviewing, and
editing with the other authors.

Paper VII:
Moschetti, Roberta; Homaei, Shabnam;Taveres-Chacat, Ellika; Grynning,
Steinar. "."Assessing responsive building envelope designs through robustness-
based multi criteria decision making in zero-emission buildings. Submitted
to the Journal of Energy and Buildings.
Contribution to supporting Paper VII: Paper VII comes from a col-
laboration with SINTEF Community in Trondheim. For this work, I took
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part in the simulation of the case-study building, conceptualization, visual-
ization, reviewing, and editing with the other authors.
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Figure 1.1: Organization of the research questions in the thesis and answers in the
publication contributions.
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CHAPTER2
Research Context and Background

A report of the Intergovernmental Panel on Climate Change (IPCC) [14]
showed that the severity and frequency of “low probability high impact
events,” such as natural disasters, are expected to increase because of cli-
mate change. Accordingly, extreme heat events are occurring more frequently
and lasting longer with greater intensity in comparison to those in the pre-
industrial era. For instance, the number of yearly heat waves in the United
States (US) has increased steadily, from an average of two during the 1960s
to six in 2010 [15]. Based on the report of the Copernicus Climate Change
Service, 2019 was the warmest year on record for Europe, with June as
the hottest month [16]. Furthermore, in recent decades, climate change has
increased the frequency and severity of extreme cold events, such as wind-
storms and snowstorms [17]. A recent example is the record-low tempera-
tures during the 2021 winter in Texas, US, which were followed by snow and
blackouts, leaving millions of people without electricity during the COVID-
19 pandemic [18]. Such events can disturb energy generation systems and
lead to interruptions in meeting building occupants’ needs. A report of the
European Network of Transmission System Operators presented a signifi-
cant growth in grid disturbance (30–60%) caused by environmental factors
in the Nordic regions [19]. To protect building performance against disrup-
tive events, attention is now being paid to the concept of resilience, but
what is resilience exactly and how is it obtained? These questions will be
answered in the next subsections.

2.1 Concept of resilience

A comprehensive definition of the concept of resilience is hard to obtain,
since researchers with different academic backgrounds may have different
objectives when investigating resilience. The word resilience stems from the
Latin root “risilio” meaning “spring back”. The common definition of re-
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2. Research Context and Background

silience deals with “the ability of an entity or system to return to normal
condition after the occurrence of an event that disrupts its state” [12]. In
the context of the built environment, three main perspectives of resilience
can be distinguished from the literature: engineering resilience, ecological
resilience, adaptive resilience [20].

Engineering resilience is defined as the ability of a system to return to its
pre-disturbance equilibrium state after facing the disturbance [21]. This def-
inition focuses on the predictability of adverse events, assuming that human-
made prediction systems are reliable in predicting these events. The speed
of recovery is used as a measure of resilience with a focus on efficiency,
constancy, and predictability, which are desired characteristics of a fail-safe
engineering design [22].

In contrast, ecological resilience rejects single-state equilibrium and intro-
duces multi-equilibrium and the possibility of changing between equilibrium
states [23]. This type of resilience focuses on the system’s capacity to absorb
changes and retain its main structure and function [21]. The system may
shift to a new equilibrium state as long as its structure and function are
unchanged. Here, the magnitude of disturbance that can be absorbed before
flipping to another equilibrium state is the measure of resilience, with the
focus on persistence, change, unpredictability, and safe-fail designs [22].

Finally, adaptive resilience is defined for complex and dynamic socio-
ecological systems that may change over time with and without external
disturbances. Rather than returning to the normality, the definition entails
the ability to change, adapt, and transform in response to a disturbance
[23]. This refers resilience to short-term coping and long-term adaptation,
which involves not only bouncing back but also bouncing forward [24]. Adap-
tive resilience emphasizes the importance of other fundamental attributes,
such as adaptability, flexibility, self-organization, and ability to learn from
disturbances [20].

Building performance faces a wide range of uncertainties (predictable and
unpredictable), and adaptability, flexibility, and learning from disturbances
are crucial when in the face of uncertainties, such as climate change. There-
fore, adaptive resilience is implemented as a basis for building resilience
definition in this work. Figure 2.1 shows three different forms of resilience
based on the ball-and-cup model of system stability. Stable equilibrium is
shown with the dark balls, while the light balls indicate the disturbed states.
Engineering resilience refers to the movement of a system around only one
stable equilibrium. While ecological resilience allows the transformation be-
tween multiple equilibrium states, in adaptive resilience, the equilibrium
state along with the stability domain itself can adapt to disturbances.

The literature shows that resilience definitions typically include six main
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Figure 2.1: Visualization of resilience definitions based on the ball-and-cup model
of system stability.

components, namely “the ability of the system to prepare, resist, absorb,
respond to, adapt to, and recover from a disturbance” [25]. Based on the
context and the characteristics of the system and the disruptive event, vari-
ous combinations of these components have been used in the resilience def-
initions in different fields [26]. For example, Sharifi and Yamagata [20] sug-
gested abilities of preparation, absorption, recovery, and adaptation for the
sustainable and resilient urban system. Shandiz et al. [25] counted prepa-
ration, withstanding, adaptation, and recovery as important abilities of the
energy-resilient communities. Nik et al.[27] divided the resilience character-
istics into four main groups: planning and preparation, resisting, adapting
to, and recovering from. Given this information, the resilient building has
been defined as follows in this work:

For a building, in order to be resilient, the building should be able to
prepare for, absorb, adapt to, and recover from the disruptive event.

Researchers have tried to ease the definition of resilience as a polysemic
concept and create a clear definition by posing different questions. For in-
stance, in the context of the built environment, Meerow et al. [28] con-
cluded that the application of resilience requires answers to these questions:
Resilience for whom and to what? When? Where? and Why? Sharifi and
Yamagata [20] developed a framework for urban resilience forms by answer-
ing four questions: “Resilience of what?” “Resilience to what?“ “Resilience in
what stage?“ “Resilience for what?” Attia et al. [29] defined the concept of re-
silient cooling in buildings by answering three questions regarding resilience:
“Resilience against what?”, “Resilience at which scale? “, and “Resilience for
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Figure 2.2: Fundamental questions related to the building resilience definition.

how long?” Inspired by these fundamental questions from the literature,
this work poses four questions as follows: Resilience of what? Resilience to
what? Resilience in what state? Resilience based on what? These questions
are illustrated in Figure 2.2 and elaborated in the following sections:

2.2 Fundamental questions in the building resilience

2.2.1 Resilience of what?

The resilience of a system cannot be studied without a clear definition of
the system scale, source of disruption, and its impact [29]. Utilization of
the resilience concept requires specifying what will be resilient to what?
The metaphor of "Resilience of what to what" has been used in different
fields such as the evaluation of resilience for socio-ecological systems, tech-
nical systems, etc. It is crucial to elaborate on the scale of the system and
the source of the disturbances, which are going to affect systems. In the
context of built environment, resilience researchers [20, 30] considered dif-
ferent scales from micro (building or building element) to macro (district,
city, or urban scale). For instance, on the macro scale, Meerow et.al [28]
provided a detailed definition of "urban" trying to answer the question of
the resilience of what in the concept of urban resilience. On the micro-scale,
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IEA EBC Annex 80 focuses on the concept of resilient cooling of building
within certain boundary conditions that are limited to the buildings [29].
In another study, Attia et al.[29] categorized the resilience evaluation scale
into six different scales: a single zone, systems, buildings, neighborhoods, or
larger scales, including urban districts or cities. When it comes to the build-
ings, the definition of resilience should reflect whether the disruption affects
the performance of a single building element, a specific building service, or
the entire building. Alfaridi and Boussabaine [31] address building resilience
design in six categories: site, layout, structure, envelope, system, and oper-
ation. Based on their categories, the focus of this work will be mainly on
the envelope, system, and operation. In the current work, resilience is eval-
uated on the scale of an entire building and its integrated energy systems.
By integrated systems, we mean the heating and cooling generation and dis-
tribution systems, ventilation systems, air conditioning systems, hot water,
and appliances inside the building.

2.2.2 Resilience to what?

Major sources of disruptive events are natural disasters. A report by the
IPCC [14] shows that the severity and frequency of natural disasters are ex-
pected to increase because of climate change. Below et al. [32] divided nat-
ural disasters into six categories: meteorological, hydrological, geophysical,
climatological, and biological events.A review of various disruptive events in
the context of the built environment is summarized in Table 2.1. In this ta-
ble, some studies were selected from the literature following with the purpose
of the study and the types of disruptive events. Note that different kinds of
resilience (e.g., seismic resilience and thermal resilience) were considered in
this comparison.
Literature shows that, in general the disruptive events have been categorized
into two different approaches. The first approach is the classification of dis-
turbances based on their probability of occurrence and impact intensity,
which classifies disturbances into two groups: low probability high impact
events or high probability low impact events [27].In resilience evaluation, low
probability high impact events have been used [17]. The second classifica-
tion, which has been found is focusing on the impact intensity and duration
of disruptive events [25].

Considering the classification suggested by Below et al. and other sources
of disturbances identified in Table 2.1, disruption types are categorized into
two groups in this work, as shown in Figure 2.3: natural and technological.
Natural disruptions are further categorized into six groups based on [32].
As stated before, the performance of building is mainly being evaluated
from energy and comfort perspective in this work. Natural disasters such as
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Table 2.1: Review of selected studies on different types of disruptive events imple-
mented in the resilience evaluation in the context of built environment.
Author Purpose Disruptive event Ref
Li & Chan
(2000)

Developing an index to define
stressful weather condition Weather stresses [33]

Bruneau et al.
(2003)

Developing a framework and
measures for seismic
resilience

Earthquake [30]

Lomas & Ji
(2009)

Resilience evaluation of naturally
ventilated building under current
and future climate

Climate change [34]

Lomas &
Giridharan
(2012)

Evaluation of thermal resilience
of free-running buildings against
climate change

Climate change [35]

Tokgoz &
Gheorghe
(2013)

Resilience quantification of
residential buildings subject to
hurricane winds

Hurricane winds [36]

Alfaridi &
Boussabaine
(2015)

Suggesting a set of strategies
for improving building resilience
against climate change

Climate change [31]

O’Brien &
Bennet
(2016)

Evaluation of thermal resilience
of high-rise residential buildings Power failure [37]

Hamdy et al.
(2017)

Evaluation of the impact of
climate change in dwellings Climate change [38]

Lassandro &
Di Turi
(2017)

Evaluation of the impact of PCMs
on resiliency of residential
buildings

High temperature in
summer [39]

Baniasadi &
Sailor
(2018)

Assessing the trade-offs and
synergies between energy
efficiency and resilience to heat

Power failure coincide
with extreme heat
conditions

[40]

Baniasadi
et al.
(2019)

Evaluation of the effectiveness
of PCMs in improving the resiliency
of buildings during extreme events

24 hours AC loss
(Power outage) [41]

Katal et al.
(2019)

Evaluation of the impact of
retrofit measures on building
resilience

Snowstorm leading to
power failure
(lasting for full
ten days)

[42]

Rosales-Asensio
et al.
(2019)

Evaluation of the photovoltaic
solar energy and electrochemical
energy storage on the building
resiliency for office buildings

Power outage [43]

Sun et al.
(2020)

Evaluation of the nexus of
thermal resilience and energy
efficiency of buildings

Extreme hot weather [44]

Mehrjerdi &
Saad
(2020)

Evaluation of efficiency-resilience
nexus in the building energy
management

Failure in different
energy supply
systems in the building

[45]

Flores-Larsen &
Filippin
(2020)

Evaluation of energy and
thermal resilience in low income
houses

Extreme heat events [46]

14



2.2. Fundamental questions in the building resilience

Author Purpose Disruptive event Ref
Nik et al.
(2020)

Defining resilience in the scale of
urban energy systems Climate change [27]

Shandiz et al.
(2020)

Developing a framework and metrics
for resilience evaluation in the
community level

Different hazards such
as climatological events [25]

Liu et al.
(2021)

Evaluation of the impact of
energy storage systems on the
power resilience of a health care
center

Power failure during
pandemic [47]

Attia et al.
(2021)

Developing a definition and
a set of criteria for assessing
cooling resiliency against heat
waves and power outages

Heat waves and power
outage [29]

O’ Donovan
et al.
(2021)

Determining the resiliency of
different passive cooling control
strategies under current and future
extreme conditions

Both current and
future extreme
conditions

[48]

Mehrjedi
(2021)

Evaluation of the impact of
vehicle-to-home charging
( battery swapping mechanism) on
building energy resilience

Power outage [49]

Tian &
Talebizadeh
(2021)

Evaluation of energy resilience
against natural disasters in buildings
with shared parking stations for
electric vehicles

Natural disasters
leading to power
outage

[50]

Schünemann
et al.
(2021)

Evaluation the impact of
window ventilation on the
heat resilience in the residential
buildings

Projected warm
summer considering
urban heat island
effect

[51]

pandemics (in the group of biological disruptions) can have huge impacts
on the energy performance and comfort of the buildings. The study of [52]
shows that during the full lock-down followed by the COVID-19 pandemic
the residential space heating and cooling demand have been increased by
13% and 28% respectively, in a case study of a residential neighborhood
in Switzerland. In the group of climatological disruption, attentions have
been paid a lot to the heatwaves, which can be categorized based on their
intensity(maximum temperature(◦C)), severity (degree. hours), and dura-
tion (days or hours)[53]. Critical heatwaves (long term or short term) can
be followed by other kind of disruptive events such as power failures. This
shows the sequence of disruptions which can make the objective of having a
resilient performance more difficult to achieve.
Technological disruptions comprise two groups =: general and specific. One
example of general technological disruption is a power failure, which can
affect different parts of building performance. A specific technological dis-
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ruption may be a failure in the heating or shading systems. In this work,
power failure is considered a disturbance for building resilience evaluation.

2.2.3 Resilience in what state?

A major aspect of the resilience definition is the process that the observed
system undergoes in response to a disruption, which is quantified by the mea-
sure of system performance in the disruption timeline. The time-dependent
changes in the performance level of a system when facing a disruptive event
can be conceptualized by different performance curves. These curves show
that a disruption results in a performance loss, or “draw-down” state, which
is followed by a bounce-back, or “draw-up” state. Both “draw-down” and
“draw-up” states can exhibit various shapes depending on the characteris-
tics of the system and disruptive event. The application of these performance
curves and visualization of different system-performance states allows for the
analysis of various resilience abilities and attributes by quantitative perfor-
mance indicators. The performance of a system concerning a disruptive event
as a function of time has been demonstrated with mainly two concepts in
the literature—resilience triangle [30] and resilience trapezoid [17], which
are widely used in various fields, such as seismic engineering and power en-
gineering [17, 30]. The concept of the resilience triangle was first suggested
by the Multidisciplinary Centre for Earthquake Engineering Research as a
part of a framework for the quantification of seismic resilience [30]. The re-

Meteorological

• Windstorms 
• Snowstorms
• ...

Natural 
disruptions

Technological 
disruptions

Disruptive events

Hydrological Geophysical Climatological Biological

• Floods
• ...

• Earthquake
• Volcano
• Landslides
• ...

• Heat waves
• Cold waves
• ...

• Pandemic
• ...

General failure Spesific failure

• Power failure
• ...

• System failure
• ...

 

 

 

 

 

  

Figure 2.3: Categories and examples of disruptive events in the context of built
environment.
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Figure 2.4: a) Resilience triangle and b) resilience trapezoid for a system facing a
disruptive event.

silience triangle describes the deterioration of a system’s functionality over
the disruptive event timeline [54], as shown in Figure 2.4(a). The system
experiences four states after being exposed to a disruptive event. The sys-
tem operates with normal performance Pn before a disruptive event occurs
(initial state). The disruptive event occurs at time t1, and the system per-
formance degrades, indicated as “during disturbance” in Figure 2.4(a), until
it stops at time t2 when the system experiences its worst performance level
Pmin. In the resilience triangle concept, immediate restoration actions are
assumed to occur at the end of the disruptive event t2, leading to gradual
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improvements in the system performance, which are dependent on the im-
plementation of the restoring actions, as shown by “after disturbance” in
Figure 2.4(a). The restoration continues until the system achieves its pre-
disturbance condition, which has a final-state performance Pn equal to that
of its initial state.

The concept of the resilience triangle can be extended to the resilience
trapezoid, which considers the degraded state that the system may experi-
ence when facing a disruptive event. In other words, in the resilience trape-
zoid, no immediate restoration actions occur at the end of disturbance t2.
This leads to a constant performance level, which is shown with the “de-
graded state” in the resilience trapezoid of Figure 2.4(b). For the first time,
Panteli et al. used the concept of the resilience trapezoid to show different
phases that a power system might experience during an extreme event [55].

The concepts of the resilience triangle and trapezoid and the pre-simulation
results of building performance during a disruptive event indicate that build-
ings as dynamic systems degrade exponentially. Therefore, this work used
a “multi-phase resilience curve” to show the performance of a building fac-
ing a disruptive event. Building performance can be measured by various
metrics, and according to these metrics, building resilience with respect to
different performance criteria can be quantified. This research assumed that
immediate restoration action is taken into account after the disruptive event.
However, the suggested curve may not show all possibilities of building per-
formance but aims to capture key outcomes, including the abilities of a
resilient building. The “multi-phase resilience curve” shows the two phases
of the disruptive event—phases I, namely “during the disruptive event” and
II, “after the disruptive event.” Furthermore, the multi-phase resilience curve
also shows the performance of building in initial and final states. The curve
illustrates what happens to the building performance when faced with a
disruptive event, as shown in Figure 2.5. Based on the definition that has
been suggested for a resilient building in this work, the building is able to
prepare in the initial state, absorb and adapt during the disruptive event
(phase I), and recover after the disruptive event (phase II), which comprise
the abilities of a resilient building. The states and phases can be described
as follows.

• Initial state (0 ≤ t < t1) : During the initial state, the building con-
tinues normal operation until the disturbance occurs at t1. Based on
the resilient building definition provided in this work, the building can
prepare itself for a disruptive event in this state.

• Phase I (t1 ≤ t < t2): Phase I is between the initiation and the end of
the disruptive event, during which the building performance is usually
degrading continuously. Based on the definition of resilient building,
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Figure 2.5: Multi-phase resilience curve, showing the performance of a building
facing a disruptive event.

the building absorbs the impact of and then adapts to the disruptive
event in this phase.

• Phase II (t2 ≤ t < t3): Phase II starts at the end of the disruptive event
and lasts until the building reaches the normal performance level of
the initial state. During this phase, the building performance is usually
restoring continuously. Based on the definition of the resilient building,
the building recovers from the disruptive event in this phase.

• Final state (t > t3): The final state begins after the full recovery of the
building. In this state, the building operates at the normal performance
level.

The literature concerning resilience in the context of buildings [56], urban
planning [20], and energy systems [27] reveals that resilient systems typically
have a combination of attributes that determine resilience and then derive
and validate a function form that can be used to measure resilience in regard
to functionality and time. The most-cited attributes that have the highest
correspondence with components of building are listed below:

• Efficiency—Decreasing energy consumption (specifically during disrup-
tions) by means of efficient production, distribution, and use.

• Robustness—Ability to withstand disruptions and remain within ac-
ceptable performance margins without suffering from major degrada-
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tion by absorbing the impact of disruptions.

• Resourcefulness—Adequacy of readily available resources in times of
need to appropriately prepare for an event and then respond and re-
cover.

• Redundancy: Availability of backup or fail-safe strategies/technologies
with a similar or even overlapping function as an alternative means to
improve abilities of preparation for a disruption and absorbing it.

• Flexibility—Ability to adapt to changes and undergo a safe failure by
restructuring its configuration and helping the building to return to its
normal performance within a relatively short period.

• Adaptation—Ability to learn from a disruption experience to appropri-
ately respond or change performance or structure during or following
a disruptive event.

Each of these attributes can improve building resilience by harnessing the
abilities of a resilient building. The relevance of attributes to abilities is
shown in Table 2.2, which was adapted from [20]. For example, a high-
efficiency building is able to better prepare, absorb, adapt, and recover from
a disruptive event and therefore is more resilient.

In summary, the question of “Resilience in what state?” considers the
states a building experiences surrounding a disruptive event, the abilities of
the resilient building, and the attributes that contribute to the resilience of
the building. These three factors are described in Figure 2.6.

2.2.4 Resilience based on what?

The final question in the resilience definition is related to resilience assess-
ment. Several works have focused on the resilience assessment of systems in
various fields. Hosseini et al. [12] separated resilience assessment approaches

Table 2.2: Resilience attributes and relationships with abilities of a resilient build-
ing.

Relationship with abilities
Attributes Preparation Absorption Adaptation Recovery
Efficiency ✓ ✓ ✓ ✓
Robustness ✓
Resourcefulness ✓ ✓
Redundancy ✓ ✓
Flexibility ✓
Adaptation ✓
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Figure 2.6: Illustration of resilient building states, abilities, and attributes.

into two categories: qualitative and quantitative. Qualitative approaches as-
sess resilience without numeric descriptions. Quantitative approaches rely on
numeric descriptions, in which resilience metrics are essential. Specific cri-
teria are considered regarding resilience metrics, such as repeatability and
comparability [57].

In the qualitative category in the context of the built environment, Shar-
ifi and Yamagata [20] developed a conceptual framework for assessing urban
energy resilience. In another framework, Nik et al. [27] divided the char-
acteristics of resilient urban energy systems into four groups: planning and
preparing for, resisting, adapting to, and recovering from disruptive events.

For quantitative resilience assessments, two groups of metrics are typical
in the literature: metrics developed from the resilience curves (e.g., resilience
triangle and trapezoid). For example, Bruneau et al. [30] developed a re-
silience loss index based on the resilience triangle in the field of seismology.
Zobel [58] extended this metric by calculating the percentage of total possi-
ble loss over a long time interval. In a novel study, Panteli and Mancarella
[55] applied the resilience trapezoid for the quantification of grid resilience
with a set of time-dependent metrics called the ΦΛEΠ measurement system,
based on the speed Φ and magnitude Λ of the damaged grid functionality,
duration of the damaged state E, and recovery speed Π. In addition, Li et
al. [59] evaluated the impact of energy storage systems for healthcare cen-
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ters experiencing power failure during the pandemic using the resilience loss
index and another index—the ratio of the supplied electric load to the to-
tal amount of electric load over a year. Similarly, Mehrjerdi [49] used the
amount of energy not supplied to a building during a power outage as a
resilience metric to quantify the building energy resilience based on the re-
silience triangle concept. Finally, Shandiz et al. used the resilience trapezoid
and time-dependent resilience metrics to evaluate the energy resilience of
communities [25].
The other group of quantitative resilience metrics focuses on the applica-
tion of simple performance metrics in a single phase of the resilience curve
(usually during the disruption phase). Specifically, typical simplified metrics
have been used in the context of a building’s thermal resilience based on sim-
ulation results. For instance, overheating risk [34, 60] and heat index [44, 63]
are often applied to evaluate building thermal resilience against disruptions
like climate change and heatwaves. Baniasadi et al. [41] implemented the
reduction in the daily maximum temperature to quantify the effectiveness
of phase-change material to improve the thermal resilience of residential
buildings against heat waves. Additionally, two simplified metrics recently
developed are passive survivability [37, 42, 43] and thermal autonomy [37].

However, these simplified metrics apply to the scale of one thermal zone
and cannot unfold the resilience in the building level, called overall thermal
resilience in this work, which considers all zones of the building. To overcome
this issue, Hamdy et al. [38] introduced a new index called IOD (indoor over-
heating degree), which considers different thermal comfort limits depending
on the zone, taking the intensity and frequency of overheating into account.
Regarding building energy resilience, Gupta et al. [61] evaluated the extent
of energy resilience through the application of photovoltaics (PVs) and smart
batteries at the community level. The authors used more general measures
related to PVs, such as self-consumption, as resilience metrics. In another
study, Mehrjerdi [62] suggested the energy surplus on each time interval as
a metric for energy resilience quantification against the power outage. Fur-
thermore, Tian and Talebizadeh [50] considered the number of hours that
the building can continue its expected operation with other energy sources
in the case of a power outage as a resilience metric. A summary of selected
metrics that have been implemented for resilience quantification in differ-
ent contexts is reported in Table 2.3. The literature review on the resilience
quantification approaches and metrics in different contexts highlights the
following points:

• Resilience metrics should help decision-makers in the evaluation of the
resilience level of different building designs in an informative and easy-
to-understand approach.

22



2.2. Fundamental questions in the building resilience

Table 2.3: Review of selected studies on different resilience metrics implemented in
the context of the built environment ( In column Type, RC shows resilience curves
and SPM show simple performance metric as type of metrics).

Author Focus of the reference Metric Type
Bruneau et al.
(2003) [30]

Community seismic
resilience

Resilience loss metric
(resilience triangle) RC

Lomas et al.
(2009) [34]

Building thermal
resilience Overheating risk SPM

Zobel
(2011) [58]

No specified
area

Percentage of total possible
loss (resilience triangle) RC

Burman et. al
(2014)[60]

Building thermal
resilience Overheating risk SPM

O’Brien
& Bennet
(2016) [37]

Building thermal
resilience

Passive survivability &
thermal autonomy SPM

Panteli et al.
(2017) [55]

Power systems
resilience

Set of time-dependent metrics
(resilience trapezoid ) RC

Hamdy et. al
(2017) [38]

Building thermal
resilience Indoor overheating degree SPM

Baniasadi
(2018) [41]

Building thermal
resilience Discomfort index SPM

Baniasadi
(2019) [40]

Building thermal
resilience

Reduction in daily maximum
indoor temperature SPM

Katal et al.
(2019) [42]

Building thermal
resilience Passive survivability SPM

Rosales-Asensio
et al. (2019) [43]

Building thermal
resilience Passive survivability SPM

Gupta et al.
(2019) [61]

Community energy
resilience PV self sufficiency SPM

Shandiz et al.
(2020) [25]

Community energy
resilience

Time-dependent resilience
metrics (resilience trapezoid) RC

Sun et al.
(2020) [44]

Building thermal
resilience Heat index SPM

Liu et. al
(2020) [59]

Building energy
resilience

Resilience index
(resilience triangle) RC

Flores-Larsen
et al.
(2021) [46]

Building thermal
resilience Heat index SPM

Mehrjeri (2021)
[62]

Building energy
resilience

Energy surplus over the time
interval SPM

Tian &
Talebizadeh
(2021) [50]

Building energy
resilience

Number of hours that
building can continue its
operation with other electricity
sources

SPM

Mehrjerdi
(2021) [49]

Building energy
resilience

Energy not supplied
(resilience triangle) RC
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• Resilience metrics should capture the performance not only during the
disruptive event but also after the disruptive event.

• Resilience metrics should focus on the building scale or, if limited to
smaller scales, such as thermal zones, extend to the building scale.

• The metrics should result in different levels of resilience for various
combinations of performance and time. Therefore, the metric should
differentiate the impact and duration of the disruptive event and show
how far and for how long the building performance deviates from the
targets. In other words, the metric should be sensitive to the hazard
level and exposure time to the disruptive event.

Given these points, this work develops metrics for the quantification of re-
silience and its different attributes, such as robustness and flexibility, in
the context of building performance. The following chapters focus on the
methodologies for the quantification of building robustness, flexibility, and
resilience against disruptions that can affect building performance.

2.3 The implemented methodology

Based on the what explained until now, the implemented methodology for
this work shows how resilience can be defined, assessed, and quantified in the
context of building performance. The steps taken to develop the methodol-
ogy are shown in Figure 2.7. The methodology has six main steps described
as follows:

1. Identify the building performance curve over a disruptive
event
As explained in Section 2.2.3, the literature shows that the performance
of systems surrounding a disruptive event can be described by concepts
such as the resilience triangle and resilience trapezoid. An analysis
of pre-simulation results of building performance during a disruptive
event shows that buildings as dynamic systems exponentially degrade
when faced with disruptive events, leading to the creation of the multi-
phase resilience curve, as shown in Figure 2.5. The performance of a
building during a disruptive event is shown with this multi-phase re-
silience curve, which is implemented as a basis for defining resilience
abilities and attributes and establishing their interrelationships.

2. Identify abilities of the resilient building in the resilience
curve
As defined earlier, a building is resilient if able to prepare for, absorb,
adapt to, and recover from the disruptive event. These characteristics
are considered the abilities of a resilient building.
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3. Select resilience attributes
The literature review in Chapter 2 shows that resilient buildings have
various attributes that contribute to the resilience level by enabling
the buildings to better prepare, absorb, adapt, and recover. Among
the different attributes of resilience in the context of building perfor-
mance, building robustness and flexibility are vital, gaining ground in
the context of building performance. A robustness assessment has been
considered a valuable tool in building performance evaluation in recent
years. For example, in the context of building performance, this type
of assessment has been implemented to create robust designs that can
withstand disruptions [64], address shortcomings of the sustainability
frameworks with respect to future uncertainties [65], reduce the per-
formance gap between the estimated and actual building performance
[66], and evaluate and benchmark the robustness of innovative tech-
nologies [67].

Furthermore, the building sector has significant potential in energy
flexibility plans [68]. Well-designed buildings and corresponding energy
systems can provide flexible loads for effective use in power grid oper-
ation. The literature has shown some focus on the characterization of
energy flexibility for buildings [69].

Because of the importance of robustness and flexibility in resilience
regarding building performance, these two attributes are evaluated in
detail in this work. Efficiency is also discussed as a resilience attribute
by creating a design space consisting of competitive designs from an
energy-consumption perspective.

4. Define resilience attributes
Resilience and its attributes are defined in more detail in the context
of building performance.

5. Develop frameworks and metrics for the quantification of re-
silience and its attributes
Frameworks, algorithms, and metrics are developed to aid building
designers and decision-makers in the quantification of resilience (ro-
bustness and flexibility) of various building designs.

6. Apply to the case study
Finally, the developed algorithms and metrics are tested by the ap-
plication on buildings in a case study. The implemented case-study
buildings are variations of Norwegian single-family houses that were
modeled and simulated in IDA-ICE [70].

The selected attributes of resilient buildings, along with the developed
methods for quantification of resilience and its attributes, are explained in
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Figure 2.7: Flowchart of the implemented methodology in the thesis.

the Chapters 3,4,5.
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CHAPTER3
Resilience Attribute I—Robustness

Robustness has been evaluated in the context of building performance in
various studies, and different definitions exist for this concept in the context
of building performance [10, 71, 72]. In this work, robustness is defined as
a building’s ability to perform effectively and remain within the acceptable
margins under the majority of possible changes in the internal and exter-
nal environments. Based on the definitions provided in this work, a robust
building maintains its performance in an acceptable range and withstands
a performance failure. On the other hand, a resilient building may face a
complete performance failure and, in consequence, must recover from this
failure. Therefore, a robust building can be resilient, but a resilient build-
ing may or may not be robust. This elaborates how robustness can thus
improve a building’s resilience by withstanding and absorbing the impact
of a disruption, highlighting the value of a building robustness assessment.
This assessment can reveal how various building designs can enhance the
absorption ability in different manners.

3.1 Robustness assessment

In building energy performance, robustness assessments can be categorized
into two groups: probabilistic and non-probabilistic approaches. In prob-
abilistic approaches, the probabilities of uncertainties are known [73]. The
probabilities of uncertainties are unknown in the non-probabilistic approaches
[74], and scenario analyses are implemented to formulate alternatives with
unknown probabilities [75]. The literature [71] shows that different robust-
ness indicators were implemented with scenario analyses to help building
designers and decision-makers select robust building designs. Some examples
are the max–min, best-case and worst-case, and minimax regret methods.

For a high-performance and robust building design, three steps were com-
monly considered in the literature [76]. First, the building performance was
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evaluated based on the results obtained from a BPS. Next, the robustness
assessment of building performance was performed under different uncer-
tainties. A robustness assessment can be achieved with respect to different
performance criteria since building performance can be evaluated based on
various performance criteria [77]. Therefore, a building-performance robust-
ness assessment can be categorized as either single-criterion [71], where the
performance robustness is assessed regarding one performance indicator, or
multi-criteria [1], where the robustness is assessed based on multiple perfor-
mance indicators. For instance, energy robustness, comfort robustness, and
cost robustness can be assessed for a building. In the multi-criteria robust-
ness, the assessment is repeated separately for each criterion, and the most
robust design based on each criterion may differ [1]. Furthermore, the actual
performance is an important criterion that should also be considered in the
selection of a high-performance and robust building design. For the third
step, multi-criteria decision-making (MCDM) is needed to support decision-
makers in this selection. In MCDM, the high-performance and robust build-
ing design is determined based on the trade-offs between performance and
corresponding robustness. The preferences of the decision-makers to spe-
cific performance criteria or robustness guides the design selection, which
is achievable by applying a weight to each criterion in the decision-making
process.

Some examples of MCDM are the Multi-Attribute Utility Theory (MAUT),
Analytical Hierarchy Process (AHP), Fuzzy Set Theory, Weighted Sum Method,
and Weighted Product Method. In the building performance context, AHP
and MAUT are two of the most commonly applied methods in the litera-
ture. AHP is a well-known MCDM technique that helps decision makers to
integrate different criteria into a single overall score for ranking decision al-
ternatives through a pair-wise comparison [78]. In the building performance
context, AHP has been used to develop a comprehensive indicator for indoor
environment assessment [79], to select intelligent building systems [80],to
develop a housing performance evaluation model that considers different
criteria [81] , to rank and compare residential energy management control
algorithms [82], and to select an optimal phase change material (PCM) for
a ground source heat pump integrated with a PCM storage system [83].
The AHP method does not consider uncertainties. For this reason, Hopfe
et al. extended the classical AHP for use with uncertain information [77]
. The other commonly used MCDM method is “multi-attribute utility the-
ory,” which is a more precise methodology for incorporating uncertainty into
MCDM [84]. In this method, the overall value of alternatives is defined in
the form of a utility function based on a set of attributes. Multi-attribute
utility theory has been applied to select cost-effective retrofit measures for
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existing UK housing stock under uncertainty [85] and to perform a compar-
ative assessment of energy efficiency alternatives with the aim of improving
utility savings, and reducing embodied energy and investment cost [86]. In
the context of robust design, Kotireddy et al.implemented Savage [71] that
allows decision makers to select a design that has the least risk among al-
ternative that are ranked based on regret. They also used Hurwicz [1] to
select a robust design for low-energy buildings and consider decision makers
attitudes toward risk. Nikolaidou et al. [87] also used Laplace, Wald, and
Savage to find robust optimal Pareto solutions under uncertainty.

However, in practice, the selection of a robust and high-performance
design is complicated and difficult, particularly with multiple, conflicting
performance criteria. As the number of criteria and conflicts increases, the
decision-making step becomes more difficult, requiring more experience to
set the preference weight for each criterion [88]. Additionally, this design se-
lection in the literature was based on the comparisons with different alterna-
tives (i.e., building designs) rather than with the performance targets set by
standards and regulations [1]. In that approach, the best design was defined
based on the best alternative in the design space (i.e., minimum or maximum
of each performance criterion), which might not meet performance targets.
Therefore, the deviations of different alternatives from the performance tar-
get need to be considered in the selection of a high-performance and robust
building design. At the same time, repeated robustness assessments that
focus on different criteria can be computationally demanding, especially in
cases with many designs and scenarios that need sampling techniques. In
this work, a methodology was developed to overcome these issues and select
high-performance and robust building designs against possible uncertainties.

3.2 Multi-target robustness-based decision-making

The developed methodology for selecting a high-performance and robust
building design is called the T-robust approach, which integrates a multi-
target robustness assessment into a MCDM process and includes perfor-
mance targets in the decision-making. This methodology leads to five ad-
vantages:

• All assessed alternatives (i.e., building designs) are compared, not only
to each other but also to the performance targets set by standards and
regulations.

• The performances of alternatives are defined (penalized) based on de-
viations from the performance targets.
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• The performance targets are based on regulations, standards, and laws
and can be adapted according to specific occupants’ needs.

• The robustness assessment is not repeated separately for each perfor-
mance criterion.

• Criteria preferences are automatically established in the decision-making
process by including performance targets.

The T-robust approach involves seven steps, as shown in Figure 3.1 and
described as follows:

Step 1: Define designs and scenarios.
A robustness assessment evaluates the performance of a defined building
design under specific possible uncertainties. The building designs can be
defined based on the standards or regulations of each country or on the
preferences of stakeholders. Different sources of uncertainties are prevalent
in the context of building performance. Some examples include changes in
occupant behavior [89], climate conditions [38], and economic factors [90]. A
robustness assessment should be evaluated across all combinations of con-
sidered scenarios because the probability of occurrence of any combination
is unknown. This can lead to high computational costs. The literature shows
that different sampling strategies can be implemented to find representative
samples for scenario combinations [91].

Step 2: Define key performance indicators and stipulated targets.
Because building performance can be evaluated from different perspectives,
the second step specifies performance criteria to be considered in the robust-
ness assessment. Furthermore, buildings must meet specific requirements
according to regulations [92], building codes, and standards [93], referred
to as “performance targets” in this study. Furthermore, the T-robust ap-
proach considers performance targets when the decision is being made. To
evaluate robustness, another concept is defined, called the “robustness mar-
gin.” Figure 3.2 shows the difference between the “performance target” and
“robustness margin” for energy consumption. According to this figure, the
building is robust from an energy perspective if its energy consumption does
not exceed the robustness margin. The arrows in Figure 3.2 represent the
changes that can occur during the building’s operation and lead to an in-
crease or decrease in its energy consumption.

Step 3: Define robustness assessment methods.
The performance robustness of a building can be assessed by various meth-
ods, and the method used is dependent on the purpose of the study, decision-
makers, and their preferences [94]. Some examples of robustness assessment
methods include max–min, best-case and worst-case, and minimax regret
methods.
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Figure 3.1: Diagram flow of the multi-target robustness-based decision-making ap-
proach.

Step 4: Simulate the performance of designs across all scenarios.
The performances of the suggested designs are simulated under each of the
suggested scenarios with a BPS tool. Based on the defined performance in-
dicators, the performance is extracted from the simulation result.

Step 5: Calculate the multi-target KPI.
The T-robust approach focuses on the integration of the robustness assess-
ment into the decision-making process. This integration is accomplished with
a new KPI, called the multi-target KPI (MT-KPI ), which represents the
building performance with respect to more than one criterion. In addition,

 

 

 

 

 

Building operation time (year) 

 Energy robustness margin 
 Energy performance target 

Figure 3.2: Illustration of performance target and robustness margin for energy
consumption.
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this KPI evaluates the performance and penalizes solutions that do not meet
the robustness margin. These penalties can help differentiate feasible and
infeasible solutions. In this work, the MT-KPI focuses on only two perfor-
mance indicators (energy and comfort), but it can also be extended for more
than two criteria. The MT-KPI is defined based on the robustness margin
KPIi,m for each primary KPI, which is needed for penalizing infeasible so-
lutions. Relative performance KPI1,rel with respect to each indicator can
be defined as follows:

KPI1,rel =
KPI1
KPI1,m

× 100 KPI2,rel =
KPI2
KPI2,m

× 100 (3.1)

The comparison of building performance (KPIi) and robustness margin
(KPIi,m) determines feasible solutions (KPIi < KPIi,m) and infeasible
solutions (KPIi > KPIi,m). Figure 3.3 shows an example of building per-
formance under 16 scenarios. Point (100,100) in the figure shows the relative
margin point, at which the building performance regarding both indicators
equals the robustness margin. Around the relative margin point, four per-
formance zones are created, of which two (i.e., zones 2 and 4) are feasible
regarding one KPI and infeasible regarding the other. Zone 3 is feasible
for both KPIs, and zone 1 is completely infeasible. The calculation of the
MT-KPI depends on the performance zones, as defined in Table 3.1.

Step 6: Carry out the robustness assessment. After the establishment
of MT-KPI for each performance design under each scenario, the perfor-
mance robustness assessment is conducted with the application of different
robustness indicators. Assessing robustness for the MT-KPI not only selects
the most robust design for multiple performance perspectives but also leads
to a high-performance design by considering the actual performance in the
decision-making process.

Step 7. Make the decision.
The best solution (i.e., high- and robust-performance design) is chosen based
on the results of the robustness assessment with the MT-KPI.

3.3 Application of the T-robust approach on a case-study
building

The developed T-robust approach was implemented for a case study of a
Norwegian single-family house. The building model, different building de-
signs, and uncertainty scenarios in this robustness assessment are explained
in the following subsections:
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Figure 3.3: Illustration of the performance zones of one building design under 16
possible scenarios, where Si represents the ith scenario.

Table 3.1: Calculation of MT-KPI in different performance zones.

Num Performance zone Feasibility MT-KPI

1 KPI1,rel ≥ 100
KPI2,rel ≥ 100

Completely infeasible (KPI1 − 100) + (KPI2 − 100)

2 KPI1,rel ≥ 100
KPI2,rel < 100

Feasible for KPI2 (KPI1 − 100) + ( 1
100−KPI2

)

3 KPI1,rel < 100
KPI2,rel ≥ 100

Feasible for KPI1 ( 1
100−KPI1

) + (KPI2 − 100)

4 KPI1,rel < 100
KPI2,rel < 100

Completely feasible ( 1
100−KPI1

) + ( 1
100−KPI2

)
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3.3.1 Building model

A representative model of Norwegian single-family houses [95] was used in
the primary papers of this thesis, but the selections of design configurations
differed based on the objective of each paper. This building is based on repre-
sentative models in the project TABULA (Typology Approach for Building
Stock Energy Assessment)[96], which aimed to develop building typologies
for 13 European countries. The subject building is typical, with charac-
teristics representative of the most common features found in Norwegian
single-family houses based on the best available knowledge. The case-study
building is a two-story building located in Oslo with a heated floor area
of 162.4 m2, divided into three zones in a detailed model using IDA-ICE
software [70], which was validated using the BESTEST: Test Procedures
[97]. The three zones comprise a representative dayroom (i.e., a combined
zone for living room, kitchen, and entrance), bedroom, and bathroom. Oc-
cupancy schedules, domestic hot water distribution, and internal gains were
derived from Nord et al. [98]. For the assessment using the T-robust ap-
proach, the design options include the building envelope, window-to-wall
ratio (WWR), and building energy system (heating, ventilation, and do-
mestic hot water (DHW) generation systems). Heating setpoints, window
openings, and shading strategies are the scenario parameters, resulting in
16 uncertainty scenarios.

3.3.2 Building design variants

These design options lead to the eight configurations for the case-study
building. The design space was developed such that all designs are compet-
itive from an energy and comfort perspective, all meeting the same energy
and comfort targets under the reference scenario. This allows for a robust-
ness comparison of designs that perform the same in energy and comfort.
The target set for annual energy consumption is 110 kWh/m2 based on
the TEK17 standard [92]. For thermal comfort, the number of unacceptable
hours (including underheating and overheating hours based on the TEK17
standard) shall not exceed 5% of the occupied hours.

To meet these targets in all eight configurations, specific combinations are
selected. For example, the targets can be achieved by combining the envelope
with low insulation and high-efficiency energy and ventilation systems. In
contrast, another design can achieve the targets via a highly insulated enve-
lope and less efficient ventilation and energy systems. Note that the targets
are only met in the reference scenario, and the building performance under
uncertainty scenarios deviates from these targets. Therefore, the robustness
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Table 3.2: Details of the eight competitive designs considered in the case study
demonstration.

Designs
Design parameters D1 D2 D3 D4 D5 D6 D7 D8

Overall U-value (W/m2.K) 0.31 0.25 0.43 0.36 0.33 0.29 0.51 0.44
WWR (%) 30 30 30 30 40 40 40 40
Heating system EB EB ASHP+EB ASHP+EB EB EB ASHP+EB ASHP+EB
Ventilation system Balanced Exhausted Balanced Exhausted Balanced Exhausted Balanced Exhausted
Solar DHW system size (m2) 0 5 0 0 0 5 0 0
Lighting Typical LED Typical Typical Typical LED Typical Typical
KPI
Total energy consumption (kWh/m2) 110 110 110 110 110 110 110 110
Unacceptable hours (h ) 18 15 12 188 18 3 75 334

margin is considered in the definition of the MT-KPI to represent both the
actual performance and performance robustness.

Table 3.2 shows the characteristics of each design and their performance
from an energy and comfort perspective under the reference scenario. The
first design (D1) follows the recommendation of the TEK17 standard, the
current minimum requirements in Norway [92]. From an envelope perspec-
tive, the U-values of the floor, walls, and roof; infiltration; and thermal
bridges are variable, as indicated by the changing overall U-value. Two
WWRs are considered in the design options.

The heating system is either an electric boiler (EB) or an air source heat
pump (ASHP) with a COP (coefficient of performance) of 3.2 under the
rated condition. In addition, heat emitters in the dayroom and bedroom are
electric radiators (ERs), and the bathroom has electric floor heating. In the
designs with ASHPs, an electric boiler is also implemented to accommodate
the floor heating in the bathroom and compensate the drop on the COP of
heat pumps during cold winter days.

Balanced mechanical ventilation with a heat recovery unit with an effi-
ciency of 80% or mechanical exhaust ventilation without a heat recovery unit
is employed. Domestic hot water in the building is generated with the EB.
However, in two designs (D2 and D6), in order to compensate for the high
energy consumption due to other design options, an auxiliary solar thermal
collector (STC) is added.

Two lighting systems are also considered in the design options: typical
lighting (luminous efficacy of 12 lm/W) and LED light (luminous efficacy
of 60 lm/W), which is implemented in D2 and D6 to maintain a lower total
energy demand.

3.3.3 Building performance scenarios

To understand how the building perform under the uncertainties, 16 uncer-
tainty scenarios are created, focusing on two groups of parameters: occupant
behavior and climate scenarios. Combinations of two heating setpoints, two
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window-opening strategies, and two window-shading strategies led to eight
occupant behavior scenarios. Additionally, two climate scenarios are consid-
ered. The details of these scenarios are as follows:

• Heating setpoints
The first option for the heating setpoint is taken from [95]. For more heating
use, heating setpoints are increased in the second scenario based on the
survey data taken from [99].

• Window-shading strategies
The first shading strategy is a temperature-based control, based on [95]. This
strategy leads to moderate solar gain and, in consequence, the moderate
usage of lighting in the building. The second strategy has a radiation-based
control and an increased shading duration, which results in more lighting
demand and less gain from solar.

• Window-opening strategies
The first window-opening strategy is based on [37], adapted with Norwegian
context. The second strategy is a hybrid control strategy, which implements
the first window-opening strategy in the dayroom and bathroom. For the
bedroom, which experiences more overheating, the upper adaptive tempera-
ture limits proposed by [100] are applied. This strategy represents occupants
who are sensitive to higher temperatures and prefer lower inside tempera-
tures.

• Climate scenarios
To consider the impact of climate uncertainties, two weather files from the

American Society of Heating, Refrigerating and Air-conditioning Engineers
(ASHRAE), IWEC and IWEC2, are used from the library of IDA-ICE [70].
The 16 scenarios are summarized in Table 3.3.

3.3.4 Performance criteria and stipulated targets

The T-robust approach focuses on two performance criteria: total energy
consumption and the number of unacceptable hours. The performance indi-
cators and stipulated targets for these indicators are defined as follows:

Total energy consumption: Total energy consumption comes from space
heating, heating for air ventilation, space cooling, domestic hot water, venti-
lation, lighting systems, and appliances over the course of a year. The equa-
tion for the total energy consumption in kWh/m2 is based on the current
minimum requirement in Norway (TEK17) is as follows [92]:

Total annual energy consumption = 100+
1600

heated gross internal area
(3.2)
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Table 3.3: Summary of the occupant behaviors and climate parameters and their
combinations into the 16 considered scenarios.

Scenarios
Parameter Option 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Heating setpoint 1) Bedroom, living room,
bathroom 18, 21.5, 23◦C * * * * * * * *

2) Bedroom, living room,
bathroom 20, 23, 23◦C * * * * * * * *

Window shading 1) Shading control On
if Tindoor >23◦C * * * * * * * *

2) Shading control on
if radiation above 100 W/m2 * * * * * * * *

Window opening
1) Open if Tindoor >TOut and

Tindoor >23◦C for
windows in all zones

* * * * * * * *

2) Open if Tindoor >TOut

and Tindoor >23◦C for
day room and bathroom

Open based on
adaptive thermal model

limits for bedroom

* * * * * * * *

Climate 1) IWEC * * * * * * * *
2) IWEC2 * * * * * * * *

where the heated gross internal area is in units of m2. Following this equation
for the case-study building yields 110 kWh/m2 as the performance target
for the total annual energy consumption for all designs to achieve in the
reference scenario. Furthermore, to differentiate between the infeasible and
infeasible solutions, a robustness margin is needed. The robustness margin
for the energy performance of the building is assumed to include a 5% tol-
erance over the performance target, or 115 kWh/m2.
Thermal comfort (unacceptable hours): The TEK17 standard recom-
mends an operative temperature between 16 and 26◦C for bedrooms in Nor-
way [92]. Unacceptable hours include both overheating hours (Tindoor >
26◦C) and underheating hours (Tindoor < 16◦C ) over the course of a year.
Here, the indoor temperature is assumed to not fall outside of the TEK17′s
comfort range for more than 5% of occupied hours. The robustness margin
again includes a 5% tolerance over this limit for a solution to be considered
feasible.

3.3.5 Robustness indicators

The T-robust approach integrates the robustness assessment into the decision-
making process. Robustness indicators are important factors for the evalu-
ation and optimization of a robust design. They can be selected based on
several inputs, including the purpose of the study and the preferences of
decision-makers [94]. Various robustness indicators were found in the litera-
ture [101].

In the building performance context, a robustness assessment is con-
ducted with both probabilistic and non-probabilistic approaches. Hoes et
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3. Resilience Attribute I—Robustness

al.[101] were the first to investigate the Taguchi method, which uses the
signal-to-noise ratio to decrease the variation in the signal (performance)
from noise (uncertainty). Their robustness indicator was the standard de-
viation, which is similar to the signal-to-noise ratio. The application of the
standard deviation of building performance as a robustness indicator re-
vealed that the actual performance should also be considered.

Scenario analysis is a widely used method for robustness assessment.
Some studies used probabilistic approaches, such as the comparison of mean
and standard deviation across scenarios [102]. A non-probabilistic approach
is another option for scenario analysis; for example, Kotireddy [103] im-
plemented three robustness assessment methods—max–min, best-case and
worst-case, and minimax regret— with scenario analysis. In the current
work, these three non-probabilistic robustness assessment methods are im-
plemented and compared with the probabilistic method (mean and standard
deviation based on the Taguchi method). These robustness assessment meth-
ods are described below:

3.3.5.1 Max–min indicator

The max–min indicator describes the difference between the maximum per-
formance Am and minimum performance Bm of a design across all scenar-
ios. The design with the smallest difference is the most robust design (Table
3.4). The calculation compares one design’s performance across all scenarios
without comparing different designs to each other. This indicator can be
formulated as follows:

PS = Am −Bm (3.3)

where PS is the performance spread.

3.3.5.2 Best-case and worst-case indicator

The best-case and worst-case indicator indicates the difference between the
maximum performance of each design Am and the minimum performance
of all designs across all scenarios (D). A design with the smallest difference
between these two factors is the most robust design. This indicator can be
formulated as follows:.

PD = Am −D (3.4)

where PD is the performance deviation.

3.3.5.3 Minimax regret indicator

The minimax indicator is the difference between the performance of each
design and the minimum performance of each scenario across all designs
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3.4. Results of application on the case study building

Table 3.4: Finding the maximum and minimum performances of a design across
scenarios and best performance for designs and scenarios [1]

Scenarios Max and min performance
across scenarios

Designs S1 S2 ... Si Sn Max(A) Min(B)
D1 KPI11 KPI21 ... KPIi1 KPIn1 A1 B1

D2 KPI12 KPI22 ... KPIi2 KPIn2 A2 B2

... ...
Di KPI1i KPI2i ... KPIii KPIni Ai Bi

Dm KPI1m KPI2m ... KPIim KPInm Am Bm

Maximum performance
for each scenario (C) C1 C2 ... Ci Cn

Best performance of all designs
across all scenarios (D) D=Min(B)=Min(C)

Table 3.5: Robustness calculations using max–min, best-case and worst-case, and
minimax regret methods[1]
Design Performance Spread (PI) Performance deviation (PD) Performance regret (PR)
D1 A1 −B1 A1 −D Max(R11, ..., Rn1)
D2 A2 −B2 A2 −D Max(R12, ..., Rn2)
...
Di Ai −Bi Ai −D Max(R1i, ..., Rni)
Dm Am −Bm Am −D Max(R1m, ..., Rnm)
Robust design Min(PS) Min(PD) Min(PR)

(Cn). This indicator can be formulated as follows:

PR = KPImn − Cn (3.5)

where PR is the performance regret and KPImn represents the performance
of design m under scenario n. The maximum performance regret represents
the highest deviation in each design, i.e., the largest difference between the
worst and best performances. The most robust design has the smallest max-
imum performance regret across all designs. These calculations are shown in
Table 3.6.

3.3.5.4 Mean and standard deviation based on the Taguchi method

In this probabilistic method, the mean and standard deviation are considered
as robustness indicators. The most robust design has the smallest variation
(standard deviation) around the target performance (mean) based on the
Taguchi method, which has been implemented in product design for the
first time. The calculations of these indicators are shown in Table 3.7.

3.4 Results of application on the case study building

The T-robust approach is applied to identify the robust and high-performance
building design from an energy and comfort perspective and to measure the
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3. Resilience Attribute I—Robustness

Table 3.6: Calculation of performance regret of designs across all scenarios [1] .

Design Scenarios
S1 S2 ... Sn

D1 R11 = KPI11 − C1 R21 = KPI21 − C2 ... R1n = KPIn1 − Cn

D2 R12 = KPI12 − C2 R22 = KPI22 − C2 ... R2n = KPIn2 − Cn

... ...
Di R1i = KPI1i − Ci R2i = KPI2i − Ci ... Rni = KPIni − Ci

Dm R1m = KPI1m − Cm R2m = KPI2m − Cm ... Rnm = KPInm − Cm

Table 3.7: Robustness calculations using the Taguchi method [1].

Design Scenarios
S1 S2 ... Si Sn Mean standard deviation

D1 KPI11 KPI21 ... KPIi1 KPIn1 ¯KPI1 σ1

D2 KPI12 KPI22 ... KPIi2 KPIn2 ¯KPI2 σ2

Di KPI1i KPI2i ... KPIii KPIni ¯KPIi σi

Dm KPI1m KPI2m ... KPIim KPInm ¯KPIn σn

Robust design Min ( ¯KPI ∩ σ )

 

Figure 3.4: Robustness of total energy consumption and unacceptable hours using
different robustness assessment methods for eight designs across considered scenar-
ios.

robustness potential. After developing the design space and uncertainty sce-
narios (see Paper I for more details), each of the eight designs is simulated
under 16 uncertainty scenarios, each spanning one year, totaling 128 an-

40



3.4. Results of application on the case study building

nual simulations. Subsequently, a robustness assessment is performed for the
MT-KPI of each design under each scenario. Figure 3.4 shows the results
of separate robustness assessments for each performance criterion (i.e., total
energy consumption and unacceptable hours) using the various robustness
indicators.

For both KPIs, two trends are evident among the robustness assessment
indicators. First, the max–min and standard deviation behave similarly be-
cause indicators are calculated based on the variation. Second, the minimax
regret method, best-case and worst-case method, and the mean follow sim-
ilar trends because they all define robustness with respect to the optimal
performance. Furthermore, the mean alone is not a good indicator for a
robust design because the fluctuations across different scenarios are not re-
flected. Figure 3.4 indicates that the max–min, best-case and worst-case,
and Taguchi methods select D4 as the most robust design with respect to
total energy consumption. On the other hand, the minimax regret, a less
conservative indicator, selects D3 as the most robust design.

For the unacceptable-hours the max–min, best-case and worst-case, and
Taguchi methods select designs D5 and D6, which have better performance
even in extreme cases, while the minimax regret as a less conservative indi-
cator selects D1. As shown in Figure 3.4, a design that is robust regarding
both performance criteria is difficult to realize. In addition to robustness, the
actual performance is crucial to a high-performance, robust building design.
Therefore, a decision-making process is needed to make this selection based
on these criteria. Furthermore, the process should prioritize each existing
criterion.

The T-robust approach is implemented for this purpose, which integrates
the performance targets into the decision-making and robustness assessment
processes. Figure 3.5 shows the results of the T-robust approach for the
MT-KPI. The max–min indicator finds D1 as the most robust and high-
performance building design. However, the best-case and worst-case, min-
imax regret, and Taguchi methods result in D2 as the best choice. In the
T-robust approach, the preferences are automatically incorporated into the
MT-KPI by using a robustness margin. The selections of designs D1 and D2

show that the comfort criterion is prioritized in the robust design selection.
Analysing the results based on the exhaustive search and engineering

knowledge (more details in Paper I) shows that there is a trade-off between
D2 and D3 to be selected as the high-performance and robust design. D3 per-
forms better from an energy point of view across the scenarios. In contrast,
D2 has better performance from a comfort perspective. Figure 3.6 summa-
rizes the results for all designs and scenarios using the same four performance
zones defined in Figure 3.3. The results show that the effect of unaccept-
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3. Resilience Attribute I—Robustness

 

Figure 3.5: Robustness calculated using the T-robust approach with different ro-
bustness indicators.

 
Figure 3.6: Unacceptable hours vs. total energy consumption of the eight designs
under the 16 scenarios (red lines show the robustness margin for each indicator).

able hours (Maximum unacceptable hours
Unacceptable hours margin = 460

330=1.40) for D3 is more severe than
the effect of energy consumption (Maximum energy consumption

Energy margin = 139
115=1.2 0) for

D2. Furthermore, D3 violates both the energy and comfort criteria (under
different scenarios) because its performance is placed in zones 2 and 4. In
contrast, D2 only violates the energy criterion. The selection of D2 indicates
that the T-robust approach can accurately reflect the possible effects that
can occur due to the severe deviations from target and the violation from
two perspectives.
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CHAPTER4
Resilience Attribute II—Flexibility

As mentioned in Chapter 2, flexibility is another attribute that can affect the
building resilience level by contributing to the recovery ability in Phase II
(after the disruptive event). Therefore, the concept of building energy flexi-
bility is studied, and methods for its quantification are developed. Recently,
the application of renewable energy sources together with the electrification
of buildings has led to an increase in clean and zero-carbon electricity. How-
ever, energy production from renewable sources is intermittent [104], variable
[105], and difficult to forecast [106], and strategies for balancing supply and
demand sides are required [107]. In addition, the electrification of residen-
tial heating and transportation can increase peak loads and require greater
generation and grid capacity [108]. Demand-response (DR) programs can
decrease the fluctuation in energy production via renewable sources, fully
utilize the generated energy, balance the power grid, and relieve the grid
during peak loads [109]. DR programs can lead to adjustments in power
system supply and demand, known as flexibility [110].
This chapter describes a new methodology that aids building designers in
the quantification of building energy flexibility based on signals coming from
dynamic pricing tariffs as part of a DR program.

4.1 Background of building energy flexibility

The International Energy Agency (IEA) Energy in Buildings and Commu-
nity Program (EBC) Annex 67 [111] defines buildings energy flexibility as
“the building’s ability to manage its demand and generation according to lo-
cal climate conditions, user needs, and energy network requirements”.In ad-
dition, the Energy Performance of Buildings Directive (EPBD) highlighted
the importance of energy flexibility by introducing the Smart Readiness In-
dicator (SRI) in their recent recast [112]. The new recast introduces SRI to
assess the capability of a building to adapt its operation to the needs of the
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occupants and of the Grid. This contrasts with the earlier approach of the
EPBD, which was only focusing on building energy labelling [113].IEA EBC
Annex 67 proposed physical data and simulation-based approaches with
quantitative indicators as a method for SRI quantification. Their method
highlights not only the importance of smart technologies but also the sig-
nificance of how the technologies are used in relation to boundary condi-
tions such as occupant, climate and interconnected energy networks [113].
Several studies can be found in the literature focusing on the quantifica-
tion of the energy flexibility of buildings. Reynders et al.[114] introduced
a simulation-based method for the generic characterization of energy flexi-
bility focusing on structural thermal storage in residential buildings. They
developed indicators, which were based on the size, time and induced. Old-
ewurtel et al. [115] presented a unified framework for comparison of different
DR programs and different flexibility assets such as batteries, plug-in elec-
tric vehicles (EV), commercial building thermal mass and thermostatically
controlled loads (TCL).

DR programs aim to establish building energy flexibility by targeting dif-
ferent control objectives. Some examples of DR programs include peak shav-
ing, load shifting, valley filling, and minimizing curtailment time [116].In
general, DR programs can be categorized into two different groups [117]:
incentive-based and price-based. Incentive-based DR programs focus on eco-
nomic incentives provided by utilities or grid operators, which encourage
customers to reduce their demand during a capacity shortage or times of
high electricity prices. In price-based DR programs, customers change their
normal electricity usage patterns in response to dynamic pricing tariffs. Dy-
namic pricing tariffs help customers manage their consumption more wisely
and efficiently. Different schemes, such as time of year (seasonal) pricing,
time of use pricing (daily or weekly), critical peak pricing, and real-time
pricing [118] can be used in the dynamic pricing tariffs.

In residential buildings, loads related to household appliances (e.g., wash-
ing machines and dishwashers), EVs, and space or water heating systems are
considered flexible. Studies in the literature evaluated the load shift with a
focus on the white goods loads [119], EVs [120], and water heaters loads
[121] in response to dynamic pricing tariffs.

Depending on the energy system and type of DR program, a storage sys-
tem can be considered an asset for achieving flexibility in residential build-
ings. Two important categories of storage systems are electrical and thermal
storage. In electric storage, batteries are implemented as flexibility assets to
shift energy consumption from high to low-tariff periods or reduce the peak
demand. In the literature, batteries were employed in combination with dy-
namic pricing tariffs to establish a dynamic interaction between the build-
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Figure 4.1: Conceptual framework of the developed methodology for the quantifi-
cation of energy flexibility and survivability.

ing and smart grid [122]. Furthermore, batteries have been used as backup
assets to provide power to customers during power outages [123, 124]. Un-
derstandably, batteries can act as “flexibility assets” for harnessing building
energy flexibility and as “backup storage” for improving building surviv-
ability during power outages. Furthermore, battery capacity can aid in the
quantification of energy flexibility and survivability. However, little atten-
tion has been paid to the energy flexibility and survivability trade-off from
a cost-effectiveness perspective. For this purpose, a methodology was devel-
oped in this work to evaluate the trade-off between energy flexibility and
survivability for all-electric buildings from a cost-effectiveness perspective
in the context of dynamic pricing tariffs.

4.2 Methodology for the quantification of energy flexibility
and survivability

The developed methodology for the quantification of flexibility and surviv-
ability consists of three stages, which focus on the quantification algorithm:
algorithm input, algorithm development, and algorithm output, as illus-
trated in Figure 4.1. BPS and an in-house algorithm developed in MATLAB
are used for this methodology. The stages of the methodology are defined in
the following subsections.
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4.2.1 Algorithm input

The algorithm input stage accepts the inputs needed to develop the algo-
rithm: dynamic pricing tariffs, which act as signals for flexibility evaluations,
and the building models, which represent the performances of different build-
ing designs.

4.2.1.1 Dynamic pricing tariffs

The current grid-rent tariff for Norwegian residential customers (i.e., Energy
rate tariff model) is energy-based. This tariff consists of two parts: fixed
and volumetric. The fixed part includes the annual costs associated with
customer management and support, which is the same for all customers.
The volumetric part is a charge associated with energy consumption that
is user-dependent. Unfortunately, this tariff does not differentiate between
the high and low power drains [125]. Therefore, dynamic pricing tariffs have
been proposed to better incentivize grid utilization [126]. In Norway, three
business models of dynamic pricing tariffs have been employed: time of use,
which involves higher costs during higher demand periods; measured power
rate; and tiered rate, both of which involve higher costs for a demand higher
than a subscribed level. These tariffs are defined as follows:

Measured power rate tariff model: The measured power rate tariff
is similar to the energy rate tariff with one addition; this tariff takes power
into account based on the highest peak power drain during the measurement
period. The Norwegian regulations recommend the power contribution be
measured on a daily basis to match customer and grid demand [127].

Tiered rate tariff model: The tiered rate tariff assigns a higher cost to
demands higher than a subscription level. This tariff includes two additional
parts compared to the energy rate tariff model: capacity level (subscription
limit) and overuse cost, which is the cost of consumption beyond the capacity
level. In other words, the customer subscribes to a capacity level (subscrip-
tion limit), and based on their excess use, a penalty (overuse) is charged. In
this study, we used an individual annual subscription that either customers
could select themselves or grid distribution companies could provide and it
is not possible to change it over the course of a year. Norwegian regulators
set a minimum usage of 1 kW but did not suggest exact power limits. How-
ever, this study considers ten limits. The appropriate power limit in this
tariff needs to prevent high subscription or overuse costs.

Time of use tariff model: In the time of use tariff, the electricity price
is differentiated between specific time periods, such as peak and off-peak
hours, which can be recognized based on the historical data showing the
grid pressure. Norwegian regulators suggested higher prices during winter
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Table 4.1: Grid tariff rents for residential buildings in the Energy rate tariff, Mea-
sured power tariff, Tiered rate tariff, and Time of use tariff.

Energy Rate tariff
Fixed cost Energy cost - -
(e/year) (e/kWh)
174.9 0.0194 - -

Measured Power Rate tariff
Fixed cost Energy cost Power cost -
(e/year) (e/kWh) (e/kWh/h)
174.9 0.005 0.186 -

Tiered Rate tariff
Fixed cost Energy cost Subscription cost Overuse cost
(e/yr) (e/kWh) (e/kWh/h)/year (e/kWh/h)
174.9 0.005 68.9 0.1

Time of Use tariff
Fixed cost Summer energy cost Winter day energy cost Winter night energy cost
(e/yr) (e/kWh) (e/kWh) (e/kWh)
174.9 0.0122 0.038 0.0152

days because of grid stress during these periods. Customers understand this
tariff because it differentiates pricing according to blocks of time and offers
pricing in terms of energy consumption (kWh) instead of power (kW), which
is used in the two previous tariffs.

Table 4.1 shows the average values related to each tariff, which can vary
between different distribution companies [125]. Other taxes and levies are
added to the grid-rent tariff [128].

4.2.1.2 Building models

Another input to the algorithm is the building model. Here, BPS was used
to estimate the building loads, such as space heating and DHW. The energy
simulations for building models were conducted via the BPS software IDA-
ICE, version 4.8 [70]. The results of simulations in IDA-ICE were input to
the developed algorithm to calculate the shifted load, battery capacity, and
other parameters. The simulations were conducted using a typical climate
file (IWEC) from the IDA-ICE library [70].

4.2.2 Algorithm development

The MATLAB-based algorithm calculates the electricity cost, heat shifts,
and cost-effective battery sizes for different dynamic pricing tariffs. Then,
the algorithm quantifies the building energy flexibility and survivability for
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the suggested tariffs. The steps toward this algorithm are explained in the
following subsections.

4.2.2.1 Cost calculation and shift analysis

To calculate the energy costs of different building designs under the sug-
gested dynamic pricing tariffs, the hourly energy demand resulting from the
BPS and the cost parameters related to different tariffs are imported into
this algorithm as input data. The algorithm then computes the energy costs
for different building designs.

Load shifting is a strategy that can be used with price-based DR pro-
grams. In this work, the cost-effective load shift was implemented to shift
the electric-based heating load (consisting of space heating and domestic hot
water). The heating load was selected as the shiftable load because of its
largest share in energy consumption in cold climate countries, such as Nor-
way. Additionally, shifting the heating load is safer in comparison to other
loads, such as appliances loads, which demand shifts at night time or when
no occupants are present. However, this can lead to some disadvantages,
such as fire risk. Therefore, the current work focuses on shifting the heating
load without sacrificing thermal comfort and applying batteries as storage
assets without using any thermal storage. The strategy behind the load-shift
calculations in this work is called the cost-effective heat shift. To determine
the cost-effective heat shift, the amount of ideal heat shift is first considered
based on [129], and then it is adjusted based on the size of the cost-effective
battery. The ideal heat shift is a theoretical optimum amount of shift that
leads to the lowest costs with respect to the implemented tariff [129]. The
assumptions for this ideal load shift are as follows:

• The ideal heat shift consists of the space heating and domestic hot
water loads.

• The ideal heat shift does not sacrifice the occupant’s comfort (regarding
space heating and domestic hot water).

• The storage of the shifted load is daily-based (kWh/day).

• No losses occur during the ideal load shift.
The application of the ideal load shift yields specific load profiles and shift
patterns for all tariffs, as shown in Figure 4.2. In the energy rate tariff, load
shifting is not beneficial because the energy price is the same for all hours
of the year. Therefore, the customer will not pay for the storage system if
any benefit is not gained from the load shift. In the Measured power rate
tariff, the daily peak power cost is included in the total cost and can be
reduced without affecting the demand. If the daily peak decreases to the
lowest possible value, the peak cost will minimize, resulting in a constant
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Figure 4.2: The winter load profiles for the ideal heat shifts of different business
models of dynamic pricing tariffs.

load profile after the shift. The lowest possible peak is based on the maximum
value between the plug loads and the daily average heating load. This value
is selected to meet the plug load at any time and minimize the peak of the
heating load. For the Tiered rate tariff, the overuse cost can be reduced
without impacting the demand. Thus, the heating loads when demands are
higher than the subscription level are shifted to the hours with loads below
the subscription level, reducing the overuse cost to zero. For the Time of use

49



4. Resilience Attribute II—Flexibility

 

 

 

   

Figure 4.3: Illustration of the cost-effective battery sizing for a typical building.

tariff, the heating loads that occur during the penalized hours (winter days,
red hours shading in Figure 4.2) are shifted to the normal hours (winter
nights, green hours in Figure 4.2). Because all summer hours have the same
energy costs, the ideal heat shift will have no impact during the summertime.

4.2.2.2 Cost-effective battery sizing and shift adjustment

After the calculation of the ideal heat shift, an adjustment is required based
on the cost-effective battery size. The strategy used for battery sizing in
this work is called cost-effective battery sizing. This strategy focuses on the
daily capacity needed for shift storage. The battery size is selected based
on the amount and distribution of the daily ideal heat shift over a year.
The cost-effective capacity can cover the storage capacities that have a high
probability of happening daily over the course of a year and will be enough
for most of the days of the year (not all days of the year). Clearly, some
days the cost-effective battery capacity will not be sufficient, but the storage
capacities for these days are neglected because of their lower probabilities of
occurrence.

Fig 4.3 shows a box plot of the daily storage capacity needed for the ideal
heat shift in a typical building over a year. The selection of the cost-effective
battery size based on the amount of daily storage and its distribution in Fig
4.3.The cost-effective battery capacity is selected based on the maximum
capacity necessary in the box plot, which is indicated with a red box (CBat)
in the figure. Note that by considering this value as the battery capacity, the
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ideal heat shift in the outlier region is neglected because this type of shift is
rare. The battery size can thus focus on cost-effectiveness. Therefore, if the
distribution of the daily storage has some data in the outlier region, then
the selected battery capacity may not be sufficient to store the entire ideal
heat shift (IHS ). This lack of storage will deduct part of the shift, creating
an effective heat shift (EHS ). Of note, when the box plot does not have
an outlier section, the EHS is equal to the IHS, and in distributions with
outliers, the EHS will be less than the IHS. Here, the cost-effective battery
size can be used by designers and decision-makers in the conceptual design
stage but does not capture the details related to the charge and discharge
states of the battery, which may be needed in the detailed design stage.

4.2.2.3 Energy flexibility quantification

Energy flexibility potential can be quantified based on the signals coming due
to dynamic pricing tariffs. The quantification determines a single indicator,
the cost-effective flexibility index (CEFI ), which shows the cost-effectiveness
of the implemented battery for storing the heat shift as a flexibility asset. The
CEFI equals the percentage of savings due to the effective heat shift divided
by the cost-effective battery size. This index in %/kWh indicates the savings
that can be guaranteed if the cost-effective battery size is implemented in
the building. If the implemented battery is smaller than the cost-effective
battery size, the percentage of savings will be lower.

4.2.2.4 Survivability quantification (active plus passive)

The literature defined passive survivability as the ability of a building to
maintain the building in a safe and habitable thermal condition in the event
of an extended power failure [130]. Previous work also refers to this con-
cept as thermal resilience because of the focus on building survivability
from a thermal perspective [131]. The “habitable thermal condition” in the
passive survivability definition encompasses a wider range than the ther-
mal comfort condition. In this work, the habitable thermal condition is
15◦C<Tindoor<30◦C [37], which is wider than the thermal comfort range for
living rooms suggested by the Norwegian standard (19◦C<Tindoor<26◦C)
[92]. The time required for a building to decrease from its setpoint temper-
ature to 15◦C is called winter passive survivability. In contrast, the time it
takes a building to increase its temperature from the setpoint to 30◦C is
called summer passive survivability. The summation of these two values is
referred to as passive survivability index (PSI ) in this work (Equation 5.1).
We calculated the winter passive survivability and summer passive surviv-

51



4. Resilience Attribute II—Flexibility

ability by simulating a six-day power failure during the coldest and warmest
weeks of the winter and summer, respectively.

PSI= Summer passive survivability + Winter passive survivability (4.1)

As discussed, batteries can also be implemented as backup storage to
improve building survivability in the case of a power outage. Given this,
this work introduces a new kind of survivability for buildings equipped with
batteries, called “active survivability” because batteries operate as active
systems to protect building performance from power failure. In addition, this
survivability considers more than the thermal condition as it evaluates the
survivability of all end uses, such as lighting, appliances, and domestic hot
water. We defined active survivability as the ability of the building and its
storage system to maintain critical operations in the absence of grid power,
and it is quantified by the active survivability index (ASI ). The ASI equals
the cost-effective battery capacity selected for the shift storage divided by
the minimum energy needed for the building to maintain critical operations.
The following assumptions are made for the calculation of the minimum
energy consumption needed to maintain critical operations:

• A thermal setpoint temperature of 15 ◦C (the habitability threshold)
is considered for the critical operation of the building.

• In the critical operation condition, the domestic hot water, lighting, and
appliance demand are 25% of the values suggested by the Norwegian
standard SN/TS 3031 [93].

The BPS under these assumptions estimates the minimum energy needed
by the building in the critical operation.

4.2.3 Algorithm output

In this section, the outputs of the developed algorithm are defined:
1. AC: The annual energy cost of the building without considering a heat

shift (e/yr), which can be calculated for each design under the business
models of dynamic pricing tariff, as calculated in Section 4.2.2.1.

2. ACIS: The annual energy cost of the building using the ideal heat shift
(e/yr), which can be calculated for each design under the business
models of dynamic pricing tariff, as calculated in Section 4.2.2.1.

3. CBat: The cost-effective battery size (kWh) that is needed for storing
the shifted heat, as determined in Section 4.2.2.2.

4. ACES: The annual energy cost of the building based on the effective
heat shift (e/yr), as calculated in Section 4.2.2.2.
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Table 4.2: Details of the ten competitive designs considered in the case study.
Designs

Design parameters D1 D2 D3 D4 D5 D6 D7 D8 D9 D10

Overall U-value (W/m2.K) 0.31 0.25 0.43 0.36 0.33 0.29 0.51 0.44 0.40 0.35
Normalized thermal bridge (W/m2.K) 0.05 0.03 0.07 0.05 0.03 0.02 0.06 0.07 0.06 0.05
WWR (%) 30 30 30 30 40 40 40 40 30 30
Heating system ER ER ASHP+ER ASHP+ER ER ER ASHP+ER ASHP+ER ER ER
Ventilation system Balanced Exhausted Balanced Exhausted Balanced Exhausted Balanced Exhausted Balanced Balanced
Solar DHW system size (m2) 0 5 0 0 0 5 0 0 0 0
PV system size (m2) 0 0 0 0 0 0 0 0 40 20
Lighting Typical LED Typical Typical Typical LED Typical Typical Typical Typical
KPI
Total energy consumption (kWh/m2) 110 110 110 110 110 110 110 110 110 110

5. Emin: The minimum energy needed by the building to maintain the
critical operation (kWh), as determined in Section 4.2.2.4.

6. SI = ∆C
AC × 100: The savings index (%), which indicates the benefit

of utilizing a building’s flexibility by dividing the cost savings by the
annual costs before the shift, as defined by [105].

7. CEFI = SI
CBat

: The cost-effective flexibility index (%/kWh), which
shows the cost-effectiveness of a building’s flexibility by dividing the
SI by the cost-effective battery capacity.

8. PSI : summation of the lengths of time that the building can remain in
the habitable thermal condition (15◦C<Tindoor<30◦C) following a grid
power outage, in the coldest and hottest week respectively.

9. ASI = CBat
Emin

×100: The active survivability index (%), which shows the
percentage of the minimum energy needed in the critical condition that
can be covered by the cost-effective battery used for shift storage. This
value represents how the battery can enhance the building’s survival
in the absence of grid power.

4.3 Application to the case-study building

The case study used to test the methodology is the same case study intro-
duced in Chapter 3 with the addition of two designs. For comparison pur-
poses, these two designs are competitive, meaning they have the same energy
target (110 kWh/m2 based on the TEK 17 standard), but they are equipped
with PV panels to assess their impact on the flexibility of the design. The
designs are defined as competitive in order to create the opportunity of com-
paring the designs with the same energy target from the flexibility point of
view. The characteristics of the ten designs are summarized in Table 4.2

4.4 The results of application on the case study building

In this section, selected results from the application of the developed method-
ology on the case-study building are shown (more detailed results can be
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Figure 4.4: a) Relationship between the SI and CBat and b) violin plots of the daily
shifts for the ten designs.

found in Paper II). Figure 4.4 shows the relationship between the SI and
CBat, as well as a detailed comparison of the daily heat shift for different
designs. Based on this figure, SI and CBat are directly proportional in all
three tariffs. Time of use tariff has the highest SI and CBat because of its
larger shift. The minimum SI and CBat correspond to the Tiered rate tariff,
while Measured power rate tariff has values between those of the two other
tariffs. The SI of Measured power rate tariff is similar to that of the Time
of use tariff, but its CBat is significantly lower.

The battery capacity is determined according to the daily shift and its
distribution. Hence, violin plots are used to demonstrate the distributions
and probability densities of the daily shifts for the ten designs. A violin plot,
similar to a box plot, provides a kernel density estimation of the underlying
distribution. These violin plots, along with the relationships between SI
values and cost-effective battery capacities for the tariffs in the reference
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scenario, are shown in Figure 4.4. Note that the cost-effective batteries are
only used for the storage of the shifted heat and not for storing energy
produced by renewable energy sources.

In the Measured power rate tariff, D2, D6, D9, and D10 have more dis-
tributed heat shifts with a high standard deviations. On the other hand,
designs D3, D4, D7, D8 exhibit less daily storage, and their distributions are
dense in the middle. These results reveal that the most influential param-
eter in the classification of the designs regarding the cost-effective battery
capacity pertains to the energy system. Designs D9 and D10 have weaker
envelopes in combination with ERs, resulting in larger daily shifts and in-
creased battery capacity. Even though D2 and D6 have smaller shifts, owing
to lower summer usage, their shifts are larger during the winter because of
the exhaust ventilation and ER, leading to increased battery capacity. The
remaining designs, D1 and D5 show data distributed at a higher level in
comparison to designs D3, D4, D7, and D8, leading to higher cost-effective
battery capacities. The smallest battery capacities are assigned to the de-
signs with the combination of an ASHP and ER because their daily storage
values are concentrated at the lower levels (i.e., the heating demand created
by a heat pump has less variation than the heat demand created by an ER,
leading to smaller surpluses for the shift). For the designs without ASHPs,
air-balanced ventilation results in smaller cost-effective battery capacities
because of the fewer deviations in the heating demand over the year.

Time of use tariff focuses on the shift of the daily heat consumption.
Thus, a design with higher daily heat consumption requires a higher battery
capacity. Figure 4.4 shows that designs with higher heating demands also
had shifts that were distributed more widely. These designs included those
with weaker envelopes and ERs (D9, D10) or exhaust ventilation and an ER
(D2, D6). Designs D1, D5 had greater shifts and more widely scattered daily
storage requirements, resulting in mid-level cost-effective battery capacities
and SI values. The smallest cost-effective battery capacities and SI values
were present in the designs featuring ASHPs and ERs, owing to their smaller
shifts and dense distributions. Design D3, which uses a combination of an
ASHP, ERs, and balanced ventilation, yields the minimum cost-effective
battery capacity.

For the Tiered rate tariff, the shifts occur during random hours and more
frequently during the peak hours in winter. Therefore, designs with higher
demand during the winter have larger shifts and higher SIs, as seen in the
designs D2, D6, D9, and D10, which have weaker envelopes with an ER
or exhaust ventilation with an ER. On the other hand, these designs have
more widely distributed daily storage and cost-effective battery sizes. Other
designs with ERs or ASHP and an ER combinations have SIs and cost-
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effective battery sizes smaller than those of the previous group. For this
tariff, the minimum battery capacity is also assigned to design D3, which
has an ER, ASHP, and balanced ventilation.

The cost-effective battery capacity plays an important role in the cal-
culation of the indexes developed in this work (i.e., CEFI and ASI ). The
trade-offs between cost-effective energy flexibility and survivability for the
ten designs are shown in Figure 4.5 for the three business models of the dy-
namic pricing tariff. In this figure, the ASI and CEFI are shown along the
x- and y-axes, respectively. As a third dimension, the bubbles indicate the
relative values of the PSI s (number of hours that the building can survive).
This figure reveals that between the three tariffs, Measured power rate tar-
iff exhibits the highest CEFI, higher SI than the Tiered rate tariff, and a
battery capacity as large as that of the Time of use tariff. The application
of the ASHP and balanced ventilation leads to the highest CEFI s.

The ASI for the Time of use tariff is higher than that for the Measured
power rate tariff, which is higher than that of the Tiered rate tariff, because
of the highest cost-effective battery capacity achieved by the Time of use
tariff. The higher the ASI, the higher the self-sufficiency of the building
during a power outage. In other words, the building can survive with its own
storage system without being dependent on large-scale centralized storage,
such as that in neighborhoods.

The PSI for the current case study is calculated by applying a six-day-
long power failure the coldest week in winter. Because the building is a
heating-dominated building without a cooling system, the PSI calculation
focuses on the winter passive survivability. Results in Figure 4.5 show that
the building envelope and WWR are the most influential for passive surviv-
ability, as indicated by designs D2 and D6.

Illustrations such as Figure 4.5 can aid decision-makers in selecting the
best design based on their preferences with respect to cost-effective flexibility
and active and passive survivability. For example, buildings such as hospitals,
care homes, and data centers prioritize survivability because they have a high
potential of risk in the case of power failures. Figure 4.5 shows that under
the Measured power rate tariff, if the decision-maker prefers a savings of
more than 2% by utilizing each kWh stored in the cost-effective battery, the
passive survivability is about one day, and the active survivability is low
(ASI<17%). Such situation is evident in designs with ASHPs and can yield
appropriate solutions if the CEFI is prioritized.

Another example involves prioritizing ASI under the Time of use tariff. If
the decision-maker needs a high ASI (more than 75%), the CEFI is low, but
the passive survivability is extended to four days, which applies to designs
D2, D6, D9, and D10. Among these designs, designs D2 and D9 have the
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Figure 4.5: Trade-offs between cost-effective energy flexibility and survivability.
The bubble size indicates the relative value of the passive survivability index.
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greatest passive and active survivability indexes, respectively.
The competitive designs regarding flexibility and survivability are marked

with red dotted circles in Figure 4.5, such as designs D3, D7, D6, D9 for the
Measured power rate tariff. Both D3 and D7 use ASHPs and balanced ven-
tilation and thus have higher CEFI s. On the other hand, D6, with exhaust
ventilation in combination with a strong envelope and STC, and D9, having
a weaker envelope and an ER, demand higher battery capacities (resulting
in higher ASI s). Three of these designs have passive survivability values
of roughly one day, and only D6 has higher passive survivability. Hence, if
the CEFI is prioritized under this tariff, D3 and D7 are appropriate so-
lutions; if survivability is more important, D2 or D9 are good choices. In
general, the methodology in this work provides allows decision-makers, such
as grid companies, building designers, and homeowners, to set up trade-offs
between energy flexibility and survivability from a cost-effective perspective.
The decision-makers can select their preferred design based on prioritizations
of the involved criteria.
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CHAPTER5
Building Resilience Assessment

5.1 Overview

In the previous chapters, building robustness and flexibility as two main
attributes of building resilience are discussed. This chapter focuses on the
assessment of resilience itself for building performance. In this work, a re-
silient building is defined as follows:

• A resilient building is a building that is able to prepare for, absorb,
adapt to, and recover from a disruptive event.

As mentioned in Chapter 2, four main questions are recognized for defin-
ing resilient buildings in this work. These questions are: Resilience of what?
Resilience to what? Resilience based on what? Resilience in what state?

In this work, we have focused on the evaluation of the thermal resilience
of a building and its integrated energy systems against power failure with
a focus on both phases of the disruptive event based on some proposed re-
silience metrics.

In the context of the built environment, various simplified metrics have
been implemented for the quantification of the thermal resilience of build-
ings. However, this topic still requires more research. Resilience quantifica-
tion needs to capture resilience not only during the disruptive event but
also after the disruptive event. The metrics should also indicate how far and
for how long the building performance deviates from the targets. In other
words, the metrics need to be sensitive to the event’s hazard level and expo-
sure time. Furthermore, a representation of thermal resilience on the scale
of a thermal zone is necessary, as well as of the whole building. Given these
points, methodologies that allow building designers and decision-makers to
compare and benchmark different building and technology designs are de-
veloped from the thermal resilience perspective. This chapter is based on the
research conducted in Papers III and IV. First, the developed methodology
in Paper III, which focuses on extending the available concepts of resilience
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and their associated metrics to the building thermal performance, is dis-
cussed. Then, a new methodology for the quantification of building thermal
resilience, as developed in Paper IV, is presented.

5.2 Extension of the concepts of resilience triangle and
trapezoid to the building thermal resilience

The resilience triangle and resilience trapezoid have been used to represent
the performance of a system concerning a disruptive event [17, 30]. The re-
silience triangle concept is the foundation for the analytical assessment of
resilience, describing the deterioration of a system’s functionality over the
duration of the disruptive event [54]. Immediate restoration actions are as-
sumed to be taken at the end of the disturbance. The resilience triangle can
be extended to the resilience trapezoid, which considers the degraded state
that a system experiences when facing a disruptive event. Based on these
two concepts, an analysis of pre-simulation results of building performance
during a disruptive event shows that buildings as dynamic systems expo-
nentially degrade after experiencing disruptive events. Thus, in this work,
building performance concerning a disruptive event as a function of time is
represented by a multi-phase resilience curve. Similar to the resilience trian-
gle [30], immediate restoration actions are assumed to be taken at the end
of the disturbance. Three phases are recognized in the multi-phase resilience
curve, as shown in Figure 5.1 and described as follows:

1. Phase I: In the pre-disturbance Phase I, the building operates based
on the setpoint temperature, which is considered the target, and for
the example in Figure 5.1 is 21.5◦C) before the disruptive event. Based
on the definition of a resilient building, the building prepares for the
disruptive event in this phase.

2. Phase II: At the beginning of Phase II, the disturbance progress phase,
the disruptive event occurs. The building performance in terms of the
indoor operative temperature usually decreases until the end of this
phase. Based on the definition of a resilient building, the building ab-
sorbs the impact of and then adapts to the disruptive event in this
phase.

3. Phase III: The post-disturbance Phase II shows the recovery process, in
which the building’s operative temperature returns to the set target or
even more. Based on the definition of a resilient building, the building
recovers from the disruptive event in this phase.

Figure 5.1 shows four performance thresholds in the multi-phase resilience
curve, which are defined below:
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Figure 5.1: Multi-phase resilience curve (P: Preparation, Ab: Absorption, Ad:
Adaptation, R: Recovery).

• TST : The setpoint temperature TST is the set target to achieve the
desired building performance.

• TRT : is the performance robustness threshold. Any performance (i.e.,
operative temperature) higher than TRT is considered robust. An oper-
ative temperature less than TRT indicates anon-robust performance.

• THT : The habitability threshold for the occupant is represented by
the temperature THT . Exceeding this threshold shows that the build-
ing failed to provide the minimum required comfort condition for the
occupants, and the building will not have a safe recovery. If the build-
ing manages to recover before reaching this habitability threshold, the
building is considered thermally resilient.

• Tmin: The minimum performance level caused by the disruptive event
is represented by the temperature Tmin.

Based on the definition that has been used for building performance re-
silience, which is in line with "Adaptive resilience", it is possible that the
performance of the building experiences another level than TST after the
disruption. Here, the performance of the building before and after the dis-
ruption is considered the same in order to ease their comparison.

Based on the three phases and four performance levels, the abilities of
thermal resilient building in the action cycle of a disruptive event can be
defined as follows:
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• Preparation: This ability for preparation indicates how well the build-
ing is prepared for the disruptive event and how long it can perform
higher than the robustness threshold, minimizing the potential for the
adverse impact of the disruptive event. This ability depends on build-
ing characteristics such as the building envelope and storage systems,
etc.

• Absorption and adaptation: Although the building is prepared for the
disruptive event, the robustness threshold can still be crossed. There-
fore, the building and its integrated systems should be configured such
that they can absorb the impacts of the disruptive event and mini-
mize the overall disruption. Furthermore, the building should be able
to adapt to the impact of the disruptive event and modify its configu-
ration.

• Recovery: Recovery is defined as the ability of the building to return
to the set target performance level (TST ) after the disruptive event.
Restoration to the set target performance level depends on the impact
intensity of the disruptive event and the levels of preparation, absorp-
tion, and adaptation.

5.3 Extension of the power system resilience metrics to the
building thermal resilience

The resilience trapezoid was first implemented by [55] to quantify power sys-
tem resilience. Time-dependent resilience metrics were developed to measure
how fast and how low the resilience drops, how long the system remains in
the degraded state, and how quickly it recovers. These metrics comprise the
ΦΛEΠ system, in which Φ is the speed of damage, Λ is the magnitude of
the damaged grid functionality, E is the duration of the damaged state, and
Π is the recovery speed.

Based on the ΦΛEΠ, we extended the system and adapted it to the
context of building thermal performance. For this purpose, a test framework
is introduced, which applies a fixed-duration power failure as a disruptive
event to measure the thermal performance of the building resulting from
the BPS tool (IDA-ICE). The test framework is applied to an all-electric
building, with power failure as the disruptive event, which lasts for four
full days during a typically cold winter (starting January 14). Furthermore,
the four days before the disturbance (pre-disturbance phase) and four days
after the disturbance (post-disturbance phase) are also evaluated in the test
framework. In total, the test evaluation covers 12 days.

The set target in the test framework is based on the setpoint tempera-
ture suggested in the Norwegian standards [132]. In addition, the robustness
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margin is assumed to have a 3.5◦C tolerance from the set target (setpoint
temperature based on the standard). The resultant robustness threshold is
18◦C, which is a safe and well-balanced temperature to protect the health of
the general populations in countries with temperate or cold climates [133].
A temperature of 15◦C is selected as the habitability threshold based on a
comprehensive review on the effect of low temperatures on elderly morbidity
[134].

The adapted metrics from power system resilience represent thermal re-
silience in three phases, considering different abilities. Table 5.1 shows the
metrics that extend from the power resilience analysis, which are used for
the evaluation of thermal resilience in the suggested test framework. The
robustness duration (RD) indicates the duration the building performance
is maintained robust after experiencing the power failure. With a higher RD,
the building is better prepared for disruptive events. The collapse speed (CS )
indicates the speed with which the building performance drops from the set
target. A lower CS implies that the building can absorb the impact of the
event, and thus, the performance worsens at a lower rate. The amplitude
of the power failure impact (AoE ) is the minimum building performance
after the power failure. A small AoE reflects the building’s adequate ability
to absorb the impact of the event and adapt. If AoE is greater than the
difference between TST and THT , the building is not considered thermally
resilient. The recovery speed (RS ) in the restorative phase shows the rate at
which the building can return to its set target after reconnecting to power.
A higher RS shows that the building is better able to recover. The expected
performance loss (EPL) considers both the impact intensity and duration
of the power failure. A lower EPL shows that the performance deviated
less from the target during the disruptive event, indicating a more resilient
building.

The developed metrics were tested for the first two designs (D1 and D2)
of the case study in Chapter 3. The building is all-electric, which means
that electricity provides all of the demands in the building. Furthermore,
the building is heating-dominated and does not have a cooling demand. The
heating demand is based on direct electrical heating with ERs. In addition to

Table 5.1: Description of the suggested resilience metrics (P: Preparation, Ab:
Absorption, Ad:Adaptation, R:Recovery).

Metric Name Unit Equation Phase Ability
RD Robustness Duration h t1 − t0 Phase II P
CS Collapse Speed ◦C/h T1+T2

t2−t0
Phase II Ab and Ad

AoE Amplitude of Event ◦C T1 + T2 Phase II Ab and Ad
RS Recovery Speed ◦C/h T1+T2

t3−t2
Phase III R

EPL Expected Performance Loss degree.hour [
∫ t

0
(TST − T (t)) dt] All phases All abilities

63



5. Building Resilience Assessment

 

 

 

 

 

 

a) 

b) 

Figure 5.2: Multi-phase resilience curves for a)D1 and b)D2 with and without a
battery.

the building design parameters, the impact of batteries as storage facilities
on building resilience is considered for the two designs. For this purpose,
the two competitive designs are equipped with batteries, the sizes of which
are based on the cost-effective battery sizes, as explained in Chapter 4. The
addition of the battery option results in four total designs for testing of the
suggested metrics. Note that the developed metric is used for a single zone
of the case-study building (living room). Figure 5.2 shows the multi-phase
resilience curves for D1, and D2 with and without batteries.

The black dashed lines in Figure 5.2 show the RDs, which are reported in
Table 5.2). D2 has a longer RD in comparison to D1 because of its stronger
building envelope. In addition, the implementation of batteries for both cases
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Table 5.2: Resilience metrics for D1 and D2 with batteries (WB) and without
batteries (WOB).

D1 D2
Metric WOB WB WOB WB
RD (h) 9 24 23 38
CS (◦C/h) 0.110 0.100 0.099 0.080
RS (◦C/h) 0.120 0.115 0.102 0.086

increases the robustness of the building, and the building lasts for a longer
time beyond the robustness margin. Based on Table 5.2, the battery im-
plementation slows down the temperature reduction process. On the other
hand, D2 has a slower CS in comparison to D1 because of higher U-values,
which indicates a longer time to cool down the building. Therefore, a stronger
envelope and the addition of a battery are effective design options for the
building to better absorb and adapt to the impact of a power failure. A
four-day power failure results in a 10.6 ◦C decrease from the setpoint tem-
perature for D1 without a battery and 9.6 ◦C with a battery. For D2, the
decrease is 8.6◦C and 7.7◦C, respectively, for the cases with and without the
battery.

The time required for a design to return to the setpoint temperature is
similar with and without the battery. Although the battery does not have
a direct impact during Phase III, the AoE is smaller, and the RS is slower
for both designs D1 and D2. Without batteries, the recovery time for D2

is longer than that of D1 because of the stronger building envelope in D2,
which means more time is needed to heat the building, and smaller AoE.

The combination of these two effects, make the recovery speed for D2

slower than D1. Finally, the EPL indicates how much of the performance
is lost considering both impact intensity and duration of the power failure,
as shown in Figure 5.3 for D1 and D2. The implementation of the battery
decreases the EPL in both cases because the AoE is reduced and the tem-
perature reduction process is delayed. Design D2 has less performance loss
than D1, owing to its stronger envelope that can better absorb the impact
of power failure.

The main issue with the current, developed metrics, which were adapted
from power resilience, is that they quantify resilience on the scale of one
thermal zone and cannot unfold resilience in the building level. Further-
more, most of these metrics focus on the evaluation of resilience in one of
the phases of the event. For example, CS and RS only relate to Phases II
and III of Figure 5.1, respectively. In addition, metrics such as EPL can
yield the same levels of resilience for different combinations of performance
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Figure 5.3: EPL for D1 and D2 with and without batteries.

and time. In other words, these kinds of metrics do not differentiate the im-
pact intensity and duration of the disruptive event. Therefore, adapting the
power resilience metrics to the building’s thermal performance is enhanced
with a new metric, the weighted unmet thermal performance (WUMTP),
as explained in the following section.

5.4 Developed methodology for thermal resilience
quantification

The WUMTP is a single metric that allows for the quantification of thermal
resilience on the building scale, focusing on multiple phases of a disruptive
event and considering the event’s intensity and duration. For these purposes,
changes are applied in the multi-phase resilience curve that we define in
section 5.2. First, in the new multi-phase resilience curve, we assume that the
phases occur between the start and end of the event, creating two phases for
the disruptive event—Phase I during the disruptive event and Phase II after
the disruptive event. In addition, the times before and after the disruptive
event are referred to as the initial and final states, respectively. The phases
and states are explained below:

• Initial state (0 ≤ t < t0): In the initial state, the building operates
based on the setpoint temperature (which is considered the target)
before the disruptive event. Based on the resilient building definition,
the building is preparing for the disruptive event in this state.

• Phase I (t0 ≤ t < t1): Phase I is between the initiation and the end
of the disruptive event, during which the indoor operative tempera-
ture usually decreases continuously. Based on the definition of resilient
building, the building absorbs the impact of and then adapts to the
disruptive event in this phase.

66



5.4. Developed methodology for thermal resilience quantification

 

 

 

 

 

Figure 5.4: Illustration of a multi-phase thermal resilience curve of a building for
the development of WUMTP.

• Phase II (t1 ≤ t < t2): Phase II starts at the end of the disruptive event
and lasts until the building reaches the same performance level as in
the initial state. During this phase, the indoor operative temperature
usually increases continuously. Based on the definition of the resilient
building, the building recovers from the disruptive event in this phase.

• Final state (t > t2): The final state begins after the building fully
recovers. In this state, the building operates based on the setpoint
temperature like in the initial state.

Based on the performance thresholds defined in Section 5.3, three per-
formance levels are created. Building temperatures between TSP and TRT

indicate an acceptable performance (acceptable level). Between TRT and
THT , the performance is at the habitable level, and any value less than THT

indicates an uninhabitable level. Each level is shown with a different color
in Figure 5.4.

To quantify building thermal resilience based on a multi-phase resilience
curve, a test framework is introduced in the following subsection, establish-
ing the requirements for thermal resilience quantification.

5.4.1 Resilience test framework

The developed test framework focuses on the evaluation of the effect of
a fixed-duration disruptive event on the building performance, and three
points are considered:
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• We need to define when the disruptive event happens (t0) and how
long will it last ( t1 − t0). In the suggested test framework, we assume
a fixed-duration disruptive event.

• The thermal performance of the building after the disruptive event,
i.e., during Phase II (t2 − t1), should be simulated to determine how
the building can recover. For the suggested test framework, we assume
Phase II lasts as long as Phase I to capture how the building recovers
from the disruptive event.

• The range of performance levels should be specified when developing
the test framework.

With the suggested test framework, the WUMTP measures the thermal re-
silience of the building with respect to changes in the building characteristics
(including building envelope and systems) and the occupants of the building.
The WUMTP focuses on the intensity and duration of the disruptive event,
which can be different in each phase and each performance level. Therefore,
the WUMTP is sensitive to deviations from the performance target in the
various regions of the multi-phase resilience curve. The quality of perfor-
mance deviation in the different regions can be differentiated with penalties
based on the following factors, which indicate the scope of WUMTP quan-
tification with respect to the event:

1. The phase of the event affects the WUMTP. The occupants’ tolerations
of the performance deviation during the disruptive event are more dif-
ficult in comparison to after the disturbance. This is a result of their
possible mental states during each phase. In Phase I, the temperature
continuously decreases while occupants face a pessimistic condition. In
contrast, in Phase II, the temperature increases continuously, and oc-
cupants experience an optimistic situation, which is easier to bear. The
application of the phase penalties yields different WUMTP calculations
for each phase.

2. The hazard level of the event differs among the three different per-
formance levels (acceptable, habitable, and uninhabitable). Thus, the
calculation of WUMTP in each level relies on different hazard level
penalties.

3. The exposure time to the event affects the WUMTP. Two sections—easy
and difficult exposure—are possible for each phase and level, in which
different exposure time penalties are applied.

5.4.2 WUMTP calculation

Penalties are defined for two phases, three performance levels, and two expo-
sure times, totaling 12 segments, as shown in Figure 5.5. The lighter version
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Figure 5.5: Illustration of the 12 segments in resilience test framework.

of each colors indicates the easy exposure sections, and the darker version
colors shows the difficult exposure sections in each level. Three penalty types
are considered for each segment: phase, hazard, and exposure-time penalties,
as detailed in Table 5.3. The assigned values for each penalty are based on
our logical assumptions. To the of best our knowledge, these penalties are
not thoroughly discussed in the literature, and establishing a set of penalties
still needs further attempts in the field of physiological research.

When defining the phase penalty, hazard level penalty, and exposure time
penalty for each segment, the segment placement is critical. For example, a
segment in Phase I receives a higher phase penalty in comparison to one in
Phase II. Regarding hazard level penalty, a segment in an uninhabitable level
is penalized more than a segment in the habitable level, which is penalized
more in comparison to one in the acceptable level. The phase penalty is
assigned as 0.6 for Phase I and 0.4 for Phase II. A hazard penalty of 0.1
is applied for an acceptable level and 0.2 and 0.7 for the habitable and
uninhabitable levels, respectively.

The exposure time penalty is different for each section in each level. For
comparable and informative results from the WUMTP calculation, note that
the exposure time penalty is not on the same scale as the two other penalties.
For example, in Phase I and the acceptable level, the assigned penalty for
S1 (easy exposure) is 2 and for S2 (difficult exposure) is 8. The summation
of exposure time penalties in each phase equals 100. The assigned penalties
can be easily changed based on the priorities of each phase, hazard level,
and exposure time.
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Table 5.3: Associated penalties for different segments inside the resilience test
framework.

Penalties
Segment Phase penalty (WP ) Hazard penalty (WH) Exposure time penalty (WE)
S1 0.6 0.1 2
S2 0.6 0.1 8
S3 0.6 0.2 10
S4 0.6 0.2 20
S5 0.6 0.7 20
S6 0.6 0.7 40
S7 0.4 0.7 40
S8 0.4 0.7 20
S9 0.4 0.2 20
S10 0.4 0.2 10
S11 0.4 0.1 8
S12 0.4 0.1 2

Considering the specified penalties in Table 5.3 and the area of each
segment resulting from the simulation-based test framework, the equation
for WUMTP (Degree.hours) for a single zone is as follows:

WUMTP =

12∑

i=1

SiWP,iWH,iWE,i (5.1)

where i is the segments number and Si is the area of segment i during
the occupancy hours, which is calculated based on the hourly indoor opera-
tive temperature obtained in the BPS. The variables WP,i,WH,i, and WE,i

represent the phase, hazard, and exposure-time penalties of the segment i,
respectively. Within each segment, only occupied hours are considered in
the calculation of the segment area. A building consists of various thermal
zones, and different performance levels can be defined based on standards
or the occupants’ desires for each zone. The WUMTP accounts for these
performance levels separately in each zone, but one overall metric is needed
to evaluate the overall building. Based on the calculated WUMTP for each
zone, the overall WUMTP (Degree.hours/m2) of the building can be calcu-
lated based on the following equation:

WUMTPOverall =

∑Z
z=1Az ×WUMTPz∑Z

z=1Az

(5.2)

where z is the building zone number, Z is the total number of zones in
the building, and Az is the area of each zone (m2).
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Figure 5.6: Steps of the resilience labeling methodology..

5.4.3 Resilience labeling

In this section, the WUMTP, as calculated in the previous section, is used
to rate the building in a specific resilience class. A similar approach as the
energy labelling is used (for more details, see Paper IV), as illustrated in
Figure 5.6. The first step is to select one ideal reference building design based
on the standards or regulations. The characteristics of this reference building
regarding building envelope, systems, occupancy schedules, and internal load
can be defined based on the recommendations from the country’s standards.
The second step is to select the building design to be rated for resilience. In
the third step, the building’s location is defined. Both the reference building
and the building of interest should be in the same place. In step 4, both the
reference building and the desired building are subjected to the same test
framework, i.e., the same disruptive event. Step 5 involves the selection of the
thermal performance levels for the different building zones. In steps 6 and 7,
the WUMTPoverall is calculated for both the reference and desired buildings.
The WUMTPoverall for the reference building is assumed to have a medium
WUMTP level of class C. In step 8, the resilience class index (RCI ) is
determined by dividing the WUMTPoverall of the reference building by the
WUMTPoverall of the desired building:

RCI =
WUMTPoverall,ref

WUMTPoverall
(5.3)

In step 9, the resilience class of the desired design is determined, as
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Table 5.4: Resilience classes for building.

<3.6 RCI Class A+

<2.4 RCI ≤ 3.6 Class A
<1.5 RCI ≤ 2.4 Class B
<0.9 RCI ≤ 1.5 Class C
<0.6 RCI ≤ 0.9 Class E

RCI ≤ 0.6 Class F

Table 5.5: Building element characteristics for the standard and passive designs.
Standard design (TEK17 standard) Passive design (Passive House standard)

Uwall[W/m2.K] 0.19 0.12
Uroof [W/m2.K] 0.13 0.09
Ufloor[W/m2.K] 0.1 0.08
Uwindow[W/m2.K] 0.8 0.8
Thermal bridge[W/m2.K] 0.07 0.03
Heat exchanger efficiency(%) 80 80
SFP ventilation [kW/m3.s] 1.5 1.5
Air leakage 50 Pa [Airchange/hr] 0.6 0.6

presented in Table 5.4, where the subdivisions are multiples of 0.3. The
range of class D is 0.3, but the ranges of classes C, B, and A increase to 0.6,
0.9, and 1.2, respectively. Therefore, improving from class B to A is more
difficult than switching from class C to B.

5.5 Application of the WUMTP on a case-study building

The developed methodology for the quantification and labeling of the build-
ing’s thermal resilience is tested on the same case-study building as described
in Chapter 3. Two designs are considered for this case-study building to eval-
uate thermal resilience. First, the “standard design” in this work, is based on
the conventional Norwegian building code from 2017 (TEK17) [92]. TEK17
is the current minimum energy requirement in Norway. The second design,
called “passive design” in this work, is based on the Norwegian passive house
standard NS3700 [135]. The building element characteristics for the TEK17
standard and passive house standard designs are shown in Table 5.5. The
following points are considered in the establishment of the test framework
for this case study.

• The building is all-electric, and the considered disruption is a power
failure. The power failure starts on a day with high heating demand
(January 14) and lasts for four full days. The duration of power failure
is based on iterative simulations, which showed how long of a power fail-
ure would move a reference building (based on Norwegian standards)
out of the habitability range.
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5.5. Application of the WUMTP on a case-study building

• The same duration (four days) is used for the simulation of the building
performance in Phase II.

• To gain a full perspective of building performance, the initial and final
states are simulated for one day. This means that the building perfor-
mance of the building is simulated for a total of ten days: one day in
the initial state, four days during the power failure, four days after the
power failure, and one day in the final state.

• The case-study building has three thermal zones, and the performance
levels for these thermal zones are different. The first temperature thresh-
old TSP is selected based on [95]. The second performance threshold
TRT differentiates performance between robust and non-robust. Based
on the recommendations of the World Health Organization (WHO)
[133], 18◦C is a safe and well-balancing temperature to protect the
health of general populations during cold seasons in countries with
temperate or cold climates. Therefore, 18◦C is selected as TRT for the
living room zone, which creates a 3.5◦C margin from the setpoint tem-
perature for the robust performance in the living room. The same mar-
gin was applied to other zones. The last performance threshold THT ,
which differentiates between habitable and uninhabitable conditions
for the occupant. A temperature of 15◦C is selected as the habitability
threshold for the living room based on a comprehensive review on the
effect of low temperatures on elderly morbidity [134], resulting in a 3◦C
margin from the robustness threshold for the habitable performance in
the living room. The same margin was applied to other zones. These as-
sumptions lead to the values reported in Table 5.6. It has been decided
to evaluate the thermal resilience in all of the thermal zones inside the
building, in order to evaluate the resilience of building as an asset with
less focus on how it is going to be implemented. It is obvious that in
the critical condition facing a disruptive event back-up facilities can be
implemented to heat essential rooms to save energy and keep the room
warm enough for a longer period.

• The literature shows that exposure of one to two hours to low temper-
atures, such as 10◦C [136], 11◦C [137], and 12 ◦C [138] (all of which
are in uninhabitable levels), has a significant impact on human health
[139]. Therefore, the easy exposure section in the uninhabitable level is
assumed to last for one hour, and the rest form the difficult exposure
section. For the habitable and acceptable levels, the duration of the
easy exposure sections are increased to two and three hours, respec-
tively.

With these assumptions for the case-study building, the multi-phase re-
silience curve in the living room zone for the two designs are as follows:
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Table 5.6: Three performance thresholds for different zones of the case-study build-
ing.

Zones
Performance level Living room Bedroom Bathroom
TSP (◦C) 21.5 18 23
TRT (◦C) 18 14.5 19.5
THT (◦C) 15 11.5 16.5
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Figure 5.7: Comparison of multi-phase resilience curve for the standard and passive
designs.

Figure 5.7 shows that the building envelope upgrade clearly has a huge
impact on the resilience curve and consequently on the WUMTP calcula-
tion and resilience class evaluation. The multi-phase resilience curve of the
standard design shows that this design experiences the uninhabitable level
in the case of a four-day power failure. In contrast, the passive house design
does not experience the uninhabitable level in the power failure in Oslo.
The minimum temperatures in the living room for the standard and passive
designs are approximately 11◦C and 15◦C, respectively. Despite this differ-
ence, the recovery times (the time to reach the setpoint temperature after
the power failure) are approximately the same for both cases. This means
that the recovery speed for passive design is slower than that of the standard
design.

The WUMTPoverall metric is calculated for the two building designs.
This metric is multi-zone, and three different thermal zones were in the
case-study building. Therefore, the suggested performance levels in Table
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5.6 are used for the calculation, as reported in Table 5.7 for the two designs.
The upgrade of the standard design to the passive design decreased the
WUMTPoverall by 80 degree-hours, a 71% reduction. Therefore, in the case
of power failure during the cold winter, the passive design performs more
closely to the targets compared to the standard design.

In this work, the suggested test framework and calculation of WUMTP
focuses on a cold event during winter. Hence, the WUMTP during sum-
mer was not evaluated here and is out of the scope of the considered test
framework. However, the event type can be changed to a hot event, such
as a heatwave, but the framework needs specific adjustment accordingly.
Although the passive design has a lower WUMTPoverall than the standard
design against a cold event, the situation may be different when a hot event
is implemented in the test framework.

The lower WUMTPoverall of the passive design in the current test frame-
work is expected regarding the performance of standard and passive designs,
as shown in the other works [37]. It should be noted that WUMTPoverall

benefits temperature as a performance indicator in this work and in conse-
quence the resiliency is being evaluated with respect to thermal performance.
This may not lead to resiliency with respect to other performance criteria
and if needed resiliency should be evaluated with respect to those criteria
separately. This may not lead to the resiliency with respect to other per-
formance criteria and resiliency need to be evaluated with respect to those
criteria separately. However, the developed test framework and calculation
of WUMTP can help designers and decision-makers compare different de-
signs and enhancement strategies, such as the addition of battery storage or
PV systems.

In resilience labeling, the design based on TEK 17 standard (standard
design) [92], which is the minimum requirement in Norway, is used as the
reference. The simulation of this design is conducted under the recommen-
dations of NS3031 standard [93] with respect to the internal loads and other
parameters. The RCI for the standard design is one, and its resilience is
placed in class C. The RCI of other designs is calculated by dividing the
WUMTPoverall of the reference design by that of the other designs. The
same building with the passive standards by itself is in resilience class A.
Therefore, if the standard design is upgraded to the passive design without
any other improvements, the resilience level improves by two levels (from
class C to A). The thermal resilience and resilience class are considered for
other designs with the resilience enhancement strategies and discussed in
detail in Paper IV.

Despite its scientific approach, the developed methodology can be eas-
ily used by different stakeholders involved in real projects, such as building
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Table 5.7: Calculated WUMTPoverall for the two designs of the case-study build-
ing.

Num Design WUMTPoverall (Degree.hours)
1 Standard 113
2 Passive 33

designers, engineers, decision-makers, and even building occupants. These
resilience quantification and labeling methods can be effective for building
designers and decision-makers to design resilient buildings to be prepared
for, absorb the impact of, adapt to, and recover from disruptive events. The
incorporation of thermal resilience labels in the design, planning, and op-
eration phases of existing and new buildings and the addition of labels in
energy performance certificates (EPCs) can be valuable. This information
can provide a better understanding of the building performance under dis-
ruptive events and facilitate a design selection that not only performs well
under design conditions but also withstands upcoming uncertainties.
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CHAPTER6
Conclusion And Future Work

Buildings do not behave with static performance during their operational
phases, and their performances vary with changes in internal or external
conditions. Dealing with these changes is challenging, but setting resilient
solutions helps protect building performance against changes and uncertain-
ties. The concept of resilience is not new, and it is widely applied in different
fields. However, for building design, resilience needs to be clearly defined,
and commonly agreed frameworks are required for its evaluation.

The work presented in this thesis spans the entire development of an
evaluation approach of building resilience, starting with the definition of
building resilience and identification of some of the resilience attributes in
the context of building performance and ending with the quantification of
resilience and its attributes. On a meta-level, this work attempts to pro-
tect building performance against upcoming changes (uncertainties). The
innovative impacts of the thesis are summarized in the next section.

6.1 Innovative impacts

The main outputs of this thesis are the definitions of resilience (Chapter
2) and metrics for the assessment of resilience and its attributes in the
context of building performance (Chapters 3, 4, and 5). These metrics were
developed in the four primary papers and used in collaboration with other
researchers in the supporting papers.

To obtain these outputs, the thesis first adapts the existing definitions of
resilience into the context of building performance by posing four questions,
which are focusing on resilience of what? resilience to what? resilience in
what state? resilience based on what? The answers to these questions cover
RQ1. It is defined that a building is resilient if able to prepare for, absorb,
adapt to, and recover from the disruptive event. In addition to the primary
papers, the efforts that have been done regarding the resilient building defini-
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tion in this work created a collaboration opportunity with “IEA EBC Annex
80 Resilient Cooling of Buildings,” which develops, assesses, and communi-
cates solutions of resilient cooling and overheating protection. The result of
this collaboration was published in a journal paper entitled “Resilient cooling
of buildings to protect against heat waves and power outages: Key concepts
and definition,” which is listed as the first supporting paper of this thesis.

In the second step, the uncertainties, changes, and disruptive events that
influence building performance during the operational phase are identified
and categorized based on a literature review, addressing RQ2.

After defining the concept of resilience in the context of building perfor-
mance and identifying possible changes that can influence building perfor-
mance, different resilience attributes that correspond to buildings are iden-
tified from the literature. Each attribute can impact building resilience with
specific abilities of a resilient building. Among these attributes, building ro-
bustness and flexibility are studied in more detail. Robustness and flexibility
improve building resilience by providing absorption and recovery abilities.
The evaluation of the resilience attributes and their relationships with the
abilities of the resilient building addresses the RQ3.

Finally, methodologies are proposed for the quantification of resilience
and its two attributes (i.e., robustness and flexibility). These methodologies
yield additional metrics that cover the performance gaps related to exist-
ing quantification metrics in the literature. This step answers RQ4. These
quantification methodologies are summarized as follows:

• The suggested methodology for robustness assessment involves the se-
lection of a high-performance and robust building design with a focus
on two performance perspectives. The proposed generic approach can
be implemented for case studies of various backgrounds. In this thesis,
a two-criteria (energy and comfort) robust design problem is assessed,
but the methodology can be extended to address more than two crite-
ria, as shown in collaboration with SINTEF, an independent research
organization in Norway. A result of this collaboration is a journal pa-
per submitted to the journal Energies, entitled, “Assessing responsive
building envelope designs through robustness-based multi-criteria de-
cision making in zero-emission buildings.” and listed as the third sup-
porting paper of his thesis. In this paper, the developed methodology
for the robustness assessment was tested for a real case-study building,
assessing three performance criteria: energy demand, thermal comfort,
and energy flexibility. The case-study building was the Zero Emission
Building Laboratory (ZEB-lab) office building located on the NTNU
university campus in Trondheim, Norway.

• The suggested methodology for the flexibility assessment focuses on
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sizing cost-effective batteries, which act as flexibility assets when they
store the shifted heat in response to dynamic pricing tariffs (as a DR
strategy). Furthermore, the methodology explores the trade-off be-
tween energy flexibility and survivability of all-electric buildings, which
is identified as a research gap.

• A methodology is suggested for the quantification of the thermal re-
silience of buildings and labeling of buildings regarding resilience level.
The thermal resilience quantification is based on a single metric, WUMTP,
which calculates the deviations from the thermal targets for the whole
building and penalizes them based on three factors: the phase, hazard
level, and the exposure time of the event. The developed methodology
gained interest from VTT (Technical Research Centre of Finland), and
the candidate’s research group will collaborate with VTT in continuing
this research.

The innovative contribution of the developed methodologies along with their
potential users (or future collaborators) and the results of the collaboration
are shown in Figure 6.1.

6.2 Limitations and future discovery

Defining resilience and the abilities and attributes of a resilient building
is a significant step toward the design of resilient buildings to decrease the
impact of changes and uncertainties on building performance. The developed
methodologies for the quantification of resilience and its attributes can help
benchmark the resilience level of different building designs and technologies.
However, these methodologies have limitations that should be mentioned:

Regarding the relationship between resilience and its attributes
This work attempts to qualitatively identify the effect of each attribute on
the abilities of the resilient building. Furthermore, Chapter 4 identifies the
trade-offs between flexibility and resilience. The trade-off has been evaluated
for different building designs and the best design is found to be dependent
on the preference of the decision-makers with respect to flexibility and re-
silience.

Clearly, the quantitative relationships between resilience attributes and
resilience itself are challenging to define and can be considered as a limita-
tion of this work. Therefore, the resilience attributes and their influences on
resilience should be studied in more detail in future works.

Regarding the scale of the work
All the assessments in this work focus on the building scale. However, in the
real world, buildings interact with each other and the connected grid. There-
fore, the evaluation of resilience and other attributes on larger scales, such
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as neighborhoods and communities, is of interest. Other useful parameters
may contribute to the resilience of buildings. For example, the application
of central storage systems on larger scales, such as community storage, and
their management can have a different impact than a single storage system
applied in a single building.

Regarding the adaptability of the developed metrics for other
events
The developed methodology for resilience quantification is a generic ap-
proach that can be used to assess building performance resilience. In this
work, the methodology is applied to evaluate performance resilience from
thermal and energy perspectives. However, other performance criteria such
as the hydrothermal performance of the building is not considered but is
a significant contributor to overall building performance. In addition, the
developed methodology for thermal resilience quantification focuses on the
quantification of the thermal resilience of residential buildings during cold
seasons. While it can be implemented for thermal resilience quantification,
wherever that there is a need for heating during cold seasons, but when it
comes to evaluation of thermal resilience during the hot season requires an
adjusted methodology. The evaluation of thermal resilience during hot and
humid weather is an example. Therefore, future work can focus on the ap-
plication of the developed methodology for the cooling season (summer) by
adapting factors, including the performance indicator, temperature thresh-
olds, and penalties. For example, this methodology only considers temper-
ature in the evaluation of thermal resilience, while other factors, such as
humidity, can also influence thermal resilience evaluation, demanding fur-
ther research.
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H I G H L I G H T S

• A novel approach is introduced for building performance robustness assessment.• Robustness assessment and decision making are integrated to select robust designs.• A case study is conducted to demonstrate the value of the approach.• Impacts of occupancy and weather scenario on building performance are analyzed.• Robustness of competitive designs with the same performance level are compared.• The results are compared to the Hurwicz criterion as a decision making method.
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A B S T R A C T

Considering the diverse uncertainties in building operations and external factors (i.e., occupancy and weather
scenarios that can impact a building’s energy and comfort), performance robustness has become as important as
the building performance itself. Selecting a robust and high performance building design is challenging, parti-
cularly when multiple performance criteria should be fulfilled. It requires performance evaluation, robustness
assessment, and multi-criteria decision making in three sequential steps. The current study introduces a new
robustness-based decision making approach that integrates the robustness assessment and decision making steps
and is more transparent than previously used approaches. The proposed approach normalizes each objective
function based on its defined target and combines them into one comprehensive indicator. Moreover, it penalizes
solutions that do not meet the targeted margins. The new approach is tested on a case study of a single-family
house, where eight competitive designs and 16 occupant and climate scenarios are investigated. Exhaustive
searches and sophisticated engineering analysis are applied to validate the logic behind the approach’s results. In
addition, a test framework is used to validate the reliability of the approach under different combinations of
scenarios. The results show that the proposed approach can select a high performance and robust building design
simultaneously with less analysis effort (no need for weighting the objectives nor for conducting a robustness
analysis for each objective separately) and with much trustworthy rate (selecting solution in comparison to the
defined targets and with less dependency on the scenario conditions) compared to one frequently used approach
(i.e., the Hurwicz criterion).

1. Introduction

1.1. Background

Improving the energy performance of buildings is an essential goal
in environmentally conscious societies. One of the actions that societies
take to achieve this is to establish stricter standards and requirements
for building components and performance [1]. Although there has been

an increase in the construction of environmentally friendly buildings,
these buildings do not always perform as expected, e.g., variations in
thermal comfort [2], energy, or costs [3]. Designers estimate how a
building should perform, but their estimates often deviate from the
actual energy consumption when the building is in operation because
uncertainties in the design or renovation phase are not adequately
considered. The notion of uncertainties in the building context can be
related to changes in the building environment, including climate
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changes [4], variations in occupant behaviour [5], and changes in
economic factors [6]. Uncertain environments are rarely considered in
the first steps of the design phase, so decisions based on these designs
will be sensitive to uncertainties, leading to a gap between the esti-
mated and observed energy performance [7]. Therefore, there is a need
to reduce the sensitivity of a building’s energy performance to an un-
certain environment. Reducing sensitivity to a changing environment
can be done by taking robustness assessment into account during the
design or renovation phase [8]. In this work, robustness is defined as
the ability of a building to perform effectively and remain within the
acceptable margins under the majority of possible changes in internal
and/or external environments. In the context of building energy per-
formance, robustness can be assessed using probabilistic approaches for
cases where the probabilities of uncertainties are known [9] and non-
probabilistic approaches where the probabilities of uncertainties are
unknown [10]. In the latter approach, the assessment is done based on a
scenario analysis, in which scenarios are implemented to formulate
alternatives with unknown probabilities [11]. The aim of using sce-
narios is to better understand the impact of uncertainties and to help
decision makers select designs that perform robustly under the un-
certainties [12]. There are different robustness assessment methods
based on scenario analysis that can aid decision makers in selecting a
robust design. Some examples include the max–min, best-case and
worst-case, and minimax regret methods [13]. Furthermore, some
studies use probabilistic approaches, such as assessing mean and stan-
dard deviation across scenarios [14].To select a high performance and
robust building design, three main steps should be followed [12]. The
first step is to evaluate the performance of the building based on the
results obtained from a building performance simulation (BPS). As a
building’s performance must respond to multiple criteria [15], as the
second step robustness is assessed regarding these criteria under various
uncertainties. Building performance robustness assessments can be ca-
tegorized as either single-criterion [16], or multi-criteria [17], where
the performance robustness of the building is assessed regarding one or
multiple performance criteria, respectively. For instance, energy ro-
bustness, comfort robustness, and cost robustness can be assessed for a
building. Multi-criteria robustness assessment requires the robustness
assessment to be repeated separately for each criterion, and the designs
selected as robust based on each criterion may not be the same [17]. In
the reported research, a design that is robust for energy consumption is
not robust for overheating, and one that is robust for overheating is not
robust for cost. Furthermore, it is important to consider the actual
performance of selected robust designs and compare them to the per-
formance targets; otherwise, the process can lead to unrealistic designs
[16]. Together with both single-criterion and multi-criteria robustness

assessments, a multi-criteria decision making (MCDM) step is used as
the third step for supporting decision-makers in selecting a robust and
high performance building design. The selection of this design in
MCDM is based on the trade-off between performance and corre-
sponding robustness. The Hurwicz criterion [17], Minimin, Laplace,
Wald [18], and Savage [16] are some examples of decision making
strategies that have been implemented to select a robust building de-
sign. Based on the preferences of decision-makers, the impacts of dif-
ferent types of performance robustness or actual performance of the
building can be prioritized by weighting them in the decision making
process. Weights and other preferences data aid decision makers in
tuning the selection of the best design (i.e., a high and robust perfor-
mance design). However, in practice, selecting a robust and high per-
formance design is a complicated and difficult task, particularly when
multiple and conflicting performance criteria should be fulfilled. As the
number of criteria and/or the conflicts among them increase, the de-
cision making step becomes more difficult and requires more experi-
ence in order to set the preference weights for each criterion [19].
Furthermore, in the existing literature, a high performance and robust
building design is selected by comparing different alternatives (i.e.,
building designs) to each other without comparing them with the per-
formance targets set by standards and regulations [17]. In this ap-
proach, the best alternative is defined based on the best alternative in
the design space (i.e., minimum or maximum of each performance
criterion), which may be undesirable in comparison with performance
targets. Furthermore, deviations of different alternatives from the per-
formance target can be necessary in some cases. At the same time, re-
peating robustness assessments focusing on different criteria can be
demanding from the computational point of view, especially in cases
with a huge number of designs and scenarios that need sampling
techniques.

1.2. Contribution of this paper

To bridge the abovementioned gaps, this paper introduces a com-
putational approach, the T-robust approach, that integrates a multi-
target robustness assessment into a multi-criteria decision making
(MCDM) process and includes performance targets when the decision is
being made. There are five main advantages to this approach:

• All assessed alternatives (i.e., building designs) are compared, not
only to each other but also to the performance targets set by stan-
dards and regulations.
• The performances of alternatives are defined (penalized) based on
deviations from the performance targets.

Nomenclature

AHP Analytical Hierarchy Process
ASHRAE The American Society of Heating, Refrigerating and Air-

Conditioning Engineers
ASHP Air source heat pump
BPS Building performance simulation
COP Coefficient of performance
DHW Domestic hot water
DM Decision making
EB Electric boiler
IWEC International Weather for Energy Calculations
KPI Key performance indicator(s)
LED Light emitting diode
MAUT Multi-Attribute Utility Theory
MCDM Multi-criteria decision making
PA Performance assessment
PCM Phase change material

RA Robustness assessment
TEK Norwegian building regulation
WWR Window to wall ratio
Am Maximum performance of design m across all scenarios
Bm Minimum performance of design m across all scenarios
Cn Minimum performance of each scenario
Di Best performance of all designs across all scenarios
H A( )i Hurwicz weighted average for alternative Ai
KPIi,rel Relative performance for indicator i
KPIm,n Performance of design m across scenario n
KPIi,m Robustness margin for indicator i
KPI¯ i Mean of performance indicator (i) across scenarios
PD Performance deviation
PR Performance regret
PS Performance spread
T Test condition
α Weighting preference
Ϭ Standard deviation
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• The performance targets are based on regulations, standards, laws
and can be adapted according to specific occupants’ needs.
• The robustness assessment is not repeated separately for each per-
formance criterion.
• Criteria preferences are automatically established in the decision
making process by including performance targets.

This approach can aid building performance decision makers in
selecting robust designs under possible uncertainties (possible sce-
narios). The integration of robustness assessment into the MCDM is
done by introducing a multi-target key performance indicator, which is
defined based on the design’s performance regarding two different
criteria. This indicator penalizes designs that do not meet the robust-
ness margins for different key performance indicators (KPIs). This
penalty differentiates between the solutions with performance less than
the robustness margin (called feasible solutions in this paper) and so-
lutions with performance greater than the robustness margin (called
infeasible solutions). The robustness margins for each KPI are defined
based on the requirements specified by regulations for each criterion.
The introduced approach is evaluated with four different robustness
assessment methods; three of them are non-probabilistic methods,
while the last is a probabilistic one. To validate the introduced ap-
proach, it was also compared with a commonly used MCDM approach
(the Hurwicz criterion) under a test framework. The test framework
consists of eight test conditions, which are different combinations of
implemented scenarios in the robustness assessment. The present ap-
proach can support designers and decision-makers in the design or re-
novation phase in identifying robust, high performance building de-
signs that meet requirements even under changing conditions.

The paper is organized as follows. Section 2 reviews existing multi-
criteria decision making methods in the field of building performance.
In addition, different robustness assessment methods that quantify the
impact of uncertainties are presented in this section. Section 3 describes
the steps toward the multi-target robustness-based decision making
approach and the test framework. In Section 4, the introduced approach
is demonstrated using a case study. The design options and future
scenarios, KPIs, and targets for each indicator are described in this
section. Section 5 analyses the results obtained from the introduced
approach and compares them with those from the Hurwicz decision
making method through the test framework. A summary of the meth-
odology, along with the main conclusions, is presented in Section 6.

2. Literature review

2.1. Review of multi-criteria decision making methods

In the building performance context, the best solution can be se-
lected based on a trade-off between performance and corresponding
robustness [17]. When considering multiple criteria, this can be
achieved using a framework that makes it possible to compare different
designs for various criteria. For such a comparison, the designs and
performance criteria are shown in a decision making matrix, and be-
cause assessed criteria have different dimensions, a criteria normal-
ization is applied. This allows different criteria to be translated to di-
mensionless criteria. In the next step, by applying preference weights to
each criterion, different alternatives are compared to each other and the
best one is selected based on an optimality function. This framework
can be obtained through “multi-criteria decision-making” (MCDM)
methods. These methods provide a solution to problems that are often
associated with a trade-off between the performances of available al-
ternatives under conflicting criteria. In the existing literature, MCDM
methods are applied in different fields including energy planning [20],
building performance simulation [21], and risk management [22].
Some examples are the Multi-Attribute Utility Theory (MAUT), Analy-
tical Hierarchy Process (AHP), Fuzzy Set Theory, Weighted Sum
Method, and Weighted Product Method. In the building performance

context, AHP and MAUT are two of the most commonly applied
methods in the literature. AHP is a well-known MCDM technique that
helps decision makers to integrate different criteria into a single overall
score for ranking decision alternatives through a pair-wise comparison
[23]. In the building performance context, AHP has been used to de-
velop a comprehensive indicator for indoor environment assessment
[24], to select intelligent building systems [25],to develop a housing
performance evaluation model that considers different criteria [26], to
rank and compare residential energy management control algorithms
[27], and to select an optimal phase change material (PCM) for a
ground source heat pump integrated with a PCM storage system [28].
The AHP method does not consider uncertainties. For this reason, Hopfe
et al. extended the classical AHP for use with uncertain information
[15]. The other commonly used MCDM method is “multi-attribute
utility theory,” which is a more precise methodology for incorporating
uncertainty into MCDM [29]. In this method, the overall value of al-
ternatives is defined in the form of a utility function based on a set of
attributes. Multi-attribute utility theory has been applied to select cost-
effective retrofit measures for existing UK housing stock under un-
certainty [30] and to perform a comparative assessment of energy ef-
ficiency alternatives with the aim of improving utility savings, and re-
ducing embodied energy and investment cost [31].There are also
several other well-known decision making approaches, such as the
Laplace [32], Wald [33], Hurwicz criterion [34], and Savage [35]
methods. For example, Raysanek et al. [36] used classical decision
theories like the Wald, Savage, and Hurwicz criterion approaches to
find the optimum building energy retrofits under technical and eco-
nomic uncertainty. In the context of robust design, Kotireddy et al.
implemented Savage [16] that allows decision makers to select a design
that has the least risk among alternative that are ranked based on re-
gret. They also used Hurwicz [17] to select a robust design for low-
energy buildings and consider decision makers attitudes toward risk.
Nikolaidou et al. [18] also used Laplace, Wald, and Savage to find ro-
bust optimal Pareto solutions under uncertainty. The weaknesses of
most of the methods that have been previously used to find high per-
formance and robust designs under uncertainty are as follows. First, one
of the criteria for finding a high performance robust design is the per-
formance (with respect to energy consumption, comfort, cost, etc.) of
each design across the assessed scenarios, which can be expressed by
different indicators such as, mean, median, standard deviation. This can
be confusing for a decision maker who wants to find the best indicator
to reflect the design performance across all scenarios. Moreover, the
concept of performance targets that are based on standards and reg-
ulations have not been used in previous studies, and the ideal alter-
native is determined based on the best performance (i.e., maximum and
minimum value among all alternatives). This is in contrast with reality,
in which the ideal alternative of some criteria does not have the
minimum or maximum value. Furthermore, finding the optimal pre-
ference criteria can be a difficult task, particularly when multiple
conflicting criteria should be fulfilled. In order to show the differences
between the proposed approach and previously used methods, the re-
sults of the proposed approach are compared with the results of ro-
bustness assessment and decision making based on the Hurwicz cri-
terion. This criterion states that the best alternative is the one located in
a middle ground between the extremes posed by the optimist and
pessimist criteria. The first step for the Hurwicz criterion is to calculate
a weighted-average return for each alternative. This calculation
averages the minimum and maximum of each alternative using α and 1-
α as weights; α (0 ≤ α ≤ 1) is the Hurwicz index and reflects the
decision-makers' personal attitude toward risk taking. A Hurwicz
weighted average can be calculated as below for each alternative (Ai):

= +H A
For positive flow payoffs:

( ) (maximum of row) (1 )(minimum of row)i

(1)

S. Homaei and M. Hamdy Applied Energy 267 (2020) 114868

3



= +H A

For negative flow payoffs:

( ) (minimum of row) (1 )(maximum of row)i

(2)

The best Hurwicz score is the one with the maximum H for positive-
flow payoffs and minimum H for negative-flow payoffs.

2.2. Introducing robustness assessment methods

The selection of robustness assessment methods is related to the
purpose of the study, the decision-makers, and their preferences [37].
In the building performance context, robustness assessment is done
with both probabilistic and non-probabilistic approaches. Hoes et al.
[38] were the first to investigate the Taguchi method, which uses the
signal-to-noise ratio value for decreasing variation in the signal (per-
formance) due to the noise (uncertainty) in the building performance
context. The robustness indicator implemented by Hoes et al. [38] is the
relative standard deviation, which is similar to the signal-to-noise ratio.
This indicator leads to designs that are robust for one performance in-
dicator and sensitive for others (e.g., overheating hours). The conclu-
sion of that study highlights the importance of considering the actual
performance in addition to the relative robustness. Different robustness
assessment methods have been implemented in the literature, such as
Chinazzo et al. [39], Buso et al. [40], Karjalainen [41] and Gang et al.
[42] implemented the spread of box plot (max–min), relative standard
deviation referred to the basic model, best-case and worst-case, and
minimax regret methods as robustness assessment methods respec-
tively. Scenario analysis is one of the most widely used methods for
robustness assessment. Some studies use probabilistic approaches such
as comparison of mean and standard deviation across scenarios [14].
Nik et al. [43]used the mean across scenarios as a robustness indicator
for robustness assessment of energy retrofits when considering climate
scenarios as a source of uncertainty. Hoes et al. [10] also used relative
standard deviation in the optimization of design robustness. This ap-
proach is questionable because the likelihood of occurrence of different
scenarios is unknown. Thus, considering the mean and standard de-
viation across all scenarios does not represent the impact of each sce-
nario, and the fluctuation between different scenarios will not be de-
picted. Furthermore, Li et al. [44] found that it is not suitable to adopt
the standard deviation of building annual or hourly energy demand as
an optimization objective function to select a robust optimal design of

zero/low energy buildings. Another option is implementing a non-
probabilistic approach with scenario analysis; for example, Kotireddy
[13] implemented three robustness assessment methods—max–min,
best-case and worst-case and minimax regret—with scenario analysis.
In the present paper, the same three non-probabilistic robustness as-
sessment methods (max–min method, best-case and worst-case method,
and minimax regret method) are implemented. These methods are
compared with one probabilistic method (mean and standard deviation
based on the Taguchi method) as a frequently used method. The im-
plemented robustness assessment methods are described below.

2.2.1. The Max-Min method
This method is based on the difference between the maximum

performance for each design (Am) and the minimum performance for
each design across all scenarios (Bm), as shown in Appendix I. The
design with the smallest difference is the most robust one. In this
method, the performance of a single design is only compared between
different scenarios, without comparison between different designs. This
indicator is calculated as in Eq. (3), in which PS is an abbreviation of
performance spread.

=PS A Bm m (3)

2.2.2. The best-case and worst-case method
This method is based on the difference between the maximum

performance of each design (Am) and the minimum performance of all
designs across all scenarios (D), as shown in Appendix I. The design that
has the smallest difference between these two factors is the most robust.
This indicator is calculated as below, in which PD is an abbreviation of
performance deviation.

=PD A Dm (4)

2.2.3. The minimax regret method
This method is based on the difference between the key perfor-

mance indicator (KPI) value for each design and the minimum perfor-
mance of each scenario across all designs (Cn). This indicator is calcu-
lated as below, in which PR is an abbreviation of performance regret
and KPImn represents the performance of design m under scenario n.

=PR KPI Cmn n (5)

Fig. 1. Diagram flow of the multi-target robustness-based decision making approach.
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The maximum performance regret represents the highest deviation
in each design, i.e., the largest difference between the worst perfor-
mance and the best performance. The most robust design is then the one
with the smallest maximum performance regret across all designs.
Appendix I shows the calculation of performance regret for designs
across all scenarios.

2.2.4. The mean and standard deviation based on the Taguchi method
In this method, mean and standard deviation are considered as ro-

bustness indicators. The most robust design is the design that has the
smallest variation (standard deviation) around the target performance
(mean) based on the Taguchi method, which is also called the Robust
Design Method. This method was used for the first time in product
development [45]. The calculation of this indicator is shown in Ap-
pendix I.

3. Methodology

This section is divided into two major parts. The first section will
focus on introducing the multi-target robustness-based decision making
approach, and the second section will focus on validating of this ap-
proach under different test conditions (various sets of scenarios) in a
test framework. Steps toward developing the approach are shown in
Fig. 1 and in more detail in the following subsections.

3.1. Multi-target robustness-based decision making approach (T-robust)

In this section, the robustness-based decision making approach,
which is called the T-robust approach in this paper, is introduced. This
approach integrates robustness assessment into the decision making
process. It considers multiple criteria for building performance and
applies penalties if the robustness margins for them are not met. There
are seven steps to this approach (Fig. 1), which are described below.

Step 1: Define designs and scenarios

Different possible designs for a building should be defined based on
the preferences of the stakeholders who are involved in the project.
Furthermore, designs are defined based on the building regulations and
requirements of each country [46]. Designers also need to define sce-
narios for formulating alternative future conditions, considering the
effects of various uncertainties in a building’s energy performance
during its lifespan. For instance, changes in occupant behaviour are one
of the significant factors that impact a building’s energy consumption
[47]. Other external factors can also have effects on building perfor-
mance, e.g., changes in climate conditions [48] and changes in eco-
nomic factors [36]. Robustness assessment should be evaluated across
the combination of all considered scenarios because the probability of
occurrence of any combination is unknown. This can lead to high
computational cost. The literature shows that different sampling stra-
tegies can be implemented in order to find samples that are re-
presentative of all scenario combinations [49].

Step 2: Define key performance indicators and stipulated targets

The performance of a building can be measured based on different

indicators. These indicators can be related to objectives that originated
from demands, such as energy consumption, thermal comfort, and cost.
Indicators can be defined based on the preferences of the decision-
makers involved in the building project or by considering the existing
risks and technical problems in the building. Furthermore, buildings
must meet specific requirements according to regulations [50], building
codes, and standards [51]. In this paper, requirements are called per-
formance targets, and the performance of the building under the design
conditions (reference scenario) should not exceed the performance
target. However, as stated before, the performance of buildings deviates
from the performance target during operation, and this is where the
robustness is needed. In order to evaluate robustness in this paper,
another concept is defined, which is called the robustness margin. Fig. 2
shows the difference between “the performance target” and “the ro-
bustness margin” for energy consumption. According to this figure, the
building will be robust from an energy perspective if its energy con-
sumption does not exceed the robustness margin. The arrows in Fig. 2
represent the changes that can occur during the building’s operation
and lead to an increase or decrease in its energy consumption.

Step 3. Define robustness assessment methods

The performance robustness of a building can be assessed by various
methods. These methods are introduced in Section 2.

Step 4. Simulate the performance of designs across all scenarios

In this step, the performance of each design across the formulated
scenarios is simulated in simulation software, and based on the defined
performance indicators, the results are extracted from the software.

Step 5. Calculate Multi-target KPI

In order to integrate the robustness assessment into the decision
making process, a new KPI is developed called a multi-target KPI (MT-
KPI). This KPI reflects the performance of the building regarding mul-
tiple criteria and penalizes the solutions that do not meet the robustness
margin. In this way, it can differentiate between feasible and infeasible
solutions. In the current paper, the development of the MT-KPI focuses
on only two performance indicators (energy and comfort), but it can
also be extended for more than two criteria. The vital point in the de-
finition of this KPI is considering the robustness margin (KPIi,m) for each
primary KPI for penalizing infeasible solutions. Considering KPIi,m, two
parameters can be defined as below, which represent the relative per-
formance of each indicator.

= × = ×KPI KPI100 100rel
KPI

KPI rel
KPI

KPI1, 2,m m
1

1,
2

2, (6)

Implementing the robustness margin leads to differentiating be-
tween the feasible solutions (KPIi < KPIi,m) and infeasible solutions
(KPIi > KPIi,m). Fig. 3 shows an example of the performance of a
building under 16 scenarios. Point (100,100) in Fig. 3 shows the re-
lative margin point, at which the performance of the building regarding
both indicators is equal to the robustness margin. Around the relative
margin point, four different performance zones are created, of which
two (i.e., zones 2 and 4) are feasible regarding one KPI and infeasible
regarding the other, one (zone 3) is feasible for both KPIs, and the last

Fig. 2. Conceptual illustration of performance target and robustness margin for energy consumption.
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zone (zone 1) is completely infeasible.
The calculation of the MT-KPI depends on the performance zones,

and is defined in Table 1. As can be seen from Fig. 3 and Table 1, in the
completely infeasible zone (zone 1), the MT-KPI is the sum of the KPIs’
difference with their corresponding robustness margins. This is applied
as a penalty for the infeasibility of both indicators. In the completely
feasible zone (zone 3), the MT-KPI is the sum of the inverted difference
between indicators and their corresponding robustness margins. In-
verting the differences is used in order to differentiate the feasible de-
signs. For the other two zones, which are feasible for one KPI and in-
feasible for the other (zones 2 and 4), a penalty is applied only for the
infeasible solutions, and the MT-KPI is defined based on Table 1.

Step 6. Carry out robustness assessment

In this step, the performance robustness of buildings is assessed with
the mentioned robustness indicators for the MT-KPI. Assessing robust-
ness using this KPI reflects not only robustness for multiple criteria but
also the actual performance of the building because of the incorporation
of the robustness margins in the definition of the MT-KPI.

Step 7. Make the decision

In this step, the best solution (i.e., high and robust performance
design) is chosen based on the results of the robustness assessment with
the MT-KPI.

3.2. The test framework

The combination of scenarios for a robustness assessment can vary
based on the knowledge of the designers. A combination of a huge

number of scenarios can lead to high computational costs. On the other
hand, decreasing the number of scenarios will remove some useful in-
formation, and this can affect the selection of a robust design. The lit-
erature shows that considering extreme scenarios (low–high scenarios)
can be sufficient for performance robustness assessment [49]. In order
to test the validation of the T-robust approach, a test framework was
developed. For this purpose, the robustness assessment in the previous
section was considered as input data, and the designs selected as robust
under different scenario combinations (test conditions) were compared,
as shown in Fig. 4. The steps of developing the test framework are
described below.

Step 1: Develop test conditions

To test the performance of the robustness assessment methods, test
conditions are needed. The original set of scenarios suggested for ro-
bustness assessment is called a reference test condition. This condition
is the most informative condition, and other test conditions have fewer
scenarios than the reference one. In the limited number of scenarios,
extreme scenarios (low–high scenarios) can be identified based on the
comparison of performance across scenarios. For cases with a high
number of scenarios, extreme scenarios can be found using special
sampling techniques [16]. In this study, test conditions were created
based on a random combination of extreme and non-extreme scenarios.
Notably, each test condition must have some extreme scenarios in order
to sufficiently assess robustness.

Step2: Repeat robustness-based decision making for each test con-
dition

In this step, the robustness assessment is repeated for the created
test conditions in order to determine how different robustness assess-
ment methods behave when the combination of scenarios is changed
from the reference condition to other test conditions.

4. Demonstration of the T-robust approach using a case study

A representative model of Norwegian single-family houses [52] was
chosen as the case study building. This model is based on representative
models in the IEEE project TABULA (Typology Approach for Building
Stock Energy Assessment) [53], which aimed to develop building
typologies for 13 European counties. A synthetic average building is
defined for each building type, whose characteristics are representative
of the most common features found in that building type based on the
best available knowledge. This building is a two-story building located
in Oslo with a floor area of 162.40 m2, and is divided into three zones in
a detailed model in IDA Indoor Climate and Energy software (IDA-ICE)
[54] which is validated using the BESTEST: Test Procedures [55]. The
zones consist of a representative day room (i.e., a combined zone for
living room, kitchen, and entrance), bedroom, and bathroom. Occu-
pancy schedules, domestic hot water distribution, and internal gains are
derived from Nord et al. [56]. The building envelopes, window to wall
ratio, and building energy systems (heating system, ventilation system,
and DHW generation system) are considered as design options and will
vary between eight competitive designs. Heating set-points, window
opening, and shading strategies are considered as scenario parameters

Fig. 3. Illustration of the performance zones of one design under 16 possible
scenarios.

Table 1
Calculation of MT-KPI in different performance zones.

Num Performance zone Feasibility Mt-KPI

1 KPI1,rel > 100 and KPI2,rel > 100 Completely infeasible (KPI1,rel-100) + (KPI2,rel-100)
2 KPI1,rel > 100 and KPI2,rel ≤ 100 Feasible for KPI2 (KPI1,rel-100) + (1/(100-KPI2,rel))
3 KPI1,rel ≤ 100 and KPI2,rel ≤ 100 Completely feasible (1/(100-KPI1,rel)) + (1/(100-KPI2,rel))
4 KPI1,rel ≤ 100 and KPI2,rel > 100 Feasible for KPI1 (1/(100-KPI1,rel)) + (KPI2,rel-100)
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and 16 scenarios are created, which will be explained in the upcoming
sections. Fig. 5 shows a screenshot of the IDA-ICE model and the
building layout, which has a window to wall ratio of 30%. Steps toward
the T-robust approach and test framework are described below for the
considered case study.

4.1. Description of case study

4.1.1. Design variants and scenarios
4.1.1.1. Competitive designs. In this study, eight design configurations

are considered for the case study building. The same energy and
thermal comfort targets are set for all of the design configurations
under the reference scenario (S1). This creates the opportunity to
compare the robustness of designs with the same performance targets
across the considered scenarios. The target set for annual energy
consumption is 110 KWh/m2 based on the TEK17 standard [50]. For
thermal comfort, the number of unacceptable hours (including
underheating and overheating hours based on the TEK17 standard)
should not exceed 5% of occupied hours. To achieve these energy and
thermal comfort targets, the building envelope, window to wall ratio,

Reference condition (T0)

1

2

Robustness- based 
decision-making(Fig.1)

Test condition  (T1)
Test condition (T2)

...
Test condition  (TN)

Robust design in T0

Robust design in T1

Robust design in T2

...

Robust design in TN

Fig. 4. Flow diagram of the test framework.

Fig. 5. Layout and appearance of a representative single-family house with a floor area of ca. 162 m2.
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and energy systems are considered as design options for the competitive
designs. For example, the targets can be achieved by combining the
envelope with low insulation and very efficient energy and ventilation
systems. In contrast, another design can achieve the targets via a highly
insulated envelope and less efficient ventilation and energy systems.
However, targets are met only in the reference scenario, and when
uncertainties arise, designs can have different magnitudes of
performance deviations from the energy and comfort targets. Hence,
the robustness margin is considered in the definition of the MT-KPI in
order to select a design based on both its actual performance and
performance robustness. Table2 shows the details of the designs and the
assessed KPIs under the reference scenario (S1). The building envelope
of D1 is based on the TEK17 standard, the current minimum
requirement in Norway [50]. In the building envelope, the U-values
of the floor, walls, and roof, infiltration, and thermal bridges are
variable, and the overall U-value shows the effect of these changes. Two
WWR values are considered in the design options. The heating system
options are an electric boiler and an air source heat pump with a COP
(coefficient of performance) of 3.2 under the rating condition. The heat
emitter are electric radiators in the living room and bedroom and
electric floor heating in the bathroom. It should be noted that in the
designs with the air source heat pump, the heat pump is used in
combination with an electric boiler, which is used to generate heat for
the electric floor heating in the bathroom. Options for the ventilation
system are balanced mechanical ventilation with a heat recovery unit
that has an efficiency of 80% and mechanical exhaust ventilation
without a heat recovery unit. Domestic hot water in the building is
generated with the electric boiler, but in some of the designs (i.e., D2
and D6), in order to compensate for the high energy consumption due to
other design options, an auxiliary solar thermal collector is added. For
lighting, in most of the designs, typical lighting (luminous efficacy of
12 W/m) is implemented, but in the designs with high energy demand
(i.e., D2 and D6), LED light (luminous efficacy of 60 W/m) is used in
order to keep the total energy demand lower.

4.1.1.2. Scenarios. The scenarios that are considered in this paper
include two groups of parameters: occupant behaviour and climate
scenarios. The eight occupant behaviours consist of eight possible
combinations of two heating setpoints, two window opening
strategies, and two window shading strategies. In the climate group,
two climate scenarios are considered, which leads to a total of 16
scenarios. Table 3 summarizes the scenario parameters and
combinations of them across the 16 scenarios.

i. Heating setpoints

The first option for heating setpoint is taken from [52]. In order to
create an option with more heating use, heating setpoints are increased
in the second scenario based on the survey data taken from [57].

ii. Window shading strategies

The first window shading strategy, taken from [52], is based only on
temperature control. This strategy creates a moderate usage of lighting
and moderate solar gain. The second scenario increases the shaded time
during the day, leading to more lighting use and less solar gains from
the window.

iii. Window opening strategies

The first window opening strategy is based on [58], and is adapted
with the Norwegian scale. The second option is a hybrid option that
uses the first option for window opening in the day room and bathroom.
In contrast, in the bedroom, which faces more overheating, it uses the
upper limits of the adaptive temperature limits proposed by [59] and is
developed by a macro control in IDA ICE. This reflects a group of oc-
cupants who prefer a lower inside temperature.

iv. Climate scenarios

To consider the effect of climate uncertainties, two climate files
from The American Society of Heating, Refrigerating and Air-
Conditioning Engineers (ASHRAE), IWEC and IWEC2, are used from the
library of IDA ICE [54]. The IWEC file is derived from up to 18 years of
DATSAV3 hourly weather data from 227 locations, originally archived
at the National Climatic Data Center (NCDC), and the IWEC2 file is
derived from Integrated Surface Hourly (ISH) weather data for 3012
locations, also originally archived at the NCDC. Direct radiation para-
meters in the IWEC weather file have a strong negative bias of approx.
20 to 40% for Northern Europe [60]. The difference between dry-bulb
temperature and direct normal radiation in the IWEC and IWEC2
weather files is shown in Fig. 6. These are the parameters with the
strongest effects on the simulation results regarding energy consump-
tion and thermal comfort, and for this reason, other parameters (e.g.,
relative humidity, etc.) are not compared in this paper.

4.1.2. Simulation model validation
The simulated model is validated using two different approaches.

The first approach is to compare the amount of annual energy con-
sumption to the calculated value based on the TEK 17 standard [50].
The comparison shows that if the model implements all of the re-
quirements of TEK 17 standard (D1 in the considered case study), it can
meet the targeted value for annual energy consumption based on that
standard, which is 110 KWh/m2 for the considered case study. Fur-
thermore, the annual energy consumption is compared with that of a
similar building from [61]. Karlsen et al. [61] evaluated the annual
energy consumption of a Norwegian single family house with two dif-
ferent envelope levels: typical ’60 s buildings and TEK 17 standards.
Their results show that the range of energy consumption for the Nor-
wegian single-family house based on the TEK 17 standard and without
electric vehicles is varing from 100 to 200 KWh/m2. This is in line with
the estimated energy consumption for the current case study, which is
110 KWh/m2. The second approach focuses on the energy use of

Table 2
Details of the eight competitive designs considered in the case study demonstration.

Designs
Design parameters D1 D2 D3 D4 D5 D6 D7 D8

Overall U-value (W/m2. k) 0.31 0.25 0.43 0.36 0.33 0.29 0.51 0.44
WWR (%) 30 30 30 30 40 40 40 40
Heating system EB EB ASHP + EB ASHP + EB EB EB ASHP + EB ASHP + EB
Ventilation system Balanced Exhausted Balanced Exhausted Balanced Exhausted Balanced Exhausted
Solar domestic hot water system size (m2) 0 5 0 0 5 0 0
Lighting Typical LED Typical Typical Typical LED Typical Typical
KPIs D1 D2 D3 D4 D5 D6 D7 D8
Total energy consumption (KWh/m2) 110 110 110 110 110 110 110 110
Unacceptable hours (hr) 18 15 12 188 18 3 75 334

ASHP: Air source heat pump, EB: Electric boiler.
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internal gains. Norwegian standard SN/TS 30301:2016 [46], which was
developed for the calculation of the energy performance of buildings
with standardized requirements, considers internal gains as fixed
average values per square meter of the building which is shown in
Appendix II. In the considered simulation model, these values are based
on realistic values for each zone in order to increase the reliability of
the energy demand profile in the model. In this validation approach, the
energy consumption caused by realistic schedules is compared with the
fixed values from the standard. The comparison shows that the range of
simulation results is close to the reference values (Appendix II).

4.1.3. Performance indicators and stipulated targets
A building’s performance robustness may be evaluated in terms of

different key performance indicators. In this paper, it is evaluated for
two KPIs, annual energy consumption and thermal comfort, the latter of
which is evaluated in terms of unacceptable comfort level hours.

i. Total energy consumption

Total net specific energy use, which includes space heating, heating
for ventilation air, space cooling, domestic hot water, ventilation,
lighting systems, and appliances, is considered as the first performance
indicator. TEK17 (the current minimum energy requirements in
Norway) states that the total net specific energy use for a single-family
house is derived from the following equation [50]:

= +

Total net specific energy use

100 1600
heated gross internal area

(KWh/m )2
(7)

Considering this equation, total energy use for the case study
building shall not exceed 110 KWh/m2. This target is the one that all
eight designs should not exceed under the reference scenario. As stated
before, infeasible solutions are penalized based on the robustness

margin in the definition of the multi- target KPI. In this paper, the ro-
bustness margin allows 5% tolerance from the energy consumption
target (110 KWh/m2), which sets115 KWh/m2 as the robustness
margin.

ii. Thermal comfort (unacceptable hours)

Energy-robust buildings are only effective when the users of the
building feel comfortable. This leads us to adopt thermal comfort as the
second performance indicator in this paper, which is only evaluated for
the bedroom zone. TEK17 recommends an operative temperature be-
tween 16 and 26 °C (289.15 and 299.15 K) for bedrooms in Norway
[50]. Unacceptable hours include both overheating hours
(Tindoor > 26 °C, 299.15 K) and underheating hours (Tindoor < 26 °C,
299.15 K). In this paper, the indoor temperature should not fall outside
of TEK17′s comfort range for more than 5% of occupied hours. Fur-
thermore, the robustness margin allows 5% tolerance from this limit for
a solution to be considered feasible.

4.2. Validation under the test framework

Since excluding extreme scenarios may lead to designs that are more
sensitive to change, all of the created test conditions should include
some extreme scenarios. For this reason, test conditions are a combi-
nation of random extreme and random non-extreme scenarios. Because
there are limited numbers of scenarios in this paper, extreme scenarios
were identified by observing and comparing the performance across
scenarios, as can be seen in Fig. 7. Extreme scenarios that lead to the
same robust design as all scenarios are S6, S9, and S11 for energy con-
sumption and S1, S8, S12, S13, and S16 for thermal comfort. Since the
case study for this paper is a heating-dominated building, a large por-
tion of the unacceptable hours is related to underheating hours. The
combination of underheating and overheating hours makes the identi-
fication of extreme scenarios more complex. Fig. 8 represents the

Table 3
Summary of the considered occupant behaviour and climate parameters and their combinations in the 16 considered scenarios.

Scenarios

Parameter Options 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Heating setpoint 1) Bedroom, Living room, bathroom 18 ,21.5 ,23 °C (291.15, 294.65, 296.15 K) × × × × × × × ×
2) Bedroom, Living room, bathroom 20 ,23 ,23 °C (293.15, 296.15, 296.16 K) × × × × × × × ×

Window shading 1) Shading control On if Tindoor > 23 °C (296.15 K) × × × × × × × ×
2) Shading control On if radiation above 100 W/m2 × × × × × × × ×

Window opening 1) Open if Tindoor > Tout and Tindoor > 23 °C (296.15 K) for windows in all zones × × × × × × × ×
2) Open if Tindoor > Tout and Tindoor > 23 °C (296.15 K) for day room and
bathroomOpen based on adaptive thermal model limits for bedroom

× × × × × × × ×

Climate 1) IWEC × × × × × × × ×
2) IWEC2 × × × × × × × ×

Fig. 6. Temperature and radiation differences in the IWEC and IWEC2 weather files.
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Fig. 7. Predicted performance (total energy consumption and unacceptable hours) of eight competitive designs across all scenarios.

Fig. 8. Comparison of performance of eight competitive designs for combinations of all scenarios and extreme scenarios. The solid box represents all scenarios, and
the hatched box represents extreme scenarios (S6, S9, and S11 for total energy consumption and S1, S8, S12, S13, and S16 for unacceptable hours).
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comparison of building design performances from the energy and
comfort perspectives for all scenarios and for extreme scenarios. As can
be seen, the range of predicted performance with extreme scenarios is
the same as the predicted performance across all scenarios. This shows
that a test condition without any extreme scenarios cannot be sufficient
for testing the performance of robustness assessment methods. So, in
addition to the reference test condition (16 scenarios), eight test con-
ditions are developed in this paper. The first test condition consists of
all extreme scenarios, and the other test conditions consist of four
random extreme scenarios and four random non-extreme scenarios.
These combinations are shown in Table 4. Finally, robustness-based
decision making was assessed for all developed test conditions with four
proposed robustness assessment methods.

5. Results and discussion

5.1. Performance assessment for considered scenarios

Fig. 9 represents the variations in total energy consumption and
unacceptable hours for the eight designs across the considered sce-
narios. The ranges of the boxes indicate the distribution of performance
indicators. It can be inferred from Fig. 9 that the performance range of
the designs with the electric boiler (D1, D2, D5, D6) is entirely different
from that of the designs with the air source heat pump (D3, D4, D7, D8).
D3 has better predicted energy performance, and D4 has the least var-
iation in total energy consumption. So, it is not easy to determine which
of them is the best design if total energy consumption is prioritized. If
unacceptable hours are prioritized, it can be noted that D1 has better
performance and D6 has the least variation. Fig. 9 shows that the de-
signs with the air source heat pump (D3, D4, D7, D8) exhibit significant
variation in the number of unacceptable hours. This is because the
decrease in heat pump’s COP (coefficient of performance) on cold
winter days leads to more underheating hours during winter operation.
So, if uncertainties are not considered in the performance prediction,
the decision making process can select designs that lead to more un-
derheating hours during winter operation. It can be concluded that
selecting the best design based on performance cannot be achieved
easily because some designs perform well but with significant variation
across scenarios. So, robustness assessment is needed to facilitate the
selection of designs that are robust under uncertainties and also have
optimal actual performance.

5.2. Robustness assessment and robust design selection

In this section, the robust designs selected for the case study are
compared based on four robustness assessment methods using two ap-
proaches:

• Choosing the best design based on robustness assessment and the
decision making steps (Hurwicz criterion approach is used for the
decision making step here.)
• Multi-target robustness-based decision making approach (T-robust
approach)

5.2.1. Decision making based on the Hurwicz criterion
In this approach, first, robustness assessments are performed sepa-

rately for total energy consumption and for unacceptable hours. Then,
the design that is robust regarding both criteria is selected in a decision
making step based on the Hurwicz criterion, with equal prioritization of
energy and comfort. The robustness of the eight designs is calculated
using the four robustness assessment methods in Fig. 10. It can be seen
that for both KPIs, there are two trends among the robustness assess-
ment methods. First, the spreads using the max–min method and
standard deviation follow the same trend. This is because both of these
robustness indicators are calculated based on the variation. Second, the
maximum regret using the minimax regret method, the deviation using

the best-case worst-case method and the mean follow the same trend
because all define robustness with respect to the optimal performance.
Furthermore, it should be noted that considering the mean by itself
cannot be a good indicator for selecting the robust design because that
does not reflect the fluctuation across different scenarios. For this
reason, the mean and standard deviation in the Taguchi method is
considered as a robustness indicator in this paper. It can be inferred
from Fig. 10 that D4 is the most robust design regarding total energy
consumption for the max–min, best-case and worst-case, and Taguchi
methods, but the minimax regret method selects D3 as the robust de-
sign. This is in line with what the literature states about the max–min
and best-case worst-case methods as conservative approaches and the
minimax regret method as a less conservative approach [13]. In this
case, D4 is a design that can exhibit the best performance even in ex-
treme cases, and for this reason, it is selected by the conservative ap-
proaches. Similarly, comparing the robustness of unacceptable hours, it
can be found that the max–min, best-case and worst-case, and Taguchi
methods select designs D5 and D6, which have better performance even
in extreme cases, and the minimax regret method selects D1, which is
less conservative. In order to select a robust and high performance
design regarding both criteria, a decision making approach using a
neutral Hurwicz criterion (α = 0.5) is implemented. For this decision
making, the actual performances regarding both KPIs and their corre-
sponding robustness values are normalized, and a design score is cal-
culated based on the following equation:

= +H A( ) (maximum of row) (1 )(minimum of row)i (8)

It should be noted that in this paper, all actual performance and
corresponding robustness values are prioritized equally to simplify the
demonstration. The design scores for all robustness assessment methods
are calculated and presented in Fig. 11. The most robust design is the
design with the highest score. It can be observed from Fig. 11.a that D1
is the most robust design using the max–min method and D3 is the most
robust design using the best-case and worst-case, minimax regret, and
Taguchi methods. It can also be seen that without prioritizing the
performance criteria, the max–min method selects a design that per-
forms better for unacceptable hours (D1), and the other methods select
a design (D3) that performs better from the energy consumption per-
spective.

5.2.2. Multi-target robustness-based decision making
In this section, the results of the T-robust approach are presented. In

this approach, based on the definition, MT-KPI differentiates between
feasible and infeasible designs by considering the robustness margin.
The results of the robustness assessment with MT-KPI are shown in
Fig. 11.b, which indicates that the most robust designs regarding MT-
KPI are D1 for the max–min method and D2 for the best-case worst-case,
minimax regret and Taguchi methods. D1 is a design that has better
performance for MT-KPI even in extreme scenarios, and the selected
designs show that regarding the MT-KPI, the max–min method selects
the most robust design using a conservative approach. The max–min
method selects D1 in both the Hurwicz decision making and the T-

Table 4
Details of scenario combinations of the eight considered test conditions.

Test condition Number of
scenarios

Extreme scenarios Non-extreme
scenarios

1 8 S1, S6, S8, S9, S11,
S12, S13, S16

–

2 8 S1, S6, S13, S16 S2, S3, S14, S15
3 8 S8, S9, S11, S12 S2, S5, S7, S10
4 8 S1, S6, S8, S9 S2, S3, S4, S7
5 8 S11, S12, S13, S16 S2, S3, S10, S14
6 8 S1, S6, S11, S12 S5, S7, S10, S15
7 8 S6, S9, S13, S16 S4, S5, S14, S15
8 8 S1, S8, S9, S12 S2, S3, S7, S10
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robust approaches; however, for the other indicators, the design se-
lected using the Hurwicz method is D3, but the one selected using the T-
robust approach is D2. In the T-robust approach, the preferences are
automatically incorporated into the MT-KPI by using a robustness
margin. Selecting designs D1 and D2 in the T-robust approach shows
that the comfort criterion is prioritized in the robust design selection.
This is in contrast with the designs selected using the Hurwicz criterion,
in which all performance indicators are equally prioritized. In order to
test the validity of the designs selected in the implemented approaches
using different robustness assessment methods, the test framework was
developed. The results for this test are represented in the next section.

5.3. Test results

As stated earlier, eight test conditions were generated in addition to
the reference condition (T0). The robustness assessment was repeated
under the test conditions, and the results are shown in Table 5 for total
energy consumption and unacceptable hours, respectively. It can be

observed from this table that the design selected as most robust by all
robustness assessment methods is repeated in conditions T1, T2 T4, T6,
and T7 for total energy consumption. In contrast, the designs selected as
robust by the best-case worst-case method and the Taguchi method vary
under conditions T3, T5, and T8. So, for total energy consumption, the
max–min and the minimax regret robustness indicators selected the
same robust design across all generated test conditions. For the un-
acceptable hours, the T1 and T8 test conditions resulted in the selection
of the same robust design as the reference condition for all robustness
indictors. It can be inferred from Table 5 that the best-case worst-case
and Taguchi methods selected the same robust design across all test
conditions for unacceptable hours. A comparison of the robustness as-
sessments for total energy consumption and unacceptable hours shows
that one robustness assessment method can select the same design
across all test conditions for one KPI but select different designs for the
second KPI. For example, in this case study, the max–min method se-
lects the same design across all test conditions for total energy con-
sumption but different designs for unacceptable hours. Furthermore,

Fig. 9. Variation of total energy consumption and unacceptable hours for eight competitive designs across considered scenarios.

Fig. 10. Robustness of total energy consumption and unacceptable hours using different robustness assessment methods for eight designs across considered scenarios.
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between the implemented robustness methods, the Taguchi method
selects different designs across test conditions regarding both total en-
ergy consumption and unacceptable hours. This shows that the Taguchi
method is the most sensitive one regarding test conditions.

Table 6 shows the robust designs selected by the Hurwicz criterion
and the T-robust approach across test conditions. The same designs that
are selected as most robust by each robustness assessment methods
under the Hurwicz criterion are also selected for conditions T1, T4, and
T7. No robustness assessment method generates the same result across
every test condition in the Hurwicz decision making process, high-
lighting the complexity of the decision making process, which takes
both indicators and their corresponding robustness into account. Even
though there are some robustness assessment methods that perform
consistently under different test conditions for individual KPIs, the
design selected in the different test conditions is not the same when it
comes to the decision making step. In the Hurwicz decision making
process, D1 is the most-selected design by the max–min method, and D3
is the most-selected design by the other three methods. This is in line
with the designs selected in the reference condition. Furthermore, the
two designs selected most often by all methods across all test condi-
tions, which are called the first and second dominant designs, are D3

and D1 for decision making based on the Hurwicz criterion. Regarding
the T-robust approach, it can be observed that in this approach, as in
the previous one, no assessment method selects the same design across
all test conditions. In test conditions T3 and T4, all robustness assess-
ment methods select the same design that they do in the reference test
condition. The most-selected designs are D1 for the max–min method
and D2 for the other three methods. In this approach, the designs se-
lected most often by each robustness assessment method are again in
line with the designs selected in the reference condition. In the T-robust
approach, the first and second dominant designs are D2 and D3, re-
spectively.

The differences between the two decision making approaches that
can lead to diversity between the selected robust designs are summar-
ized in Table 7. As can be seen from this table, the T-robust approach
decreases the number of steps needed to find the best design from three
to two steps by integrating the robustness assessment and decision
making steps. Furthermore, the T-robust approach only assesses ro-
bustness for MT-KPI, instead of assessing it separately for energy and
comfort. Performance and corresponding robustness in the Hurwicz
criterion are normalized regarding the maximum performance among
the alternatives. This makes the Hurwicz criterion dependent on the

Fig. 11. (a) Design scores calculated using the Hurwicz criterion considering both performance indicators and corresponding robustness with different robustness
assessment methods; (b) robustness calculated using the T-robust approach with different assessment methods.

Table 5
Designs selected as robust regarding total energy consumption and unacceptable hours under test conditions.

Total energy consumption Unacceptable hours

Test conditions Max-min Best-case worst-case Minimax regret Taguchi Max-min Best-case worst-case Minimax regret Taguchi

T0 D4 D4 D3 D4 D5 D6 D1 D6
T1 D4 D4 D3 D4 D5 D6 D6 D6
T2 D4 D4 D3 D4 D6 D6 D1 D6
T3 D4 D3 D3 D3 D5 D6 D1 D1
T4 D4 D4 D3 D4 D6 D6 D6 D6
T5 D4 D3 D3 D3 D6 D6 D6 D6
T6 D4 D4 D3 D4 D5 D6 D6 D6
T7 D4 D4 D3 D4 D6 D6 D6 D6
T8 D4 D3 D3 D3 D5 D6 D1 D6
Most selected D4 D4 D3 D4 D5 D6 D1 D6
Dominant design D4 D6
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combination of performances in the solution space, and if the perfor-
mance in the solution space change, the normalization process will be
changed, which will affect the selected designs. In the T-robust ap-
proach, the normalization process is based on the performance targets
and it does not vary with the changes in the combination of perfor-
mances in the solution space. The last difference is related to the se-
lection basis. In T-robust approach, the best design is selected by the
integration of performance targets in the robustness assessment and
there is no need for preferences in order to weight various criteria. This
is exactly in contrast with the Hurwicz approach, where preference
weights are needed for selecting the best design. For example, in the
current case study, the energy and comfort criteria are weighted
equally, and this can be one reason for differences between the designs
selected by the two approaches. In order to validate the logic behind the
selected designs and compare the dominant designs identified by the
two approaches, the designs were ranked in an exhaustive search based
on their physical meaning, as described in the next section.

5.4. Selection of the best design with an exhaustive search

In this section, the designs selected as robust using the Hurwicz
criterion and T-robust approaches were compared via an exhaustive
search. A limited number of designs was considered for the case study
building in order to be able to analyse them with the exhaustive search
and engineering knowledge. It is remarkable that in both approaches,
designs D1, D2, D3, and D6 are selected by robustness assessment
methods under different test conditions, but the dominant design in the
Hurwicz criterion is not the same as in the T-robust approach. This
difference can be attributed to the approach of quantifying the MT-KPI,

which takes a robustness margin into account and differentiates be-
tween feasible and infeasible solutions. This differentiation is done by
penalizing infeasible solutions in the definition of the MT-KPI. To make
the penalizing process more understandable, an exhaustive search was
implemented for the proposed designs based on two performance cri-
teria.

It should be noted that the exhaustive search could be done for this
case study because it has a limited number of designs, but in cases with
a large number of designs, it would be a tedious task to make a ranking
based on design physical meaning and trade-off between different
performance perspectives. This can lead to computational and practical
difficulties. Furthermore, this search requires a deep understanding of
the physical meaning of each design and expert knowledge. First, the
most influential design options that can affect total energy consumption
and thermal comfort were identified based on the physical meanings of
designs. Then, the designs were ranked based on those options. The
ranking is summarized in Table 8. Based on the evaluation of the si-
mulation results (Figs. 8 and 9), the most influential design option for
total energy consumption is implementing the electric boiler (D1, D2,
D5, D6), and its effect is stronger when there is no solar thermal col-
lector for generating hot water, which occurs in designs D1 and D5. On
the other hand, designs with a higher U-value and larger WWR lead to
higher energy consumption. So, of the two designs, D5 consumes higher
energy than D1, because it has higher U-value and larger WWR. After D5
and D1, the next highest energy consumption is related to D2 and D6,
but they consume less electricity because they have solar thermal col-
lectors for generating hot water. The other designs consume less energy
and are not considered in detail in the ranking for total energy con-
sumption because they do not include the most influential options.

Table 6
Selected robust design using the Hurwicz criterion and T-robust approach under test conditions.

Hurwicz criterion T-robust approach

Test 

conditions
Max-min

Best-case

worst-case

Minimax 

regret
Taguchi Max-min

Best-case

worst-case

Minimax 

regret
Taguchi

T0 D1 D3 D3 D3 D1 D2 D2 D2

T1 D1 D3 D3 D3 D3 D3 D3 D3

T2 D2 D3 D3 D3 D6 D6 D1 D6

T3 D1 D6 D6 D1 D1 D2 D2 D2

T4 D1 D3 D3 D3 D1 D2 D2 D2

T5 D2 D2 D2 D2 D2 D2 D2 D2

T6 D3 D3 D3 D3 D3 D3 D3 D3

T7 D1 D3 D3 D3 D1 D2 D2 D3

T8 D1 D6 D6 D1 D6 D6 D6 D6

Most selected D1 D3 D3 D3 D1 D2 D2 D2

First dominant D3 D2

Second dominant D1 D3

Table 7
Summary of differences between the Hurwicz and T-robust approaches.

Approaches

Num Criteria Hurwicz criterion T-robust

1 No. of needed steps 3 steps (PA, RA, and DM) 2 steps (PA, integrated RA and DM)
2 No. of needed RAs Dependent on the number of performance criteria (here 2) 1
3 Normalization basis Maximum performance in the solution space Performance targets
4 Selection basis Weights of criteria are necessary(Equally prioritized for the current case study) Weights are based on the required targets

No.: Number, PA: performance assessment, RA: Robustness assessment, DM: Decision making
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Regarding underheating hours, the air source heat pump, which occurs
in designs D3, D4, D7, and D8 is the most influential option for in-
creasing underheating hours. The second influential parameter is ex-
haust ventilation, which can be found in D8 and D4, and the last options
are higher U-value and larger WWR. So, the four designs with the most
underheating hours are, in order, D8, D4, D7, and D3. Other designs have
fewer underheating hours and are not considered in the ranking. Air
balanced ventilation is the most influential parameter that increases
overheating hours, and the second influential parameter is a lower U-
value. This makes D1 the design with the most overheating hours, fol-
lowed by D5. Fig. 12 summarises the results for all designs and scenarios
using the same four performance zones defined previously in Fig. 3.
Designs D4, D7, and D8 are placed in zone 4 (infeasible for both criteria)
for some scenarios, and for this reason, they are not preferable designs.
D1 is a design with high energy consumption and the highest over-
heating, so it cannot be selected as the best design, either. This is
completely proven by both the T-robust and the Hurwicz approach,
neither of which selected D4, D7, D8, or D1. The next design that cannot
be selected as the best design is D5, because it has the highest energy
consumption and is ranked in the high overheating category. D6 also
cannot be selected as the best design because it has more energy con-
sumption than D2. The remaining candidates for selection as the best
design are D2 and D3. The energy ranking shows that D2 is the best
design among the four designs considered from an energy perspective
(D5, D1, D6, D2). On the other hand, based on the unacceptable hours
ranking, D3 is the best design among the four considered designs (D8,
D4, D7, D3). This shows that there is a trade-off between the selection of
D2 or D3 as the best design. The results show that the effect of un-
acceptable hours ( = = 1.40Maximum unacceptable hours

Unacceptable hours margin
460
330 ) for D3 is more

severe than the effect of energy consumption
( = = 1.2Maximum energy consumption

Energy margin
139
115 ) for D2. Furthermore, D3 violates

both the energy and comfort criteria (under different scenarios) because
its performance is placed in zones 2 and 4. In contrast, D2 only violates
the energy criterion. The selection of D2 by the T-robust approach
proves that this approach can completely reflects the effects that can
occur due to the sever deviations from target and the violation from two
perspective. Nevertheless, selecting the best design between these two
designs by ranking their performance regarding both criteria is not so
easy, and this shows that D2 and D3 are the best two designs that can be
selected by exhaustive search. This is also in line with the results of the
designs selected by the Hurwicz and T-robust approaches. As stated
before, the first dominant designs selected by the Hurwicz and the T-
robust approaches are D3 and D2, respectively, which are also selected
as the best design in the exhaustive search. Furthermore, the T-robust
approach selects D3 as the second dominant design. In contrast, the
second dominant design selected by the Hurwicz approach is D1, which
is not a preferable design based on the results of the exhaustive search
and the physical meaning of the designs because it results in high en-
ergy consumption and high overheating hours. One of the reasons for
the selection of different designs by two approaches is that in the T-
robust approach, preferences regarding energy and comfort are auto-
matically included in the robustness assessment by using robustness
margins in the definition of the MT-KPI. This is in contrast with the
decision that is made by the Hurwicz approach with equally prioritized
energy and comfort. This can be solved by prioritizing energy and
comfort criteria using commonly agreed upon weights and preferences.
However, in practice, identifying those preferences and tuning the de-
cision making can be dependent on the project and vary for different
objectives. Furthermore, finding the optimum weights that lead to the
best design selection becomes more difficult when it comes to real-
world problems that face a high number of conflicting criteria. Im-
plementing the T-robust approach reflects the decision-makers’

Table 8
Design ranking based on total energy consumption and unacceptable hours.

Performance indicator Most influential design options Design ranking

Total energy consumption 1) Electric Boiler without solar thermal collectors Bad → Good
D5 > D1≫D6 > D2 > other designs2) Higher U-value

3) Larger WWR
Underheating hours 1) ASHP Bad → Good

D8 > D4 > D7 > D3 > other designs2) Exhausted ventilation
3) Higher U-value
4) Larger WWR

Overheating hours 1) Air balanced ventilation
2) Lower U-value

Bad → Good
D1 > D5 > other designs

Fig. 12. Unacceptable hours vs. total energy consumption of the eight addressed designs under the 16 considered scenarios (the red lines show the robustness margin
for each indicator). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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preferences in a transparent way to ease the decision making process to
select the best design without any guiding and tuning steps, at the same
time reducing the computational cost.

The main contributions of this research are dual. First, it has pro-
posed the T-robust approach, which allows a robust high performance
building design to be selected by comparing assessed designs with
performance targets. Second, the proposed approach was applied to a
case study with eight competitive designs that all have the same energy
and target requirement.

5.5. Practical use of the proposed approach

The proposed approach can be used by building designers, architects,
engineers and other decision makers such as grid suppliers to find high
performance and robust building designs. These designs can perform based
on targeted requirements during operation while exhibiting minimal
sensitivity to future uncertainties. Robust buildings can assure home-
owners and building designers that the building will perform as expected
against uncertainties, which can include changes in occupant behaviour,
climate conditions, etc. As an example, it is documented that in identically
constructed buildings, energy use can vary up to 17 fold due to the in-
fluence of occupants [62]. These fluctuations can be decreased by ap-
propriately selecting robust designs. From broader perspective such as
demand-side management, the energy consumption fluctuations created
by uncertainties in the building sector can lead to issues such as grid
failure and can increase grid stress. Thus, these fluctuations are not de-
sirable for companies such as grid suppliers that are planning for current
and future energy use in the building sector as the major energy consumer
worldwide [63]. As an example, electricity demand can increase sig-
nificantly during extreme weather conditions, which can be caused by
buildings that are not designed for such conditions. This can leave thou-
sands of buildings out of the comfort range and threaten the lives of
vulnerable people. Furthermore, as demonstrated for the case study
building, it is easier to compare designs based on the performance ro-
bustness of MT-KPI under uncertainty (Fig. 11.b), instead of comparing
them regarding two different performance indicators (i.e. energy and
comfort) across scenarios (Fig. 9). This comparison can be instrumental in
decision making, especially when designs are going to be selected from a
large design space. This approach also provides designers with information
on which designs deviate more from the performance targets. This is done
by penalizing the designs that do not meet the required targets.

6. Conclusion

This paper focuses on the selection of high performance and robust
building designs under climate and occupant uncertainties. It introduces a
new approach that integrates robustness assessment and decision making
steps and selects the best design by not only comparing different designs to
each other but also comparing them to performance targets that can be set
by building regulations, standards or the desires of homeowners. The
proposed approach comprises building performance simulation, scenario
analysis, and different robustness assessment methods and then describes
the robustness-based decision making approach based on the combination
of these steps in a transparent and easy to understand way. This approach
can be effectively used by building designers, architects, engineers, and
decision-makers to select high performance and robust designs that can
meet the established requirements even when considering possible
changes in the internal and external environments.

The integration of robustness assessment into the decision making
process is achieved using a multi-target key performance indicator, which
takes multiple performances into account and differentiates between fea-
sible and infeasible solutions using robustness margins. Using this approach
also removes the need for repeated robustness assessments regarding mul-
tiple criteria. The introduced approach was assessed using four robustness
assessment methods (i.e., max–min, best-case and worst-case, minmax re-
gret and Taguchi methods) for a representative model of Norwegian single-

family houses as a case study under occupant behaviour and climate sce-
narios in order to identify the best design. The designs of the case study
building are competitive designs and all of themmet the same requirements
for energy and comfort based on Norwegian standards under the reference
scenario. In the demonstration example, performance robustness was as-
sessed in terms of energy and thermal comfort. Furthermore, the introduced
approach was compared to one of the frequently used methods for selecting
robust designs (i.e., the Hurwicz criterion) in a test framework that consisted
of different sets of scenarios (test conditions).

The following conclusions can be drawn based on this comparative
study:

• The proposed approach can be used by designers and decision ma-
kers to select a robust and high performance building design by
comparing designs not only to each other but also to performance
targets based on standards, regulations or the desire of homeowners.
• The inclusion of the performance targets in the proposed approach
can automatically establish the criteria preferences. This removes
the need for a weighting process which requires high levels of ex-
perience and knowledge in real-world projects that face many
conflicting criteria.
• Regardless of how many performance criteria are going to be eval-
uated, the proposed approach needs only one robustness assessment
for the multi-target key performance indicator. This can reduce the
demand for the computational cost.
• Implementation of the performance targets in the proposed ap-
proach can lead to the selection of different designs in comparison
with the Hurwicz approach (D2 in contrast with D3 for the con-
sidered case study). This can be related to the differences in the
selection basis; in the proposed approach, the designs are selected
based on the performance targets, whereas the Hurwicz approach
requires the weighting preferences in order to select the best design.
• Robustness assessment methods can exhibit different behaviours
under test conditions when they are evaluating different key per-
formance indicators. For example, in this case study, the max–min
and minimax regret methods repeatedly selected the same design
under all test conditions regarding total energy consumption. In
contrast, they selected different designs under different test condi-
tions when they were evaluating unacceptable hours. This also led
to different designs being selected designs in the decision making
process, which shows the complexity of multi-criteria decision
making under uncertainty.
• In the introduced approach, the max–min method selected a design
that can work for all scenarios, including extreme scenarios, and can
thus be considered as a conservative method for this approach.
Other methods (the best-case worst-case, minimax regret, and
Taguchi methods) selected less conservative designs.

The proposed approach is a generic approach that can be im-
plemented for case studies with different backgrounds. In this paper, it
was assessed for a two-criteria (energy and comfort) robust design
problem. In future works, this can be extended to address other criteria
such as cost, which is an important perspective in high performance
building design. Furthermore, in this paper, the context of the proposed
approach is considered for a single building. In the real world, buildings
interact with each other and with the connected grids. It is, therefore,
an interesting option to consider this approach for larger scales, such as
a neighbourhood scale.
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Appendix I. Calculation of implemented robustness indicators are shown in the following tables.

See Tables A1.1–A1.4.

Table A1.1
Finding the maximum and minimum performance of a design across scenarios and best performance for designs and scenarios [17].

Design Scenarios Max and Min performance across scenarios

S1 S2 … Si Sn Maximum performance (A) Minimum performance (B)

D1 KPI11 KPI21 … KPIi1 KPIn1 A1 = max (KPI11,…, KPIn1) B1 = min (KPI11,…, KPIn1)
D2 KPI12 KPI22 … KPIi2 KPIn2 A2 B2
… …
Di KPI1i KPI2i … KPIi2 KPIni Ai Bi
Dm KPI1m KPI2m … KPI3i KPInm Am Bm
Minimum performance for each scenario (C) C1 = min (KPI11,…, KPI1m) C2 … Ci Cn
Best performance of all designs across all scenarios D = min(B) = min(C)

Table A1.2
Robustness calculation using max–min, best-case and worst-case, and minimax regret methods [17].

Design Performance
spread (PI)

Performance
deviation (PD)

Performance
regret (PR)

D1 A1- B1 A1- D max (R11,… , Rn1)
D2 A2- B2 A2- D max (R12,… , Rn2)
…
Di Ai- Bi Ai- D max (R1i,… , Rni)
Dm Am- Bm Am-D max (R1m,… , Rnm)
Robust design min (PS) min (PD) min (PR)

Table A1.3
Calculation of performance regret of designs across all scenarios [17].

Performance regret(R)
Designs Scenarios

S1 S2 … Sn

D1 R11 = KPI11- C1 R21 = KPI21- C2 … Rn1 = KPIn1- Cn
D2 R12 = KPI12- C1 R22 = KPI22- C2 … Rn2 = KPIn2- Cn
… …
Di R1i = KPI1i- C1 R2i = KPI2i- C2 … Rni = KPIni- Cn
Dm R1m = KPI1m- C1 R2m = KPI2m- C2 … Rnm = KPInm- Cn

Table A1.4
Robustness calculation using the Taguchi method [17].

Design Scenarios

S1 S2 … Si Sn Mean Standard deviation

D1 KPI11 KPI21 … KPIi1 KPIn1 KPI¯ 1=
+ + +KPI KPI KPI n

n
11 12 1

Ϭ1= =i
n KPI i KPI

n1
( 1 1¯ )2

D2 KPI12 KPI22 … KPIi2 KPIn2 KPI¯ 2= + + +KPI KPI KPI n
n

21 22 2
Ϭ2= =i

n KP i KPI
n1

( 21 2¯ )2

Dm KPI1m KPI2m … KPI3i KPInm KPĪm= + + +KPIm KPIm KPImn
n

1 2
Ϭm= =i

n KPImi KPIm
n1

( ¯ )2

Robust design min(PĪ )
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Appendix II

See Table A2.1.
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Abstract: All-electric buildings are playing an important role in the electrification plan towards
energy-neutral smart cities. Batteries are key components in all-electric buildings that can help the
demand-side energy management as a flexibility asset and improve the building survivability in the
case of power outages as an active survivability asset. This paper introduces a novel methodology
and indexes for determining cost-effective battery sizes. It also explores the possible trade-off be-
tween energy flexibility and the survivability of all-electric buildings. The introduced methodology
uses IDA-ICE 4.8 as a building performance simulation tool and MATLAB® 2017 as a post-processing
calculation tool for quantifying building energy flexibility and survivability indexes. The proposed
methodology is applied to a case study of a Norwegian single-family house, where 10 competitive
designs, 16 uncertainty scenarios, and 3 dynamic pricing tariffs suggested by the Norwegian regula-
tors are investigated. The methodology provides informative support for different stakeholders to
compare various building designs and dynamic pricing tariffs from the flexibility and survivability
points of view. Overall, the results indicate that larger cost-effective batteries usually have higher
active survivability and lower energy flexibility from cost- effectiveness perspective. For instance,
when the time of use tariff is applied, the cost-effective battery size varies between 40 and 65 kWh
(daily storage). This is associated with a cost-effective flexibility index of 0.4–0.55%/kWh and an
active survivability index of 63–80%.

Keywords: energy flexibility; survivability; load shifting; tariff; battery sizing; cost-effectiveness;
all-electric buildings

1. Introduction
1.1. Building Electrification

Electrification of the energy use in the final sectors has been highlighted as an im-
portant pathway to decarbonizing energy systems [1]. In particular, the heating [2] and
transport [3] sectors are receiving considerable attention in the electrification era. Heating
demand accounts for a significant share of total energy use in the European building
sector [4], providing the grounds for moving toward building electrification and all-electric
buildings. Currently, some end uses, such as lighting, appliances, and refrigeration are
already dominated by electricity in the building sector. All-electric buildings use electricity
for other end uses, such as heating, domestic hot water, cooking, and cooling, that are
usually powered by other sources of energy (e.g., fossil fuels). Heat pumps are one of
the enabling technologies for widespread building electrification and their growing usage
at the EU level and in general are highlighted by the European Heat Pump Association
(EHPA) [5] and the International Energy Agency (IEA) [6], respectively. So, electrification
of the building sector plays an important role in the decarbonization process along with
the application of other strategies such as providing building demands from hydrogen,
waste-heat reuse [7], combined heat and power (CHP), and district heating systems (DH).
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Implementation of renewable energy sources (RES) along with electrification will increase
the share of clean and zero-carbon electricity in the grid during the operational phase.
However, it should be noted that these energy sources actually consume a large amount of
energy and emit emissions during their life cycle. Furthermore, energy production from
renewable sources is intermittent [8], fluctuates [9], difficult to forecast [10], and requires
strategies for balancing supply and demand [11]. In addition, electrification of residential
heating and transportation can increase peak loads and require both greater generation and
grid capacity [12]. Norway can be a good representative case for this condition. Norwegian
power production is largely dominated by hydropower (95%) [13], and the electricity gener-
ated from hydropower is the main energy source for Norwegian dwellings. The availability
of relatively cheap electricity has increased the usage of electric-based heating systems [14],
the share of electric vehicles, and so on. For instance, 63.1% of the space heating and 96.2%
of the domestic hot water (DHW) in Norway are produced by electricity [15]. Furthermore,
Norway remained the global leader in terms of electric car market share at 56% of its new
car sales in 2019, more than double the second-largest market share in Iceland at 22% [16].

1.2. Demand Response

Demand-response (DR) programs can be used to decrease the fluctuation in energy
production via renewable sources, fully utilize the generated energy, and balance the power
grid and relieve it during peak loads [17]. Different techniques, such as peak shaving, load
shifting, valley filling, and minimizing curtailment time, can modulate building load in DR
programs [18]. These programs are generally categorized into two groups [19]: incentive-
based DR programs, where economic incentives are provided by utilities, load serving
entities, or a regional grid operator in order to decrease customer demand during a capacity
shortage or times of high electricity prices, and price-based DR programs, where customers
change their normal electricity usage patterns in response to dynamic pricing tariffs. Both of
these approaches have their own advantages and drawbacks [20]. Dynamic pricing tariffs
are one of the most important DR programs and encourage users to consume more wisely
and efficiently. They utilize different schemes, such as time of year (seasonal) pricing, time
of use pricing (daily or weekly), critical-peak pricing, and real-time pricing [21]. There are
some studies in the literature that have simulated households’ behaviors under time-based
prices [22]. Achieving energy efficient, renewably based, smart, and flexible buildings is
one of the goals of the European Green Deal, which focuses on full decarbonization by
2050 [23].

1.3. Energy Flexibility

Application of DR programs can lead to adjustments in power system supply and
demand, which is known as flexibility [24]. Flexible loads in residential buildings are related
to household appliances (e.g., washing machines and dishwashers), electric vehicles, and
space or water heating systems. There are survey-based studies that have shown that
participants are willing to shift their white goods loads as flexible loads when it comes
to variable pricing schemes [25]. Laicane et al. investigated the potential of demand side
management with assessing load shifts in the washing machine and dishwasher usage
and showed that these load shifts can decrease the dwelling peak load by 24% and 13.5%,
respectively [26]. The participation of electric vehicles in the price-based DR programs
in commercial, industrial, and residential areas is studied in [27], which concludes that
there is a good efficiency in the reduction of electricity use when price-based demand
response is used in combination with electric vehicles (EVs). Moreau evaluated the load
shift for water heaters and proposed a control strategy in order to minimize the peak
load at the end of shifting time [28]. In [29], Mancini and Nastasi evaluated the impact of
energy retrofitting on the energy flexibility of dwellings in a scenario, which is focusing on
greater electrification of consumption. They concluded that electrified systems are facing a
considerable increase in flexible loads in comparison to the gas-fed systems. Achieving
flexibility in residential buildings is generally possible when storage systems are used as
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flexibility assets, depending on the energy system and types of DR programs [30]. Storage
systems are categorized as electrical (e.g., batteries), active thermal, or passive thermal
storage. These systems can be utilized as stand-alone storage systems or coupled with other
technologies, such as heat pumps and combined heat and power systems (CHPs) [31,32].
Within the electrical storage category, battery storage is usually considered to be a flexibility
asset with a time step of several hours, during which it can shift energy consumption
from high-tariff to low-tariff periods or reduce the peak demand. Battery storage systems
are modular and allow a wide range of applications. The falling cost of batteries and
their combination with hybrid systems has made them an attractive storage option for
homeowners [33]. A variety of optimization efforts in terms of sizing battery storage in
combination with renewable energy sources have been undertaken for buildings [34–37].
For instance, Dmount et al. evaluated the integration of battery storage in a positive
energy building equipped with energy systems, such as heat pumps and photovoltaic
(PV) systems [38]. In addition, [39] implemented battery storage in combination with
dynamic pricing tariffs in order to establish a dynamic interaction between the building
and smart grid. Furthermore, it has been shown that batteries have great potential in
terms of providing power for customers during power outages [40,41]. For instance,
Tsianikas et al. [42] investigated optimized grid-outage resilient PV and battery systems
from an economic point of view. The survivability of a solar energy system with local
storage in the presence of a power outage was investigated in [43]. In this work, a certain
percentage of battery capacity was reserved in case of a power outage. However, most
studies on using batteries to achieve building survivability and resilience have focused
on combinations of batteries (as storage systems) and renewable energy sources [44].
When put together, the above literature on building energy flexibility and survivability
provides important insights into the application of batteries as “flexibility assets” for
harnessing building energy flexibility and as “backup storage” for improving building
survivability in the case of power outages. Furthermore, battery capacity can play an
important role in the quantification of energy flexibility and survivability. However, far
too little attention has been paid to the energy flexibility and survivability trade-off from a
cost-effectiveness perspective.

1.4. Innovative Contributions

The aim of this work is to propose a methodology for exploring the trade-off between
energy flexibility and survivability in all-electric buildings from a cost-effectiveness per-
spective in the context of dynamic pricing tariffs.The main contributions of this paper can
be expressed as:

• Load shift calculation of electric-based heating demand in response to different busi-
ness models for dynamic pricing tariffs.

• Formulation of a model to determine the cost-effective battery size needed for storing
the shifted load.

• Introduction of the concept of “active survivability” in the context of all-electric buildings.
• Introduction of new flexibility and survivability indexes for the comparison of the

possible designs for an all-electric building under different dynamic pricing tariffs.

These contributions have been achieved by developing a MATLAB-based algorithm.
Two new indicators, the Cost-Effective Flexibility Index (CEFI) and Active Survivability
Index (ASI), are introduced along with the proposed methodology. The CEFI allows the
identification of energy flexibility in response to dynamic pricing tariff, and the ASI in-
dicates the survivability of a building in the case of a power outage from an economical
point of view. The CEFI and ASI generally depend on cost-effective sizes for the batteries
selected for storing the heat shift and can be used in the case of power outages as backup
storage. Furthermore, a set of designs known as competitive designs are implemented
in this paper to allow comparisons of the energy flexibility and survivability of building
designs with the same energy targets. In addition, uncertainties in building operation
and external conditions can have an impact on the energy flexibility and survivability of
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building designs under different dynamic pricing tariffs. For this reason, weather and
occupant scenarios are created to gauge the impact of these uncertainties on energy flexi-
bility and survivability under different dynamic pricing tariffs. Indeed, the main novelty
of this work is the exploration of the trade-off between the energy flexibility and surviv-
ability of all-electric buildings, potentially opening the door to more complex concepts
such as energy-resilient buildings. Furthermore, the algorithm developed in this paper
can be adjusted for different dynamic pricing tariffs at the country, city, or neighborhood
level and can be used for all-electric buildings, which represent a growing trend (both in
heating-dominated building in cold climates and cooling-dominated buildings in hot cli-
mates). Different stakeholders in the grid markets, such as policy makers, grid companies,
building designers, and homeowners, can take advantage of this algorithm to evaluate
the performances of buildings from flexibility and survivability perspectives with two
easy-to-understand indicators.

To achieve the above mentioned goals, three different business models of dynamic
pricing tariffs suggested by the Norwegian regulators are considered, along with ten
different building designs with the same energy target for an all-electric Norwegian single-
family house. In order to investigate the impacts of uncertainties on energy flexibility
and survivability, 16 scenarios (eight occupant scenarios × two weather scenarios) are
proposed, and the impacts of these uncertainties on energy flexibility and survivability are
evaluated. The paper proceeds as follows: Section 2 provides overviews of cost-effective
battery sizing and the energy flexibility and survivability quantification method, along
with the requirements for using it. In Section 3, the proposed method is investigated using a
case study of an all-electric Norwegian single-family house involving detailed descriptions
of 10 different building designs and 16 weather and occupant scenarios. The results of this
case study are presented and discussed in Section 4. A summary of the methodology, along
with the main conclusions, is presented in Section 5.

2. Methodology

In this section, we present the research methodology, including the study concept. This
methodology combines building performance simulation (BPS) and an in-house algorithm
developed in MATLAB. Figure 1 shows the conceptual framework of the study, which
consists of three stages: algorithm input, algorithm development, and algorithm output.
These parts will be described in the following subsections.

 

Figure 1. The conceptual framework of the study.

2.1. Algorithm Input

Different business models for the dynamic pricing tariffs and energy consumption
resulted in building performance simulations are the required input data for the devel-
oped algorithm.
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2.1.1. Business Models for Dynamic Pricing Tariffs in Norway

Today, Norwegian residential customers are faced with an energy-based grid rent tariff
known as the “energy rate tariff model”, which consists of two parts: one fixed part and
one volumetric part [45]. The fixed part is an annual cost that covers the costs associated
with customer management and support and is the same for all customers. The volumetric
part is an energy charge that is user-dependent and reflects energy consumption. This
grid tariff does not differentiate between high and low power drains [46]. To solve this
issue, dynamic pricing tariffs are recommended to incentivize better grid utilization [47].
Therefore, the Norwegian Water Resource and Energy Directorate (NVE) has proposed a
new grid rent tariff to incentivize load shifts and peak load reductions in buildings [48].
The new tariff combines three different business models that allow for either higher costs
during high-demand periods (time of use tariff), or higher costs for the power demands
that exceed higher than a subscribed level (measured power rate tariff and tiered rate tariff).
These tariffs will be illustrated in the following parts and Figure 2. It should be noted that
the values presented for each tariff (Table 1) are average numbers, which can vary between
different distribution companies [46]. The other values related to taxes or levies are added
to the grid rent tariff [49].

• Measured power rate tariff model.

This tariff consists of three different parts: a fixed part, an energy part, and a power
part. The fixed part and the energy part are similar to parts in the energy rate tariff model,
but the values can be changed. For instance, the value used in the energy part for the
measured power rate tariff is less than that used in the energy rate tariff. The power
part is determined based on the highest peak power outtake during the measurement
period, and it is recommended that this part to be measured on a daily basis in the
Norwegian regulations in order to match customer and grid peak demands [50]. However,
for industrial customers, all of whom are using the measured power rate tariff currently,
the highest peak period is measured on a monthly basis.

• Tiered rate tariff model.

This tariff consists of four different parts: a fixed part, a subscription limit, an energy
part, and an overuse part. For this tariff, the customer subscribes to a capacity level
(subscription limit), and, based on their violations of this level, a penalty (overuse part)
is charged. In the short term, implementation of the penalty sends a price signal to the
customer to reduce their consumption when it exceeds the subscription limit. On the other
hand, in the long term, it helps customers to select a subscription limit leading to the lowest
yearly costs. For most ordinary customers, the high and low power drains on the customer
side are matched with high and low stress on the grid side, respectively. The overuse is
applied to power drains above the limit, even when the grid has a good capacity. In this
case, it will not create any benefits for the grid side. Furthermore, if the customer meets the
subscription limit, he/she does not need to reduce his/her power drain, even when the
grid is under high stress. These issues are the drawbacks of the tiered rate tariff model. In
this study, we used an individual annual subscription that customers can select themselves
or with help of grid distribution companies that cannot be changed over the course of a
year. A Norwegian regulator sets a minimum usage of 1 kW but does not suggest exact
power limits. This study considered ten limits. The appropriate power limit should be
selected in this tariff to prevent high subscription or overuse costs.

• Time of use tariff model.

For this tariff, the electricity prices are set for specific time periods such as peak and
off-peak hours. The peak hours are hours that have historically had high grid pressure, and
the time of use tariff assigns higher energy prices to these hours. The time of use model
suggested by the Norwegian regulator uses higher prices on winter days because they
face grid stress [51]. Customers can understand this tariff easily because it differentiates
pricing according to blocks of time and offers pricing terms of energy consumption (kWh)
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instead of power (kW), which is used in the two previous tariffs. The dependence of the
pricing on blocks of time (two peak and off-peak blocks) makes this tariff rather unfit
going forward with a higher penetration of intermittent generation unless it is coupled
with other dynamic pricing strategies, such as critical peak pricing (CPP). Illustrations of
the introduced tariffs for typical winter and summer days, along with the values for the
different parts of each tariff, are provided in Figure 2 and Table 1, respectively.

 

 

 

 

Figure 2. Illustration of: (a) Energy rate tariff, (b) measured power rate tariff, (c) tiered rate tariff, and (d) time of use tariff
in typical winter and summer days. The illustration shows hourly loads over 24 h for the example single-family house. The
penalized hours in each tariff are shown in red.
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Table 1. Grid tariff rents for residential buildings in the energy rate tariff, measured power tariff,
tiered rate tariff, and time of use tariff.

Energy Rate Tariff

Fixed cost Energy cost - -
(e /year) (e /kWh)

174.9 0.0194 - -

Measured Power Rate Tariff

Fixed cost Energy cost Power cost -
(e /year) (e /kWh) (e /kWh/h)

174.9 0.005 0.186 -

Tiered Rate Tariff

Fixed cost Energy cost Subscription cost Overuse cost
(e /year) (e /kWh) (e /kWh/h)/year (e /kWh/h)

174.9 0.005 68.9 0.1

Time of Use Tariff

Fixed cost Summer energy cost Winter day energy cost Winter night energy cost
(e /year) (e /kWh) (e /kWh) (e /kWh)

174.9 0.0122 0.038 0.0152

2.1.2. Building Models

Based on Figure 1, the building loads (including space heating, domestic hot water,
etc.) are the second input of the developed algorithm. It is supposed that the building loads
will be estimated in the early design phase using building performance simulation tools.
The energy simulations for building models were conducted via the building performance
simulation software IDA Indoor Climate and Energy (ICE), version 4.8 [52]. This dynamic,
whole-building software applies equation-based modeling in Neutral Modeling Format
(NMF) and has been validated using several validation tests [53,54]. A detailed dynamic of
energy supply and system component can be simulated in this software, making it possible
to evaluate the energy consumption and indoor climate of the building. In this study, the
result of the simulation in IDA ICE was entered as an input to the developed algorithm
to calculate the amount of shifted load and battery capacity and other parameters. The
simulations were performed using a typical climate file (IWEC) from IDA ICE library [52].

2.2. Algorithm Development

The developed algorithm in this paper is a MATLAB-based (MATLAB 2017 [55])
algorithm coupled with IDA ICE, which is based on a previous work done at the Norwegian
University of Science and Technology [51]. While the previous work focused on an Excel-
based algorithm for calculating the costs and ideal heat shifts for each business models
of dynamic pricing tariffs, the current MATLAB-based algorithm adjusts the ideal shift
based on the cost-effective battery size and adds a method for the quantification of energy
flexibility and survivability of all-electric buildings. In the first step, the building design
and tariff to be used are selected. After this step, the algorithm takes the hourly energy
demand simulated for the building design in IDA ICE and computes the building’s energy
costs under the selected tariff. After the cost calculation, the shifted load are calculated by
implementing a signal referred to as the ideal heat shift signal (heat consists of electric-
based space heating and the domestic hot water load), which is explained in more detail in
Section 2.2.1. In the next step, the battery capacity for storing the shifted heat is determined
based on the cost-effectiveness, producing the cost-effective battery size. The shift is then
adjusted according to the cost-effective battery size. Thereafter, two new indexes are
introduced for quantifying the energy flexibility and survivability of the building design
under the selected tariff. In the last step, the building model and dynamic pricing tariff
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will be changed, and the procedure continues until all building models under all tariffs
have been considered. The flow diagram for this procedure is shown in Figure 3 and is
explained in more detail in the upcoming sections.

 

 

 

 

Figure 3. Flow diagram of the algorithm developed in MATLAB.

2.2.1. Cost Calculation and Shift Analysis

To calculate the energy costs of different building designs under the suggested business
models for the dynamic pricing tariffs, the hourly energy demand taken from the building
simulation (Section 2.1.2) and the values related to different parts of the dynamic pricing
tariffs (Table 1) are entered as input data, and the cost calculation algorithm computes the
costs of the different designs for each tariff.

Load shifting is one of the strategies that can be used with price-based DR programs.
Flexible loads in the residential buildings can be categorized as belonging to household
appliances, electric vehicles, space heating and cooling, and domestic hot water. Given
the different business models for the dynamic pricing tariffs suggested by the Norwegian
regulator, the electric-based heating load (consists of space heating and domestic hot water)
is considered to be the shifted in this paper. This load has been selected for the following
reasons: First, space heating and domestic hot water combine to form the largest share of a
building’s energy consumption in countries with cold climates, such as Norway. Second,
shifting other loads, such as household appliances loads, amounts to running them at
night or when no one is home. This strategy will lead to lower energy costs, but it has
disadvantages, such as the risk of fire [51]. Furthermore, the energy source for most
Norwegian residential buildings is electricity. Therefore, we can focus on electric-based
heat shifting without sacrificing thermal comfort and use batteries without including
thermal storage. The proposed methodology can also be adjusted and used for shifting the
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cooling load in countries with hot climates. Based on the work of Karlsen et al. [51], the
ideal heat shift is considered first in this paper. The ideal heat shift is a theoretical optimum
amount of shift that leads to the lowest costs with respect to the implemented tariff [51]. In
the next steps, the amount of this shift will be adjusted based on the cost-effective battery
size that is selected for storing the shift. The assumptions for this ideal load shift are
as follows:

• The ideal heat shift consists of the space heating and domestic hot water loads.
• The ideal heat shift will not sacrifice the occupant’s comfort (regarding space heating

and domestic hot water).
• The storage of the shifted load is considered in a daily-based manner (kWh/day).
• No losses are considered during the ideal load shift.

The implementation of the ideal load shift for each of the suggested business models
of the dynamic pricing tariff leads to specific load profiles and shift patterns for each tariff,
which are shown in Figure 4. The following points should be considered regarding the
shifting patterns in each business model for the dynamic pricing tariffs.

 

 

 

 

Figure 4. The winter load profiles for the ideal heat shifts of different business models of dynamic
pricing tariffs.
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• The energy rate tariff applies the same energy price during all hours of the year, so
load shifting under this tariff will not be beneficial from the customer’s point of view.
Even though shifting can remove the stress from the grid in peak hours, no shifts will
be implemented as long as they are not beneficial. In addition, no one will pay for the
storage of the shifted load without receiving benefits. Hence, the load profile remains
constant for the energy rate tariff.

• In the measured power rate tariff, the daily peak power cost is a part of the cost, which
can be reduced without having an impact on the demand. The minimum daily peak
cost can be achieved when the peak is as low as possible, thus creating a constant
load profile after the shift. This constant value is the maximum of the plug load (plug
load = total load − heating load) and the daily average heating load. This value is
selected to meet the plug load during all hours of the day and minimize the peak of
the heating load. If the load profile has smaller peaks distributed across a wide area,
the cost reduction will be small. On the other hand, higher peaks of short duration
can lead to greater cost reductions. So, the implementation of the ideal load shift is
recommended for loads with high peaks with short duration.

• For the tiered rate tariff, the overuse cost can be reduced without impacting the
demand. Thus, the heating loads for the hours with demands higher than the sub-
scription level will be shifted to the hours with loads below the subscription level,
reducing the overuse cost to zero.

• For the time of use tariff, the heating loads that occur during the penalized hours
(winter days, red hours in Figure 2) should be shifted to the normal hours (winter
nights, green hours in Figure 2). Because all summer hours have the same energy
costs, the ideal heat shift will have no impact during the summer.

2.2.2. Cost-Effective Battery Sizing and Shift Adjustment

The implementation of battery storage, along with demand side management, is
important in terms of increasing self-consumption and reducing peak power periods in
the grid [56]. In the Norwegian context, reducing energy use during peak load hours
is considered an important objective. For this reason, home storage solutions are gain-
ing importance, and it has been suggested that storage capacities be added to building
regulations [57]. Furthermore, the Research Center on Zero Emission Neighborhoods in
Smart Cities (FMEZEN) indicates that the introduction of energy storage and smart control
methods can be a useful option for reducing energy costs when the new tariffs suggested
by the Norwegian regulator are implemented [56]. In addition, even though power outages
are rare in high-income countries, batteries can play an important role in buildings’ power
supply stability [58]. This study focuses on batteries for storing the daily heat shift and
using the stored shift in the batteries as backup storage in case of power outages. Even
though, thermal storage (i.e., active or passive) can be considered as possible options for
storing daily shift, the focus of this study is on batteries as electrical storage for the shift
storage. The strategy used for battery sizing in this paper is called the “cost-effective
battery sizing strategy”. This strategy focuses on the daily capacity that is needed for shift
storage and selects the cost-effective capacity based on the amount of daily shift storage
and its distribution. The cost-effective capacity can cover the storage capacities that have a
high probability of happening daily over the course of a year and will be enough for most
of the days of the year (not all days of the year). Of course, there will be some days during
the year that the cost-effective battery capacity will not be able to cover, but the storage
capacities for these days are neglected because they have lower probabilities of occurrence.

The selection of the cost-effective battery size based on the amount of daily storage
and its distribution is shown in Figure 5. For example, a design can have a daily storage
distribution that is skewed toward the higher levels, leading to a higher battery capacity.
Likewise, when the daily storage distribution is skewed toward the lower levels, a smaller
battery capacity will be needed. Figure 5 shows the box plot of the daily storage capacity
needed for the ideal heat shift in a typical building over the course of a year. The cost-
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effective battery capacity is based on the maximum capacity necessary in the box plot,
which is indicated with a red box (CBat) in Figure 5. It should be noted that this value is not
the maximum value in the outlier part. The capacity data in the outlier part of the box plot
are neglected in order to concentrate on cost-effectiveness. So, if the distribution of the daily
storage has some data in the outlier part of the box plot, then the selected battery capacity
may not be sufficient for storing the entire ideal shift (IHS). This lack of storage will deduct
some part of the shift from the ideal heat shift, creating what will be called the effective heat
shift (EHS) in this paper. It should be noted that when the box plot does not have an outlier
section, the EHS will be equal to the IHS. In distributions with outliers, the EHS will be less
than the IHS. The deducted part of the shift (the difference between the IHS and EHS) can
be stored in large-scale, centralized neighborhood batteries. This paper focuses on just the
cost-effective batteries at the building scale and does not consider large-scale, centralized
batteries. Furthermore, it should be noted that the cost-effective battery capacity provides
a battery size that can be used by designers and decision makers in the concept design
stage and it is not capturing the details related to charge and discharge states of the battery,
which may be needed in the detailed design stage. This can lead to some energy losses due
to the charging and discharging efficiencies and can slightly increase the total energy use
of the building, which has been neglected in this study.

 

 

 

   

Figure 5. Illustration of determining the cost-effective battery sizing for a typical building.

2.2.3. Energy Flexibility Quantification

One of the approaches to analyzing energy-flexible buildings is the quantification
of the flexibility potential of a building based on its response to a specific signal from
energy systems [59,60]. In this approach, flexibility is quantified indirectly by analyzing
the changes in the performance indicators, such as energy savings, peak power reductions,
cost savings, and reductions in CO2 emissions. The quantification method proposed in
this study aims at calculating a single indicator (the cost-effective flexibility index (CEFI)),
which shows the cost-effectiveness of the implemented battery for storing the heat shift
as a flexibility asset. The CEFI divides the percentage of the cost savings achieved by the
effective heat shift by the size of the cost-effective battery and creates an index in %/kWh
that indicates the percentage savings that can be guaranteed if the cost-effective battery size
is implemented in the building. If the implemented battery is smaller than the cost-effective
battery size, the percentage of savings will be lower.
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2.2.4. Survivability Quantification (Active + Passive)

A large part of the building literature is focused on the passive survivability of
a building, which is defined as the ability to maintain the building in a safe thermal
condition in the event of an extended loss of grid power [61]. This term is also known
as thermal resilience because it focuses on building survivability from the thermal point
of view only [62]. Passive survivability considers the length of time that a building
remains in habitable thermal condition following a power outage from the grid [63].
The habitable thermal condition encompasses a wider range than the thermal comfort
condition. For example, the habitable thermal condition in this paper is considered to be
15 ◦C < Tindoor < 30 ◦C [63], which is wider than the thermal comfort range for living
rooms suggested by the Norwegian standard (19 ◦C < Tindoor < 26 ◦C) [64]. The length of
time that passes between the onset of a power failure and when the temperature reaches
15 ◦C is called winter passive survivability. The time that passes between the power failure
and when the temperature reaches 30 ◦C is called summer passive survivability. The sum
of these two values constitutes the passive survivability index (PSI) in this work.

PSI = Summer passive survivability + Winter passive survivability (1)

The winter passive survivability and summer passive survivability are calculated by
simulating a six-day power failure during the coldest and warmest weeks of the winter and
summer, respectively. Because this study is focused on all-electric buildings, a new kind
of survivability is introduced in this paper. This survivability is for all-electric buildings
equipped with batteries and is called “active survivability”. The term “active” is used
here because batteries are added to the buildings as active solutions to protect them
from power failures. Furthermore, this survivability focuses on more than the thermal
condition, as it evaluates the survivability of all end uses, such as lighting, appliances,
and domestic hot water. In this paper, active survivability is defined as the ability of
the building and its storage system to maintain critical operations in the absence of grid
power and is quantified with the “active survivability index (ASI)”. The ASI divides the
cost-effective battery capacity selected for the shift storage by the minimum energy needed
for the building to maintain critical operations. Because the suggested survivability in this
paper focuses on the survivability of all end uses in an all-electric building, the following
assumptions are made when calculating the minimum energy consumption needed to
maintain critical operations.

• The building heating setpoint is changed to 15 ◦C as the habitable threshold.
• The domestic hot water, lighting, and the appliance demand are decreased to 25% of

the values suggested by SN/TS 3031 [65].

The simulation of the building designs under these conditions will calculate the
minimum energy consumption necessary to maintain critical operations.

2.3. Algorithm Output

Based on the algorithm developed in the previous section, the following variables are
defined in order to quantify the flexibility and survivability indexes.

i. AC: The annual energy cost of the building without considering a heat shift (e /yr),
which can be calculated for each design under the business models of dynamic
pricing tariff. This value was calculated in Section 2.2.1.

ii. ACIS: The annual energy cost of the building using the ideal heat shift (e /yr), which
can be calculated for each design under the business models of dynamic pricing tariff.
This value was calculated in Section 2.2.1.

iii. CBat: The cost-effective battery size (kWh), that is needed for storing the shifted heat.
This value was determined in Section 2.2.2.

iv. ACES: The annual energy cost of the building based on the effective heat shift (e /yr),
which was calculated in Section 2.2.2.
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v. Emin: The minimum energy needed by the building to maintain the critical operation
(kWh), which is determined in Section 2.2.4.

vi. SI = ∆C
AC × 100 : The savings index (%), which shows the benefit of utilizing a

building’s flexibility by dividing the cost savings by the annual costs before the shift,
as defined by [9].

vii. CEFI = SI
CBat

: The cost-effective flexibility index (%/kWh), which shows the cost
effectiveness of a building’s flexibility by dividing the SI by the cost-effective bat-
tery capacity.

viii. PSI : The length of time that the building can remain in the habitable thermal condition
(15 ◦C< Tindoor < 30 ◦C) following a power outage from the grid.

ix. ASI = CBat
Emin

× 100: The active survivability index (%), which shows the percentage
of the minimum energy needed in the critical condition that can be covered by the
cost-effective battery used for shift storage. This value shows how helpful the battery
can be in terms of the building’s survival in the absence of power from the grid.

3. Application on the Case Study

A representative model of a Norwegian single-family house [66] was chosen as the case
study building based on research conducted by Homaei and Hamdy [67]. This building is
a two-story building located in Oslo. It has a floor area of 162 m2 and is divided into three
zones in a detailed model in the IDA ICE software.The zones consist of a representative
dayroom (i.e., a combined zone for living room, kitchen, and entrance), bedroom, and
bathroom. Occupancy schedules, domestic hot water distribution, and internal gains are
derived from Nord et al. [68]. The developed model has been validated [67] and is flexible
in terms of changing the design parameters and adding renewable energy sources (RES).
Furthermore, external factors can be altered, such as occupant behavior and weather. This
model is shown in Figure 6.

 

 

 

   

Figure 6. Layout and appearance of a representative single-family house with a floor area of 162 m2.

Ten different building designs are suggested for this building model by changing
the design parameters, including the building envelop, window-to-wall ratio (WWR),
heating system, and implementation of RES. These designs are all competitive designs [67],
which means that they all meet the same energy consumption and comfort requirement
targets, which have been set based on the TEK 17 standard, the current set of minimum
requirements in Norway [64]. For example, one design can achieve the target by combining
a low-insulation envelope with very efficient energy and ventilation systems, while another
design can achieve the targets via a highly insulated envelope and less efficient ventilation
and energy systems. These competitive designs provide the opportunity to compare
the flexibility and survivability of various designs having the same energy level. The
characteristics of the ten designs are shown in Table 2. From the envelope point of view, the
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overall U-value, the normalized thermal bridge, and the WWR ratio have been changed.
The design options for heating system include direct electric heating with electric radiators
with efficiencies near 99%, and the combination of electric radiators and indirect electric
heating with an air source heat pump with a coefficient of performance (COP) of 3.2. Hence,
the COP of the heat pump can decrease due to the low outside temperature during winter;
as such, it has been combined with electric radiators in order to prevent undercooling.
Options for the ventilation system include balanced mechanical ventilation with a heat
recovery unit that has an efficiency of 80% and mechanical exhaust ventilation without a
heat recovery unit. For lighting, in most of the designs, typical lighting (luminous efficacy
of 12 W/m) is implemented, but in the designs with high energy demand, LED lighting
(luminous efficacy of 60 W/m) is used in order to keep the total energy demand lower.
In some designs, renewable energy systems such as solar thermal collectors (STC) or
photovoltaics (PV) are implemented. Heat loss is neglected in all of the designs. It can
be seen from Table 2 that all of these designs meet the energy consumption target for the
building, which is 110 kWh/m2 based on the TEK17 standard. Furthermore, buildings
face various uncertainties during their operation and their performance can deviate from
the set target. There are studies that evaluate the impacts of uncertainties on building
performance. These uncertainties can be categorized as, for example, climate change [69],
changes in economic factors [70], and variation in occupant behavior [71]. Other studies
evaluate the impacts of uncertainties on the energy flexibility of buildings. For instance, Hu
et al. [72] quantified the uncertainties related to occupancy and occupant behavior in terms
of the aggregated energy flexibility in high-rise residential building clusters. Arteconi
et al. [12] evaluated the influences of weather data and stratigraphy on the flexibility
performances of buildings with electric heating and cooling systems. Hence, 16 different
occupant behavior and weather scenarios are considered in this study. For the climate
uncertainty, two climate files from The American Society of Heating, Refrigerating, and
Air Conditioning Engineers (ASHRAE), IWEC and IWEC2, are used from the library of
IDAICE [52]. For occupant behavior uncertainties, two heating setpoints, two shading
strategies, and two window opening strategies were modeled. Further details regarding
the modeling assumptions for occupant behavior and weather can be found in Homaei
and Hmady’s study [67] and Appendix A. The performance of each design was simulated
across the 16 scenarios in IDA ICE. The total load profiles were then extracted from IDA
ICE and imported into the algorithm developed in Section 2.2 to calculate the energy cost,
the cost-effective battery size, and the CEFI, PSI, and ASI under the three dynamic pricing
tariffs.

Table 2. Details of the ten competitive designs considered in the case study demonstration.

Designs

Design Parameters D1 D2 D3 D4 D5 D6 D7 D8 D9 D10

Overall U-value
(W/m2·k) 0.31 0.25 0.43 0.36 0.33 0.29 0.51 0.44 0.40 0.35

Normalized thermal
bridge (W/m2·k) 0.05 0.03 0.07 0.05 0.03 0.02 0.06 0.07 0.06 0.05

WWR (%) 30 30 30 30 40 40 40 40 30 30

Heating system ER ER ASHP + ER ASHP + ER ER ER ASHP + ER ASHP + ER ER ER

Ventilation system Balanced Exhausted Balanced Exhausted Balanced Exhausted Balanced Exhausted Balanced Balanced

Solar DHW system size
(m2)

0 5 0 0 0 5 0 0 0 0

PV system size (m2) 0 0 0 0 0 0 0 0 40 20

Lighting Typical LED Typical Typical Typical LED Typical Typical Typical Typical

KPI

Total energy consumption
(kWh/m2)

110 110 110 110 110 110 110 110 110 110
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4. Results and Discussion

As mentioned previously, in order to test the algorithm and evaluate the impacts of
the occupant and weather uncertainties on a building’s energy flexibility and survivability
under different tariffs, the procedure explained in Section 2 was applied to the building
models described in Section 3. The results are described in the following subsections. It
should be noted that the results in each subsection are analyzed according to the designs
and tariffs.

4.1. Cost and Shift Analysis

The energy demands of the ten designs have been investigated under 16 occupant and
weather scenarios. The algorithm developed in MATLAB uses the hourly energy demand
for each building design to compute its annual energy costs and the ideal and effective
heat shifts for the four tariffs. Figure 7 shows the resulting annual costs (before and after
the shifts) and effective load shifts. The following results can be obtained from Figure 7.

 

Figure 7. Annual costs (before and after shifts) and effective shifts for the ten designs across 16 scenarios and the differ-
ent tariffs.

4.1.1. Annual Energy Costs before and after the Shift

First, the tariffs are compared in terms of costs, then a cost comparison is done for the
different designs. In the base condition (without a shift), the cheapest tariff is the energy
rate tariff across all design. This result makes sense because the energy rate tariff does
not apply penalties and simply reflects the price of energy consumption. Furthermore, for
most of the designs in the base condition, the most expensive tariff is the time of use tariff.
A comparison of the tariffs without a shift shows that if customers do not change their load
profiles under the tariffs, they will face an increase in grid rent. In other words, these tariffs
should be viewed as incentives for the customers to change their consumption patterns.
If the effective shift is applied, the energy rate tariff is the most expensive tariff because
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it has no shift. The measured rate tariff has the minimum annual cost after the effective
shift for most of the designs. The comparison of the annual costs before and after the shift
reveals that the time of use tariff leads to the higher cost savings among the three tariffs
with a shift. So, this tariff provides higher incentives for changing consumption patterns;
however, it has a higher annual cost than the rest before the shift.

For the design comparison, the simulation results show that designs equipped with
the combination of an electric radiator, ASHP, and balanced ventilation are less sensitive to
uncertainties in comparison to the designs incorporating an electric radiator and exhaust
ventilation. For example, in a scenario designed to increase the energy consumption, the
increases in the amount of energy and the peak value needed for designs featuring an
electric radiator will be greater than those for designs with an ASHP. The same holds true
for balanced and exhaust ventilation. For this reason, Figure 7 shows that the average
annual energy costs for the designs incorporating an ASHP (D3, D4, D7, D8) are less than
the annual costs for the designs featuring just an electric radiator or exhaust ventilation
(D1, D2, D5, D6, D9, D10) for the energy rate tariff, the time of use tariff, and the tiered
rate tariff. Furthermore, for designs with the same energy system (e.g., D3, D4, D7, D8)
and designs with air-balanced ventilation (e.g., D3, D7) have lower annual costs than the
designs with exhaust ventilation (e.g., D4, D8). Under the measured power rate tariff, the
situation is a bit different. For this tariff, the annual costs before the shift for designs D2 and
D6 are less than the costs for other designs featuring an electric radiator. These two designs
incorporate LED lights, and they have a smaller plug load compared to the other designs,
decreasing their peak power costs during the summer compared to the other designs. In
the other words, the main difference between D2 and D6 and the rest of the designs is
that they require less peak power during the summer. A comparison of the daily shifts
across a year for D2, D6, and D1 (a typical design without LED lights) is shown in Figure 8.
This figure shows that there are significant differences among the daily shifts for designs
D2, D6, and D1 during the summer. The LED lights, used to compensate for the higher
demand (created by the implementation of the exhaust ventilation and electric radiator),
are responsible for the observed differences.

If the effective shift is applied, the annual costs for the designs with a combination
of an ASHP and electric radiator (D3, D4, D7, D8) are lower than the annual costs for the
designs featuring an electric radiator only (D1, D2, D5, D6, D9, D10), except in the case of
the energy rate tariff, for which no shift occurs. Furthermore, designs with higher costs in
the base condition (without the shift) achieve greater cost reductions when the load shift is
applied (e.g., designs featuring an electric radiator and exhaust ventilation).

 

 

 

 

 

Figure 8. A comparison of the daily shifts for D2, D6, and D1 under the measured power rate tariff.
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4.1.2. Effective Heat Shift

A comparison of the effective shifts for the three business models of dynamic pricing
tariff shows that based on cost-effective battery sizing, the effective shifts for the time of
use tariff and the tiered rate tariff are the highest and lowest, respectively. The effective
shift for the measured power rate falls between the shifts for these two tariffs. The time
of use tariff shifts the total daily heating demands to the night periods. The case study
building is a heat-dominated building, and the daily heating demand is a large part of
its total energy consumption. Hence, the time of use tariff has the greatest effective heat
shift. For the measured power rate tariff, all demand higher than the constant value (flat
load profile) is shifted. Because the constant value is calculated based on a comparison of
the daily heat average and plug loads, there is a surplus for all days of the year, but this
surplus can vary from very low to high amounts. Hence, the shift is distributed across
the year and creates a medium daily shift in comparison to the two other tariffs. Because
the shift is distributed across the year, under the measured power rate tariff, the battery
will go through more charge and discharge cycles, which can have negative effects on the
battery life. For the tiered rate tariff, any demand exceeding the subscription level is shifted.
Because the subscription level is not related to the daily distribution of load, the shift hours
are random and skewed toward the winter peak consumption hours. This focus on the
peak hours results in a lower daily shift for this tariff.

When it comes to the effective heat shift comparison between designs, it can be seen
that for the measured power rate tariff, D2 and D6 have the smallest shifts. The shift for
the measured power rate tariff is based on values that are higher than the constant value
across the year. Thus, D2 and D6, which have lower plug loads, have smaller shifts during
the summer compared to the other designs (Figure 8). Thus, they have the smallest shifts
among all designs. Regarding the time of use tariff, because the daily heat consumption is
shifted, designs featuring greater daily heat consumption have bigger shifts. These designs
include those with weaker envelopes and electric radiators (D9, D10) or the ones with
exhaust ventilation in combination with an electric radiator (D2, D6). As for the rest of
the designs, the ones featuring just an electric radiator (D1, D5) have higher daily heating
demands and consequently higher shifts than the ones using an ASHP and electric radiator
(D3, D4, D7, D8). For the tiered rate tariff, the shift is focused more heavily on the peak
hours during the heating period; hence, designs with more heating peaks will have greater
shifts. These designs include those with weaker envelopes and combinations of electric
radiators and exhaust ventilation systems. The smallest shifts under this tariff are seen for
designs equipped with ASHP and an electric radiator. Designs with balanced ventilation
have smaller shifts compared to the designs incorporating exhaust ventilation due to their
lower peaks.

4.2. Cost-Effective Battery Size

The other important parameter, which was introduced in Section 2.3, is the cost-
effective battery capacity for the shift storage. Figure 9 shows the relationship between the
SI and cost-effective battery capacity as well as a detailed comparison of the cost-effective
battery capacities for the ten designs across all tariff and reference scenario combinations.
It can be seen that the SI and cost-effective battery capacity are directly proportional for all
of the tariffs. Figure 9 reveals that the time of use tariff has the highest SI and cost-effective
battery capacity due to the large shift for this tariff, which was discussed in Section 4.1.2.
It should be noted that, in addition to the amount of the shift, the daily shift distribution
also plays a role in determining the cost-effective battery capacity, as is discussed later.
Under the time of use tariff, homeowners can achieve higher cost savings, but they will
need greater storage capacity to do so. In contrast, the tiered rate tariff needs very low
storage capacity, but it leads to lower cost savings due to its smaller shift. The measured
power rate tariff falls between the other two tariffs in this regard. It has an SI in the range
of the SI for the time of use tariff but a significantly lower cost-effective battery capacity
featuring many charge and discharge cycles.
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Figure 9. Visualization of designs based on SI, cost-effective battery size, and daily ideal shift (a) The relationship between
the SI and cost-effective battery size. (b) The violin plots of the daily shifts for the ten designs in the reference scenario.

The battery capacity is determined according to the daily shift and its distribution.
Hence, violin plots have been used to plot the distributions and probability densities of
the daily shifts for the ten designs. The violin plot is similar to the box plot and provides a
kernel density estimation of the underlying distribution. These violin plots, along with the
relationships between SI values and cost-effective battery capacities for the tariffs in the
reference scenario, are shown in Figure 9. Note that the cost-effective batteries are only used
for the storage of the shifted heat and not for storing energy produced by renewable energy
sources. Based on this figure, the measured power rate tariff produces more distributed
daily storage in D2, D6, D9, and D10, and the standard deviations in the daily storage are
higher for these designs in comparison to the other designs. In contrast, designs D3, D4, D7,
D8 have less daily storage, and their distributions are dense in the middle. Thus, the most
important parameter in the classification of the designs regarding the cost-effective battery
capacity pertains to the energy system. Designs D9 and D10 have a weaker envelope in
combination with an electric radiator, resulting in higher daily shifts and increased battery
capacity. Even though D2 and D6 have lower shifts due to lower summer usage, their shifts
are higher during the winter due to the exhaust ventilation and electric radiator, leading
to increased battery capacity. The remaining designs D1 and D5 have data distributed
at the higher level in comparison to designs D3, D4, D7, and D8, leading to higher cost-
effective battery capacities. The smallest battery capacities are assigned to the designs with
the combination of an ASHP and electric radiator because their daily storage values are
concentrated at the lower levels (the heating demand created by a heat pump has less
variation than the heat demand created by an electric radiator, leading to smaller surpluses
for the shift). For the designs without an ASHP, air-balanced ventilation leads to smaller
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cost-effective battery capacities due to fewer deviations in the heating demand across a
year. The shift in the time of use tariff is focused on daily heat consumption. So, designs
with higher daily heat consumption will have higher battery capacities. Figure 9 shows
that designs with higher heating demands also have shifts that are distributed more widely.
These designs include those with weaker envelopes and electric radiators (D9, D10) or
exhaust ventilation and an electric radiator (D2, D6). Designs D1, D5 have greater shifts
and more widely scattered daily storage requirements, resulting in mid-level cost-effective
battery capacities and SI values. The smallest cost-effective battery capacities and SI values
belong to the designs featuring ASHPs and electric radiators due to their smaller shifts and
dense distributions. Design D3, which uses a combination of an ASHP, electric boilers and
balanced ventilation, has the minimum cost-effective battery capacity.

For the tiered rate tariff, the shifts occur during random hours and more frequently
during the peak hours in the winter. For this reason, designs with higher demand during
the winter will have greater shifts and higher SI values, as seen in the designs D2, D6, D9,
and D10, which have weaker envelopes with an electric radiator or exhaust ventilation
with an electric radiator. On the other hand, these designs have more widely distributed
daily storage and cost-effective battery sizes. Other designs with an electric radiator or
an ASHP and an electric radiator have SI values and cost-effective battery sizes that are
smaller than those for the previous group. For this tariff, the minimum battery capacity is
also assigned to design D3, with the electric radiator, ASHP, and balanced ventilation.

4.3. Cost-Effective Flexibility Index (CEFI)

The cost-effective flexibility index (CEFI) is introduced in Section 2.3. This parameter
indicates the percentage of savings that can be guaranteed if the cost-effective battery
capacity is implemented. Figure 10 compares the CEFIs for the ten designs across the three
business models of dynamic pricing tariff under the reference scenario. Comparing the
tariffs reveals that in the reference scenario, the percentage of savings per kWh achieved
by the cost-effective battery capacity across all of the designs is higher for the measured
power rate tariff. For this tariff, the cost savings are greater than those for the tiered rate
tariff, and the battery capacity is as great as that for the time of use tariff, leading to the
highest CEFI. The tariff with the next-highest CEFI is the tiered rate tariff, while the time
of use tariff has the minimum CEFI due to its very high battery capacity. Therefore, the
measured power rate tariff saves more money at a smaller battery capacity.
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When it comes to the design comparison across all of the tariffs, the highest CEFI is
related to D3. The other designs with high CEFIs are D7, D4, and D8, all of which have an
ASHP and electric radiator. Among these four designs, D3 and D7, which have air-balanced
ventilation, have higher CEFIs compared to designs D4, D8. Of the remaining designs,
those with weaker envelopes and electric radiators (D9, D10) or exhaust ventilation and
electric radiators (D2, D6) have the smallest CEFIs. Based on the suggested design options
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in this paper, it can be concluded that the most highly recommended design options for
increasing the CEFI are those with ASHP and balanced ventilation. PVs must be paired
with weaker building envelopes to meet the same energy target and for this reason, designs
with PVs have larger battery size and smaller CEFI.

4.4. Survivability

The results related to the survivability can put into two categories: passive survivabil-
ity and active survivability.

4.4.1. Passive Survivability

The case study building is a heat-dominated building and no cooling systems have
been considered. In order to analyze passive survivability, a week is selected in each of
winter and summer to run simulated grid power failures. The simulations are run by
shutting off the power (for the HVAC and other energy-consuming equipment, such as
appliances) during the warmest and coldest periods in summer and winter, which are
selected from a typical year data in the IDA ICE weather file. For the summer passive
survivability, a six-day power failure is applied starting on 15 July (the warmest week in
the weather file). Because the building is a heat-dominated building, there is no need for
cooling systems; hence, applying the power failure in the summer does not increase the
temperature in the house to beyond the range of habitable conditions (TIndoor > 30 ◦C)
in any of the designs. This means that all of the designs retain the habitable thermal
condition in the case of a grid power failure in the summer. Thus, the PSI will reflect
only the winter passive survivability for the current case study. For the winter passive
survivability, a six-day grid power failure is applied starting on 15 Jan (the coldest week in
the weather file). During this period, all of the designs experience temperatures below the
habitable temperature (TIndoor < 15 ◦C). Figure 11 shows the winter passive survivability
performances for the ten designs for a power failure starting on 15 January, Ozkan et
al. indicate that the building envelope and WWR are the most effective parameters for
increasing passive survivability [62]. The results achieved in this paper confirm this fact,
and D2, with the strongest building envelope and smaller WWR, has the best passive
survivability performance. D6 also has higher passive survivability due to having the
second strongest envelope. D1 and D5 have mid-level survivability. The remaining designs,
which have ASHPs, have lower survivability performances because the ASHP requires a
weaker building envelope to meet the energy target. The designs with PV are in the same
situation because they have weaker envelopes.

 

Figure 11. Winter passive survivability performances of the ten designs following a grid power
outage in the winter.



Energies 2021, 14, 2787 21 of 32

4.4.2. Active Survivability

The ASI measures how much the cost-effective battery can contribute to the building’s
survival in the absence of grid power. The higher the ASI, the higher the self-sufficiency of
the building during a power outage. This means that the building can survive with its own
storage system, without being dependent on the centralized storage in the larger scales such
as neighborhoods. To calculate ASI, the minimum energy that is needed for survivability
is estimated by running a simulation for each design in the critical condition. The ASI is
calculated by dividing the cost-effective battery size by the minimum energy need for the
design. The designs are then compared with respect to maintaining not only habitable
temperatures but also meeting the minimum energy needed for other end uses, such as
appliances, lighting, and domestic hot water. Figure 12 shows the ASIs for the ten designs
for the reference scenarios and the three business models of the dynamic pricing tariffs.
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Figure 12. Active survivability indexes for the ten designs in the reference scenarios and three
business models of dynamic pricing tariff.

It can be seen that the ASI for the Time of use tariff is higher than that for the Measured
power rate tariff, which in turn is higher than that of the Tiered rate tariff because, although
the minimum energy needed for survivability is the same for all of the tariffs, the cost-
effective battery size is the highest for the Time of use tariff. In the higher cost-effective
battery range, the building can survive longer on the stored shift in the battery when
the grid power fails. Thus, when the Time of use tariff is used, the building will be
less dependent on large-scale, centralized storage. In contrast, if the Tiered rate tariff is
implemented, the building will be more dependent on centralized storage during a grid
power failure. The ASI comparisons for the designs under each tariff are also informative.
It should be noted that the minimum energy needed for survivability changes across the
designs; however, the designs are competitive and have the same energy target, so the
minimum energy needed for survivability does not vary much across designs. Thus, the
cost-effective battery size has more influence on the ASIs of designs with the same energy
target. For example, the Measured power rate tariff designs D2, D6, D9, and D10 have
higher battery capacities in comparison to designs D1 and D5 and the designs with an
ASHP, namely D3, D4, D7, and D8. The same trend can also be observed for the ASI. The
same trend occurs for the Tiered rate and the Time of use tariffs, and designs with weaker
envelopes and electric radiators (D9, D10) or exhaust ventilation and electric radiators (D2,
D6), which have higher shifts and battery capacities, have higher ASIs in comparison to
the designs with ASHPs (D3, D3, D7, D8) or medium envelopes with balanced ventilation
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It can be seen that the ASI for the time of use tariff is higher than that for the measured
power rate tariff, which in turn is higher than that of the tiered rate tariff because, although
the minimum energy needed for survivability is the same for all of the tariffs, the cost-
effective battery size is the highest for the time of use tariff. In the higher cost-effective
battery range, the building can survive longer on the stored shift in the battery when
the grid power fails. Thus, when the time of use tariff is used, the building will be
less dependent on large-scale, centralized storage. In contrast, if the tiered rate tariff is
implemented, the building will be more dependent on centralized storage during a grid
power failure. The ASI comparisons for the designs under each tariff are also informative.
It should be noted that the minimum energy needed for survivability changes across the
designs; however, the designs are competitive and have the same energy target, so the
minimum energy needed for survivability does not vary much across designs. Thus, the
cost-effective battery size has more influence on the ASIs of designs with the same energy
target. For example, the measured power rate tariff designs D2, D6, D9, and D10 have
higher battery capacities in comparison to designs D1 and D5 and the designs with an
ASHP, namely D3, D4, D7, and D8. The same trend can also be observed for the ASI. The
same trend occurs for the tiered rate and the time of use tariffs, and designs with weaker
envelopes and electric radiators (D9, D10) or exhaust ventilation and electric radiators (D2,
D6), which have higher shifts and battery capacities, have higher ASIs in comparison to
the designs with ASHPs (D3, D3, D7, D8) or medium envelopes with balanced ventilation
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(D1, D5). The bigger the cost-effective battery capacity, the longer the building will survive
and the less dependent it will be on centralized storage when the grid power fails.

4.5. The Trade-Off between Energy Flexibility and Survivability

The trade-offs between cost-effective energy flexibility and survivability for the ten
designs are shown in Figure 13 for the three business models of dynamic pricing tariff.
In this figure, the ASI and the CEFI are shown along the x- and y-axes, respectively. The
bubbles are added as a third dimension and indicate the relative values of the passive
survivability indexes (number of hours that the building can survive). The larger the bubble
size, the more passively survivable the building. This figure can help decision-makers
to select the best design based on their preferences in terms of cost-effective flexibility,
active survivability, and passive survivability. For example, for hospitals and care homes,
where the risk associated with a grid power failure is high, the building survivability can
be prioritized. In contrast, if the building should ensure a well-functioning DR program,
energy flexibility becomes more important and can be prioritized. For example, under the
measured power rate tariff, if the decision-maker prefers to achieve savings of more than
2% by utilizing each kWh stored in the cost-effective battery, the passive survivability will
be in the range of one day, and the active survivability will be low (less than 17%). This
situation comes up in designs with ASHPs and can yield appropriate solutions if the CEFI
is prioritized. Another example involves desiring a high ASI value under the time of use
tariff. If the decision-maker wants a high ASI value (more than 75%), the CEFI will be low,
but the passive survivability can be extended to four days. This situation applies to designs
D2, D6, D9, and D10. Among these designs, designs D2 and D9 have the greatest passive
and active survivability, respectively. When considering all of the tariffs, it can be seen that
designs with ASHP have the highest CEFIs and designs with PVs or STCs have the highest
ASIs. The competitive designs from the flexibility and survivability points of view are
marked with red dotted circles in Figure 13. The competitive designs under the measured
power rate tariff are D3 and D7, both of which use ASHP and balanced ventilation and
thus have higher CEFIs, as well as D6, which has exhaust ventilation in combination with
a strong envelope and STC, and D9, which has a weaker envelope and an electric radiator
and thus demands a higher battery capacity (which leads to higher active survivability).
Three of these designs have passive survivability values of around one day, and only D6
has higher passive survivability. Hence, if the CEFI is prioritized under this tariff, D3 and
D7 can be appropriate solutions, while, if survivability is more important, D2 or D9 could
be selected. Under the tiered rate tariff, the competitive designs remain the same due to
their similar strategies for the heat shift. Under the time of use tariff, the situation is a bit
different, and the competitive solutions are designs D3, D7, and D6. Design D9 is not in
the group of competitive designs because the shift strategy for this tariff does not focus on
peak demands and limits but rather the total amount of daily heat and shifting the load to
the night. When the CEFI is prioritized, designs D3 and D7 are the suggested solutions,
while, if survivability is more important, D6 can be an appropriate solution. In general,
the methodology in this paper provides information that allows decision-makers, such as
grid companies, building designers, and home owners, to set up trade-offs between energy
flexibility and survivability from a cost-effective perspective. The decision-makers should
select their preferred design based on prioritizations of the involved criteria.
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Figure 13. The trade-offs between cost-effective energy flexibility and survivability. The bubble size
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4.6. Impacts of Weather and Occupant Uncertainties

As stated previously, 16 uncertainty scenarios consisting of pairings of two climate
scenarios with eight occupant scenarios are considered in this study in order to evaluate
their impacts on the indexes under different tariffs. For example, Appendix A shows how
annual energy consumption, SI, and cost-effective battery capacity change across the 16
scenarios for the measured power rate tariff. Based on this figure, there is an increase in
the SI value and battery capacity, when the total energy consumption increases. In order to
discover how these scenarios influence the cost-effective energy flexibility and the active
survivability in the three business models for the dynamic pricing tariff, the CEFIs and ASIs
are calculated for all designs across all scenarios. The uncertainties in the CEFIs and ASIs
across the three business models are calculated and shown in Figure 14. The uncertainty in
the CEFI is defined as follows [73]:

Uncertainty =
CEFImax − CEFImin

CEFImean
% (2)

where CEFImean is the mean value of the CEFI of all designs across all scenarios and
CEFImax and CEFImin are the maximum and minimum CEFI values for all designs and
all scenarios. The same formulation is also used for the calculation of the uncertainty in
the ASI. The maximum uncertainties for the CEFI and ASI occur under the tiered rate
tariff because the annual subscription level’s direct influence on the SI value, the cost-
effective battery capacity, and thus the CEFI and ASI values make this tariff more sensitive
to uncertainties in comparison to the other tariffs. In other words, under the tiered rate
tariff, when the shift analysis is done, the values related to the CEFI and ASI will be very
sensitive to future uncertainties. Hence, it is important to consider uncertainty scenarios
when determining a subscription level. The measured power rate tariff has the smallest
uncertainties for the ASI and CEFI. Furthermore, as mentioned earlier in Section 2.2.2,
the cost-effective battery size covers the storage capacities that have a high probability of
happening daily over a course of a year (the loads lower than the red box in Figure 5). With
this strategy, there will be some days with low probable loads that the cost-effective battery
capacity will not be able to cover them. Given this, uncertainties such as climate change
can have some impacts on the battery size and in consequence on ASI and CEFI. If climate
change leads to some low probable extreme condition, the cost-effective battery capacity
will not get influenced and this is because the cost-effective battery size is independent of
extreme conditions. However, if climate change leads to more probable extreme conditions
and it completely changes the distribution of the daily loads, the cost-effective battery will
not be reliable anymore for the new climate conditions. So, it is recommended to consider
the impact of uncertainties on the battery size in the design step.
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Figure 14. The uncertainties related to the CEFIs and ASIs for the three business models of dynamic
pricing tariff.
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5. Summary and Conclusions

This paper explores the trade-off between energy flexibility and survivability of all-
electric buildings by suggesting a methodology for quantifying the energy flexibility and
survivability. This quantification is done with a focus on sizing cost-effective batteries,
which can be considered as flexibility assets when they store the shifted heat (as a DR
strategy) in the response to a dynamic pricing tariff. In addition, these batteries can be used
as backup storage systems for building survival during grid power failures. The energy
flexibility is quantified as a single indicator (cost-effective flexibility index) reflecting the
amount of cost savings that can be achieved by implementing the cost-effective battery. The
active survivability of the building is also quantified as a single indicator (active survivabil-
ity index) showing how well the cost-effective battery implemented for shift storage can
cover the minimum energy needed in the case of a grid power failure. A MATLAB-based
algorithm, coupled with dynamic building performance simulation software (i.e., IDA ICE),
is used to determine the cost-effective battery size, CEFI, and ASI. This generic method can
be used for buildings in cold or hot climates that use electricity as their source for heating
and cooling demands. The suggested methodology can be used by different stakeholders in
building projects, such as grid companies, building designers, and electric grid customers,
including home owners, to estimate the energy flexibility and survivability of the building
from a cost-effective perspective. In order to create the conditions necessary for comparing
the energy flexibility and survivability of building designs with the same energy target, a
unique design space with ten competitive designs is created for an all-electric Norwegian
single-family house. Furthermore, 16 uncertainty scenarios are created to evaluate the
impact of possible uncertainties on the introduced indexes under different dynamic pricing
tariffs. The implementation of the suggested methodology in this case study has created
the opportunity to compare three business models for the dynamic pricing tariff suggested
by the Norwegian regulator and also to compare designs meeting the same energy target.
The following conclusions can be drawn based on this study:

• For all of the suggested designs with the same energy target, the energy rate tariff
and the time of use tariff are the cheapest and the most expensive tariffs, respectively.
The high prices of the three suggested tariffs are exactly in line with the logic behind
them, which is creating incentives and encouraging customers to change their energy
consumption patterns.

• For the suggested case study building, which meets the TEK17’s energy consumption
target (110 kWh/m2), the cost-effective battery sizes for the different designs under
the measured power rate tariff is in the range of 10-18 kWh. For the tiered rate tariff,
the range is from 2 to 12 kWh, while, for the time of use tariff, the cost-effective battery
size varies between 40 and 65 kWh.

• The higher sizes of the cost-effective batteries under the time of use tariff are related to
the shifting strategy used in this tariff, which focuses on shifting the heating demand
away from the daytime and needs higher capacities to store it.

• In the suggested design space, designs with weaker envelopes or exhaust ventilation
in combination with an electric radiator have higher heating demands and higher heat
peaks, thus leading to higher daily shifts and increases in the cost-effective battery
size, as in designs D2, D6, D9, and D10. In contrast, designs using an ASHP can use
smaller batteries to shift the heat under all of the tariffs due to less variation and
smaller peaks in the heating demand.

• When considering the three dynamic pricing tariffs, the highest CEFI is found for the
measured power rate tariff, and its CEFI is significantly higher than those of the two
other tariffs (1.4–2 %/kwh in comparison to 0.6–0.8 %/kWh for the tiered rate tariff
and 0.4–0.55 %/kWh for the time of use tariff). In this tariff, neither the cost saving
is as small as the tiered rate tariff, nor the battery capacity is as big as the time of
use tariff.

• Of the ten designs with the same energy target, design D3, which uses a combination
of an electric radiator and ASHP as the energy system and air-balanced ventilation as
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the ventilation strategy, has the maximum CEFI of the designs. Thus, in this design
space, ASHP and air-balanced ventilation are the most important design options for
obtaining a high CEFI value. However, the implementation of renewable systems,
which are paired with weak building envelopes to meet the energy target, or exhaust
ventilation in combination with an electric radiator leads to lower CEFI values.

• For the case study building, which meets the TEK17’s energy consumption target
(110 kWh/m2), the ASIs of the different designs under the time of use tariff vary
between 63–80%. For the measured power rate tariff and tiered rate tariff, the ASI
values decrease to 16–20% and 4–14%, respectively. The high active survivability
under the time of use tariff is the result of a higher cost-effective battery size compared
to the battery sizes for the other tariffs.

• Designs with higher cost-effective battery capacities can help the building survive
longer during grid power failures. The ASI is higher in the designs with higher
cost-effective battery sizes, such as designs D2, D6, D9, and D10.

• The building envelope and WWR are the most important parameters influencing
passive survivability.

• There is a trade-off between the defined energy flexibility and survivability of the
all-electric building for the three business models for the dynamic pricing tariff. The
preferred design should be selected based on the prioritization of the criteria. Designs
with an ASHP are suggested when the CEFI value is prioritized over the survivability
in the case of power failure. In contrast, designs with higher battery capacities (D2,
D6, D9, D10) are suggested when survivability is prioritized over energy flexibility.

• The CEFI and ASI values for the tiered rate tariff are more sensitive to weather and
occupant uncertainties. For this tariff, the heat shift, the corresponded savings, and
the cost-effective battery size depend on the selected subscription level, making it
far more sensitive to uncertainties from the flexibility and active survivability points
of view.

In the context of operational applicability, the suggested methodology can be used by
the different stakeholders in building projects, such as grid companies, building designers,
and electric grid customers, including home owners, to classify the energy flexibility and
survivability of buildings according to two easy-to-understand indicators hinging on cost-
effectiveness. The application of this methodology is not limited to Norway and can be
extended to other countries where electricity is used as a heating source, such as Kosovo,
Malta, Sweden, and Finland. Furthermore, it can be extended to countries with hot climates
that use electricity for cooling. In this paper, the proposed methodology is considered for a
single building. In the real world, buildings interact with each other and with connected
grids. It would, therefore, be interesting to consider this approach on a larger scale, such as
a neighborhood scale, by extending the sizing to centralized storage systems. The energy
flexibility and survivability of buildings can also trade-off with other building performance
metrics, such as energy consumption and emissions. In future work, energy flexibility
and survivability can be used, along with other performance criteria, in a multi-criteria
assessment framework to help decision-makers prioritize and select building designs.
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Abbreviations
The following abbreviations are used in this manuscript:

AC Annual cost without shift
ACIS Annual cost with ideal shift
ACES Annual cost with effective shift
ASHP Air source heat pump
ASI Active survivability index
BPS Building performance simulation
CEFI Cost-effective flexibility index
CHP Combined heat and power
CPP Critical peak pricing
DH District heating
DHW Domestic hot water
DR Demand response
EFS Effective heat shift
ER Electric radiator
EV Electric vehicle
HVAC Heating ventilation and air conditioning
IHS Ideal heat shift
kW Kilowatt
kWh kilowatt-hour
LED Light emitting diode
NMF Neutral modeling format
NVE Norwegian water resource and energy
PCM Phase change material
PSI Passive survivability index
PV Photovoltaic
RES Renewable energy sources
SI Saving index
STC Solar thermal collector
TEK17 Norwegian building regulation
WWR window to wall ratio
CBat Cost-effective battery capacity
CO2 Carbon dioxide

Appendix A

The uncertainty scenarios related to the weather and occupant behavior are shown in
Table A1. More information can be found in [67]. Furthermore, the impact of uncertainties
on the total energy consumption, the SI, and the cost-effective battery capacity used in the
measured power rate tariff is shown as an example in Figure A1.
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Table A1. Summary of the occupant behaviors and climate parameters and their combinations into the 16 considered scenarios. * shows the chosen option for each parameters in the
scenarios.

Scenarios

Parameter Option 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Heating
setpoint (1) Bedroom, livingroom, bathroom 18, 21.5, 23 ◦C * * * * * * * *

(2) Bedroom, livingroom, bathroom 20, 23, 23 ◦C * * * * * * * *
Window
shading (1)Shading control On if Tindoor > 23 ◦C * * * * * * * *

(2) Shading control on if radiation above 100 W/m2 * * * * * * * *
Window
opening (1) Open if Tindoor > TOut and Tindoor > 23 ◦C for windows in all zones * * * * * * * *

(2) Open if Tindoor > TOut and Tindoor > 23 ◦C for day room and bathroom
Open based on adaptive thermal model limits for bedroom

* * * * * * * *

Climate (1) IWEC * * * * * * * *
(2) IWEC2 * * * * * * * *
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Figure A1. The impacts of the 16 uncertainty scenarios on total energy consumption, cost-effective
battery capacities, and the savings indexes of the ten designs for the measured power rate tariff.
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Abstract

Building performance can be affected by various
events such as changing environment or changing re-
quirements. Thus, buildings should react to these
events to last their performance. In this regard, the
concept of resilience is recently gaining ground in
building design context. However, for the applica-
tion of resilience in the building design, there should
be a clear definition and an assessment framework.
This paper develops a comprehensive definition of re-
silience and its assessment by answering four main
questions. Furthermore, it introduces a multi-phase
resilience curve and tests building thermal resilience
using a test framework and a set of metrics. The
developed test framework has been used for a case
building facing a power failure lasting for four days.
The results highlight the suitability of the proposed
test framework and metrics to quantify building ther-
mal resilience.

Key Innovations

• Developing a test framework for evaluating
building thermal resilience.

• Quantification of building thermal resilience with
a focus on different phases and abilities in the
cycle of a disruptive event.

Practical Implication

• Aiding building designers and decision makers in
selecting the most appropriate building designs
and strategies by evaluation and quantification
of building thermal resilience.

Introduction

In general, buildings are designed based on a group
of fixed assumptions and conditions in the design or
renovation phases. This is while in the operational
phase, buildings are not performing under the fixed
assumptions and conditions, which have been set by
designers. Building performance can be affected by a
wide range of changes that can arise during the op-
erational phase. These changes can be categorized
to changing environment (e.g., climate change, occu-
pant behaviour changes (Homaei and Hamdy (2020))
or changing requirement (e.g., adding new technolo-
gies to the building or the integrated grid (Rønneseth
et al. (2019)). For example, climate change is one of

the main sources of uncertainty that can influence
the performance of buildings, energy systems and in
larger scales urban areas. Even though the impacts
of climate change are considered by using the normal
climate data and the projections of climate change,
there can still be climate conditions far from the ex-
pected ranges in the future (Moazami et al. (2019)).
Furthermore, the frequency and severity of extreme
events have increased in the last 30 years (Kenward
and Raja (2014)) leading to other consequences in en-
ergy systems such as major power failures that can be
life-threatening and can cause to huge economic losses
(Campbell and Lowry (2012)). Buildings are catego-
rized in the group of facilities with a long life cycle
and significant investment costs. For this reason, they
should be able to perform well not only for the cur-
rent condition but also for upcoming conditions in the
future. In general, one of the strategies to ensure the
performance of systems against future uncertainties,
disturbances, and shocks is mitigation options in the
form of protection: designing systems to withstand
and absorb undesired events (Hosseini et al. (2016)),
which can also be applied to buildings as systems. In
the category of these options, the concept of resilience
has gained much attention in recent years. The word
resilience stems from the Latin root ”risilio” meaning
to ”spring back”.The common definition of resilience
deals with ”the ability of an entity or system to return
to normal condition after the occurrence of an event
that disrupts its state”(Hosseini et al. (2016)). The
concept of resilience is polysemic and its interpreta-
tion can be changed based on the context and objec-
tives in different disciplines. Nowadays, the concept
of resilience has been used in diverse fields such as
ecology (Holling (1973), psychology (Rutter (1987)),
economy (Rose (2007)), seismic engineering (Bruneau
et al. (2003)), and etc. The resilience studies were
originated from the work of Holling in ecology dur-
ing the 1970s (Holling (1996)) and other fields have
borrowed this concept from ecology. Holling used re-
silience to describe the ability of an ecological sys-
tem to maintain its function and structure by en-
during the shocks and absorbing disturbances, but
not necessarily remaining the same pre-disturbance
state (Holling (1996)), which is known as ecological
resilience. Several studies thus far have addressed
the conceptualization of the resilience concept and its
quantification in different fields. For example, con-
cerning energy systems, the resilience of gas systems



(Cimellaro et al. (2015)) and power systems (Panteli
et al. (2016))have been evaluated. The resilience tri-
angle suggested by the Multidisciplinary Center for
Earthquake Engineering Research was the first effort
for measuring the seismic resilience (Bruneau et al.
(2003)). This has been extended by the concept of
resilience trapezoid, which divides the system’s per-
formance response into three stages: pre-disturbance,
disturbance progress, and restorative stages to con-
sider the degraded state in case of no immediate
restoration actions after disturbance (Panteli et al.
(2016, 2017)). Resilience trapezoid has been imple-
mented for quantifying resilience in different contexts
such as power systems (Panteli et al. (2016)), multi-
energy systems (Bao et al. (2020)), urban infrastruc-
ture, and energy resilience modeling of communities
(Shandiz et al. (2020)). Implementation of resilience
triangle and resilience trapezoid in different fields has
led to the introduction of various indices for resilience
quantification. For example, Tierney and Bruneau
(2007) measured a system’s resilience through the
state of functionality of the system after the disaster
and the time it takes to go back to the normal condi-
tion. Panteli et al. (2016) introduced time-dependent
resilience metrics (named ΦΛEΠ metric system) for
quantification of infrastructure resilience in power
systems, which is based on the speed (Φ) and the
magnitude (Λ) of the damaged grid functionality, the
duration of the damaged state (E), and the recovery
speed (Π). In the context of the built environment,
the literature concerning resilience can be categorized
into the urban or building scale. For instance, ur-
ban energy resilience has been defined and evaluated
against climate change (Nik et al. (2020)) and other
threats such as cyber-attacks, terrorism, etc (Sharifi
and Yamagata (2016)). In the building scale, passive
survivability and thermal autonomy have been used
as measures to quantify thermal resilience against
to power failures and extremely hot (Baniassadi and
Sailor (2018)) and cold (Ozkan et al. (2019)) weather.
These two measures are only focusing on the distur-
bance propagation phase in the resilience trapezoid
and they are not reflecting other characteristics re-
lated to resilience in the pre-disturbance and post-
disturbance phases. This paper will focus on the
building thermal resilience and introducing the multi-
phase resilience curve based on the results of building
performance simulation. This multi-phase curve will
ease the application of resilience metric for building
thermal resilience. Furthermore, a test framework
is applied to conceptualize the application of the re-
silience metrics on the multi-phase resilience curve.
This test framework applies a duration of 12 days
test of building thermal performance by considering
a disturbance with a duration of four days.

Resilience in the built environment

Even though there are various definitions of resilience
in the literature, building resilience requires more re-
search. The resilience of building can be defined
based on its characteristics (e.g. building envelope,
energy systems, storage and backup systems, etc.)
and the nature of disruption, which affects the build-
ing. For example, a building can be resilient to ex-
treme hot weather but not to extreme cold weather.
In most of the definitions of resilience, there are six
components which are known as ”abilities of system
to prepare, resist, absorb, response to, adapt to, and
recover from a disturbance” (Carlson et al. (2012)).
Based on the context, a different combination of these
abilities can be implemented for the definition and
conceptualization of resilience. To achieve a com-
prehensive definition and assessment for building re-
silience, four main questions have been raised and
answered in this paper: ”Resilience of what?”, ”Re-
silience to what?”, ”Resilience in what stage?”, ”Re-
silience based on what?”. These questions will be
answered as follows:

• Resilience of what?

In the context of built environment resilience can
be evaluated in different scale: single zone, systems,
building, neighbourhoods, or even larger scales such
as urban scale or cities. Furthermore, the resiliency
of occupants as one of the important players in the
building can be evaluated (Pisello et al. (2017)). In
this paper, the thermal resilience of the building and
its integrated systems has been evaluated. Here, the
performance is evaluated based on indoor operative
temperature resulted from a building performance
simulation tool.

• Resilience to what?

Understanding the source of disturbances and shocks
is essential for resilient building designs and protect-

 

Figure 1: Resilience questions and answers in this
paper.



ing buildings against disturbances. Several types of
disturbances can influence the building performance.
These disturbances have been classified into two dif-
ferent approaches in the literature. The first approach
is the classification of disturbances based on their
probability of occurrence and impact intensity, which
classifies disturbances into two groups: low probabil-
ity high impact events or high probability low impact
events (Nik et al. (2020)). In resilience evaluation,
low probability high impact events have been used
(Panteli and Mancarella (2015)). The second clas-
sification, which has been found is focusing on the
impact intensity and duration of disruptive events
(Shandiz et al. (2020)). For example, this can clas-
sify heat waves to high impact heat waves with a short
duration time, or low impact heat waves with a long
duration time. Different events that can disrupt the
building performance can be found in the literature
such as fires, windstorms and hurricanes, flooding,
heat waves, ice storms, power outage, and pandemic
situation Shandiz et al. (2020). In this paper, the
thermal resilience of the building and its systems has
been evaluated against a power failure, which will last
for four days.

• Resilience in what stage?

The other important component in defining resilience
is identifying the stages, which a resilient building
is facing in the cycle of disruptive events. These
stages are also known as resilient system abilities.
As stated before, there are six main abilities for a
resilient system, and different combination of these
abilities have been selected in resilience definition in
different fields. For example, Sharifi and Yamagata
(2016) suggested abilities of preparation, absorption,
recovery, and adaptation for the sustainable and re-
silient urban system. Shandiz et al. (2020) counted
preparation, withstanding, adaptation, and recovery
as important abilities of the energy resilient commu-
nities. Nik et al. (2020) divided the resilience char-
acteristics to four main groups: planning and prepa-
ration, resisting, adapting to, and recovering from.
Based on the context of current work, which is fo-
cusing on a single building, and to make the sug-
gested resilience metrics more understandable, four
main abilities (stages) are suggested in this paper.
Based on these abilities, in order to be resilient, the
building should be able to prepare, absorb, adapt to,
and recover from the disruptive event for protecting
building’s occupant from health injuries due to the
disruptive event. These abilities will be discussed in
the next section.

• Resilience based on what?

The last essential question is related to the metrics
for measuring resilience. Different types of resilient
measures such as time-dependent measure have been
introduced in various fields (Panteli et al. (2016)).

Metrics, which have been used here for quantification
of building thermal resilient against power failure will
be explained in the next section. Figure1 shows the
four main questions and their answers, which have
been considered in this paper.

Test framework and metrics

Illustration of building thermal resilience

In order to illustrate the thermal resilience of build-
ings, i.e., the ability of buildings to prepare, absorb,
adapt to, and recover from the disruptive event, the
multi-phase performance curve is used to conceptual-
ize the resilience phases and abilities and quantify the
thermal resilience of buildings. This curve is inspired
by resilience triangle and resilience trapezoid and uses
the results of the dynamic building performance sim-
ulation for curve establishment. The performance can
be measured by different indicators, here the indoor
operative temperature resulted in the building perfor-
mance simulation is considered as an indicator. Fig-
ure 2 shows the multi-phase resilience curve with the
placement of phases and abilities during the time. Ev-
ery solid line in this figure shows a parameter, which
is fixed based on the assumptions and the dashed lines
are the variables, which are case-dependent and they
will be changed based on the impact of the event and
the building characteristics. Three phases can be seen
in the multi-phase performance curve of the building.

1. Phase I: Pre-disturbance phase: In this phase, the
building is operating based on the set point tem-
perature (which is considered as the target and
for example in Figure 2 is 21.5◦C) before the dis-
ruptive event.

2. Phase II: Disturbance progress phase: The dis-
ruptive event occurs at the beginning of this phase
and the performance of the building (the indoor
operative temperature) decreases until the end of
this phase.

 

Figure 2: The multi-phase resilience curve (P: Prepa-
ration, Ab: Absorption, Ad:Adaptation, R:Recovery).



3. Phase III: Post disturbance phase: This phase
shows the recovery process, which the building
operative temperature is going to be improved
and come back to the set target or even more.
Post disturbance phase consists of two parts: the
restoration part, which the temperature increases
until the set target and post-restoration, which
happens after passing the set target.

In addition to these phases, it can be seen that there
are four different performance levels in the multi-
phase performance curve. These performance levels
can be defined as below:

– TST : is the set target (the setpoint temperature),
which is needed for the desired performance of
the building.

– TRT : is the performance robustness threshold.
Any performance(i.e., operative temperature)
higher than this value will be a robust perfor-
mance and if the operative temperature is less
than TRT , the performance will not be robust.

– THT : is the habitability threshold for the oc-
cupant. Passing this threshold shows that the
building has been failed in providing the min-
imum required comfort condition for building’s
occupant. If the performance of the building
(i.e., indoor operative temperature) passes this
threshold, the building will not manage to have
a safe recovery. But if the building manages to
recover before reaching the habitability thresh-
old, the building will be thermally resilient.

– Tmin: is the minimum performance level caused
by the disruptive event.

Considering three phases and the four performance
levels, the thermal resilient building’s abilities in the
action cycle of facing a disruptive event can be defined
as follow:

• Preparation: This ability shows by design how
much the building is prepared for the disruptive
event and for how long it can perform higher
than robustness threshold and minimize the po-
tential adverse impact of the disruptive event.
This depends on the building characteristics such
as building envelope, storage systems, etc.

• Absorption and adaptation: Although the build-
ing is prepared for the disruptive event, still the
robustness threshold can be crossed. Therefore,
the building and its integrated systems should
be configured in a way that they can absorb
the impacts of the disruptive event and minimize
the overall disruption. Furthermore, the build-
ing should be able to adapt to the impact of the
disruptive event and modify its configuration.

• Recovery: The ability of the building to return
back to the set target performance level (TST )
after the disruptive event. Restoration to the set
target performance level depends on the impact

intensity of the disruptive event, the degree of
previously mentioned abilities e.g., preparation,
absorption, and adaptation.

In the next section, a test framework will be in-
troduced to implement the resilience metric for the
multi-phase resilient curve.

Four days test framework

Based on the introduced phases, abilities and perfor-
mance levels, a test framework is developed for eval-
uation of building thermal resilience in three phases
and considering different abilities. This framework
implements the building performance regarding the
indoor operative temperature, which is resulted in a
dynamic building performance simulation tool (i.e.,
IDA ICE). In this framework, a fixed duration power
failure is applied as a disruptive event. The follow-
ing assumptions can be considered regarding the test
framework:

1. The test framework can be applied for all-electric
buildings, which are using electricity for providing
all types of demand in buildings.

2. The disruptive event is a fixed duration power fail-
ure, which will last for four days. Furthermore,
four days before the disturbance (pre-disturbance
phase) and four days after the disturbance (post
disturbance phase) have been evaluated in the
test framework. In total, the test evaluation will
take 12 days.

3. The set target in the test framework is based on
the setpoint temperature suggested in the Norwe-
gian standards(TEK (2020)).

4. It is assumed that the robustness margin allows
3.5◦C tolerance from the set target (setpoint tem-
perature based on the standard).

A set of metrics inspired by power resilience (Pan-
teli et al. (2016)) and adapted to the building con-
text, has been used to quantify building thermal re-
silience in the suggested test framework. These met-
rics should be able to represent thermal resilience
in different phases and considering abilities. Table
1 shows the set of metrics that have been used for
the evaluation of thermal resilience in the suggested
test framework. Robustness duration (RD) shows for
how long the building performance can be maintained
robust after facing power failure. The higher robust-
ness duration, the building will be more prepared for
facing the disruptive event. CS shows the collapse
speed, means how fast the building performance will
drop from the set target. Lower values for CS shows
that the building can absorb the impact of the event
and for this reason, the performance will be decreased
with a lower speed. AoE shows the amplitude of the
power failure impact (the minimum performance of
the building that will be experienced after power fail-
ure). Smaller AoE reflects that the building is better
able to absorb the impact of the event and adapt to



Table 1: Description of resilience metrics (P: Preparation, Ab: Absorption, Ad:Adaptation, R:Recovery).
Metric Name Unit Equation Phase Ability
RD Robustness Duration hr t1 − t0 Phase II P

CS Collapse Speed ◦C/hr T1+T2

t2−t0
Phase II Ab and Ad

AoE Amplitude of Event ◦C T1 + T2 Phase II Ab and Ad

RS Recovery Speed ◦C/hr T1+T2

t3−t2
Phase III R

EPL Expected Performance Loss degree.hour [
∫ t

0
(TST − T (t)) dt] All phases All abilities

it.If AoE is greater than the difference between TST

and THT , the building will not perform thermally re-
silient. RS is the recovery speed in the restorative
phase, which shows how promptly the building can
restore to its set target, after connecting the power
after four days. Higher RS shows that the building
has a better ability for recovery. EPL represents the
expected performance loss considering both impact
intensity and duration of the power failure. The lower
EPL shows that the performance deviated less from
the target during the disruptive event and this will
lead to a more resilient building.

Case study

To assess the suitability and usability of the pro-
posed multi-phase resilience curve and test frame-
work, they are demonstrated for a case study of Nor-
wegian single-family house, with two different com-
petitive designs and possibility of implementation of
storage technology. A representative model of the
Norwegian single-family house is chosen as the case
study building. It is a two-story building located in
Oslo, and the layout of the building is the same as
(Homaei and Hamdy (2020)). This building is di-
vided into three thermal zones in IDA Indoor Cli-
mate and Energy software (IDA-ICE) (IDA (2020))
to calculate the temperature and energy demand of
each zone. The first floor consists of the living room,
and the bedroom and bathroom are placed on the
second floor. The building is an all-electric build-
ing, which means that electricity is used for provid-
ing all of the demands in the building. Besides, it
is a heating-dominated building and it does not have
cooling demand. The heating demand is based on
direct electrical heating with electric radiators. Oc-
cupancy schedules, domestic hot water distribution,
and internal heat gains are based on (Nord et al.
(2016)). Heating set points, window opening strategy,
and window shading is based on scenario 1 in (Homaei
and Hamdy (2020)) and IWEC weather file from the
library of IDA ICE has been used for running the
simulations. Two designs regarding the building en-
velope and ventilation systems have been considered
for testing. These designs are competitive, means
that both of them are meeting the energy target of
TEK17 standard (the current minimum requirement
in Norway)(TEK (2020)). In the first design, design
parameters (e.g., building envelope, ventilation, etc)
are based on the recommended parameters in TEK
17 standard, but the second design is meeting the

Table 2: Details of the two competitive designs con-
sidered in the case study demonstration.
Design parameters D1 D2

Overall U-value (w/m2.K) 0.31 0.25
Ventilation system Balanced Exhausted
Solar thermal collector size (m2) 0 5
Lighting Typical LED light
Energy consumption(kWh/m2) 110 110
Battery size (kWh) 48 62

energy target of TEK 17 with using of other combi-
nation of design parameters. The energy system in
both designs are electric radiators, while D1 is using
balanced mechanical ventilation with a heat recovery
unit that has an efficiency of 80% and D2 has me-
chanical exhaust ventilation without a heat recovery
unit. The details of each design are shown in Table2.
To compensate higher energy consumption resulted
by the implementation of the exhausted ventilation,
solar thermal collectors and LED lights have been
added to D2. In addition to the building design pa-
rameters, the impact of batteries as storage facilities
on the resiliency of the building have been consid-
ered for the two designs. For this purpose, the two
competitive designs have been equipped with batter-
ies. The size of the battery for these two design is
based on (Homaei and Hamdy (tted)), which in bat-
teries are used for storage of the generated heat shift
based on the implementation of dynamic pricing tar-
iffs, suggested by the Norwegian regulator. Homaei
and Hamdy suggested a new approach for battery siz-
ing, which is called ”cost-effective battery sizing strat-
egy”. The interested reader is referred to (Homaei
and Hamdy (tted)) for more details. The battery
size for each design is reported in Table 2. Consid-
ering the battery option will lead to in total of four
designs for testing of the suggested method. The dis-
ruptive event for this case study is the grid power
failure, which will last for days in typical cold days
during winter (starting 14th January). In this work,
the thermal resilience has been evaluated for one zone
in the building (here the living room with a set point
temperature of 21.5 ◦C based on TEK17 standard).
The hourly indoor operative temperature resulted in
IDA ICE has been used for calculating thermal re-
silience metrics. In the next section, the test frame-
work will be applied for the two introduced designs
with and without considering battery for them, and
the suggested metrics will be calculated.



Results

Building thermal resilience can be dependent on dif-
ferent parameters such as building envelope, venti-
lation system, heating systems, and storage systems
in a design package. Within this context, two com-
petitive designs, with the possibility of implementa-
tion storage capacity developed to evaluate the im-
pact of design options on thermal resilience and test
the suitability of the proposed test framework. Fig-
ure 3 and Figure 4 shows the time-dependent multi-
phase resilience curve for the D1 and D2, respectively.
Each curve has the performance with and without the
implementation of battery. The shape of the curve
shows the actual performance of the building during
the disturbance and it enables the metric quantifica-
tion. The three phases can be clearly identified. The
duration of each phase is four days as suggested in
the resilience test framework.

Resilience metrics

The first metric to evaluate is the robustness duration
(RD), i.e., for how long the temperature of the build-
ing will not pass the robustness margin. Based on
the recommendations of the World Health Organiza-
tion (WHO (2018)), 18◦C is a safe and well-balancing
temperature to protect the health of general popula-
tions during cold seasons in countries with temperate
or cold climates. For this reason, 18◦C has been se-
lected as robustness threshold. Furthermore, 15◦C
has been selected as the habitability threshold based
on a comprehensive review on the effect of low tem-
peratures on elderly morbidity (Collins (1986)). RD
for the two designs with and without batteries can be
seen with dashed black lines in Figure 3 and Figure
4. Furthermore, the values related to RD for both
designs with and without a battery can be found in
Table 3. This table shows that D2 has higher RD in
comparison to D1, because of encompassing stronger
building envelope. Besides, the implementation of

 

Figure 3: The multi-phase resilience curve for D1

with and without battery.

 

Figure 4: The multi-phase resilience curve for D2

with and without battery.

Table 3: Resilience metrics for two introduced de-
signs(WB: With battery, WOB:Without battery).

D1 D2
Metric WOB WB WOB WB
RD (hr) 9 24 23 38
CS (◦C/hr) 0.110 0.100 0.099 0.080
RS (◦C/hr) 0.120 0.115 0.102 0.086

batteries for both cases has increased the robustness
of the building and the building will last for a longer
time above the robustness margin. For example, for
D1, RD increases from 9 hours to 24 hours, while for
D2 it increases from 23 to 38 hours when the battery
is implemented. It can be concluded that stronger
envelope and battery storage will aid the building to
be more prepared for facing the power failure. Figure
3 and Figure 4 shows that both designs do not have a
safe recovery after facing power failure for four days
even with the application of batteries.

The second metric to evaluate within the test frame-
work is collapse speed (CS) i.e., how fast the resilience
drops in phase II. Table 3 shows CS for both designs
with and without battery. Based on this table, bat-
tery implementation will make the temperature re-
duction process slower. On the other hand, D2 has
a smaller CS in comparison to D1. This is because
of higher U-values in D2, which will lead to a longer
time to cool down the building. So, a stronger enve-
lope and the battery are effective design options for
helping the building to better absorb the impact of
the power failure and adapt to it.

AoE (which shows how low the performance drops in
phase II) can be seen from Figure 3 and Figure 4.
For case of D1 without battery, AoE is 10.6 ◦C. This
means that if a TEK 17 design, faces with four days
power failure, its temperature will be decreased until
10.9 ◦C from the setpoint temperature, which is 21.5



 
Figure 5: Expected performance loss(EPL) for the
two designs.

◦C. If D1 is equipped with the battery, the ampli-
tude of the event will be decreased to 9.6◦C and the
minimum temperature during the disturbance prop-
agation phase will be 11.9◦C. For D2, AoE for the
case with and without the battery is 8.6◦C and 7.7◦C,
respectively. This means that the minimum temper-
ature during the disturbance propagation phase will
be 12.9 ◦C and 13.8 ◦C for D2, with and without
battery, respectively.

The next metric to evaluate in the test framework is
the recovery speed (RS), i.e., how fast the resilience
will be recovered in phase III. RS values have been
showed in Table 3. The time duration that takes for
a design to come back to the set point temperature,
is in the same range for both cases, with and without
the battery. This is because of using battery does not
have a direct impact on phase III, but it decreases
the AoE and Smaller AoE will lead to smaller RS.
For this reason, the RS in the case with battery is
lower than the case without battery for both designs
D1 and D2. When it comes to comparing RS for D1

and D2 (without battery), it should be noted that the
recovery time for D2 is higher than D1. The reason is
the stronger building envelope in D2, which will lead
to a longer time to heat the building. On the other
hand, AoE value for D2 is smaller. The combination
of these two effects, make the recovery speed for D2

slower than D1.

The last metric in the test framework is the expected
performance loss (EPL), i.e., how much of the perfor-
mance has been lost considering both impact inten-
sity and duration of the power failure. EPL has been
shown in Figure 5 for D1 and D2. Implementation of
the battery, decreases EPL in both D1 and D2. This
happens because the battery will decrease the am-
plitude of the event and also delays the temperature
reduction process. When it comes to the comparison
between D1 and D2, D2 has less performance loss,
because of having stronger envelope that can absorb
the impact of power failure in a higher level.

Conclusion

A multi-phase resilience test framework for evaluat-
ing building thermal resilience has been introduced in

this paper. The test framework, which is called the
”four days test” consists of three different phases:pre-
disturbance phase, disturbance progress phase, and
post disturbance phase, which each of them will last
for four days, leading to in total test duration of 12
days. The considered disturbance in this test frame-
work is the power failure and the performance indi-
cator, which is used here is the indoor operative tem-
perature resulted from building performance simula-
tion in IDA ICE. Thermal resilience in the proposed
test framework has been quantified using a set of re-
silience metrics. These metrics show for how long
the building is thermally robust (RD metric), how
fast (CS metric) and how low (AoE metric) the ther-
mal resilience will drop after a facing the disturbance,
how fast the building performance will be back to it
pre-disturbance state (RS metric), and how much of
the performance has been lost by the disruptive event
(EPL metric). These metrics can be used as useful
tools to show the effect of different building designs
options such as building envelope, storage systems,
backup systems, etc. This can be beneficial for de-
signers and decision-makers to identify the impact of
different design options and strategies in improving
building thermal resilience. The trade-off between
building thermal resilience and other performance cri-
teria (e.g., efficiency, comfort, robustness, cost,) will
help the decision-makers to select the most appropri-
ate building design in different circumstances. A case
study building has been used here to show the impact
of building envelope and the battery storage on the
different resilience metrics. The results show the suit-
ability of the suggested test framework and metrics
to quantify building thermal resilience, and evaluate
the effect of different design strategies on the building
thermal performance when it is facing to disruptive
events. The test framework in this paper is applied
for evaluating thermal behaviour of the building when
it is exposed to power failure, but it also can be ex-
tended to evaluate other performance criteria such as
energy and other disruptive events such as extreme
weather events. The focus of this paper was in eval-
uating the thermal resilience for a single zone in a
multi-zone building. The future work will be con-
tinued to find out how the thermal resilience metrics
can be generalized to represent the building’s overall
thermal resilience.
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A B S T R A C T

The resilient building design has become necessary within the increasing frequency and intensity of extreme
disruptive events associated with climate change. Since thermal comfort is one of the main requirements
of occupants, evaluating building resilience from a thermal perspective during and after disruptive events is
necessary. Most of the existing thermal resilience metrics focus on thermal performance only during disruptive
events. Building designers are still seeking metrics that can capture thermal resilience in both phases (i.e.
during and after the disruptive events). This paper introduces a novel benchmarking framework and a multi-
phase metric for thermal resilience quantification. The metric evaluates thermal resilience concerning building
characteristics (i.e. building envelope and systems) and occupancy. It penalises for thermal performance
deviations from the targets based on the phase, the hazard level , and the exposure time of the event.
The introduced methodology is validated by quantifying the thermal resilient performance of six building
designs against a four-day power failure as a disruptive event. The six designs represent minimum and passive
building requirements with and without batteries or photovoltaics as resilience enhancement strategies. For
the considered case study, upgrading the building from the minimum to the passive design has a huge impact
(71%) on resilience improvement against power failure in winter. The application of the battery and PVs
can improve the thermal resilience of the two designs in the range of 19%–27% and 44%–60%, respectively.
Findings can provide a useful reference for building designers to benchmark the building’s thermal resilience
and constitute resilience enhancement measures.

1. Introduction

1.1. Scope

Building performance (including energy and comfort) can be af-
fected by a wide range of foreseen and unforeseen changes during
operation, such as environment effects (e.g. extreme weather due to
the climate change [1]) or new requirements (e.g. new technologies or
policies [2,3]). Buildings as facilities with significant investment costs
should be able to react to these changes and maintain their performance
and functionality. For this reason, interest has been growing to push
the building designs beyond the minimum standard requirements to
meet performance targets even under future changes [4]. In general,
one strategy for adequate future building performance in the face of
changes and disruptive events is mitigation in the form of protec-
tion [5]. Recently, in this approach, attention is being paid to the
concept of resilience, which involves ‘‘low probability high impact
scenarios’’. The report of Intergovernmental Panel on Climate Change

∗ Correspondence to: Norwegian University of Science and Technology (NTNU), Department of Civil and Environmental Engineering, Trondheim,
7491, Norway.

E-mail address: Shabnam.homaei@ntnu.no (S. Homaei).

(IPCC) [6] shows that the severity and frequency of these scenarios,
such as natural disasters, are expected to increase in the following years
because of climate change. In comparison to the pre-industrial era,
extreme heat events are occurring more frequently, lasting longer, with
greater intensity. For instance, the average number of heatwaves in the
United States (US) has increased from two in 1960 to six in 2010 [7].
Based on the report of the Copernicus Climate Change Service, 2019
was the warmest year on record for Europe, with June as the hottest
month on record [8].

Furthermore, in the past decades, climate change has increased
the frequency and severity of extreme cold events, such as wind-
storms and snowstorms [9]. A recent example is the record of low
temperatures during the 2021 winter in Texas, US. The low tempera-
tures were followed first by snow and then by the blackouts, leaving
millions of people without access to electricity during the COVID-
19 pandemic [10]. Such events can, on the one hand, disturb the
energy generation systems and, on the other hand can lead to thermal
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Nomenclature

𝐴𝐴𝐹 Total floor area
𝐴𝑧 Area of each zone
EPC Energy performance certificates
i Segment counter
IOD Indoor overheating degree
IPCC Intergovernmental Panel on Climate

Change
PV Photovoltaic panel
RCI Resilience class index
SFP Specific fan power
𝑆𝑖 Area of segment i
t Time
𝑡0 Disturbance start time
𝑡1 Disturbance end time
𝑡2 Test end time
𝑡𝑑 Delay time
TEK Norwegian building regulation
𝑇𝐻𝑇 Temperature threshold for habitability
𝑇𝑚𝑖𝑛 Minimum temperature during test period
TMY Typical meteorological year
𝑡𝑅 Recovery time
𝑇𝑅𝑇 Temperature threshold for robustness
𝑇𝑆𝑃 Setpoint temperature
U U-Value
WUMTP Weighted unmet thermal performance
𝑊𝑈𝑀𝑇𝑃𝑂𝑣𝑒𝑟𝑎𝑙𝑙 Overall weighted unmet thermal perfor-

mance
𝑊𝑈𝑀𝑇𝑃𝑂𝑣𝑒𝑟𝑎𝑙𝑙,𝑟𝑒𝑓 Overall weighted unmet thermal perfor-

mance of the reference building
𝑊𝐸 Exposure time penalty
𝑊𝐻 Hazard penalty
WHO World Health Organization
𝑊𝑃 Phase penalty
z Zone counter

discomfort in buildings. In developed countries, more than 87% of
time is spent indoors [11], and indoor thermal comfort is one of
the main requirements of building occupants. A survey-based study
shows that disruptions in acoustic quality and thermal comfort are the
most disruptive factors, which can affect the productivity of buildings
occupants [12]. This highlights the evaluation of building performance
resilience from a thermal perspective. The report of the European
Network of Transmission System Operators shows significant growth
in grid disturbance (30%–60%) caused by environmental factors in the
Nordic regions [13]. These phenomena, in parallel with the penetration
of electrification in buildings, can cause huge losses [14] in the building
sector. So, resilient building design against these inevitable events is
imperative. In this paper, the building is defined to be resilient if it is
able to prepare for, absorb, adapt to and recover from the disruptive
event [15]. The building response after facing a disruptive event can be
divided into two phases: (i) during the disruptive event and (ii) after the
disruptive event. So far, some efforts have been made to improve build-
ing resilience, but quantifying these improvements during both phases
(i.e. during and after the disturbance) still requires more research. In
cold climate countries, such as Norway, a large share of annual energy
consumption in buildings is related to the heating seasons [16], in
which the heating demand is provided for the building. So, evaluating
a building’s thermal resilience during heating seasons is important.
Furthermore, it is assumed that during the low probable high impact

events, which are needed for resilience evaluation, people will spend
most of their time at homes and this highlights the evaluation of
thermal resilience for residential buildings. For these two reasons, this
study will focus on evaluating the thermal resilience of residential
buildings during heating seasons. It is noteworthy that the developed
methodology in this study can be used for thermal resilience evaluation
during the heating seasons in any geographical area that the building
demands heating.

1.2. Resilience quantification

In general, several works have focused on the resilience assessment
of systems in various fields. Hosseini et al. [5] separated resilience
assessment approaches into two major categories: qualitative and quan-
titative. The qualitative approaches are based on assessing resilience
without numeric descriptions. Methods such as conceptual frameworks
and semi-quantitative indices can be placed in this group. In the field
of the built environment, Sharifi and Yamagata [17] developed a
conceptual framework for assessing urban energy resilience. In another
framework, Nik et al. [18] divided the characteristics of resilient ur-
ban energy systems into four main groups: planning and preparation,
resisting, adapting to and recovering from.

The quantitative approaches assess resilience with respect to nu-
meric descriptions and are divided into two subcategories: general
and structural-based modelling. The general approaches are based on
empirically observable metrics of system performance without con-
sidering specific system characteristics. The resilience triangle devel-
oped by Bruneau et al. [19] in the field of seismic resilience is the
most representative general-based method, which uses the total im-
pact (i.e. performance losses during and after disruptions) to measure
seismic resilience. The resilience trapezoid model [9] is another well-
known general-based method, which considers the degraded state that
the system experiences when facing a disruptive event. Panteli and
Mancarella [20] were the first to use the resilience trapezoid for quan-
tification grid resilience by the introduction of a set of time-dependent
metrics called the 𝛷𝛬E𝛱 metric system, which is based on the speed
𝛷 and the magnitude 𝛬 of the damaged grid functionality, the duration
of the damaged state E, and the recovery speed 𝛱 .

In the context of the built environment, Homaei and Hamdy [15]
have adjusted these metrics for the quantification of different re-
silient abilities (i.e. preparation, absorption, adaptation, recovery).
Li et al. [21] evaluated the impact of energy storage systems for
health care centres facing power failure during the pandemic using
the total impact approach and introducing a resilience index (the
ratio of the supplied electric load to the total amount of electric load
over a year). Shandiz et al. used the resilience trapezoid and time-
dependent resilience metrics for evaluating the energy resilience of
communities [22].

In structural-based approaches, system characteristics and
behaviour need to be modelled or simulated to examine how the
system’s structure can influence its resilience. Simulation models are
structural-based approaches in which simulations are used to represent
uncertain behaviour of the system in resilience quantification [23].
For the built environment, dynamic building performance simulations
are vital in the estimation of the building performance during normal
and abnormal conditions. For example, Katal et al. [1] calculated the
building thermal resilience in terms of winter passive survivability for
the 1971 Montreal snowstorm by combining CityFFD (City Fast Fluid
Dynamics) and CityBEM (City Building Energy Model) simulations.
O’Brien et al. [24] used Energy Plus building performance simulation
software for simulating the performance of high-rise residential build-
ings in Canada in case of power failure during winter and summer.
They applied passive survivability and thermal autonomy as metrics
for resilience evaluation.

Resilience metrics are essential in the quantification of resilience
based on simulation results. Specific criteria should be considered



Building and Environment 201 (2021) 108022

3

S. Homaei and M. Hamdy

regarding resilience metrics, such as repeatability and comparabil-
ity [25]. Furthermore, resilience quantification needs to not only cap-
ture resilience during the disruptive event, but also after the disruptive
event. The metric should also indicate how far and for how long the
building performance is deviated from the targets. In other words, the
metric should be sensitive to the hazard level and exposure time to the
disruptive event.

Some typical simplified metrics have been used in the context of a
building’s thermal resilience based on simulation results. For instance,
overheating risk [26,27] and heat index [28,29] are most used for
evaluating building thermal resilience against disruptions like climate
change and heatwaves. Another two simplified metrics that have been
developed recently are passive survivability [1,24,30] and thermal
autonomy [24]. The main issue with these simplified metrics is that
they need to be used in the scale of one thermal zone and cannot unfold
the resilience in the building level, called overall thermal resilience in
this paper, which considers all zones of the building. To overcome this
issue, Hamdy et al. [31] introduced a new index called IOD (indoor
overheating degree), which considers different thermal comfort limits
depending on the zone and takes the intensity and frequency of over-
heating into account. Furthermore, simplified metrics such as passive
survivability and thermal autonomy only focus on thermal performance
during the disruptive event. So far, little progress has been made on de-
veloping metrics that capture resilience in both phases of the disruptive
event. Therefore, crucial information related to the post-event phase
and building recovery can be lost. Putting together the literature on the
resilience quantification approaches and metrics in the field of building
thermal performance provides insights on the importance of resilience
quantification with an appropriate set of metrics. These metrics should
help benchmarking of different designs from resilience perspective in
more informative and easy to understand approaches. Therefore, this
work introduces a new multi-phase metric for quantifying the building
overall thermal resilience (i.e. thermal resilience of whole building).

1.3. Contribution of this paper

As described above, the frequency and severity of extreme events in-
crease because of climate change. Therefore, resilient building design is
essential to face disruptive events. This paper introduces a methodology
to quantify the overall building thermal resilience in case of disruptive
events. The methodology aims to (i) develop a test framework for
building thermal resilience quantification, (ii) quantify the overall ther-
mal resilience for buildings, (iii) label the building thermal resilience,
which can be included in energy performance certificates (EPCs) [32].
A new single metric for resilience quantification, called the weighted
unmet thermal performance (WUMTP), is defined within the proposed
methodology and allows the identification of the building resilience
class. Indeed, the main novelty of this work is the introduction of
the resilience test framework and quantification metric, with which a
single value can summarise and weight all aspects affecting the building
thermal resilience. There are two main considerations for this metric:

• The boundary conditions for metric quantification with respect
to the building is focusing on building characteristics (including
building envelope and systems) and occupancy in multi-zones
with different thermal condition limits. This means that the devel-
oped metric can capture the changes in thermal resilience based
on variations of these conditions not only for one zone but also
for the whole building.

• The scope of metric quantification with respect to the disruptive
event focuses on the phase of the event, the hazard level of the
event, and the exposure time to the event. Changing one of these
factors can affect the thermal resilience of a building.

As stated before, the scope of the developed test framework was
on evaluating the thermal resilience of residential buildings during
heating seasons. Residential buildings have been selected here because
it is supposed that during the abnormal condition, which is needed
for resilience evaluation, occupants will spend most of their time at
homes. In Norway as a country with a cold climate, buildings are mostly
heating dominated. For this reason, the suggested metric with the
developed test framework was assessed for a case study of a Norwegian
single-family house with two different designs which appropriately fits
the scope of this study. Furthermore, the impact of design options
and resilience enhancement strategies, such as battery storage and a
photovoltaic (PV) system, on thermal resilience was evaluated. The
paper is structured as follows. Section 2 describes the development of
the test framework for the building thermal resilience evaluation. In ad-
dition, the thermal resilience quantification, WUMTP formulation, and
resilience classification and labelling are described. In Section 3, the
case study building is described along with different building designs
and resilience enhancement strategies. Section 4 presents the results of
the application of the resilience quantification and labelling methods
for the case study. The impact of two resilience enhancement strate-
gies was evaluated for the case study building. The paper concludes
by outlining the practical implications of resilience quantification in
building thermal performance predictions and explaining how this
quantification of resilience can be helpful for building designers and
decision-makers (Section 5).

2. Methodology

2.1. Multi-phase resilience curve associated to an event

In general, the performance of systems concerning a disruptive
event as a function of time can be shown by two concepts: resilience
triangle [19] and resilience trapezoid [9], which have widely been
used in different fields such as seismic engineering, power engineering,
etc [9,19]. The concept of the resilience triangle is the foundation for
the analytical assessment of resilience, and it describes the deteriora-
tion of a system’s functionality over the disruptive event timeline [33].
In this concept, immediate restoration actions are assumed to be taken
at the end of the disturbance. The concept of the resilience triangle has
been extended by resilience trapezoid, which considers the degraded
state that the systems experience when facing a disruptive event. Being
inspired by these two concepts, analysis of pre-simulation results of
building performance during a disruptive event shows that buildings
as dynamic systems are experiencing an exponential degradation when
they are faced with disruptive events. So, in this paper, the perfor-
mance of building concerning a disruptive event as a function of
time is plotted with a curve. Similar to the resilience triangle [19],
immediate restoration actions are assumed to be taken at the end of
the disturbance. The plotted curve named the ‘‘multi-phase resilience
curve’’ because of the two phases of the disruptive event — phase
I, namely ‘‘during the disruptive event’’, and phase II, ‘‘after the dis-
ruptive event’’. Furthermore, two states are also represented in the
multi-phase resilience curve to show the performance of building in
initial and final states. Based on the definition of resilient buildings, the
building is able to prepare in the initial state, absorb and adapt during
the disruptive event (phase I) and recover after the disruptive event
(phase II). The multi-phase resilience curve is a simulation-based curve.
The performance of building in the initial state, during and after the
disruptive event, and in the final state has been simulated by modelling
the building using a dynamic whole building simulation tool. Building
simulation has been selected here because it creates the possibility of
easily controlling building boundary conditions and evaluating building
performance under the disruptive event, which is not an easy task when
it comes to the experimental methods. The performance of the building
is simulated under a typical metrological year (TMY) weather file,
which can properly show the most typical pattern of weather during a
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year. Furthermore, the disruptive event applies during a specific part of
the heating season, for a specific time period, which will be elaborated
later in Section 3.2. By running the building performance simulation
during the period of the multi-phase resilience curve, performance of
the building during the normal and abnormal conditions (i.e., states
and phases) will be determined and form the multi-phase resilience
curve. The implemented building performance simulation tool in this
work is IDA Indoor Climate and Energy software (IDA ICE) [34], which
applies equation-based modelling in Neutral Modelling Format (NMF)
and has been validated using several validation tests [35,36]. The
performance across different phases in the multi-phase resilience curve
can be quantitatively measured by the application of suitable indicators
of various performance criteria. Here, the ‘‘building indoor operative
temperature’’ resulting from the simulation was used as a performance
indicator to create the multi-phase resilience curve for the thermal
resilience evaluation. It is noteworthy that other important factors
such as humidity can influence the evaluation of thermal resilience,
but in this study for the sake of simplicity thermal resilience has
only been evaluated concerning the temperature. The indoor operative
temperature is what humans perceive thermally in a space; it is a
simplified measure of human thermal comfort derived from the mean
radiant temperature and air temperature [37]. Furthermore, the curve
experiences different temperature thresholds in case of a disruptive
event. The conceptual illustration of the multi-phase thermal resilience
curve, along with states, phases, and different performance thresholds,
is shown in Fig. 1. Solid lines in this figure represent a fixed parameter,
while dashed lines are case-dependent variables. The states and phases
can be described as follows:

• Initial state (0 ≤ 𝑡 < 𝑡0 : In this state, the building operates
based on the set point temperature (which is considered the
target) before the disruptive event. Based on the resilient building
definition, the building is preparing for the disruptive event in
this state.

• Phase I(𝑡0 ≤ 𝑡 < 𝑡1): This phase is placed between the initiation
and the end of the disruptive event, during which the indoor
operative temperature is usually decreasing continuously. Based
on the definition of resilient building, the building absorbs the
impact of and then adapts to the disruptive event in this phase.

• Phase II (𝑡1 ≤ 𝑡 < 𝑡2): This phase starts after the end of the
disruptive event and lasts until the building reaches to the same
performance level in initial state. During this phase, the indoor
operative temperature is usually increasing continuously. Based
on the definition of the resilient building, the building recovers
from the disruptive event in this phase.

• Final state (𝑡 > 𝑡2): This state starts after the full recovery of the
building. In this state, the building operates based on the setpoint
temperature like in the initial state.

In addition to these phases and states, four different performance
thresholds are in the multi-phase thermal resilience curve:

• 𝑇𝑆𝑃 is the set target (the setpoint temperature), which is needed
for the desired performance of the building.

• 𝑇𝑅𝑇 is the performance robustness threshold. Any performance
(i.e. operative temperature) higher than this value will indicate a
robust performance, and if the operative temperature is less than
𝑇𝑅𝑇 , the performance will not be robust from the thermal point
of view.

• 𝑇𝐻𝑇 is the performance threshold for habitability. Any perfor-
mance (i.e. operative temperature) lower than this value will
create an uninhabitable condition for the building occupants.

• 𝑇𝑚𝑖𝑛 is the minimum experienced performance (i.e., operative
temperature) during phase I.

By considering these four performance thresholds, three perfor-
mance levels are created. Values between 𝑇𝑆𝑃 and 𝑇𝑅𝑇 indicate an

acceptable performance (acceptable level). Between 𝑇𝑅𝑇 and 𝑇𝐻𝑇 , the
performance will be in the habitable level, and any value less than 𝑇𝐻𝑇
indicates an uninhabitable level. Every level is shown with a different
colour in Fig. 1.

To quantify building thermal resilience based on a multi-phase
resilience curve, a test framework is introduced in the next section,
establishing the requirements for thermal resilience quantification.

2.2. Resilience test framework

The purpose of the thermal resilience test framework is to determine
the effect of a given disruptive event with a fixed duration on the
building thermal performance. In developing each test framework,
three factors should be considered:

1. The disruptive event (The occurrence time (𝑡0) and the event
duration(𝑡1− 𝑡0)): Literature shows that various source of disrup-
tive events such as fires, windstorms and hurricanes, flooding,
heatwaves, ice storms, power outage, and the pandemic situation
can influence building performance [38]. In the suggested test
framework, it is assumed that the disruptive event will last
during a fixed duration. This fixed duration and the initiation
time of disruptive event are important parameters that should
be considered when developing a test framework.

2. Duration of phase II (𝑡2 − 𝑡1) — The thermal performance of the
building after the disruptive event should also be simulated in
order to determine how can it recover after the disruptive event.
For the suggested test framework, it is assumed that phase II
will last as long as phase I to capture how the building recovers
from the disruptive event. During this phase, the time duration
that takes the building to reach its pre-disturbance state called
recovery time, and shown with 𝑡𝑅 in Fig. 1. 𝑡𝑅 shows how fast
the building can recover from the disruptive event.

3. Performance levels: The range of different performance levels
that have been defined in the previous section should also be
specified when developing the test framework.

The suggested resilience test framework involves a fixed-duration dis-
ruptive event and simulates the performance of the building during
and after the disruptive event. The application of an appropriate set
of metrics for the developed test framework leads to thermal resilience
quantification.

2.3. Thermal resilience quantification

2.3.1. Boundary conditions with respect to the building
In this paper, a new metric WUMTP was developed for thermal

resilience quantification. WUMTP is a multi-zone metric that not only
focuses on phase I but also represents the thermal performance during
phase II. This metric can capture the abilities of absorption and adapta-
tion during the disruptive event and recovery after the disruptive event.
However, WUMTP does not capture the ability of preparation directly,
but preparation affects the other abilities by default. For instance, if the
building is more prepared for the disruptive event, it can absorb and
adapt better and recover faster from the disruptive event. Furthermore,
the focus of this metric is the thermal resilience of the whole building
level and not focusing on the individual abilities. Unlike the previously
mentioned metrics (e.g. overheating hours at a specified temperature),
WUMTP is introduced so that different levels of thermal conditions for
different zones can be considered, taking into account specific hours
when the building is occupied. The boundaries of the thermal resilience
evaluation are kept within the building characteristics (including build-
ing envelope and systems) and also the occupants who are using the
building, as shown in Fig. 2. WUMTP is determined by calculating the
thermal performance deviation from the temperature targets during the
occupied hours and penalising them based on where they have been
placed in the test framework. A lower WUMTP indicates the building
is more thermal resilient.
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Fig. 1. Illustration of multi-phase thermal resilience curve of buildings.

Fig. 2. Illustration of the boundary of WUMTP calculation.

2.3.2. Scope with respect to the event
The calculation of the WUMTP varies in the different phases and

thermal performance levels of the test framework. Furthermore, the cal-
culation of WUMTP is not the same for different exposure times within
each level. For instance, the first few hours inside the uninhabitable
level have a different impact in comparison to the remaining hours.
The new metric is, therefore, more sensitive regarding the performance
deviation in different parts of the resilience test framework. The quality
of performance deviation in different parts can be differentiated by
penalising it regarding the following factors, which indicate the scope
of WUMTP quantification with respect to the event:

1. The phase of the event differentiates between the WUMTP in
phases I and II. The toleration of the performance deviation
during the disruptive event is more difficult in comparison to
after the disturbance. This is a result of the mental condition
that the occupants may experience during each phase. In phase
I, the temperature is continuously decreasing, and occupants
are facing a pessimistic condition. In contrast, in phase II, the
temperature increases continuously, and occupants are facing
an optimistic situation, which is easier to bear. The application
of different penalties to these phases means the calculation of
WUMTP is different as well.

2. The hazard level of the event differentiates between three dif-
ferent performance levels (acceptable, habitable and uninhabit-
able). The calculation of WUMTP in each of these levels differs
with the application of various penalties.

3. The exposure time to the event: which differentiates the WUMTP
in different exposure time duration. This differentiation creates
two various sections (i.e., easy and difficult exposure sections)
inside each phase and level, in which different penalties will be
applied for them.

2.3.3. WUMTP metric
The application of two phases, three hazard levels and two exposure

time sections results in 12 segments in the resilience test framework,
as shown in Fig. 3. The lighter version of each colour indicates the
easy exposure sections, and the darker version shows the difficult
exposure sections in each level. Three penalty types are needed to
be considered for each segment: phase penalty, hazard penalty, and
exposure time penalty. The details of these penalties are shown in
Table 1. The assigned values for each penalty in Table 1, are based on
the logical assumptions that have been made by authors. To the best of
the authors’ knowledge, little is known in this context in the literature,
and establishing a set of penalties still needs further attempts in the
field of physiological research. When defining the phase penalty, the
hazard level penalty, and the exposure time penalty for each segment, it
should be noted that where the segment has been placed. For example,
a segment in phase I will get a higher phase penalty in comparison to
phase II. Regarding hazard level penalty, a segment in uninhabitable
level will be penalised more in comparison to the habitable level, and
that will be penalised more in comparison to the acceptable level.
When it comes to the exposure time penalty, it should be noted where
the segment has been placed regarding the phase, hazard level, and
exposure time. The phase penalty is assigned as 0.6 for phase I and 0.4
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Fig. 3. Differentiation of 12 various segments in resilience test framework.

Table 1
Associated penalties for different segments inside the resilience test framework.
Segment Penalties

Phase
penalty (𝑊𝑃 )

Hazard
penalty (𝑊𝐻 )

Exposure time
penalty (𝑊𝐸 )

S1 0.6 0.1 2
S2 0.6 0.1 8
S3 0.6 0.2 10
S4 0.6 0.2 20
S5 0.6 0.7 20
S6 0.6 0.7 40
S7 0.4 0.7 40
S8 0.4 0.7 20
S9 0.4 0.2 20
S10 0.4 0.2 10
S11 0.4 0.1 8
S12 0.4 0.1 2

for phase II. A hazard penalty of 0.1 is applied for an acceptable level,
and 0.2 and 0.7 for the habitable and uninhabitable levels, respectively.
The exposure time penalty is different for each section in each level. In
order to obtain comparable and informative results from the WUMTP
calculation, note that the exposure time penalty is not on the same
scale as the two previous penalties. For example, in phase I and in
the acceptable level, the assigned penalty for 𝑆1 (easy exposure) is
2, and for 𝑆2 (difficult exposure) is 8. The summation of exposure
time penalties in each phase is 100. The assigned penalties can be
changed easily based on the priorities of each phase, the hazard level
and exposure time.

Considering the specified penalties in Table 1 and the area of each
segment resulted in the simulation-based test framework, the definition
of WUMTP for a single zone (WUMTP) will be as follows:

𝑊𝑈𝑀𝑇𝑃 =
12∑
𝑖=1

𝑆𝑖𝑊𝑃 ,𝑖𝑊𝐻,𝑖𝑊𝐸,𝑖 [Degree hours] (1)

where i is the counter for 12 segments and 𝑆𝑖 shows the area of
segment i during the occupancy hours, which has been calculated
based on the hourly indoor operative temperature resulted in the
building performance simulation. 𝑊𝑃 ,𝑖,𝑊𝐻,𝑖 and 𝑊𝐸,𝑖 represent the
phase penalty, the hazard penalty and the exposure time penalty of
the segment 𝑖, respectively. Inside each segment, only occupied hours
are accounted for in the calculation of the segment area. A building
consists of different thermal zones, and different performance levels can
be defined based on standards or even the occupants’ desires for each
zone. WUMTP allows the consideration of these performance levels
separately for each zone, but one overall metric is needed to evaluate
the overall building. Based on the calculated WUMTP for each zone,

the overall WUMTP of the building can be calculated based on the
following equation:

𝑊𝑈𝑀𝑇𝑃𝑂𝑣𝑒𝑟𝑎𝑙𝑙 =
∑𝑍

𝑧=1 𝑊𝑈𝑀𝑇𝑃𝑧∑𝑍
𝑧=1 𝐴𝑧

[Degree hours∕m2] (2)

where 𝑧 is the building zone counter, 𝑍 is the total number of zones in
the building, and 𝐴𝑧 is the area of each zone.

2.4. Resilience labelling

In order to rate a building in a specific resilience class, the same
approach as energy labelling is used. The objective of building energy
labelling is to unfold the building’s energy consumption and to promote
potential energy-saving measures. Building energy labelling consists of
assigning an energy performance label to buildings and it is based on
the development of a scale for the labelling index. Since its introduction
in early 2000, the scheme has been used to classify buildings on a
scale from A to G, with A-rated buildings the most energy-efficient and
G the least [39]. The energy labelling can be evaluated based on the
simulated or measured energy performance of buildings [40]. Energy
labelling based on calculations is mostly used for the new buildings,
while energy labelling based on the measurements is used for the
existing buildings. In the energy labelling method, first, the energy
performance of a reference building, which is derived from the actual
building, but is according to standards and regulations is evaluated.
In the second step, the performance of the actual building will be
evaluated and be compared with the reference building. The next step
is to assign a label, and this needs the development of a scale related
to the labelling index. The labelling index is the ratio of the energy
performance of the actual building to the energy performance of the
reference building. Limits between labels can be set on a scale [39]. The
same strategy has been used for the resilience labelling of the buildings
in this study. The steps toward this approach are shown in Fig. 4.
The first step is to select one ideal reference building design based
on the standards or regulations. The characteristics of this reference
building regarding building envelope, systems, occupancy schedules
and internal load can be defined based on the recommendations from
standards in each country. The second step is to select the building
design to be rated for resilience. In the third step, the location of
the building should be selected. Both the reference building and the
building of interest should be located in the same place. In step 4, both
the reference building and the desired building are subjected to the
same test framework, such that they are exposed to the same disruptive
event, starting at a specified time and lasting for a specified duration.
Step 5 deals with the selection of the thermal performance levels for the
different zones of the building. In steps 6 and 7, the 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 is
calculated for both the reference and desired buildings. The calculated
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Fig. 4. Steps to implement resilience labelling methodology.

Table 2
Resilience classes for buildings labelling.
<3.6 RCI Class 𝐴+

<2.4 RCI ≤ 3.6 Class A
<1.5 RCI ≤ 2.4 Class B
<0.9 RCI ≤ 1.5 Class C
<0.6 RCI ≤ 0.9 Class E

RCI ≤ 0.6 Class F

𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 for the reference building is assumed to have a medium
WUMTP level, set in class C. In step 8, the resilience class index (RCI)
is determined by dividing the 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 of the reference building
by the 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 of the desired building as Eq. (3).

𝑅𝐶𝐼 =
𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙,𝑟𝑒𝑓

𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙
(3)

In step 9, the resilience class of the desired design is determined as
presented in Table 2, where the subdivisions are multiples of 0.3. The
range of class D is 0.3, but the ranges of classes C, B, A increase to
0.6, 0.9, and 1.2, respectively. Therefore, switching from class B to A
is more difficult than switching from class C to B.

3. Case study

The suggested methods for resilience quantification and labelling
are demonstrated using a representative model of Norwegian single-
family houses in order to analyse the impact of different building
designs and resilience enhancement strategies on a building’s thermal
resilience.

3.1. Description of case study

A representative model of a Norwegian single-family house was
selected to be studied [41]. It is a two-storey building with a floor
area of 162.4 m2, located in Oslo. The building model was divided
into three thermal zones (living room, bedroom, bathroom) to simu-
late the performance of each zone from energy and comfort perspec-
tives in a detailed model in IDA Indoor Climate and Energy software

(IDA ICE) [34], which was validated using the BESTEST: Test Proce-
dures [42]. The building is all-electric, equipped with direct-electric
heating systems. The occupancy schedules are based on the Norwegian
standard (NS3031) [43], and domestic hot water distribution and inter-
nal heat gains were based on [41]. Heating set points, window opening
strategy and window shading aligned with the first scenario in [41],
and the International Weather for Energy Calculations (IWEC) weather
file from the library of IDA ICE was used for running the simulations.
Two building designs and two categories of resilience enhancement
strategies were considered for the case study building and are described
in the following subsections.

3.1.1. Building designs
The two designs are based on the acceptable designs in the Nor-

wegian standards. The first design, called ‘‘standard design’’ in this
work, is based on the conventional Norwegian building code from 2017
(TEK17) [44]. TEK17 is the current minimum energy requirement in
Norway. The second design, called ‘‘passive design’’ in this work, is
based on the Norwegian passive house standard NS3700 [45]. The
building element characteristics for the TEK17 standard and passive
house standard designs are shown in Table 3. The TEK17 standard
states that the total net specific energy use (kWh∕m2) – which includes
space heating, heating for ventilation air, space cooling, domestic hot
water, ventilation, lighting systems and appliances – for a single-family
house is derived from the following equation [44]:

𝑁𝑒𝑡 𝑠𝑝𝑒𝑐𝑖𝑓 𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦 = 100 + 1600
ℎ𝑒𝑎𝑡𝑒𝑑 𝑓𝑙𝑜𝑜𝑟 𝑎𝑟𝑒𝑎

[kWh∕m2] (4)

Considering this equation, the total energy use for the first design
(standard design) of the case study building should not exceed 110
kWh∕m2.

Based on NS3700 [45], the annual energy used for space heating
is based on the useful floor area and local annual mean temperature.
For the case study building located in Oslo, the annual energy for space
heating should be calculated based on the following equation [45]:

𝐴𝑛𝑛𝑢𝑎𝑙 𝑠𝑝𝑎𝑐𝑒 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 = 15 + 5.4 ∗
250 − 𝐴𝐹𝐴

100
[kWh∕m2] (5)

Which 𝐴𝐹𝐴 shows the floor area in m2. This equation set the annual
space heating equal to 19.75 kWh∕m2 for the case study building.
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Table 3
Building element characteristic for the standard and passive design.

Standard design
(TEK17 standard)

Passive design (Passive
House standard)

𝑈𝑤𝑎𝑙𝑙 [W∕m2 K] 0.19 0.12
𝑈𝑟𝑜𝑜𝑓 [W∕m2 K] 0.13 0.09
𝑈𝑓𝑙𝑜𝑜𝑟 [W∕m2 K] 0.1 0.08
𝑈𝑤𝑖𝑛𝑑𝑜𝑤 [W∕m2 K] 0.8 0.8
Thermal bridge [W∕m2 K] 0.07 0.03
Heat exchanger efficiency (%) 80 80
SFP ventilation [kW∕m3 s] 1.5 1.5
Air leakage 50 Pa [Air change/h] 0.6 0.6

Table 4
Heating capacity of different zones in the two designs.

Heating capacity (W)

Standard design Passive design

Living room 2000 1300
Bedroom 1300 900
Bathroom 900 600

Table 5
Cost-effective battery size for the standard and passive designs.

Standard design Passive design

Cost-effective battery size (kWh) 48 31

The heating capacity of each zone is compared for the two designs in
Table 4.

3.1.2. Applied resilience enhancement strategies for the case study
Two categories of resilience enhancement strategies were evaluated

for their impact on the introduced designs of the case study building.
The first enhancement strategy is the application of batteries as the
storage system, and the second is the implementation of the PV systems
for the two building designs.

i. Batteries as a storage system
Literature shows that storage systems can be implemented as one

of the resilience enhancement strategies in different scales such as
grid scale or building scale. Even though small-scale batteries are still
relatively expensive, they can be a potential solution to render home re-
silience [46]. For instance, Mehrjerdi [47] studied the impact of battery
swapping mechanisms in a vehicle-to-home operation to evaluate the
building energy resilience enhancement. Kosai et al. [48] investigated
the role of storage capacity on the resilience of hybrid renewable
energy systems. Homaei and Hamdy [49] proposed a new approach
for battery sizing in all-electric buildings, called ‘‘cost-effective battery
sizing’’. This sizing approach is based on the strategy of shifting heating
demand in all-electric buildings based on a signal coming from dynamic
pricing tariffs. Norwegian regulators proposed three business models
of dynamic pricing tariffs to incentivise load shifts and peak load re-
duction [50]. Homaei and Hamdy [49] developed cost-effective battery
sizing strategies for these three tariffs. In this work, the cost-effective
battery size needed for shifting the heat load based on the ‘‘time of
use’’ tariff was implemented as a resilience enhancement option. At the
start of the disruptive event, batteries were assumed to be ready to use
with full capacity. The evaluation of building thermal performance in
case of battery implementation was performed with IDA ICE. First, the
duration in which the battery capacity could provide the total space
heating demand of the building, or ‘‘delay time (𝑡𝑑), was calculated,
i.e. the disruptive event was assumed to be delayed by 𝑡𝑑 . This delay in
the disruptive event will affect the thermal performance of the building
during and after the disruptive event. It will absorb a part of the event’s
impact, and the minimum temperature will be higher compared to the
case without a battery. The battery capacities based on cost-effective
battery sizing for each of the two designs are reported in Table 5.

ii. Implementation of PV systems
Electricity generation from renewable sources, such as solar PVs,

can provide resilience for buildings or, on larger scales, for grids.
Even more effective is electricity generation from PV combined with
storage systems. For example, Gupta et al. [51] evaluated the extent
of energy resilience through the application of PVs and smart batteries
at a community level. In the current work, the impact of PV systems
on resilience enhancement was considered without storage systems.
Hence, the generated electricity from PV systems, used only for space
heating in the building, would be directly used during the disruptive
event. A PV configuration with a total area of 40 m2, which is typical
for similar buildings [52], was added for the two suggested designs of
the case study building to understand how the implementation of the
PV system can be helpful in resilience enhancement.

3.2. Establishing the test framework for case study building: four-day test
framework

As mentioned before, different disruptive events can be considered
in the suggested resilience test framework. In this paper, the suggested
test framework was applied for an all-electric case study building,
and for this reason, a fixed duration of power failure was considered
as the disruptive event. This power failure lasted for four days and
took place during the four days with the highest heating demand
(starting on 14 January). The resilience test framework is called the
‘‘four-day test framework’’ for the considered case study. The duration
of power failure was specified based on iterative simulations, which
showed how long a power failure needed to be to move a reference
building (based on Norwegian standards) out of the habitability range.
Furthermore, the same duration was used for phase II. To gain a full
perspective of building performance in the initial and final states, these
two states were simulated for a duration of one day. This means that
the performance of the building was simulated for a total of ten days:
one day in the initial state, four days during the power failure, four days
after power failure and one day in the final state. Performance levels
in the four-day test framework could be set based on the standards
and regulations in Norway. In this paper, the four days test framework
focused on a power failure as a disruptive event and implemented
operative temperature as the performance indicator. This framework
can be customised easily and used for other disruptive events and other
performance criteria. As stated in Section 2, three performance levels
are in the multi-phase resilience curve and consequently in the test
framework. These performance levels are variant for each thermal zone
in the building. The case study building had three thermal zones, and
the performance levels for these thermal zones are described here:

• The first performance threshold is 𝑇𝑆𝑃 , which shows the setpoint
temperature for each thermal zone. Acceptable heating set points
in the Norwegian context were selected from [53] for different
zones in the case study building. The setpoint temperatures for
the living room, bedroom and bathroom were 21.5 ◦C, 18 ◦C, 23
◦C, respectively.

• The second performance threshold is 𝑇𝑅𝑇 , which differentiates
between the robust and non-robust performance. Based on the
recommendations of the World Health Organization (WHO) [54],
18 ◦C is a safe and well-balancing temperature to protect the
health of general populations during cold seasons in countries
with temperate or cold climates. Therefore, 18 ◦C was selected
as 𝑇𝑅𝑇 for the living room zone. This created a 3.5 ◦C margin
from the setpoint temperature for the robust performance in
the living room. The same margin was applied for other zones,
resulting in a 𝑇𝑅𝑇 of 14.5 ◦C for the bedroom and 19.5 ◦C for the
bathroom. Selecting different robustness threshold for different
zones has been inspired by different setpoint temperature in each
zone and based on the cultural habits that occupants may have.
For example, in Scandinavia, more people prefer to have colder
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Table 6
Three performance thresholds for different zones of the case study building.
Performance level Zones

Living room Bedroom Bathroom

𝑇𝑆𝑃 (◦C) 21.5 18 23
𝑇𝑆𝑃 (◦C) 18 14.5 19.5
𝑇𝑆𝑃 (◦C) 15 11.5 16.5

bedrooms and instead they try to protect themselves by using
warmer clothes and thicker blankets [55]. For this reason, it
is assumed that occupants can tolerate colder temperature in
bedrooms. The opposite is happening for zones such as bathrooms
and this creates the idea behind assigning different robustness
threshold for different zones.

• The last performance threshold is 𝑇𝐻𝑇 , which differentiates be-
tween habitable and uninhabitable condition for the occupant. A
temperature of 15 ◦C was selected as the habitability threshold
for the living room based on a comprehensive review on the
effect of low temperatures on elderly morbidity [56]. This created
a 3 ◦C margin from the robustness threshold for the habitable
performance in the living room. The same margin was applied
for other zones, resulting in 𝑇𝐻𝑇 of 11.5 ◦C for the bedroom and
16.5 ◦C for the bathroom.

The performance thresholds for the three different zones are sum-
marised in Table 6.

Another factor in the test framework is the impact of exposure
time to hazard, which is indicated with two sections: easy and difficult
exposure. Literature shows that exposure between one to two hours
to low temperatures, such as 10 ◦C [57], 11 ◦C [58] and 12 ◦C [59]
(all of which are in uninhabitable levels), has a significant impact on
human health, such as changes in blood pressure, a decrease of body
temperature, changes in heart rate and decrease in plasma level [60].
Therefore, the easy exposure section in the uninhabitable level was
assumed to last for one hour, and the rest formed the difficult exposure
section. For the habitable level, the first two hours formed the easy
exposure section, and the rest was the difficult exposure section. At the
acceptable level, the easy section would last for three hours, and the
rest was the difficult exposure section.

4. Result and discussion

This study considers four-days power failure as a low probable
high impact event for the case study building and tries to quantify
thermal resilience using a simulation-based test framework as one
structural-based resilience quantification method. The results of the
multi-phase resilience curve, resilience quantification, and labelling
have been shown in the following sections:

4.1. Multi-phase resilience curve for considered designs

Fig. 5 represents the multi-phase resilience curve for the two de-
signs: standard design (Fig. 5a) and passive design (Fig. 5b) in the
living room zone. The thermal performances of these two designs with
the enhancement strategies are also shown in Fig. 5. The standard
design clearly experiences the uninhabitable level in its base condition
(without using any resilient enhancement strategies) and in the case
of using enhancement strategies. In contrast, the passive design does
not experience the uninhabitable level even in its base condition. This
shows that upgrading design from standard to passive design plays an
important role in case of facing power failure during cold winter days.
The blue curves in Fig. 5a and b show the design performance when
the battery is used for storage capacity, and the effect of the battery is
shown by the delayed period 𝑡𝑑 that postpones the power failure. In the
case of the application of the PV system, the temperature fluctuation

Fig. 5. Impact of the resilience enhancement strategies on the multi-phase resilience
curve of (a) standard design, (b) passive design. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

in the daytime during the disruptive event shows the impact of the
implementation of the PV system (red curves), which was providing
electricity to be used directly for space heating demand in the build-
ing, and when the electricity production was high, the temperature
increased even in the power failure condition. Furthermore, Fig. 5
shows that in both of the designs during phase II, the performances with
the battery and with the PV system are approximately the same. The
building designs with the battery and with the PV system are identical
in phase II, and the minimum experienced temperature in these two
cases are near to each other. Therefore, their performances during
recovery would be similar. The effects of the enhancement strategies
or design upgrade on the thermal performance of the building during
the test days are described in detail in the following sections.

4.1.1. Building envelope influence
The influence of the building envelope on the multi-phase resilience

curve was evaluated through the comparison of designs based on the
TEK17 (standard design) and passive house standards (passive design),
without the implementation of resilience improvement strategies. Fig. 6
shows the multi-phase resilience curve for the living room zone for
the two designs based on TEK17 and passive house standards. The
building envelope upgrade clearly had a huge impact on the resilience
curve and consequently on the WUMTP calculation and resilience class
evaluation. The multi-phase resilience curve of the standard design
shows that this design experienced the uninhabitable level in the case
of four days of power failure. In contrast, the passive house design
did not experience the uninhabitable level in the case of four days of
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Fig. 6. Comparison of multi-phase resilience curve for standard and passive design
without any enhancement strategies.

power failure in Oslo. The minimum temperature in the living room
for the standard and passive designs were approximately 11 ◦C and 15
◦C, respectively. Despite this difference, the recovery time (the time
it takes to reach the set point temperature after the power failure) is
approximately the same for both cases. This means that the recovery
speed for passive design is slower than the standard design.

4.1.2. Battery storage influence
Fig. 7 clearly shows that implementation of the batteries as a storage

system plays an important role when the building is facing an event that
can disrupt its performance. To evaluate the impact of the application
of battery storage in the case of a four-day power failure, the two
building designs with and without a battery were compared, as shown
in Fig. 7. In the standard design, the implementation of the cost-
effective battery creates a delay time of 15 h and postpones the power
failure for 15 h. A higher delay time results in a smaller temperature
drop during the power failure. A 15-hour delay increased the minimum
experienced temperature from 11 ◦C to 12 ◦C. Furthermore, the ap-
plication of the cost-effective battery did not shift the resilience curve
of the standard design out of the uninhabitable level. For the passive
design, the application of the cost-effective battery leads to a 13-hour
delay in the power failure, which increased the minimum experienced
temperature from 15 ◦C to 15.7 ◦C. In addition, the application of
the battery also did not change the experienced levels for the passive
design. Therefore, even after adding the battery, the resilience curve
still travelled through the acceptable and habitable levels.

4.1.3. PV system influence
The effect of the PV systems on the resilience of the two suggested

designs was investigated. In this case, the generated electricity by
the PV systems was assumed to be directly used for heating during
the power failure and it will not be used any more after the power
connection. The electricity production from the PV system during the
ten-day test is shown in Fig. 8a. Only the electricity generation in the
dark grey area was used by the building in the simulation. Fig. 8b and c
show multi-phase resilience curves in the living room for the standard
and passive designs with and without the PV systems. When the PV
system was implemented, both standard and passive designs faced peak
temperatures on 15 January. This peak in temperature aligned with the
higher PV production the same day compared to the other days during
the power failure. The application of the PV system for the standard
design increased the minimum experienced temperature from 11 ◦C
to 12.5 ◦C, without moving the resilience curve from uninhabitable
level. For the passive design, the minimum experienced temperature
increased from 15 ◦C to 16.5 ◦C. The minimum temperature difference
in both standard and passive designs was 1.5 ◦C when the PV was added
to the design as an enhancement strategy.

Fig. 7. Influence of the battery storage on the (a) standard design and (b) passive
design.

4.2. Quantification of WUMTP

The metric for resilience quantification (𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙) was cal-
culated for the different designs of the considered case study. This
metric is multi-zone, and three different thermal zones were in the
case study building. Therefore, the suggested performance levels in
Table 6 were used for the calculation of 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙. The values
of 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 are reported in Table 7 for the six designs. The
upgrade of the standard design to the passive design decreased the
𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 by 80 degree-hours, a 71% reduction. This means that
in the case of power failure during cold winter days, the passive
design performs more closely to the targets compared to the standard
design. In this work, the suggested test framework and calculation of
𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 focused on a cold event during winter. So, the WUMTP
during summer was not evaluated here and is out of the scope of
the considered test framework. However, it is possible to change the
event type to a hot event, such as a heatwave, but the framework
need specific adjustment regarding this kind of events. Although the
passive design had a lower 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 than the standard design
against a cold event, the situation may be different when a hot event
is implemented in the test framework. The lower 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 of the
passive design in the current test framework is not a surprising result
and is in line with what was expected regarding the performance of
standard and passive designs. Similar work has been done by O’Brien
and Bennet [24] who tried to evaluate the impact of building envelope
on the thermal resilience of Canadian high-rise residential buildings
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Fig. 8. (a) PV production during test days, (b) Influence of the PV system on the
standard design, (c) Influence of the PV system on the passive design.

during power outages. They have used two metrics for thermal re-
silience quantification: passive survivability and thermal autonomy.
They approved that the high-performance envelopes significantly re-
duce the frequency of conditions that are too cold, which is in line with
our findings. However, passive survivability and thermal autonomy are
only evaluating the performance of buildings during the event, and they
have no considerations regarding after event phase. In addition, the
passive survivability metric only considers the performance of building
until the survivability threshold and it does not include any observation
of building performance after survivability threshold, which has been
captured by WUMTP metric. Furthermore, passive survivability and
thermal autonomy do not reveal any information about the quality
of performance deviations from the temperature targets. For example,
they do not capture in which hazard level the performance deviations

Table 7
Calculated 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 for the six designs of the case study building.
Num Design WUMTP (Degree

hours)
Improvement (Degree
hours)

1 Standard 113 –
2 Standard+Battery 91 22 (compared to standard)
3 Standard+PV 63 50 (compared to standard)
4 Passive 33 –
5 Passive+Battery 24 9 (compared to passive)
6 Passive+PV 13 20 (compared to passive)

are placed and how easily or difficultly they can be tolerated. These
issues tried to be shown by defining the hazard levels, and exposure
times, and penalties in WUMTP. The developed test framework and
calculation of the 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 considering the event phase, hazard
levels, and exposure time helps the designers and decision-makers to
compare designs and enhancement strategies, such as adding battery
storage or PV systems.

Regarding the enhancement strategies, the addition of battery stor-
age and PV systems decreased the 𝑊𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 for both standard
and passive designs. For the standard design, the battery addition
changed the 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 from 113 to 91 degree-hours, a 19% re-
duction. When PV was added to the standard design, the𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙
changed from 113 to 63 degree-hours, a 44% reduction. For the pas-
sive design, the battery application decreased the 𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 by
9 degree-hours (27% reduction), and the PV addition changed the
𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 from 33 to 13, a drop by 60%. The absolute improve-
ment values in degree-hours are higher for the standard design in
the case of both enhancement strategies. Hence, if the building is
less resilient (e.g. standard design), the improvements will be more
significant. Furthermore, the result showed that the application of PV
systems had a greater impact than the cost-effective battery storage for
both standard and passive design for the considered case study. The
resilience enhancements achieved by the application of PV systems and
batteries in this study is in line with other findings in the literature. For
example, Gupta et al. [51] confirm that the application of PV systems
can enhance energy resilience at the community level. However, they
have not mentioned that how they have quantified resilience and they
have implemented more general measures related to PV such as self-
consumption. Furthermore, their focus was more on energy resilience
and they did not separate total energy to its subcategories such as heat-
ing, etc. Another example is the work of Mehrjerdi [47], who has tried
to study the impact of batteries in the vehicle-to-home battery swapping
mechanics. The result of this study also shows that batteries are able
to improve resilience and reduce energy cost. The focus of this work is
also on the resilience of total energy consumed in the building without
separating it into subcategories. In this study, resilience is evaluated
based on the number of hours in which the total energy demand of
the building can be provided by batteries. Using this approach does
not reveal any information about the different phase of the disruptive
event and the level of hazard that the building can be exposed to.

4.3. Resilience labelling for the considered designs

The building designs were classified based on their resilience ac-
cording to the resilience classes introduced in Table 2. As stated in
Fig. 4, the first step for resilience labelling is to select a reference design
for the considered building. For the considered case study building,
design based on TEK 17 standard (standard design) [44], which is the
minimum requirement in Norway has been selected as the reference
design. The simulation of this design has been done under the recom-
mendations of NS3031 standard [43] with respect to the internal loads,
etc. This makes the RCI for the standard design to be equal to 1 and
its resilience will be placed in class C as shown in Fig. 9. The RCI of
other designs are also been calculated by dividing the𝑊𝑈𝑀𝑇𝑃𝑜𝑣𝑒𝑟𝑎𝑙𝑙 of
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Fig. 9. Calculated RCI and resilience class for the combination of designs and
enhancement strategies.

the reference design by the studied designs in this paper. According to
Fig. 9 that adding the battery to the standard design does not changing
the resilience class of the standard design . Furthermore, with the
application of the PV systems, the resilience class of the standard design
will be upgraded from class C to class B. The same building with the
passive standards by itself is in resilience class A, and the application
of the battery and PV systems moved the passive design to class 𝐴+.
The resilience classes of the six considered designs for the case study
building are distributed from class C to 𝐴+. The maximum resilience
class improvement occurred when the design changed from standard to
passive equipped with PV panels. Furthermore, if the standard design
was upgraded to the passive design without any other improvement
options, the resilience level would improve by two levels (from class C
to A).

4.4. Strength and limitations

We are not aware of studies that aimed to evaluated thermal re-
silience on a building scale involving multiple phases of disruptive
events, various hazard levels, and varying exposure times to the disrup-
tive event. In addition, the suggested methodology creates a great po-
tential for benchmarking the thermal resilience of residential buildings
with respect to the building’s characteristics and occupants. Despite its
scientific approach, the methodology can be easily used by different
stakeholders involving in real projects such as building designers, en-
gineers, decision-makers, and even building occupants. However, we
acknowledge that the methodology has some limitations, which should
be mentioned: this methodology is focusing on the quantification of
thermal resilience for residential buildings during heating seasons. The
positive point regarding this methodology is that it can be implemented
for thermal resilience quantification, wherever that there is a need
for heating during cold seasons, but when it comes to evaluation of
thermal resilience during the cooling season, the methodology needs
to be adjusted and it may not be applicable for evaluation of ther-
mal resilience during cooling seasons in, for example, regions with
hot and humid weather. Further considerations regarding thresholds,
penalties and etc needed to be considered with respect to the evalu-
ation of thermal resilience during cooling seasons. Furthermore, this
methodology only takes temperature into account in the evaluation
of thermal resilience, while other factors such as humidity can also
influence thermal resilience evaluation, which needs further research.
In addition, the application of this methodology is limited to the
residential buildings and its extension to other kinds of buildings such
as educational buildings, office buildings, hospitals, and care homes can
be achieved by setting a new set of assumptions regarding the thermal
comfort conditions in each kind of these buildings.

5. Summary and conclusions

As a step toward protecting building performance against uncertain-
ties, changes and disturbances, this paper proposes a methodology to
quantify the thermal resilience of buildings and label these buildings
according to their resilience level. The thermal resilience quantifica-
tion is based on the introduction of a single metric, WUMTP, which
calculates the deviation from the thermal targets for the whole building
and penalises them based on three factors: the phase of the event, the
hazard level of the event and the exposure time to the event. Given the
dependency of resilience quantification on the scope of the disruptive
event, a test framework was also developed for thermal resilience
quantification, which considers the type and duration of the event, the
time duration for each event phase, and different thermal performance
levels. Furthermore, a whole-building dynamic performance simulation
was also performed in order to easily control the boundary conditions
of the building and predict the building performance during normal and
abnormal conditions.

The developed test framework and new metric were used for a case
study building of a Norwegian single-family house to determine how
the building would perform during a four-day power failure during
a typically cold winter. Two designs were considered for the case
study building based on the Norwegian standards: a standard design,
based on the TEK 17 standard (a minimum requirement in Norway),
and a passive design, based on the Norwegian passive house standard.
Furthermore, two resilience enhancement strategies – battery storage
and PV systems – were considered to evaluate their impact on the
designs thermal resilience.

• The developed test framework can guide building designers in
establishing the requirements that are needed for resilience quan-
tification. In this paper, the developed framework was used to
evaluate thermal resilience in the case of power failure. However,
different event types, performance criteria, and thresholds can be
implemented for further evaluation.

• The developed metric for thermal resilience quantification is a
multi-zone metric, which represents the thermal resilience for the
whole building by considering different performance thresholds
for different thermal zones inside the building.

• The developed metric is a multi-phase metric. Unlike most ex-
isting metrics, it can quantify resilience during and after the
disturbance.

• The boundaries of thermal resilience evaluation with the devel-
oped metric are within the building characteristics (including
building envelope and systems) and occupancy of the building.
Therefore, the difference created in thermal resilience due to the
building characteristics and occupancy can be captured by the
developed metric.

• The results of the case study building show a significant influence
from the building upgrade from a standard to passive design on
the building’s thermal resilience against a power failure in winter.
This result was expected from the performance of standard and
passive designs, but the resilience quantification can be more
insightful for resilience comparison of competitive designs or
resilience enhancement strategies

• The implementation of the battery storage and PV systems as
resilience enhancement strategies can improve resilience level for
the considered case study in the range of 9–22 degree.hours and
20–50 degree.hours, respectively.

• A less resilient design (e.g. standard design) will gain more sig-
nificant improvements in the WUMTP when equipped with the
resilience enhancement strategies.

The application of resilience quantification and labelling methods
that are analysed in this paper can be an effective step for building de-
signers and decision-makers to design resilient buildings to be prepared
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for, absorb the impact of, adapt to and recover from disruptive events.
Incorporating thermal resilience labels in the design, planning and
operation phases of existing and newly-built buildings and including
them in the energy performance certificates (EPCs) can be valuable.
This information can provide a better understanding of the building
performance under disruptive events and facilitate a design selection
that not only performs well under design conditions but also it is a safe
design for upcoming uncertainties and changes in the future.
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a b s t r a c t

The concept of climate resilience has gained extensive international attention during the last few years
and is now seen as the future target for building cooling design. However, before being fully implemented
in building design, the concept requires a clear and consistent definition and a commonly agreed frame-
work of key concepts. The most critical issues that should be given special attention before developing a
new definition for resilient cooling of buildings are (1) the disruptions or the associated climatic shocks to
protect against, (2) the scale of the built domain, (3) the timeline of resilience, (4) the events of disrup-
tion, (5) the stages of resilience, (6) the indoor climate limits and critical comfort conditions, and (7) the
influencing factors of resilient cooling of buildings. This paper focuses on a scoping review of the most of
the existing resilience definitions and the various approaches, found in 90 documents, towards possible
resilient buildings. In conclusion, the paper suggests a definition and a set of criteria —vulnerability, resis-
tance, robustness, and recoverability— that can help to develop intrinsic performance-driven indicators
and functions of passive and active cooling solutions in buildings against two disruptors of indoor ther-
mal environmental quality—heat waves and power outages.

� 2021 Elsevier B.V. All rights reserved.

1. Introduction

The resilience of the built environment against climate change
impacts and associated disruptions is an important topic that has
received increasing attention in recent years [1]. Resilience is a
central feature of the United Nations (UN) Sustainability Develop-
ment Goals (SDGs) and is reflected in a range of SDG targets [2].
According to the UN General Assembly Resolution 71/276 [3], the
term ‘‘resilience” describes ‘‘the ability of a system, community
or society exposed to hazards to resist, absorb, accommodate,
adapt to, transform and recover from the effects of a hazard in a
timely and efficient manner, including through the preservation
and restoration of its essential basic structures and functions
through risk management.” The European Green Deal identified

climate-proof buildings and low-carbon buildings as key levers to
achieve a resilient and carbon–neutral continent [4]. The need for
resilient building design and construction is urgent to anticipate
climate change and disruptions caused by weather extremes,
increasing carbon emissions, and resource depletion [5]. Our
well-being depends on reducing the carbon emissions in our built
environment and other sectors [6]. While solving the root-cause
problem of climate change, we need to address its effects. Avoiding
excessive temperatures induced by overheating is one of the most
critical challenges that the building industry will face worldwide in
the coming decades [7,8].

Increasing electricity demand during heat stresses can lead to
blackouts and grid failures. This can leave buildings out of thermal
comfort range and threaten the lives of vulnerable people at risk, as
happened during the 2003 Europe heat wave [9]. As building dis-
ruptions may have severe and long-term economic impacts, resili-
ent building cooling solutions are an essential strategy to mitigate

https://doi.org/10.1016/j.enbuild.2021.110869
0378-7788/� 2021 Elsevier B.V. All rights reserved.
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threats to occupants [10]. There is an urgent need for resilient cool-
ing solutions in buildings to keep comfort despite extreme weather
events due to climate change [11]. Meanwhile, the use of fuel-
intensive mechanical cooling should be reduced to slow climate
change [12]. Greenhouse gas (GHG) emissions from buildings air
conditioning stand at around 210–460 gigatonnes of carbon diox-
ide equivalent (GtCO2e) over the next four decades, based on
2018 levels [13].

It is of principal importance to define buildings’ resilient cooling
to maintain indoor environmental quality against unexpected
events, e.g., extreme weather conditions, heat waves, power
outages, etc. However, the definition of resilience and resilient
cooling is challenging and complex [14]. Research on resilience
associated with human-nature interactions is still in an explorative
stage with few practical methods for real-world applications
[15,16].

This article presents the main concepts of resilience. It proposes
a definition of resilient cooling of buildings based on the discussion
taking place in the International Energy Agency (IEA) - Energy in
Buildings and Communities Programme (EBC) research project
‘‘Annex 80: Resilient Cooling of Buildings” [11]. The essence of this
paper is to define resilience against overheating and power outage.
It seeks to answer the following research questions:

� What are the existing concepts of resilience in the built
environment?

� How to define resilient cooling of buildings?

The article presents a definition framework based on reviewing
almost 90 studies of resilience, including RELi 2.0 Rating Guidelines
for Resilient Design and Construction [17]. One of the challenges of
this study is to define resilience on the building scale beyond what
is present in literature, which mainly addresses the definition of
resilience on an urban scale. Most of the studies we reviewed
investigated the term ‘‘resilience” on the urban scale against dis-
ruptions such as hurricanes, flooding, earthquakes, and a long
duration [18]. In this context, most studies tend to address the
urban scale’s resilience for an extended period with less focus on
the building scale [18]. The proliferation of urban- or
community-scale investigations limits attention paid to indoor
environmental quality and overheating buildings’ problems. One
interpretation for that could be that heat waves and power outages
are specific shock events that occur briefly on a few summer days.
However, we found many studies confirming that climate change
increases the frequency and magnitude of heat waves, making heat
waves rise in the ranking of the most significant disruptions in the
built environment [19]. This reinforces the importance of resilient
cooling as an integral approach for building design and operation
concerning comfort (including indoor environmental quality), car-
bon neutrality, and environmental friendliness [6].

2. Methodology

Fig. 1 shows the research methodology of this study, including
its conceptual framework. The methodology is similar to that used
by Attia to define main concepts and definitions of adaptive
facades [20,21]. Our research methodology is qualitative and relies
on the literature review, focus group discussions, and individuals’
follow-up discussions. The research methodology of this study
has four significant steps, each detailed in the following sections.

2.1. Literature review

A literature review was conducted, aiming to define resilience
against different climate change associated disruptions in the built

environment worldwide. The publications included scientific jour-
nal articles, reports, books, building rating systems, and grey liter-
ature (government reports, policy statements, and papers. We
opted for large databases and quality web sources with complete
bibliographic data. Our initial Scopus and Web of Science research
resulted in almost 90 publications relevant to the built environ-
ment’s resilience and resilience criteria. To examine the definitions
of resilience and the associated resilience criteria such as vulnera-
bility, resistance, robustness, and recoverability, we surveyed resi-
lience in ecology, resilience in engineering, and resilience in
psychology as inclusion criteria. These domains cover the body of
knowledge and discourse concerning resilience in general. We then
narrowed the research scope to focus on the overheating and
power outage disruptions and the resilience of cooling strategies
and technologies in buildings. The exclusion criteria were two-
fold, aiming to eliminate publications that define resilience on an
urban scale and infrastructure. The exclusion criteria included
terms such as ”city”, ”urban”, ”structure”, ”infrastructure”, and
”flooding”. The search language was mainly English and looked
back to 1995, in which the term resilience first appeared in litera-
ture related to the built environment, until 2020. The publication
information was imported to the software HistCite 12.3.17 for
analysis and grouped into two categories [22]: resilience on the
building scale and resilience on the urban scale. The results of
the literature review are presented in Section 3 and Appendix A.

2.2. Data processing

We analyzed the content of every identified article’s full text
and developed an analysis protocol and coding schema to record
its content attributes. The entire text of the full article was read
multiple times as they search for coding words was completed
by the coders (authors). Coding is a way of indexing or categorizing
the text to establish a framework of its themes [23]. We used the
framework method commonly used to manage and analyze quali-
tative data in health research [24,25]. The framework method
involves reading the manuscripts carefully and applying a code
or label that describes important phrases or paragraphs. The docu-
ments are labeled and systematically to develop a dataset of codes.
After coding the manuscripts, the codes were compared and classi-
fied. Codes were then grouped together in categories. After several
categorization iterations, an analytical framework or structure for
the main domain and concepts was created under which the codes

Fig. 1. Study conceptual framework.
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and labels are grouped. With the help of ATLAS.ti software (version
9) the framework is charted grouping all codes, concepts and cat-
egories [26]. The tagging system summarizes and interprets the
manuscripts interrogating the theoretical concepts and the con-
nection between categories in a structured way. A detailed descrip-
tion of text processing can be found in Attia’s videos [27,28].

2.3. Development of definition

We used the framework method for the definition development,
which is the most commonly used technique for the management
and analysis of qualitative data in health research [24,25]. The
framework method allows systematic analysis of the text data to
produce highly structured outputs and summarized data. It can
also compare and identify patterns, relevant themes, and contra-
dictory data [24]. We categorized the codes (resilience concepts)
by theme. Our classification resulted in four concepts that define
the resilient cooling of buildings.

2.4. Focus group and follow-up-discussions

Qualitative research is primarily a subjective approach as it
seeks to understand human perceptions and judgments. However,
it remains a reliable exploratory scientific method if bias is
avoided. The suggested definition validated through focus group
discussions to provide consistent and dependable results. Several
validation measures were implemented, including member check-
ing, memo logs, and peer examination following the work of Attia
[29] and Attia et al. [21]. The study validation allowed emphasizing
credibility and strengthening the relevance of the conducted study
and results. Focus groups were convened during IEA-EBC Annex
800s first expert meeting in Vienna, Austria (21 October 2019)
and during its second expert meeting, held online (21 April
2020). Each focus group comprised of 15 people. IEA-EBC Annex
80 members aim to support a rapid transition to an environment
where resilient, low energy and low carbon cooling systems are
the mainstream and preferred solutions for cooling and overheat-
ing issues in buildings [11]. The invited experts for the focus-
group discussion represented the scientific and professional
experts in the field of building performance assessment and com-
fort. A list of the IEA-EBC Annex 80 participants can be found on
the Annex website [30]. The focus group discussions’ goal was to
validate the suggested definition and main associated criteria [29].

Follow-up discussions with RELi steering committee members
and UN resilience experts helped articulate and validated the
framework and included detailed elaboration of some criteria.
The RELi Rating System is a holistic, resilience-
based rating system that combines innovative design criteria with
the latest integrative design processes for next-generation neigh-
borhoods, buildings, homes, and infrastructure (see further expla-
nation Section 3.3). The follow-up discussions took place between
the first authors and some of the co-authors via teleconference and
emails.

3. General concepts of resilience

The definitions of resilience concern with the interplay of con-
tinuity and change of objects/systems subject to internal or exter-
nal disruption(s). Whatever the field of application of the resilience
concept, the study of resilience entails adapting to crisis associated
with the assumption of vulnerability in the context of climate
change [31]. Vulnerability has been used as the ‘‘flip side” of resi-
lience [32]. Some researchers separate resilience and vulnerability
[33], while others consider resilience related to one of the compo-
nents of vulnerability [34]. In the following two subsections, we

explain resilience concepts in different domains and review papers
that assess resilient comfort in buildings.

3.1. Resilience in different domains

The concept of resilience varies by discipline [35]. The first def-
inition, found in ecological literature, is a system’s ability to absorb
a shock without changing its pre-shock structure, identity, and
function. Holling [36] defined resilience to disruptions in ecosys-
tems. His resilience concept assumes that the system’s absorptive
resilience or ‘‘ability to bounce back” can handle shocks and find
an alternative (equilibrium) state or form that is less good than
the system’s pre-shock state.

The second definition of resilience, found in the behavioral psy-
chology literature, focuses on positive adaptability resilience or
‘‘ability to absorb” [37]. Resilience is defined as individuals’ coping
capacity to maintain or regain psycho-pathological well-being fol-
lowing trauma, personal stress, or crisis [35]. In this definition,
individuals are expected to demonstrate dynamic self-renewal
and adjustment capacity to neutralize the shock and its impacts.

The third definition of resilience, found in the engineering and
economics literature, is focused on the ability to ‘‘bounce forward”
or ‘‘recover; fast following a disruption [35]. This was termed
”engineering resilience‘‘ due to the human-made nature of engi-
neering [36]. It is defined as ”how fast a system that has been dis-
placed from equilibrium by a disturbance or shock returns to that
equilibrium and continues performing.‘‘ This interpretation was
also found in the physical sciences and economics literature. This
definition of resilience led some authors to refer to it as ”evolution-
ary resilience‘‘ due to the ability of the system to ”bounce forward‘‘
rather than just absorb the shock or ”bounce back‘‘ [38–40]. Table 1
summarizes the different definitions and concepts of resilience
under three categories.

3.2. Resilience as ‘‘bounce forward” from shocks

There is a plethora of studies that employed the term ‘‘re-
silience’. However, very few studies have defined the term ’re-
silience’ in the built environment [42]. Therefore, we deliberately
chose the third definition of resilience (see Table 1). The third def-
inition of resilience is already used differently by researchers and
professionals in different engineering domains (structural and
energy engineering) and is focused on the ability to ”bounce back‘‘
or recover following a disruption of some kind [38,43,44]. As
shown in Fig. 2, the definition of resilience in engineering and
economy is a process that involves several elements. The first ele-
ment is vulnerability (the sensitivity of a building system to differ-
ent types of shocks). According to literature, vulnerability is a
central concept in climate change research. Vulnerability describes
the system associated with hazards of concern and attributes of
concern [45,46]. The UN general definitions define vulnerability

Table 1
Different concepts and definitions of resilience in different domains [35]

Fields Definition Interpretations

In ecology:Resilience is the ‘‘ability to
absorb shocks” or‘‘ bounce back”

Ability of an ecosystem to rearrange
its organization outside of its
equilibrium state to another one
when facing a perturbation [36].

In psychology:Resilience is ‘‘positive
adaptability” in anticipation of/in
response to shocks

Capacity of an individual to endure
and develop in the context of adverse
conditions and to recover [37].

In engineering and economics:
Resilience the ability to ‘‘bounce
forward” from shocks

Ability of a system to resist
perturbations outside of its
equilibrium state and its speed to
come back to it [35,41].
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as risks ”expected losses [. . .] resulting from interactions between
natural or human-induced hazards and vulnerable conditions‘‘
[47]. The second element is resistance (the building system’s abil-
ity to maintain the initial design conditions). The third element is
robustness (how the building system, including occupants, adjusts
and adapts to shocks under critical performance conditions). The
fourth element is recoverability (the extent and nature of recovery
from shocks). If the building cooling design involves a vulnerability
assessment, it can resist shocks, then falls under the influence of a
shock and recovers from the shock; only then we can call it a
resilient.

To define a building or system as resilient, it must be vulnerable
(sensitive) to disruptions or shocks and experience failure. Failure
is essential in any definition of resilience because the latter is built
upon it. A failure can be temporary or permanent and can partial or
full. The failure to protect occupants against heat waves or power
outages, resulting in heat-related deaths or morbidity, are exam-
ples of building failures [19]. Unfortunately, several studies in
the field of building engineering investigated the robustness of
the building’s performance against heat waves without addressing
the broader definition of resilience and its stages illustrated in
Fig. 2 [48–50].

Thus, there is a lack of understanding of the term ‘‘resilience”
and the conditions and stages associated with this complex term.
The fundamental definition of resilience necessitates the occur-
rence of a shock. Only the presence of a shock can ascertain
whether, and to what extent, the robustness (adaptation) of a sys-
tem or building has imbued it with resilience [38].

3.3. Resilience in the built environment

The literature about resilience in the built environment can be
classified by scale—urban or building.

Ernsstson et al. [51] published one of the earliest studies defin-
ing urban resilience within human-dominated ecosystems. Using
three case cities, the study explored the resilience of urban gover-
nance concerning ecosystem services. Similarly, Meerow et al. [52]
proposed a general definition of urban resilience without focusing
on any specific disruption in the built environment. In contrast,
Godschalk [53] focused on urban hazards in cities and specifically
on terrorism. The study was initiated due to the terrorist attack on
the World Trade Center in September 2001 in New York and pre-
sented resilience in this context.

Liao [15] presented a definition of urban resilience addressing
floods and the surrogate measure of percent floodable area for
assessing potential to flood. Stead [54] evaluated Rotterdam’s resi-
lience (Netherlands) with a focus on water management and cli-
mate change. Sharifi & Yamagata [55] developed a framework for
assessing urban energy resilience, identifying planning and design

criteria, and examining these criteria’ relationshiBased on their
framework, to be resilient, and urban energy system needs to be
capable of ‘‘planning and preparing for,” ‘‘absorbing,” ‘‘recovering
from,” and ‘‘adapting to” future adverse events.

The previous studies addressed resilience and vulnerability on
the urban scale. Other reviewed studies have addressed the con-
cept of resilience for individual buildings. Most focused on blast
resilience, seismic resilience, and hurricane or wind resilience.
Takewaki et al. [43] sought to reduce the unexpected incidents in
building structural design and define robustness and resilience
against earthquakes in buildings. Cormie et al. [57] assessed the
whole-building response against blasts and the influence of the
building form and façade. Tokgoz & Gheorghe [56] quantified the
resilience of residential buildings against hurricane winds.

Lomas and Ji [58] published one of the earliest studies on ther-
mal resilience in buildings. In a special issue of Building and Envi-
ronment, Lomas & Giridharan [59] measured internal
temperatures and thermal resilience to climate change of free-
running hospital wards. De Wilde & Coley [60] conducted a litera-
ture review investigating climate change’s implication on build-
ings. Burman et al. [61] presented another early investigation on
overheating resilience using evidence gathered from two educa-
tional buildings in London. They proposed a theoretical framework
with three main criteria: vulnerability (sensitivity and exposure),
resilience (capacity of response), and adaptation (long-term
adjustment). Holmes et al. [62] proposed an indoor heat index
for evaluating heat stress and passive habitability in residential
buildings. Coley et al. [63] presented a new comfort equation for
resilient building design that considers weather and probabilistic
adaptive comfort measures variability. Hamdy et al. [64] investi-
gated the impact of climate change on the overheating risk in
dwellings and the potential for ventilative cooling to mitigate cli-
mate change effects. Vulnerability to overheating and sensitivity
of the building response were used to assess the investigated
dwellings’ resilience.

Version 4.1 of the United States Green Building Council (USGBC)
Leadership in Energy and Environmental Design (LEED) rating sys-
tem introduced a ‘‘Thermal Resilience” pilot credit that aims to
assess passive survivability and thermal resilience [65]. The credit
was developed initially within the RELi rating system. RELi is a
building and community rating system wholly based on resilient
design [17] and has been adopted by the USGBC. Under the Ther-
mal Resilience pilot credit, a space qualifies as thermally resilient
if it can provide indoor thermal comfort in the event of a power
outage. Comfort thresholds are based on standard effective tem-
perature degree-days [66].

Table 2 summarizes documents found in the literature explic-
itly addressed and used the term ‘‘resilience” concerning comfort.
The studies mentioned above are the beginning to define the ther-
mal resilience of buildings. However, the studies listed in Table 2
proposed neither a consistent definition of thermal resilience nor
an assessment framework for buildings’ resilient cooling. The liter-
ature review confirms the need to establish a definition of resilient
cooling for buildings.

4. Conceptualization of resilient cooling for buildings

4.1. Resilience against what?

One critical prerequisite for a comprehensive definition and
assessment of resilience is identifying threats (shocks) or disrup-
tions to the stability of these systems. An essential question to
answer is ‘‘resilience against what?”.

As shown in Table 3, several types of disruptions or emergen-
cies can lead to buildings’ systemic failure to be resilient—e.g., air

Fig. 2. The stages and timeline of the resilience process.
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pollution, fires, and earthquakes. Disruptions are increasingly pre-
sented by unexpected phenomena outside or inside the building
[60]. The rate and pace of disturbances that the built environment
faces have been accelerating significantly over the past three dec-
ades [68]. Understanding and identifying the phenomena that dis-
rupt a building and threaten the well-being of its occupants is
fundamental.

For this study, heat waves and power outages were identified as
major disruptions that can influence occupant indoor thermal
quality conditions on the building scale [72]. The frequency and
severity of extreme weather events have increased in the last
30 years. Increased ambient temperature during heat waves
can directly influence the thermal performance of buildings by
decreasing the efficiency of energy systems. This direct impact
makes the extreme weather event and associated power outages
major sources of disruptions for resilience evaluation. In addition
to the direct impact, heat waves can have some cascading
impacts such as power failure, access to clean water, and accept-
able indoor air quality. There are other potential disruptions to
the indoor environment detailed in Table 3. However, of these only
heat waves and power outages directly affect the indoor thermal
quality. For example, heat from wildfires might affect the indoor
environment, but buildings are typically evacuated if a wildfire is
close enough to heat them.

Therefore, the paper is focused on the definition of resilient
cooling of buildings as part of the IEA-EBC Annex 80 activities that

aim to define resilience. Crawley et al. [73] identified heat waves as
the significant climate change disruption in buildings. Baniassadi
et al. [74] identified the frequency and duration of power outages
as a significant cause of disruption for buildings in the near future.
Both studies confirmed that the increase of mean outdoor temper-
atures and the frequent and intensive nature of heat waves disrupt
power and degrade comfort.

Disruptions are shocks or events with an origin, a nature, an
incidence, a scale, and duration. Therefore, we define disruptions
in buildings as shocks that degrade the indoor environment and
require resilient cooling strategies and technologies to maintain
it [60].

4.2. Resilience: At which scale? And for how long?

The resilience of a system cannot be studied without examining
the system’s scale and the relation between the shock cause and its
effect(s). Resilient systems function through the interaction of
complex processes operating at different scales and times frames
[75]. Therefore, it is essential to characterize the scale of the sys-
tem expected to be resilient in a time-bound way. The definition
of resilience should always reflect whether the disturbance affects
a single building element’s performance or operation, building ser-
vice, or the entire building [76]. As shown in Fig. 3, the definition of
resilience should always characterize the resilience to disturbance
of a system to its scale within a specific time frame for the distur-

Table 2
A list of documents found in literature in direct relation with the thermal resilience of buildings based on Appendix I

Scientific Article Reference Definition Paper Review Paper Calculation Method

Lomas (2009) [58] U

Lomas et al. (2012) [59]
De Wilde et al. (2012) [60] U

Burman et al. (2014) [61] U

Holmes et al. (2017) [62] U

Lomas et al. (2017) [67] U

Coley et al. (2017) [63] U

Hamdy et al. (2017) [64] U

Rating System
USGBC (2018) [65,66] U U

USGBC (2019) [17] U U

* Search Keywords: resilient, resilience, thermal, overheating, building

Table 3
Different types of disruptions affecting the built environment

Disruption Description

Air Pollution - Outdoor air pollution refers to the air pollution experienced by populations living in and around urban areas. Air pollution derives from
poor combustion of fossil or biomass fuels (e.g., exhaust fumes from cars, furnaces, or wood stoves) or wildfires [69]. Buildings require
efficient air filters and ventilation systems that mitigate the impact of air pollution.

Fire - Wildfires are sweeping and destructive conflagrations, especially in a wilderness or a rural area, that cause significant damage. Most
building codes adequately addresses common fire hazards with mandatory fire-resistant stairwells, fire-resistant building materials, and
proper escape methods.

Earthquakes - Earthquakes are the most common disruptions covered in all building codes. They are trembling of the ground caused by the passage of
seismic waves through the earth’s rocks. This natural disaster can damage a building by knocking it off its foundations and harm the
occupants. Seismic testing should be used on components of buildings to determine their resilience to earthquakes.

Wind storms and
hurricanes

- Hurricane has the potential to harm lives and property via storm surge, heavy rain, or snow, causing flooding or road impassibility,
lightning, wildfires, and vertical wind shear.

Flooding - Flooding is the inundation of land or property in a built environment, particularly in more densely populated areas, caused by rainfall
overwhelming the drainage systems’ capacity, such as storm sewers.

Heat waves - Heat waves are a period of excessively hot weather accompanied by high humidity [70]. They cause overheating in the building and
intensify the urban heat island effect [71]. This event can potentially risk the health and lives of occupants if no measures are taken.

Power outages - Power outages and blackouts are common occurrences caused by natural disasters cited earlier, like floods or hurricanes. It can lead to
overheating in buildings when air conditioners do not operate.

Water shortages - Water shortage is the lack of freshwater resources to meet water demand. Lack of water has a significant impact on irrigation and urban
use, degrading food security, public health, and overall stability.

Pandemic - Pandemics can impact societies’ built environment is how spatial and social aspects are intertwined to constitute everyday lives mutually.
During active outbreaks, such as COVID-19, minimizing the risk of disease spread in buildings starts with keeping people out of them. For
those who occupy a building, increasing the ventilation and filtration of the inside air is essential.
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bance. According to Fig. 3, this study defines resilient cooling in
buildings within certain boundary conditions that are limited to
the building scale in response to heat waves and power outages
for duration of 100 years.

We select heat waves and power outages as the primary disrup-
tive events to be addressed by resilient cooling for buildings for our
study. Our proposed definition considers the indoor environmental
conditions on the building scale for long periods. Climate scenarios
represent historical and future outdoor conditions and consider
both short-term and long-term heat waves. Resilience in the build-
ing engineering field is strongly associated with long-term climate
projections that encompass both the increase in the average tem-
perature due to a global warming effect or temperature rise due
to the urban heat island effect [77].

Defining and identifying disruptions and specifying their associ-
ated events that impact healthy and comfortable buildings is the
first step to determine a building’s resilience. Other issues can
degrade the indoor thermal environment, such as the sudden
change of indoor occupant numbers during some events. However,
in this study, we focus only on climatic disruptions represented
into heat waves and power outages. As shown in Fig. 3, heat waves
and power outages are events that may impact the thermal condi-
tions in buildings. The identification of heat-wave events is based
on their intensity, duration, and frequency coupled with power
outages [78]. It is expected that a building with a resistant cooling
design (strategy) can withstand short and extensive heat waves. A
building with a robust cooling design can withstand short, intense,
and prolonged lengthy heat wave. The performance of a building
with a resilient cooling design could surpass that of a robust build-
ing by reacting to power outages and longer intensive heat waves.
The literature review confirms that resilience must be associated
with response to system failure [17]. A system is robust when it
can continue functioning in the presence of internal and external
challenges without a system failure. However, a system is resilient
when it can adapt to internal and external challenges by changing
its operation method while continuing to function. The ability of
the building to recover after disruptive events is a fundamental
feature of resilience. Therefore, the ability to model the occurrence
and consequences of discrete heat-wave events is crucial to pre-
pare the building for the response.

The interviewed experts agreed that climate change should be
defined as a long-term disruptive event and that heat waves and
power outages should be designated short-term disruptive events.
Based on our literature review and following Fig. 4, we distinguish
four major events categories that can challenge resilient cooling
[78]:

1. Event 1: Observed and future extreme weather conditions (ex-
tended, spanning years)

2. Event 2: Seasonal extreme weather conditions (extended, span-
ning months)

3. Event 3: Short extreme weather conditions (short, spanning
days)

4. Event 4: Power outages (spanning hours)

Across the literature, several studies identified extended and
long climate change associated temperature increase events
(Events 1 and 2) [64,79]. Other studies investigated the impact of
short-term heat waves and power outages on thermal conditions
and cooling systems’ resilience [80,81]. For example, the RELi rat-
ing system requires thermal safety during emergencies (Events 3
and 4) by maintaining indoor air temperature at or below outdoor
air temperature up to seven days [17]. Designers need to demon-
strate that the building will maintain safe temperatures during a
blackout that lasts four days through thermal zoning and model-
ing. During a power outage, buildings must provide backup power
to satisfy critical loads for 36 h.

We define four major event categories that need to be tested
and address in any resilience assessment for comfort in buildings.
The following section provides further detailed explanation for
Fig. 3 in association with Fig. 4.

5. Definition of ‘‘resilient cooling for buildings

Resilient cooling is used to denoting low-energy and low-
carbon cooling solutions that strengthen the ability of individuals
and our community as a whole to withstand, and also prevent,
the thermal and other impacts of changes in global and local cli-
mates—particularly concerning rising outdoor temperatures and
the increasing frequency and severity of heat waves [61].

Resilient cooling for buildings is a concept that was not
approached thoroughly in previous studies. Therefore, we devel-
oped the following definition based on the literature review and

Fig. 3. the components of a resilience definition within a specific field or domain.

Fig. 4. The components of a resilience definition within a specific field or domain.
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validated it through the focus group discussion with members of
IEA-EBC Annex 80:

The cooling of a building is resilient when the capacity of the
cooling system integrated in the building allows it to withstand
or recover from disturbances due to disruptions, including heat
waves and power outages, and to adopt the appropriate strategies
after failure (robustness) to mitigate degradation of building perfor-
mance (deterioration of indoor environmental quality and /or
increased need for space cooling energy (recoverability).

Resilience is a process that involves several criteria, including
vulnerability, resistance, robustness, and recoverability [35].
Therefore, we include those four criteria in the definition formula-
tion shown in Fig. 5. The vulnerability involves the sensitivity or
propensity of the building’s comfort conditions to different disrup-
tions. At this stage, it is vital to define disruptions, as discussed in
Sections 4.1 and 4.2 (see Figs. 3 and 4).

A resilient building must be conceived based on a vulnerability
assessment that considers future climate scenarios and prepares
the building system, including occupants, to adapt against failures.
The vulnerability assessment should test the building performance
against long-term disruptions using average weather conditions,
extreme weather conditions, future weather conditions, and worst
future weather conditions. It should also test the building against
short-term disruptions, including brief heat waves and power
outages. A vulnerability assessment stage should be part of the
design process. A building cooling system is prepared to go
through different disruption scenarios engaging other thermal
conditions.

The building cooling system should be able to withstand short-
term and long-term disruptive events. As shown in Fig. 5, resis-
tance involves the ability and the depth of reaction to the shock.
Under disruptive events, the building may use performance drop-
backs to achieve the pre-defined minimal thermal conditions. After
the building cooling system’s failure, the building’s resilience pro-
cess moves to the most crucial stage—robustness, meaning reac-
tion to failure. Robustness requires the building to be prepared to
survive an otherwise-fatal shock by adapting its performance.
The survivability of the system relies on its ability to assure the
critical thermal conditions to maintain occupants’ functional activ-
ities during a crisis. As shown in Fig. 5, a robust building will first
fail and then adapt its performance conditions meeting critical or
minimum thermal requirements to achieve a degree of survivabil-

ity for occupants depending on the vulnerability assessment
decisions made during design. The failure time of a robust building
will be relatively long before recovery, and the performance will
reach only minimum thermal conditions after failure compared
to a resilient building. The significant distinction between a resis-
tant building system and a robust building system is that the latter
is prepared to adapt based on a backup plan and ecosystem.
Robustness involves how the building, including its services and
occupants, adjusts and adapts to shocks.

The final stage of resilience involves the recoverability of the
system. Recoverability consists of the extent and nature a occu-
pants and building’s services to recover, and returns to its equilib-
rium state and its speed to come back. As shown in Fig. 5,
recovering has a duration, performance, and learnability. The nec-
essary speed for recovery and the recovery performance curve
should be planned during the vulnerability assessment stage. The
users’ ability, building, and systems to learn from the event is an
integral part of this stage.

While the diagram in Fig. 5 is linear, the process of resilience is
cyclic and iterative. Resilient cooling of buildings is a continuous
process that involves the commissioning and retro-commission
of building elements and systems over the building’s life cycle. It
also includes the continuous education of occupants and the
preparation for the adaptive measures during unforeseeable
disruptions.

Fig. 6 provides a complementary definition framework that
includes the main criteria of resilience. It presents an example of
the factors that influence cooling performance in buildings under
the four resilience criteria. Depending on the overheating defini-
tion and exposure risk, a resilient cooling design for buildings
assures that the designed indoor environmental conditions are
secured before the disruption. The risk factors should be identified
during the design stage to assess vulnerability. Examples of risk
factors include climate change scenarios, heat waves combined
with power outages, or urban heat island effects. As shown in
Fig. 6, the resistance stage depends mainly on the building’s design
features and technologies and their ability to keep the building
performing under severe overheating exposure until reaching fail-
ure. The failure is the essential disruption to start the third stage of
resilience, namely robustness. The cooling system’s robustness
must adapt to cover the critical thermal conditions temporarily
until reaching the recovery stage. Adaptively, the ability to respond

Fig. 5. The components of a resilience definition within a specific field or domain modifying Moazami et al. ’s definition in 2019 [50].
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and apply changes to the original thermal conditions involved
occupants and systems adaptability. The presence of energy sys-
tem backup and an emergency control possibility is part of the
building’s robustness. This is finally followed by a recovery stage
and a shift in the building performance to achieve before designed
thermal conditions that reflects adapting to the normal.

6. Discussion

The review of the main concepts on resilience mainly relates to
the resilience of ecology, economy, city, and buildings. Therefore,
proposing a definition for buildings and assessment framework
indicates the complexity of the idea. We found varying and incon-
sistent definitions of resilience in building comfort and in the con-
text of the overall built environment. The following sections
discuss possible questions that we answered in this study.

� What are the existing concepts of resilience?
� How to define resilient cooling for buildings?

6.1. Findings and recommendations

For this study, we defined resilient cooling for buildings and
developed a framework used by building designers, authorities,
developers, and future occupants. By reviewing the literature,
including rating systems and standards and consulting with IEA-
EBC Annex 80members, USGBCmembers, and UN experts, the pro-
posed definition and criteria intend to identify and group critical
performance criteria of buildings cooling resilience. The criteria—
vulnerability, resistance, robustness, and recoverability—can help
develop intrinsic performance-driven indicators and functions of
passive and active cooling solutions in buildings against heat
waves and power outages. In this sense, this study aimed to screen,
characterize, and structure resilience criteria to provide a logical
framework to design and evaluate resilient cooling strategies for
buildings.

Few studies and case studies succeeded in defining resilience
and applying its principles on a building scale. Across our review,
we found some studies that focus mainly on robustness as a proxy
for resilience [48,50]. However, none of those reviewed studies
embraced a multi-criteria approach for resilience that involves vul-
nerability, resistance, robustness, and recoverability. Therefore,
based on our literature review and focus group discussions, this
study’s suggested definition and framework is a step forward.
The following recommendations can be helpful for designers and
building operators that seek to achieve resilient cooling of build-
ings in a holistic way:

1. Any definition of resilience must be based on the identifica-
tion of a specific shock or disruption. In the case of resilient cooling
of buildings, heat waves and power outages are considered as the
main shocks (extreme events). Designers should assess the vulner-
ability of buildings against those shocks.

2. Any definition of resilience should specify and distinguish, at
the same time, the resistance and robustness conditions against
heat waves and power outage events. The resistance period
involves the building’s ability to resist shock(s) with the same
pre-shock operation conditions. However, robustness requires fail-
ure and adaptation after failure. The robustness mechanism
involves building users and building systems adaptation and their
ability to adjust after a shock.

3. Thus, the definition of resilient cooling for buildings involves
four critical criteria, mainly vulnerability (sensitivity to risk), resis-
tance (absorption), robustness (adaptation after failure), and
recovery (remedy). The building design, construction, and opera-
tion processes should address these criteria.

4. Resilient cooling design is an urgent requirement for future
proof buildings. Weather extremes must be anticipated to assume
well-being. The choice of comfort models is elementary to prepare
buildings. Resilient cooling design involves combining passive and
active cooling design measures, on-site renewable production, and
the coupling to storage capacities. Our suggested definition for
resilient cooling of buildings can help to develop in the future resi-
lience performance indicators that account for the impacts of glo-

Fig. 6. Factors that influence resilient cooling of buildings.
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bal warming for long and short assessment periods. This can allow
comparing the carbon emissions and primary energy use of differ-
ent technologies at different stages of the building life stages. As
part of the activities of IEA-EBC Annex 80, there is a need to assess
the performance of conventional and advanced cooling technolo-
gies including advanced solar shading, chromogenic facades, cool
materials, ventilated facades, thermal mass utilization including,
PCM and off-peak ice storage, ventilative cooling, adiabatic/evapo-
rative cooling, compression refrigeration, absorption refrigeration,
natural heat sinks, sky radiative cooling, high-temperature cooling
systems, Comfort ventilation, micro-cooling, personal comfort con-
trol and high-performance dehumidification including desiccant
humidification. Without a multi-stage definition, it will be chal-
lenging to develop universal indicators that allow assessing the
active and passive cooling technologies listed above.

5. Building operation systems and building management sys-
tems will play a significant role in applying the adaptation strate-
gies and risk mitigation plans in collaboration with buildings users.
For resilient cooling, HVAC systems and envelope features are a
prime target for real-time optimization. Different dynamic control
strategies with predictive algorithms should be embedded in
building operation systems using a deeply coupled network of sen-
sors. The smart readiness of buildings is part of resilience because
it considers the fact that buildings must play an active role within
the context of an intelligent energy system [82].

6. Resilience is a process, and its criteria should be addressed
following a circular, iterative approach. Extracting learned lessons
and integrating user experience during shocks is essential to
increase the emergency learnability and feed the preparedness
loop.

6.2. Strength and limitations

We are not aware of any studies that aimed to define resilience
on a building scale involving the four criteria for resilience: vulner-
ability, resistance, robustness, and recovery. Two other resilience
definition criteria are found in literature and are used on an urban
scale: (1) adaptability, efficiency, flexibility, and redundancy; and
(2) preparation, adaptation, recovery, and mitigation. However,
both groups of criteria (1 and 2) hardly fit and match the indoor
environmental performance requirements and challenges of build-
ings (and their occupants) against overheating and power outages
events.

Despite the difficulty of creating a definition and developing a
framework, the research benefited from the contributions of IEA-
EBC Annex 80 building experts, RELi steering committee members,
and UN resilience experts who fostered a consensus for a new def-
inition and framework. The debate on considering ‘‘failure ”or the
‘‘path to failure” fundamental criteria in the interpretation of resi-
lience let us distinguish robustness from resistance [41]. Accord-
ingly, the research aimed to provide a perspective for building
professionals and users based on analyzing the existing literature
and body of knowledge. The study theme remains novel because
it was never discussed extensively in the different fields of use of
the definitions of resilience in ecology, psychology, engineering,
and economy.

A definition and framework within the scope of the IEA-EBC
Annex 80 was proposed and validated. The definition positions ‘‘re-
silient cooling ”in the field of engineering and economic resilience
concerning climatic disruptions, namely heat waves and power
outages. As shown in Fig. 6, it identifies the main criteria and
sub-criteria that can be used to design, construct, and operate
new and existing buildings [35]. Content analysis of more than
90 publications was conducted to provide insights and establish
relevant connections with resilience definitions found in the scien-
tific and professional literature. RELi 2.0 Rating Guidelines for Resi-

lient Design and Construction [17] and its assessment criteria were
critically investigated. The identified criteria will improve the
understanding of practitioners and allow for comparison, discus-
sion, and learning. The paper developed in-depth criteria that pro-
vide valuable strategies for resilient building design. It can help
researchers and designers identify and reduce the risk of overheat-
ing during heat waves and power outages to protect occupants.
The definition and criteria will allow benchmarking of resilient
cooling buildings, including systems, solutions, and building con-
trol strategies.

However, the most challenging search activity was to find rep-
resentative case studies. At the beginning of this study, defining
resilient building cooling through case studies or reference build-
ings similar to developing the European sustainability reporting
framework Levels [83,84] was planned. Failing to find case studies
that addressed the concept of resilience partially or entirely forced
us to define resilience first. The complexity and novelty of this con-
cept makes its understanding, by building professional, challeng-
ing. The adoption of the resilience definition in this paper is
influenced by the interpretation found in literature in engineering
and economic sciences. Also, relevant publications that focus on
building resilience against overheating risks could not be found.
The suggested definition and framework are complete or can elim-
inate risks. However, they represent an adequate and initial knowl-
edge base that can be consolidated and refined with standards and
local regulations.

One of the main questions that we have answered in the resili-
ence definition is ‘‘Resilience to what?” So, any future resilience
framework must focus on a specific disruptive event. The current
framework does not address all disruptions that can degrade the
indoor thermal environment in one resilience evaluation frame-
work, unless we are developing a multi-disruptive framework,
which is not our case. The literature review and the experts pro-
vided insights and in-depth knowledge elaborated by the authors
to develop a framework that defines resilience against ‘‘heat
waves” and ”power outages”. The study would have benefited
more from a broader focus group involving practitioners in the
building industry and stakeholders of the built environment. How-
ever, the study topic remains novel because it can establish a quan-
titative evaluation framework for building cooling resilience.

6.3. Implication on practice and research

While the design for resilience is a consolidated procedure in
other fields, this is not a common approach in the architectural
engineering and construction industries—especially on the build-
ing scale. In this study, the resilience of building cooling and devel-
oped a framework that should be used in practice is defined.
Despite the presence of RELi 2.0 Rating Guidelines for Resilient
Design and Construction [17], there is a need to develop a standard
that defines the resilience on the building scale concerning differ-
ent disruptions. Practitioners and building professionals are con-
fused about the term resilience, and they use it many times to
replace other meanings, such as resistance or robustness. The other
problem with many building designers is that they wish to assess
the cooling system’s resilience separately from the building and
occupants. Resilience should be applied to integrated systems that
involve occupants, systems, and building operators [85]. The term
is related to holistic systems and cannot be used on parts of a
system.

Therefore, there is a strong need to identify case studies that
embrace this concept of building scale resilience. Case studies eval-
uating the buildings vulnerability, resistance, robustness, and
recovery attributes are required to articulate and validate the resi-
lience key performance indicators. These case studies should inves-
tigate real-time building management systems that predict
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approaching heat waves and suggest adaptation strategies follow-
ing building operators and occupants [62]. At the same time, gov-
ernments and green building councils should promote exemplary
buildings’ design and construction as showcases of resilient build-
ings. Rating systems such as LEED, BREEAM, DGNB, and Levels
should learn from RELi 2.0 Rating Guidelines and allow the devel-
opment of further projects that adopt the concept of resilience
[86]. The smart readiness indicator developed by the EU could also
be used to measure the resilience of the cooling of buildings. The
capacity of a building to use information and communication tech-
nologies and electronic systems to adapt its buildings services
operation is essential. The same applies to adapt to the occupants’
needs and the grid signals to improve indoor environmental qual-
ity during heat waves and power outages [82,87].

Finally, regional priorities regarding the climatic disruptions
potential and investigate the possibility of passive resistance
mechanisms of buildings (e.g., ventilative cooling and thermal
storage technologies) and their adaptability robustness mecha-
nisms should be addressed. There is a need for lateral thinking
and experimental research approaches to apply the concept of resi-
lience and assess the optimal solutions for the people and the
planet.

7. Conclusions

A definition of resilient cooling for buildings is developed and
discussed in this paper as part of the IEA-EBC Annex 80 research
activities. The definition’s main concepts and criteria are based
on qualitative research methods. The paper presents a set of rec-
ommendations to adopt the definition in practice and research.
Future research should build on our findings and create more con-
sistent frameworks with useful quantifiable indicators, quantita-
tive metrics, and performance threshold limits. Additional
definitions of overheating and modeling of overheating events
are required for different building types and climates. The research
should be extended to identify benchmarks and case studies with
reference values, threshold ranges, and to seek tools and reporting
mechanisms for buildings’ resilient cooling. Our suggested frame-
work should evolve as research and experience build a greater
understanding of resilient and sustainable buildings.
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Appendix A

Table A-1

Table A-1
List of critical publications found in literature directly related to the four criteria of resilience against overheating and power outages in buildings. None of the listed studies
proposed a definition of resilience applied for cooling buildings except reference [55].

Vulnerability Resistance Robustness Recovery Resilience

Sander et al. (2003) [72] U

Lomas et al. (2009, 2012, 2017) [58,59,67] U U * U

De Wilde et al. (2012) [60] U U

Olsen et a. (2012) [66] U U U U

Hassler et al. (2014) [76] U U U U

Burman et al. (2014) [61] U

Anderies et al. (2014) [88] U

Nicol et al. (2014) [89] U U U

Martin et al. (2015) [35] U U U U U

Buso et al. (2015) [90] U U *
Holmes et al. (2016) [62] U U

Coley et al. (2017) [63] U

Hamdy et al. (2017) [64] U U

Acione et al. (2017) [91] U * U *
Kotireddy et al. (2018) [48] U U U *
Wilson (2018) [92] U U U U U

USGBC RELi (2018) [17] U U U U U

USGBC (2019) [65] U U U

Moazami et al. (2019abc) [50,79,93] U U U * *
Gupta et al. (2019) [94] U * *
Sun et al. (2020) [95] U U U * *
Homaei et al. (2020) [49] U *

* Studies that define resilience or robustness in disagreement with the definition proposed in this study. The studies do not consider failure as an essential event to assess the
robustness and o resilience.
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A B S T R A C T   

Over the last decades overheating in buildings has become a major concern. The situation is expected to worsen 
due to the current rate of climate change. Many efforts have been made to evaluate the future thermal perfor-
mance of buildings and cooling technologies. In this paper, the term “climate change overheating resistivity” of 
cooling strategies is defined, and the calculation method is provided. A comprehensive simulation-based 
framework is then introduced, enabling the evaluation of a wide range of active and passive cooling strate-
gies. The framework is based on the Indoor Overheating Degree (IOD), Ambient Warmness Degree (AWD), and 
Climate Change Overheating Resistivity (CCOR) as principal indicators allowing a multi-zonal approach in the 
quantification of indoor overheating risk and resistivity to climate change. 

To test the proposed framework, two air-based cooling strategies including a Variable Refrigerant Flow (VRF) 
unit coupled with a Dedicated Outdoor Air System (DOAS) (C01) and a Variable Air Volume (VAV) system (C02) 
are compared in six different locations/climates. The case study is a shoe box model representing a double-zone 
office building. In general, the C01 shows higher CCOR values between 2.04 and 19.16 than the C02 in different 
locations. Therefore, the C01 shows superior resistivity to the overheating impact of climate change compared to 
C02. The maximum CCOR value of 37.46 is resulted for the C01 in Brussels, representing the most resistant case, 
whereas the minimum CCOR value of 9.24 is achieved for the C02 in Toronto, representing the least resistant 
case.   

1. Introduction 

During the last decade, the concept of resistivity of buildings and 
cooling strategies emerged in several studies [1]. The term resistivity 
appeared under different names including: Resistance, Resilience, 
Robustness, and other terms. For example, Attia et al. [1] defines cooling 
resistance as the building system’s ability to maintain the initial design 
conditions during the disturbances such as heatwaves or power outages. 
This paper defines so-called “climate change overheating resistivity” as 
the ability of building cooling strategies to resist the increase of indoor 
overheating risk against the increase of outdoor thermal severity in a 
changing climate. In other words, the climate change overheating re-
sistivity shows to what extend the indoor overheating risk will increase 
with the increase of outdoor thermal stress under future climate sce-
narios. This definition targets the ability of cooling strategies in 

buildings to maintain an acceptable thermal environment against the 
gradual worsening of weather conditions due to climate change, 
whereas the definition in Ref. [1] targets the ability of cooling strategies 
to suppress the short-term overheating incidents. There is a universal 
need to understand the notion of climate change overheating resistivity 
as a key factor in characterizing the future thermal performance of 
cooling strategies in buildings. 

Despite the important role of opting for the implementation of 
climate change overheating resistive cooling strategies in buildings, it is 
being overlooked in the fight against climate change. Climate change 
overheating resistive cooling strategy improves the preparedness of the 
building for more intense and frequent overheating events in the future. 
The more the cooling strategy is resistant, the higher it is able to 
maintain a comfortable and healthy environment for the occupants in 
buildings. The concept of climate change overheating resistivity must be 
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standardized through the regulation and policies to be strictly imple-
mented in the building cooling requirements. 

Several studies highlighted the importance of cooling strategies in 
mitigating the overheating impacts of climate change [2–4]. The cooling 
demand in buildings is predicted to encounter unprecedented growth 
with the continuation of global warming [5–7]. The increase in cooling 
demand will be further aggravated with the increase of internal gains 
related to growing occupancy densities [8]. The cooling strategies will 
become inexorable to remove sensible/latent heating loads, prevent 
heat gains to the indoor environment, or enhance personal comfort. 
Therefore, the cooling strategies are expected to play the main role in 
reducing the overheating risks in buildings and hence ensure comfort-
able environments in future climates. 

The first question considered in evaluating the scientific literature is, 
“what are the simulation-based studies that assessed the performance of 
cooling strategies in relation to climate change?“. In response to the first 
question, some relevant studies are presented as follows. O’Donovan 
et al. [9] investigated ten passive cooling control strategies applied on a 
Nearly Zero Energy Building (NZEB). Each strategy uses different com-
binations of passive cooling systems such as day-time ventilation, 
nighttime ventilation, and dynamic solar shading. For different combi-
nations of passive cooling systems, an increase in indoor operative 
temperature between 0.1◦C and 0.3◦C in Dublin (maritime climate) and 
between 1◦C and 1.9◦C in Budapest (continental climate) was resulted 
by 2050s. It was also mentioned that the passive cooling strategies (and 
their combination) are able to maintain 57–95% comfortable occupied 
hours. Chiesa & Zajch [10] investigated the sensitivity of Earth-to Air 
Heat Exchangers (EAHE) to climate change in nine different locations 
across Northern America. Using Local and Residual Cooling Degree Hour 
(CDHloc and CDHres) to calculate the virtual control of EAHE, they found 
a significant reduction in the cooling potential of the EAHE system for 
Representative Concentration Pathway (RCP) 4.5 and 8.5 scenarios by 
2061–2090. Rey-Hernández et al. [11] studied the impact of climate 
change on the indoor operative temperature of a zero energy and carbon 
office building located in Valladolid, Spain. The cooling system consists 
of a chiller system backed up with an adsorption chiller connected to an 
Air Handling Unit (AHU). By using the CCWorldWeatherGen tool to 
produce future weather files, they found an increase in indoor air tem-
perature of ∼ 1◦C between 2020 and 2050 and ∼ 1.7◦C between 2050 
and 2080. Ibrahim & Pelsmakers [12] investigated the increase in in-
door overheating risk in a PassivHaus retrofit case study using Passi-
veHaus Planning Package (PHPP) [13] metric. For the period between 
High Emission Scenarios (HiES) of 2050 and 2080, the study results 
show an increase in overheating frequency by 6% for roof insulation, 7% 
for wall insulation, 6% for reduced glazing size, 5% for nighttime 
ventilation, 5% for internal and external shading devices, and 3% for 
reduced glazing G-value. 

There is a study by Hamdy et al. [14] that introduced the Over-
heating Escalation Factor (OEF) metric corresponding to the inverse of 
climate change overheating resistivity factor within this paper. The OEF 
shows the sensitivity of a building to increasing outdoor thermal 
severity. By morphing the historical data (1964/1965 and 2003), they 
generated future and worst future weather scenarios. By applying in 
total 4 weather scenarios, they found the OEF values between 0.1 and 
0.989 in Dutch dwellings. It means that there are some dwellings (with 
only natural ventilation) that are very close to become overheated in the 
future. 

The second question considered in evaluating the scientific literature 
is, “do those studies allow for a universal and comprehensive evaluation of 
the resistivity of cooling strategies against the overheating impact of climate 
change?“. In response to the second question, four criteria are set for a 
systematic analysis as follows.  

• Universality: this criterion evaluates whether the study is conducted 
for a universal evaluation of cooling strategies. Most studies focus on 
a specific location and climate based on the national or regional 

standards for comfort models and definition of building 
characteristics.  

• Function-independency: this criterion investigates whether the 
study is focused on a specific building typology and function mode. 
Function-dependent studies focus on specific residential or non- 
residential buildings. Therefore, they do not contain full guidance 
on how to define the operational properties, schedules, and comfort 
categories for different building types.  

• Comfort model-independency: this criterion evaluates whether the 
study has provisions regarding the flexible selection of the static and 
adaptive comfort models. Such a provision enables the evaluation of 
both active and passive cooling strategies with different cooling 
modes (air conditioned, non-air conditioned, and mixed/hybrid 
modes).  

• Resistivity evaluation: this criterion examines whether the study 
contains resistivity evaluation against overheating impact of climate 
change. The main factor for the resistivity evaluation is the use of 
specific metrics (e.g. OEF, CCOR, etc.) that relate the indoor and 
outdoor thermal environments while incorporating multiple histor-
ical and future weather scenarios. Such metrics show, via a single 
value, to what extend the thermal performance of the cooling stra-
tegies in buildings are affected due to the changes in outdoor thermal 
conditions over time. 

The results of the literature analysis based on the four above-
mentioned criteria are presented in Table 1. 

Until now, there is a lack of comprehensive universal method to 
evaluate and compare the climate change overheating resistivity of 
cooling strategies. As part of the International Energy Agency (IEA) EBC 
Annex 80 – “Resilient cooling of buildings” project activities, this paper 
is developed to address the abovementioned knowledge gaps. The aim of 
this research is to broaden the comparative analysis among cooling 
strategies to global scales. The main research question is:  

• How to evaluate the climate change overheating resistivity of cooling 
strategies worldwide? 

The main research question can be divided into:  

• Q1: How to characterize the climate data and building models in a 
consistent way to universally compare the cooling strategies? 

Table 1 
A list of studies in the literature concerning the thermal performance evaluation 
of buildings/cooling strategies under future climate scenarios.  

Scientific 
article 

Universality Function- 
independency 

Comfort model- 
independency 

Resistivity 
evaluation 

O’Donovan 
et al. [9] 

⨯ ⨯ ⨯ ⨯ 

Lomas & Ji 
[15] 

⨯ ⨯ ⨯ ⨯ 

Hanby & 
Smith [16] 

⨯ ⨯ ✓ ⨯ 

K.J. Lomas & 
Giridharan 
[17] 

⨯ ⨯ ⨯ ⨯ 

Gupta & 
Gregg [18] 

⨯ ⨯ ⨯ ⨯ 

Sajjadian 
et al. [19] 

✓ ⨯ ⨯ ⨯ 

Hamdy et al. 
[14] 

⨯ ⨯ ✓ ✓ 

Ibrahim & 
Pelsmakers 
[12] 

⨯ ⨯ ⨯ ⨯ 

Pagliano et al. 
[20] 

⨯ ⨯ ✓ ⨯ 

Chiesa & 
Zajch [10] 

✓ ⨯ ⨯ ⨯  
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• Q2: How to quantify and evaluate the climate change overheating 
resistivity of cooling strategies in buildings?  

• Q3: How to test the evaluation framework? 

This paper provides a generic simulation-based framework contrib-
uting to the body of knowledge in several ways. First, the framework is 
based on universally applicable standards enabling, with common 
boundary conditions, a universal comparison of cooling strategies in 
different climatic regions. Second, the framework is comprehensive; it 
allows for the comparison of a wide range of active and passive cooling 
strategies by providing systematic guidance on how to select the comfort 
models for the zones with different cooling modes (air conditioned, non- 
air conditioned, and mixed/hybrid mode). The framework is also not 
limited to any building typology and operation type; it encompasses 
residential and non-residential buildings, whether they are newly built 
or existing buildings. Third, the framework identifies and includes a 
multi-zonal and climate-change sensitive approach in the quantification 
of overheating risks in buildings. More importantly, a new fit-to-purpose 
metric called “Climate Change Overheating Resistivity (CCOR)” is 
introduced to quantify the resistivity of cooling strategies against 
overheating impacts of climate change. Finally, a Variable Refrigerant 
Flow (VRF) unit coupled with a Dedicated Outdoor Air Supply (DOAS) 
and a Variable Air Volume (VAV) system are compared in six reference 
cities to test the framework. Detailed information on their sizing is also 
presented. 

The proposed framework can provide strong support for the building 

professionals to assess and compare different cooling strategies in the 
early design stage and retrofit of the new and existing buildings, 
respectively. Implementing the methodology may yield to thermal 
resiliency benefits in the buildings. Also, the research outcomes can 
inform the cooling industry regarding the resistivity of cooling strategies 
against climate change in different regions. It can instigate technical 
improvements towards more resistive cooling concepts. It also sheds 
light on the importance of resistivity requirements to be embedded in 
the regional and national building codes in defining thermal comfort 
requirements. The current paper is organized as follows. In Section 2, 
the methodology, including the framework is provided (Section 2.1) and 
the demonstration case (Section 2.2). Section 3 presents the results. 
Section 4 discusses the key findings, recommendations, strengths, limi-
tations, and implications on the practice of the study and suggests po-
tential future research. And, Section 5 concludes the paper. 

2. Methodology 

Fig. 1 shows the research methodology of the current paper. The 
methodology consists of two main parts. In the first part, the framework 
is introduced relying on the literature review, International standards, 
focus-group discussions, and follow-up discussions among the authors. 
In the second part, a demonstration case to test the proposed framework 
is provided. 

Fig. 1. Study conceptual framework (SCF).  
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2.1. Generic framework 

Thermal discomfort in buildings can be divided into overheating 
discomfort and overcooling discomfort. Many researchers highlighted 
that with the continuation of global warming, overheating will become 
the increasing cause of thermal discomfort in buildings in most regions 
[21–25]. Therefore, the scope of the current framework is narrowed to 
the overheating discomfort and the evaluation of cooling strategies. In 
other words, the overcooling discomfort and heating system perfor-
mance are excluded. 

As shown in Fig. 2, the proposed framework consists of four main 
steps, 1) specify reference cities and weather data characterization 
(Section 2.1.1), 2) identify building characterization (Section 2.1.2), 3) 
identify and design/size the cooling strategies to be compared (Section 
2.1.3), and 4) specify performance indicators and comfort models 
(Section 2.1.4). The framework allows a universal comparison of a wide 
range of active and passive cooling strategies. It encompasses almost the 
entire building typologies and function modes. The framework is also 
flexible to be used as a fast decision-support tool with recommending 
simple shoe box models as well as to more sophisticated analysis via 
reference building models. As mentioned earlier, the principal aim of the 
framework is to provide a standardized method (based on Internation-
ally applicable standards) for a universal (different locations and cli-
mates) comparison of cooling strategies. However, for practical use, one 
can select a specific location and building and follow the suggested 
procedure to compare a set of applicable cooling strategies. 

2.1.1. Step 1: specify reference cities and weather data characterization 
Weather files are major prerequisites in any study related to climate 

change. The weather data requirements for the current framework is 
inspired by the work of (IEA) EBC Annex 80 - Weather Data Task Force. 
First, it necessitates the use of one contemporary (i.e. 2010s) and two 
future (i.e. 2050s and 2090s) weather scenarios. Future weather data 
projections are grouped according to the concentration and emission 
scenarios that are called Representative Concentrations Pathways 
(RCPs) to represent the 21st century. RCPs are based on energy, land use 
and cover, technological, socioeconomic, Green House Gas (GHG) 
emissions, and air pollutant assumptions [26]. With the current climate 
change mitigation efforts, the actual temperatures expected to be much 
higher than the projections in RCP2.6 (low emission scenario), RCP4.5 
(medium-low emission scenario), and RCP6 (medium-high emission 
scenario) [27]. So, the framework requires future weather files based on 
RCP8.5 (high emission scenario). Current state-of-the-art approaches 
and tools to produce future global projections and weather files are 
widely discussed in Refs. [28–30]. 

Second, the framework recommends 23 cities (see Fig. 2) repre-
senting the climate zones 1 to 6 in ASHRAE 169.1 [31] classification. 
Multiple reference cities are assigned for each climate zone based on the 
population and the rate of growth. 

Third, the framework allows both UHI effect included and excluded 
weather data. Including the UHI effect, especially in urban-related 
studies, quantifies the anthropogenic impacts on the evolution of out-
door thermal conditions [32]. Doing so contributes to more realistic 
weather data input for the simulations. However, due to limitations in 
obtaining such accurate weather data, the framework allows the use of 
weather files without UHI effects as an alternative. 

2.1.2. Step 2: identify building characterization 
The framework is applicable for evaluations in both new and existing 

buildings. The “existing buildings” are the buildings that are already in 
existence or constructed and authorized prior to the effective date of the 
current national or regional building regulations. Differently, the “new 
buildings” are the buildings that are already constructed or will be 
constructed after the effective date of the current national or regional 
building regulations. The framework provides two approaches for the 
selection of the building simulation models, the shoe box model (new 

buildings) and the reference building model (new and existing 
buildings). 

The shoe box model is a basic and simplified model of a building that 
represents a building or its division as a rectangular box. The shoe box 
models can be made very quickly and therefore valuable to make early 
design decisions. In the case of shoe box models, the envelope charac-
teristics must comply with ASHRAE 90.1 [33]. It is a widely accepted 
standard that specifies requirements for building envelope thermal 
properties for high-performance buildings (except for low-rise residen-
tial buildings) for each climate zone. The International standards ISO 
18523- [34] and ISO 18253–2 [35] as well as ISO 17772–1 [36] are 
suggested to define schedules and condition of building, zone and space 
usage, including occupancy, operation of technical building systems, hot 
water usage, internal gains due to occupancy, lighting and equipment. 

The reference building models are “buildings characterized by and 
representative of their functionality and geographic location, including indoor 
and outdoor climate conditions” (Annex III of the EPBD recast). The 
reference buildings can be created statistically (theoretical model) or by 
expert assumptions and previous studies (example model) or by select-
ing a real typical building [37]. Consequently, all the input parameters 
regarding the geometry, envelope properties, and operational condi-
tions (schedule and condition of building, zone and space usage) can be 
derived by statistical analysis or expert assumptions or should reflect 
real typical conditions. Establishing reference building models provides 
a credible and robust model to evaluate the energy needs and retrofit 
measures [38] as well as thermal comfort and climate change adaptation 
measures. There are several studies that developed reference building 
models such as for educational buildings in Belgium [39], in Italy [40], 
in Ireland [41], in Australia [42], for office buildings in Korea [43], in 
England and Wales [44], for commercial buildings and residential 
buildings in the United States [33,45,46], and for residential buildings in 
thirteen European countries (Germany, Greece, Slovenia, Italy, France, 
Ireland, Belgium, Poland, Austria, Bulgaria, Sweden, Czech Republic, 
and Denmark) within the TABULA IEE-EU followed by EPISCOPE 
IEE-EU projects. In the case of reference building models, the users 
should create or select (e.g. from the above studies) representing a 
specific building typology and vintage (i.e., constructed during a specific 
new or old period) in the target reference city. 

2.1.3. Step 3: identify and design/size the cooling strategies to be compared 
Choosing a cooling strategy for buildings is challenging, especially 

when the designers are concerned with the impact of their choices on the 
resistivity against climate change. The framework lists a set of active and 
passive cooling strategies that are categorized by Ref. [4] as part of (IEA) 
EBC Annex 80 - Subtask B activities into four main categories (A, B, C, 
and D) based on their approaches in cooling the people or the indoor 
environment. 

In category A, there are cooling strategies that reduce heat gains to 
the indoor environment and the occupants. It consists of solar shading 
and chromogenic glazing technologies, cool envelope materials, green 
roofs, roof ponds, green facades, ventilated roofs and facades, and 
thermal mass utilization. In category B, there are cooling strategies that 
remove sensible heat from indoor environments. It consists of absorp-
tion refrigeration (including desiccant cooling), ventilative cooling 
including Natural Ventilation (NV) and Mechanical Ventilation (MV), 
adiabatic/evaporative cooling, compression refrigeration, ground 
source cooling, sky radiative cooling, and high-temperature cooling 
(including radiant cooling). In category C, there are cooling strategies 
that enhance personal comfort apart from space cooling such as personal 
comfort systems. In category D, there are cooling strategies that remove 
latent heat from indoor environments such as high-performance dehu-
midification (including desiccant humidification). However, the 
framework cannot be used for category D due to the lack of relative 
humidity factor within the performance indicators (Step 4). 

The cooling strategy (Cn) selected to be evaluated through the 
framework can be an individual or any combination of active and 
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Fig. 2. The generic simulation-based framework to evaluate the climate change overheating resistivity of cooling strategies in buildings.  
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passive cooling strategies. The applicability of the selected cooling 
strategy in the target climates must be ensured while incorporating the 
different locations. Also, most active cooling systems have a life span of 
15–25 years, depending on the type of the system and other contributing 
factors. Therefore, the framework allows for system adjustments 
through the long-term analysis period. It means that the cooling strategy 
characteristics can be changed in the mid-future and future scenarios. 

Two schemes for cooling strategy adjustment is proposed within the 
framework. Scheme A: the Cn is designed or sized to provide an 
acceptable thermal environment in each reference city based on the 
“contemporary weather scenario 2010s” and is kept or replaced with the 
same for future scenarios, Scheme B: the Cn is adjusted at the end of its 
life span considering the changes in weather conditions, and thus is 
designed or sized based on future weather scenarios. In this case, it is 
possible to predict the thermal performance of the building if the cooling 
strategy design is not climate change-responsive (scheme A) or is climate 
change-responsive (scheme B). 

Attaining the indoor thermal conditions always within the comfort 
limits can lead to oversizing the building cooling strategies. For the 
active strategies, the cooling strategy must be sized to summer design 
days. While for passive cooling strategies, the design should comply with 
the strict acceptable deviations criteria by Ref. [47]. It allows weekly 
20%, monthly 12%, and yearly 3% deviations from the maximum 
comfort limits (Section 2.1.4.2) during the occupied hours. For mix-
ed/hybrid mode cooling strategies, it is recommended that the building 
first operates via non-air conditioned cooling technology and use air 
conditioning to temper the weather extremes [48]. 

2.1.4. Step 4: specify performance indicators and comfort models 

2.1.4.1. Performance indicators. There are several metrics introduced in 
the standards and scientific literature to quantify the time-integrated 
overheating in buildings. The time-integrated overheating indices 
describe, in a synthetic way, the extend of discomfort over time and 
predict the uncomfortable phenomena. Those indicators were exten-
sively reviewed by Refs. [49,50]. Following the recommendations of 
[49], a climate change-sensitive overheating calculation method 
developed by Ref. [14] is selected that fits the scope of the current paper. 
Hamdy et al. [49] introduced a methodology based on two principal 
indicators, namely, Indoor Overheating Degree (IOD) (for the indoor 
environment) and Ambient Warmness Degree (AWD) (for the outdoor 
environment). 

The IOD metric provides a multi-zonal approach in the quantification 
of intensity and frequency of overheating risks in buildings. Such a 
multi-zonal approach allows the implementation of zonal thermal 
comfort models (i.e., PMV/PPD and adaptive models) and requirements 
(i.e., comfort categories). Therefore, it is possible to assign variable 
comfort models with regard to the cooling mode and occupant adapta-
tion opportunities in different zones of a building. It also tracks the zonal 
occupancy profiles and therefore excludes the effect of unoccupied 
zones in overheating calculations. The IOD [◦C] is the summation of 
positive values of the difference between zonal indoor operative tem-
perature Tin,o,z and the zonal thermal comfort limit Tcomf ,z (PMV/PPD or 
adaptive comfort limits) averaged over the sum of the total number of 
zonal occupied hours Nocc(z) [ − ], 

IOD ≡

∑Z
z=1

∑Nocc(z)

i=1

[(
Tin,o,z,i − Tcomf ,z,i

)+
× ti,z

]

∑Z
z=1

∑Nocc(z)

i=1 ti,z
(2)  

where t is the time step (1h), i is occupied hour counter [ − ], z is 
building zone counter [ − ], Z is total building zones [ − ]. 

The AWD [◦C] metric is used to quantify the severity of outdoor 
thermal conditions by averaging the Cooling Degree hours (CDh) 
calculated for a base temperature (Tb) of 18 ◦C [14] over the total 
number of building occupied hours, 

AWD ≡

∑N
i=1

[(
Tout,a,i − Tb

)+
× ti

]

∑N
i=1ti

(3)  

where Tout,a,i is the outdoor dry-bulb air temperature and N is the total 
number of building occupied hours. Only the positive values of 
(Tout,a,i − Tb)

+ are taken into account in the summation. 
In this paper, the Climate Change Overheating Resistivity (CCORF) 

metric is introduced to couple the outdoor and indoor environments 
quantifying the climate change overheating resistivity of cooling stra-
tegies in buildings. The CCOR [ − ] shows the rate of change in the IOD 
with an increasing AWD due to the impact of climate change. It can be 
calculated using the linear regression methods assuming linearity be-
tween the IOD and AWD, 

1
CCOR

=

∑Sc=M
Sc=1

(
IODSc − IOD

)
×

(
AWDSc − AWD

)

∑Sc=M
Sc=1

(
AWDSc − AWD

)2 (4)  

where Sc is the weather scenario counter, M is the total number of 
weather scenarios, and IOD and AWD are the average of total IODs and 
AWDs. CCOR > 1 means that the building is able to suppress the 
increasing outdoor thermal stress due to climate change, and CCOR < 1 
means the building is unable to suppress increasing outdoor thermal 
stress due to climate change. 

The framework is also open for the implementation of additional 
user-specific metrics such as Exceedance Hours (EH), Degree hours (Dh), 
Weighted PPD (PPDw) [47,51], Averaged PPD (AvgPPD) [52], Heat 
Exposure Index (HEI) [53], and other discomfort/overheating 
indicators. 

2.1.4.2. Thermal comfort models. The evaluation of overheating risks in 
buildings requires the determination of thermal comfort criteria. Ther-
mal comfort defined as “that condition of mind which expresses satisfaction 
with the thermal environment” [52] has two main approaches: PMV/PPD 
(static) and adaptive. 

The PMV/PPD comfort model assumes the human body as a passive 
recipient of its immediate environment [54], thus defining static ther-
mal criteria. It has been shown that the PMV/PPD comfort model works 
well in air-conditioned spaces [55–57]. The framework suggests the use 
of the Category-based PMV/PPD model of [36] for the air-conditioned 
zones (Table 2). 

The adaptive comfort model, however, allows a chance for occupant 
adaptation (e.g. operable openings, activity and clothing adjustments) 
and provides variable thermal comfort limits based on outdoor running 
mean temperature Trmo [36], 

Trmo = (1 − α).
{

Ted− 1 + αTed− 2 + α2Ted− 3+…
}

(1)  

where α is reference value between 0 and 1, Ted− i is daily mean outdoor 
air temperature for i − th previous day [◦C]. The adaptive comfort model 
presents a valuable alternative in an energy-constrained world and is 
recommended by most standards to non-air conditioned buildings [58, 
59]. Therefore, the framework suggests the use of the Category-based 
adaptive comfort model of [36] for non-air conditioned zones 
(Table 3). In the adaptive comfort model, the occupants should have 
access to operable openings (e.g. windows, vents, and doors etc.) and 

Table 2 
PMV/PPD comfort model ranges by ISO 17772–1.  

Categories PPD [%] & PMV [− ] 

I (high-quality environment)  PPD% < 6 , − 0.2 < PMV < + 0.2  
II (medium-quality environment)  PPD% < 10 , − 0.5 < PMV < + 0.5  
III (moderate-quality environment)  PPD% < 15 , − 0.7 < PMV < + 0.7  
IV (low-quality environment)  PPD% < 25 , − 1.0 < PMV < + 1.0   
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mainly sedentary activities (∼ 1.2 met). They should also be able to 
adjust their clothing. 

Different categories reflect the expected indoor environmental 
quality [50]. Category I is recommended for the high level of expectancy 
that is expected by very sensitive and fragile occupants such as the 
elderly, very young, and sick. Category II corresponds to the normal 
level of expectation and should be used for new buildings and renova-
tions. Category III is the acceptable and moderate level of expectation 
and may be used for existing buildings. Category IV (only for the 
PMV/PPD model) defines the out of the range values that can be 
accepted for a limited part of the year. 

So far, there is no sufficient Internationally applicable comfort model 
for mixed/hybrid cooling operation mode [48]. For mixed/hybrid 
cooling mode zone, the framework suggests the selection of either 
PMV/PPD model (high levels of expectancy or vulnerability of occu-
pants) or the adaptive comfort model (energy-conservative purposes). 
The comfort Category (I, II, III, and IV) should be selected depending on 
building typology, occupant expectation, and climate context. 

2.2. Demonstration case 

To test the framework, in this section a demonstration case is provied 
to compare the climate change overheating resistivity of two cooling 
strategies, 1) Variable Refrigerant Flow (VRF) unit coupled with Dedi-
cated Outdoor Air Supply (DOAS) system, and 2) Variable Air Volume 
(VAV) system. Those strategies applied on a double-zone office building 
under the operation of two cooling technologies in six different loca-
tions/climates. 

2.2.1. Simulation program 
In this paper, the DesignBuilder software based on EnergyPlus v8.9 

simulation engine is used to conduct the simulations. EnergyPlus is 
developed by the U.S. Department Of Energy (U.S. DOE) as one of 
twenty major building energy simulation programs to run the simula-
tions [60]. EnergyPlus contains an integrated heat and mass balance 
module and a building system module. Zone heating and cooling loads 
are calculated based on heat balance method recommended by 
Ref. [61]. The calculated loads are then passed to building HVAC 
module to calculate heating and cooling system, plant, and electric 
system response [62]. The HVAC simulation results via EnergyPlus have 
shown a close agreement with well-known simulation tools such as 
TRNSYS, ESP-r, and DOE-2.1E [63,64]. The simulations’ results are then 
post-processed using a MATLAB script to calculate the IOD, AWD, and 
CCOR. 

2.2.2. Weather data 
To demonstrate the first step of the framework, six cities are selected 

including New Delhi, Cairo, Buenos Aires, Brussels, Toronto, and 
Stockholm covering zones 1 to 6 in ASHRAE 169.1 climatic classification 
[31]. Heating and Cooling Degree Days (HDD10◦C and CDD18◦C) 
averaged over 2016–2020 for the selected cities are summarized in 
Table 4. 

Three weather scenarios are generated for each city. Scenario 01 is 
the TMY [65] weather data constructed based on the recorded data in 

each weather station. It includes the solar radiation values for 
1996–2015 and other parameters (i.e. air temperature, dew-point tem-
perature, wind speed, wind direction, and precipitation properties) for 
2000–2019. Scenario 02 and Scenario 03 are future weather projections 
based on RCP8.5 defined by IPCC Fifth Assessment Report (AR5) [66]. 
To generate the future weather data, a representative subset (10 out of 
35) of CMIP5 models are used for averaging the weather parameters 
[67]. All weather files are derived from Meteonorm v8 which is a 
combination of climate database, spatial interpolation tool and a sto-
chastic weather generator, with global radiation data obtained from the 
Global Energy Balance Archive (GEBA) [28,29]. 

2.2.3. Case study 
The case study is assumed to be a double-zone office building formed 

by two adjacent identical zones (i.e., office room and administration 
room). Different comfort categories (i.e., comfort Category II and I) and 
operational conditions (i.e., occupancy density and heat loads by 
equipment) are considered for each zone. Each zone corresponds to the 
BESTEST 630 model [68]. It has east- and west- oriented windows (3 m 
× 2 m) with permanent solar shading devices (overhang and sidefins). 
The total building area is 96 m2. The envelope characteristics are 

Table 3 
Adaptive comfort model ranges by ISO 17772–1.  

Categories Upper limit [◦C] Lower limit [◦C] Trmorange 
[
◦C]

I (high-quality 
environment)  

0.33Trmo +

18.8 + 2  
0.33Trmo +

18.8 − 3  
10–30 

II (medium-quality 
environment)  

0.33Trmo +

18.8 + 3  
0.33Trmo +

18.8 − 4  
10–30 

III (moderate-quality 
environment)  

0.33Trmo +

18.8 + 4  
0.33Trmo +

18.8 − 5  
10–30  

Table 4 
Weather station location and climate characteristics of New Delhi, Cairo, Buenos 
Aires, Brussels, Toronto, and Stockholm (HDD10◦C and CDD18◦C averaged over 
2016–2020).  

City Country Coordinates 
(weather 
station) 

Climate 
zone 

HDD10◦C  CDD18◦C  

New Delhi India 28.6◦ N, 77.2◦

E 
1B 24 3130 

Cairo Egypt 30.1◦ N, 31.3◦

E 
2B 5 2327 

Buenos 
Aires 

Argentina 34.8◦ S, 58.5◦

W 
3A 75 1034 

Brussels Belgium 50.9◦ N, 4.5◦ E 4A 780 258 
Toronto Canada 43.7◦ N, 79.4◦

W 
5A 1630 494 

Stockholm Sweden 59.3◦ N, 18.1◦

E 
6A 1501 171  

Table 5 
Building envelope characteristics for six cities (ASHRAE 90.1).    

Assembly maximum 
[W/m2K]  

Insulation Min. R-value 
[m2K/W]  

New Delhi Roof U-0.048 R-20 c.i.* 
Walls U-0.089 R-13 
Floors U-0.282 – 
Windows U-0.45 – 

Cairo Roof U-0.039 R-25 c.i. 
Walls U-0.089 R-13 
Floors U-0.033 R-30 
Windows U-0.36 – 

Buenos 
Aires 

Roof U-0.039 R-25 c.i. 
Walls U-0.089 R-13 
Floors U-0.033 R-30 
Windows U-0.32 – 

Brussels Roof U-0.029 R-35 c.i. 
Walls U-0.058 R-13.0 + R-7.5 c.i. 
Floors U-0.030 R-38.0 
Windows U-0.32 – 

Toronto Roof U-0.029 R-35 c.i. 
Walls U-0.046 R-13.0 + R-12.5 c.i. 
Floors U-0.030 R-38.0 
Windows U-0.29 – 

Stockholm Roof U-0.029 R-35 c.i. 
Walls U-0.046 R-13.0 + R-12.5 c.i. 
Floors U-0.024 R-38.0+ R-7.5 c.i. 
Windows U-0.29 – 

● Continuous insulation. 
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defined per city (climate zone) based on [33] and are summarized in 
Table 5. The case study is illustrated in Fig. 3. 

The occupancy densities of 0.1 person/m2 and 0.025 person/ m2 are 
set for the office room and the administration room. Heat gains by the 
lighting and appliances of 12 W/m2 is considered for the office room. 
Heat gains by the lighting and appliances of 12 W/m2 and 4 W/ m2 are 
assigned for the administration room. It is also assumed that the occu-
pants have the generic winter 1 clo and summer 0.5 clo clothing, and 
metabolic rate of 1.2 met (sedentary activity). All the information 
regarding the lighting, equipment, and occupancy schedules can be 
found in Ref. [34]. 

2.2.4. Cooling strategies 

2.2.4.1. VRF + DOAS system. The first cooling strategy (C01) includes 
the Variable Refrigerant Flow (VRF) air-conditioning unit coupled with 
a Dedicated Outdoor Air Supply (DOAS). The VRF system uses an elec-
tric expansion valve and a variable-speed compressor to vary the 
refrigerant flow rate to each terminal unit to meet the zonal thermal 
loads. There are two types of VRF systems: Heat Pump (HP) and Heat 
Recovery (HR). In VRF-HP, all zones must be either in heating or cooling 
mode. In VRF-HR, the system is able to operate in the heating and 
cooling modes simultaneously. This paper applies VRF-HR system by 
default performance curves in the EnergyPlus such as the polynomial 
performance curve (VRFCoolCapFTBoundary) for the cooling capacity 
ratio boundary curve from the manufacturer’s data [69]. The VRF-HR is 
implemented in v8.6. EnergyPlus and validated by Ref. [70]. The default 
input values are mostly used for the VRF-HR system as described in 
Table 6 [62,70]. However, some input values are modified in this study, 
including the increase of maximum outdoor air temperature in cooling 
only mode to 50◦C to avoid the system disruption in the hot climates of 
New Delhi and Cairo. The Coefficient Of Performance (COP) values of 
3.23 and 3.2 are set for cooling and heating, respectively, as minimum 
efficiency requirements [33,62]. The VRF-HR unit is operated by load 
priority master thermostat control type. It means that the total zone load 
is used to vary the zonal operating mode as being either heating or 
cooling. A Constant Air Volume (CAV) Air Handling Unit (AHU) is 
coupled to the VRF-HR system as DOAS to handle the latent loads and 
provide ventilation rates as per [36,71]. The input values for DOAS 

system are also presented in Table 6. 

2.2.4.2. VAV system. The second cooling strategy (C02) is Variable Air 
Volume (VAV) system that consists of an AHU and Air Distribution Units 
(ADUs). The supply air is heated or cooled with heating and cooling coils 
centrally in AHU and the thermal capacity is controlled by varying the 
supply air volume via the dampers installed in the zonal ADUs. At full 
cooling capacity, the damper is fully open and the fan operates at 
maximum speed to supply the maximum air flow rate. With decreasing 
the cooling demand, the damper closes until it reaches the zone mini-
mum ventilation air requirements as per [36]. In this study, the default 
AHU is used for the VAV system which contains a variable speed fans. 
Such AHU supplies variable airflow at a constant temperature having 
additional precision in temperature control [72]. The VAV models in 
EnergyPlus have been validated by Ref. [73]. In this paper, the VAV 
system is modeled using mostly the default input values or the values 
derived from Refs. [62,74,75] as listed in Table 6. 

For both C01 and C02, all thermal capacities and design flow rates 
are auto-sized to design days by EnergyPlus based on the reference cit-
ies’ external design conditions and the building configuration. Assuming 
a non climate change-responsive design (scheme A), the cooling stra-
tegies are not re-sized for future climates. The C01 and C02 are sche-
matically shown in Fig. 4. The two technologies are among widely 
available (TRL∼9) and applicable cooling technologies for the selected 
climate zones [4,62]. 

2.2.5. Zonal comfort criteria 
Two air conditioned cooling strategies are selected for the case study. 

Therefore, the PMV/PPD comfort model is considered for both zones 
[36]. A Distinct comfort categories for the office room and the admin-
istration room are considered. The comfort Category II is set for the 
office room due to the normal level of expectation that should be used 
for the new buildings [76]. It corresponds to a fixed maximum indoor 
operative temperature limit of 26◦C. The minimum ventilation rate 
requirement for Category II is 1.4 l/s.m2. Assuming a high level of 
expectation for the occupants in the administration room, the comfort 
Category I is selected for this zone. It corresponds to a fixed maximum 
indoor operative temperature limit of 25.5◦C. The minimum ventilation 
rate requirement for Category I is 2 l/s.m2. The cooling and heating 

Fig. 3. The case study 3D view (left) and floor plan (right).  
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set-point temperatures of 24.5◦C and 22◦C are set, respectively [36]. 

3. Results 

Following the instructions given by the framework (see Fig. 2), this 
section is allocated to show the results of totally 36 simulation cases 
which are the combination of two cooling strategies (C01 and C02) and 
three weather scenarios (2010s, 2050s, and 2090s) in six locations (New 
Delhi, Cairo, Buenos Aires, Brussels, Toronto, and Stockholm). The 
simulations are run for annual period to cover the overheating incidents 
in winter and intermediate seasons as well. It should be mentioned that 
the heating system performance and cold discomfort is not in the scope 
of the current study. 

3.1. Outdoor thermal conditions 

The annual distribution of hourly outdoor air temperature for Sce-
nario 01, Scenario 02, and Scenario 03 are illustrated in Fig. 5. The 

minimum, maximum, and average outdoor air temperature, Direct 
Normal Irradiance (DNI), Diffuse Horizontal Irradiance (DHI), 
HDD10◦C, and CDD18◦C over the annual period as well as AWD are 
summarized in Table 7. The increase in average and maximum outdoor 
air temperature is about 2.97–5.97◦C and 3.5–6.5◦C for the six reference 
cities by 2090s. In the cooling-dominated climates of New Delhi and 
Cairo, the AWD increases by 23% and 30% in the 2090s. It corresponds 
to CDD18◦C variation of +42% and +62%, respectively, and HDD10◦C 
tends to be zero in the future (i.e., 2050s and 2090s). New Delhi has the 
highest average and maximum outdoor air temperature of 29.15◦C and 
49.9◦C, and has the highest AWD of 14.87◦C in the 2090s. In the heating- 
dominated climates of Toronto and Brussels, both are expected to shift to 
cooling-dominated zones by increasing 248% and 224% in CDD18 ◦C 
and a decrease of 59% and 56% in HDD10◦C by 2090s, respectively. In 
Toronto, higher maximum outdoor air temperature of around 2–4.1◦C 
and higher CDD18◦C of around 208–643 are resulted compared to 
Brussels. Therefore, Toronto shows higher AWD by 1.32◦C in the 2010s, 
2.7◦C in the 2050s, and 3.89◦C in the 2090s than in Brussels. Toronto 
has the highest increase in average outdoor air temperature by 5.97◦C, 
maximum outdoor air temperature by 6.5◦C, and AWD by 4.06◦C in the 
2090s. In Stockholm, although the CDD18◦C increases by 313% in the 
2090s, it still remains as a heating-dominated city with HDD10◦C of 824 
and CDD18◦C of 413. Stockholm has the lowest average and maximum 
outdoor air temperature of 7.53◦C and 30.20◦C and therefore has the 
lowest AWD of 3.84◦C in the 2010s. 

3.2. Indoor operative temperature and exceedance hours (EH) 

Fig. 6 shows the distribution of annual indoor operative temperature 
and Exceedance Hours (EH) (additional indicators) over the cooling set- 
point of 24.5◦C in the office room and the administration room. The 
maximum indoor operative temperature fixed thresholds of 25.5◦C of 
Category I (administration room) and 26◦C of Category II (office room) 
are illustrated based on the static comfort model of ISO 17772–1. 
Table 8 summarizes the IOD, maximum indoor operative temperature, 
and EH for each scenario in six cities under the operation of C01 and 
C02. 

In this study, the highest maximum indoor operative temperature of 
34.98◦C and the highest increase in maximum indoor operative tem-
perature of 6.91◦C are resulted for Toronto by 2090s. The highest EH of 
625 and the highest increase in EH of 576 are also calculated for Toronto 
during the same period. It is due to the fact that, first, even though 
Toronto is classified as cool-humid climate (5A), more extreme up to 
40.60◦C and frequent hot weather conditions are expected by 2090s 
(similar to Buenos Aires) (see Table 7). Second, in line with the findings 
of [14,77], higher insulation levels in Toronto based on ASHRAE 90.1 
requirements exacerbate the intensity and frequency of high indoor 
temperatures. 

The ranges of the maximum indoor operative temperature difference 
between the office room and the administration room are 0.96–1.98◦C 
for C01 and 0.63–2.07◦C for C02. The ranges of the difference between 
the EH in the office room and the administration room are 16–143 for 
C01 and 19–131 for C02. The office room experiences higher maximum 
indoor operative temperatures and more overheating hours than the 
administration room. It is normal because of the higher internal gains by 
the office equipment and the higher number of occupants. However, the 
C01 shows more consistent zonal temperature control and therefore 
lower zonal temperature gradients [73]. The difference in the number of 
exceedance hours among the office room and administration room in-
creases with global warming up to 346% (in Cairo). As a result, the office 
room is expected to have a relatively higher increase in the frequency of 
high indoor temperatures than the administration room due to climate 
change. 

The C01 shows a lower maximum indoor operative temperature by 
0.5–2.74◦C in the office room (except for New Delhi) and 0.5–2.67◦C in 
the administration room than C02. It shows that the C01 performs better 

Table 6 
The HVAC model inputs for C01 (VRF + DOAS) and C02 (VAV).   

C01 (VRF + DOAS) C02 (VAV) 

Set-points 
temperatures 
(occupied hours) 

24.5◦C for cooling/22◦C 
for heating  

24.5◦C for cooling/22◦C for 
heating  

Set-back temperatures 
(unoccupied hours) 

26.6◦C for cooling/ 
15.5◦C for heating  

26.6◦C for cooling/15.5◦C 
for heating  

Minimum fresh air 1.4 l/s.m2 (office room)/ 
2 l/s.m2 (Administration) 

1.4 l/s.m2 (office room)/2 l/ 
s.m2 (Administration) 

Fuel type Electricity Electricity (cooling)/Gas 
(heating) 

Defrost strategy/ 
capacity 

Resistive/Auto-sized N/A 

Condenser type Air-cooled Air-cooled 
Heating VRF outdoor unit Gas furnace inside the 

packaged air conditioning 
unit 

Cooling VRF outdoor unit Air-cooled chiller inside the 
packaged air conditioning 
unit 

Total cooling capacity Auto-sized to design days 
per city 

Auto-sized to design days 
per city 

Cooling COP 3.23 3.39 
Total heating capacity Auto-sized to design days 

per city 
Auto-sized to design days 
per city 

Heating COP 3.20 0.8 (gas burner efficiency) 
Minimum outdoor 

temperature in 
cooling mode 

− 6◦C  N/A 

Maximum outdoor 
temperature in 
cooling mode 

50◦C  N/A 

Minimum outdoor 
temperature in 
heating mode 

− 20◦C  N/A 

Maximum outdoor 
temperature in 
heating mode 

40◦C  N/A 

Indoor unit supply air 
flow rates 

Auto-sized to design days 
per city 

Auto-sized to design days 
per city 

Indoor fan efficiency/ 
type/pressure rise 

0.7/constant volume/100 
pa 

N/A 

Indoor cooling coil VRF DX cooling coil N/A 
Indoor heating coil VRF DX heating coil N/A 
AHU type CAV VAV 
AHU supply air flow 

rates 
Auto-sized to design days 
per city 

Auto-sized to design days 
per city 

AHU fan efficiency/ 
type/pressure rise 

0.7/constant volume/600 
pa 

0.7/variable volume/600 
pa 

Supply air set-point 
manager 

Preheat coil: Always 5◦C  Air loop cooling: Always 
14◦C  

AHU cooling coil N/A Water cooling coil 
AHU heating coil Electric heating coil Water heating coil  

R. Rahif et al.                                                                                                                                                                                                                                    



Building and Environment 208 (2022) 108599

10

in dampening the maximum indoor operative temperatures. The C01 
results in higher EH between 1 and 56 (in office room) and 3–82 (in 
administration room) in relatively warmer climates of New Delhi, Cairo, 
and Buenos aires. However, the C02 shows lower EH between 2 and 57 
(in office room) and 2–122 (in administration room) in Brussels, Tor-
onto, and Stockholm. Both the above differences regarding the 
maximum indoor operative temperature and EH between the C01 and 
C02 increase with global warming. Overall, C01 performs better in 
reducing the maximum indoor operative temperatures in all climates 
and EH in Brussels, Toronto and Stockholm. At the same time, C02 has 
better performance in reducing the EH in New Delhi, Cairo, and Buenos 
Aires. 

3.3. Overheating risk and climate change overheating resistivity 

This section presents the results of the Indoor Overheating Risk (IOD) 
and Climate Change Overheating Resistivity (CCOR) of the selected 
cooling strategies. The IOD represents the intensity and frequency of 
overheating in buildings considering zonal comfort criteria. The CCOR 
quantifies the increase in the IOD corresponding to an increase in the 
AWD. Fig. 7 shows the linear regression models representing IOD as 
AWD. It shows a direct correlation between IOD and AWD; that is, when 
the AWD increases, overheating risk increases as well. The climate 

scenarios, namely 2010s, 2050s, and 2090s are represented by their 
AWD in each city. 

Fig. 7 shows that the overheating conditions are becoming more 
intense and frequent with the increase of AWD. Since the C01 and C02 
are sized to design days based on the “Contemporary weather scenario 
2010s”, very low IOD values between 0.005 and 0.012 are calculated for 
this scenario. 

In this study, the highest value of IOD 0.46◦C is calculated for Tor-
onto by 2090s associated with the maximum indoor operative temper-
ature of 34.98◦C and the EH of 589 under the operation of C02. It means 
that the current building configuration (i.e., the envelope complying 
with ASHRAE 90.1 standard and C02 as the cooling strategy) in Toronto 
is expected to have the highest risk of overheating in the future. In all 
cases, with the continuation of global warming the difference of IOD 
between C01 and C02 increases, especially in Brussels, Toronto, and 
Buenos Aires where higher differences up to 0.182 are observed. It 
shows that C02 is more affected by climate change than C01. 

The CCOR values vary between 9.24 and 37.46 depending on the city 
and cooling strategy. However, it is > 1 for all cases. It shows that the 
cooling strategies (C01 and C02) selected and sized for the current 
weather conditions will be able to maintain an acceptable thermal 
environment and suppress global warming [14]. It is normal since the 
case study is equipped with active cooling systems, making it more 

Fig. 4. Graphical representation of C01 (VRF with DOAS) (upper) and C02 (VAV) (lower).  
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resistant to climate change impacts but with different levels of success. 
The case study with C02 in Toronto has the lowest CCOR of 9.24 rep-
resenting the case that affected most by climate change. On the other 
hand, the case study with C01 in Brussels has the highest CCOR of 37.46 
and therefore is the most resistant case in this paper. In the analysis, the 

C01 always has higher CCOR values than C02, showing its superior 
resistance toward climate change. Especially in relatively cold climates 
of Brussels, Toronto, and Stockholm, the differences between the CCOR 
values among C01 and C02 are 19.16, 6.04, and 14.41, respectively. It 
was shown that most design variants such as internal heat gain, building 

Fig. 5. Distribution of annual outdoor air temperature for Scenario 01 (2010s), Scenario 02 (2050s), and Scenario 03 (2090s).  
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archetype, construction period, orientation, solar shading option are not 
key aspects to describe the resistivity to climate change [14]. However, 
the study shows that the selection of the active cooling system has a 
sound effect in determining the comfort conditions in buildings in the 
future. The relative potential to adapt to climate change metric P is 
quantified via the difference between the IOD resulted by C01 and C02 
in the 2090s (IODC01,2090s - IODC02,2090s)+ over the Max [IODC01,2090s, 
IODC02,2090s] [14]. By calculating the P, the C02 shows to have 13%, 
29%, 8%, 51%, 39%, and 49% more potential to adapt compared to C01 

in New Delhi, Cairo, Buenos Aires, Brussels, Toronto, and Stockholm, 
respectively. 

4. Discussion 

4.1. Findings and recommendations 

More intense and frequent overheating events are expected with the 
continuation of global warming. Comparative building performance 
simulations seek to evaluate different strategies or measures in buildings 
concerning climate change with identical boundary conditions. There-
fore, a generic simulation-based framework is developed that allows 
performing a relative comparison of individual or multiple cooling 
technologies in the frame of the (IEA) EBC Annex 80 – “Resilient cooling 
of buildings” project. The framework considers all function types (i.e., 
residential and non-residential), comfort categories (i.e., I, II, III, and 
IV), and cooling strategies (i.e., conditioned air, non-conditioned air, 
and mixed/hybrid mode). And, the selection of weather data and com-
fort criteria are based on unique approaches for climate change over-
heating resistivity evaluations in buildings. 

Through the efforts to assign the building models in the framework, 
it was found that while in the North America especially in the United 
States, the creation of benchmark building models has consistently 
evolved [78–80], it is a recently emerging concept in other regions [39, 
40,43,81]. For example, after introducing the Energy Performance of 
Building Directive (EPBD) in Europe in 2003 which was implemented 
after in 2008, the projects such as the TABULA and the EPISCOPE started 
to create a central and structured depository of building stocks. How-
ever, there is still a substantial knowledge gap in the reliable benchmark 
models for different building typologies, vintages, and functions. 
Therefore, the framework is open to the implementation of the shoe box 
models for basic early design decisions and reference models for more 
sophisticated analyses. 

The framework uses IOD, AWD, and CCOR as principal indicators to 
calculate the indoor overheating risk, the severity of the outdoor ther-
mal environment, and climate change overheating resistivity of cooling 
strategies in buildings. The IOD metric allows a multi-zonal approach 
representing the real situations in buildings including zones with vari-
able thermal comfort models (i.e., PMV/PPD and adaptive models) and 
requirements (e.g., comfort categories) tracing the occupied hours in 
each zone of the building (Section 2.1.4.2). Therefore, the framework is 
flexible and allows for personalization to evaluate cooling strategies 
under real and artificial conditions at zone levels. The AWD is a useful 
metric to quantify the severity of outdoor thermal conditions. However, 
it does not take into account the effect of solar radiation. As a result, it 
underestimates the severity of the outdoor thermal environment during 
the days with high solar radiation and low air temperatures. 

The proposed methodology is tested by comparing C01 (VRF unit 
with DOAS) and C02 (VAV system) cooling strategies on a double-zone 
(i.e., office room and administration room) shoe box model in New 
Delhi, Cairo, Buenos Aires, Brussels, Toronto, and Stockholm (Section 
2.2). Both systems are able to suppress the outdoor warming conditions 
by the end of this century. The C01 showed reduced maximum indoor 
operative temperature as well as EH compared to C02 leading to lower 
overheating risks (Table 8) and higher climate change overheating re-
sistivity (Fig. 7). It shows that the C02 system is more prone to outdoor 
temperature increase and thus has less potential to overcome the climate 
change impacts. Although the VAV system cooling capacity can be 
increased by an increase in the amount of inlet air or by decreasing the 
inlet air temperature, it can lead to droughts and cold discomfort due to 
excessively high air velocities associated with low air temperatures [82]. 
The superior performance of C01 over C02 is more evident in Brussels, 
Toronto, and Stockholm. However, it should be mentioned that in this 
paper, a maximum temperature of 50◦C is set as the temperature above 
the VRF system does not operate. Such assumption ensures the operation 
of the VRF system throughout the year in the selected reference cities 

Table 7 
Summary of average, minimum, and maximum outdoor air temperature, Direct 
Normal Irradiance (DNI), Diffuse Horizontal Irradiance (DHI), HDD10◦C, 
CDD18◦C, and AWD for three scenarios in all cities.    

Scenario 01 Scenario 02 Scenario 03 

New Delhi Tout.ave [
◦C] 25.11 26.65 29.15 

Tout.max [
◦C] 44.90 46.80 49.9 

Tout.min [
◦C] 3.70 5.30 7.50 

DNI [W /m2] 166.93 147.47 142.28 

DHI [W /m2] 99.08 100.75 102.71 

AWD [
◦C] 12.12 13.05 14.87 

HDD10◦C  2.51 0 0 
CDD18◦C  2911 3355 4149 

Cairo Tout.ave [
◦C] 22.80 24.63 26.99 

Tout.max [
◦C] 41.80 44 46.9 

Tout.min [
◦C] 5.60 7.40 9.30 

DNI [W /m2] 185.36 176.62 179.95 

DHI [W /m2] 94.24 96.88 95.69 

AWD [
◦C] 9.39 10.59 12.16 

HDD10◦C  1 0 0 
CDD18◦C  2052 2581 3325 

Buenos Aires Tout.ave [
◦C] 17.11 18.33 20.08 

Tout.max [
◦C] 37.50 39.10 41 

Tout.min [
◦C] − 2.70 − 1.70 − 0.50 

DNI [W /m2] 198.75 189.61 187.88 

DHI [W /m2] 77.53 80.43 82.12 

AWD [
◦C] 6.49 7.40 8.42 

HDD10◦C  135 109 55 
CDD18◦C  777 1048 1446 

Brussels Tout.ave [
◦C] 10.93 12.58 14.70 

Tout.max [
◦C] 32.10 33.90 36.50 

Tout.min [
◦C] − 7 − 5.70 − 3.40 

DNI [W /m2] 101.95 115.44 117.58 

DHI [W /m2] 65.94 65.03 66.47 

AWD [
◦C] 3.64 4.59 5.13 

HDD10◦C  804 572 325 
CDD18◦C  134 264 467 

Toronto Tout.ave [
◦C] 8.99 11.40 14.96 

Tout.max [
◦C] 34.10 36.60 40.60 

Tout.min [
◦C] − 18.90 − 16.40 − 11.10 

DNI [W /m2] 138.58 143.01 141.83 

DHI [W /m2] 71.80 72.68 73.30 

AWD [
◦C] 4.96 7.29 9.02 

HDD10◦C  1794 1405 782 
CDD18◦C  342 663 1110 

Stockholm Tout.ave [
◦C] 7.53 9.63 12.20 

Tout.max [
◦C] 30.20 32.10 34.60 

Tout.min [
◦C] − 15.70 − 13.30 − 10.60 

DNI [W /m2] 130.22 133.42 138.46 

DHI [W /m2] 53.30 54 52.31 

AWD [
◦C] 3.84 4.53 5.96 

HDD10◦C  1742 1280 824 
CDD18◦C  100 189 413  
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considering the weather data used in this study. Also, a previous study 
by Ref. [73] showed the energy-saving potential of the VRF system be-
tween 14 and 39% over the VAV system in all climatic zones across the 
U.S. Consequently, the VRF unit with DOAS seems to offer better 

performance in comparison to the VAV system in both energy-saving 
and thermal comfort aspects. 

To summarize the significant recommendations, the list below is 
provided: 

Fig. 6. Annual distribution of indoor operative temperature over cooling set-point of 24.5◦C in office room and administration room for C01 and C02 during the 
occupied hours. The maximum indoor operative temperature threshold of 25.5◦C is assigned for comfort Category I (administration room) and 26◦C for Category II 
(office room). Exceedance Hours (EH) are shown for each zone per cooling strategy per scenario. 
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● It is recommended to use the proposed framework to assess the in-
door overheating risks in buildings and conduct comparative studies 
on the climate change overheating resistivity of different cooling 
strategies in buildings.  

● It is also recommended to implement IOD, AWD, and CCOR as three 
principal indicators in climate change sensitive overheating evalua-
tions. Designers and decision-makers can use these indicators for a 
multi-zonal comparison of building designs and their cooling stra-
tegies in the context of climate change. 

● It is recommended to include additional weather files with inter-
mediate periods (e.g., 2030s, 2040s, 2060s, etc.), which contributes 
to the CCOR’s accuracy as the inverse slope of the linear regression 
line between the IOD and the AWD.  

● It is recommended to further explore the potential of the VRF unit 
coupled with the DOAS as a promising strategy in enhancing the 
resistivity of buildings against overheating impacts of climate 
change. 

4.2. Strength and limitations 

There is an ongoing concern regarding the overheating risks that will 
be encountered more in future climates. There is no common guidance 

so far for evaluating the climate change overheating resistivity of cool-
ing strategies to overcome the potential overheating issues in buildings. 
For this aim, the paper develops a comprehensive framework that can be 
followed step by step to compare the climate change overheating re-
sistivity of a wide range of cooling strategies in buildings. The first 
strength of the study relies on the strong intellectual support via long- 
lasting brainstorming sessions by the members of (IEA) EBC Annex 80 
– “Resilient cooling of buildings” project. The study provides a well- 
established framework based on universally applicable standards and 
state-of-the-art methods. This paper also provides the basis to compare 
different cooling strategies worldwide. The study’s strength also relates 
to the implementation of a multi-zonal and climate change sensitive 
approach in the quantification of overheating risk as well as quantifi-
cation of climate change overheating resistivity of cooling strategies. 
The proposed framework is also tested by comparing the C01 (VRF with 
DOAS) and C02 (VAV) cooling strategies in six reference cities. Despite 
the numerous previous studies on both above systems [83–87], there is 
no comparative study on their impact on the climate change overheating 
resistivity with detailed information on the system design and sizing. 

However, the study has some limitations. First, this paper considers a 
shoe box model as the case study due to the restrictions in obtaining 
region-specific reference models. Second, the focus was on the thermal 

Table 8 
Summary of IOD, exceedance hours, and maximum indoor operative temperature during occupied hours in the office room and the administration room.     

C01 C02    

Office room (Z01) Administration room (Z02) Office room (Z01) Administration room (Z02) 

New Delhi Scenario 01 IOD [◦C] 0.0075 0.0058 

EH [ − ] (Ti,max) [
◦C] 47 (28.07) 31 (26.97) 53 (27.75) 34 (27.02) 

Scenario 02 IOD [◦C] 0.0362 0.0361 

EH [ − ] (Ti,max) [
◦C] 115 (30.09) 93 (29.07) 148 (30.58) 90 (29.91) 

Scenario 03 IOD [◦C] 0.1891 0.2162 

EH [ − ] (Ti,max) [
◦C] 491 (30.54) 426 (29.58) 547 (31.27) 416 (30.64) 

Cairo Scenario 01 IOD [◦C] 0.0066 0.0075 

EH [ − ] (Ti,max) [
◦C] 50 (28.32) 18 (27.24) 47 (28.37) 28 (27.65) 

Scenario 02 IOD [◦C] 0.0357 0.0447 

EH [ − ] (Ti,max) [
◦C] 189 (29.24) 105 (27.96) 190 (29.69) 149 (28.81) 

Scenario 03 IOD [◦C] 0.2087 0.2946 

EH [ − ] (Ti,max) [
◦C] 560 (32.07) 417 (30.93) 549 (33.05) 499 (32.37) 

Buenos Aires Scenario 01 IOD [◦C] 0.0063 0.0050 

EH [ − ] (Ti,max) [
◦C] 44 (28.92) 11 (27.57) 48 (28.99) 14 (27.78) 

Scenario 02 IOD [◦C] 0.0235 0.0229 

EH [ − ] (Ti,max) [
◦C] 95 (28.97) 51 (27.93) 120 (29.13) 67 (28.02) 

Scenario 03 IOD [◦C] 0.0792 0.0862 

EH [ − ] (Ti,max) [
◦C] 207 (30.89) 153 (29.37) 244 (30.97) 160 (29.78) 

Brussels Scenario 01 IOD [◦C] 0.0055 0.0107 

EH [ − ] (Ti,max) [
◦C] 48 (28.22) 15 (26.31) 50 (30.18) 13 (28.24) 

Scenario 02 IOD [◦C] 0.0261 0.0544 

EH [ − ] (Ti,max) [
◦C] 121 (30.87) 72 (28.89) 105 (33.61) 46 (31.56) 

Scenario 03 IOD [◦C] 0.0461 0.0935 

EH [ − ] (Ti,max) [
◦C] 265 (30.03) 141 (28.37) 210 (31.68) 102 (29.61) 

Toronto Scenario 01 IOD [◦C] 0.0046 0.0081 

EH [ − ] (Ti,max) [
◦C] 49 (27.62) 32 (26.25) 47 (28.30) 16 (27.20) 

Scenario 02 IOD [◦C] 0.0558 0.1087 

EH [ − ] (Ti,max) [
◦C] 253 (31.42) 205 (30.02) 220 (33.08) 127 (32.09) 

Scenario 03 IOD [◦C] 0.2810 0.4636 

EH [ − ] (Ti,max) [
◦C] 625 (33.29) 591 (32.09) 589 (34.98) 469 (34.11) 

Stockholm Scenario 01 IOD [◦C] 0.0088 0.0122 

EH [ − ] (Ti,max) [
◦C] 55 (28.29) 36 (26.82) 64 (29.34) 18 (28.19) 

Scenario 02 IOD [◦C] 0.0259 0.0461 

EH [ − ] (Ti,max) [
◦C] 116 (29.88) 85 (28.11) 107 (31.38) 54 (30.21) 

Scenario 03 IOD [◦C] 0.0819 0.1602 

EH [ − ] (Ti,max) [
◦C] 273 (31.53) 235 (29.93) 226 (33.33) 149 (32.12)  
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comfort aspect, neglecting the energy performance of the selected 
cooling strategies. Third, spatial, cultural, and occupant behavioural 
differences are not considered in the selected cities to accurately define 
simulation parameters such as clothing factor, metabolic rate, control 
strategies, etc. Fourth, the weather data applied in the current study are 
generated using an autoregressive model very similar to the morphing 
technique [88]. It means that the same weather events are assumed to 
occur in the future in the same way as they do under the current climate, 
with the only difference being a linear shift in temperature throughout 
the year. Fourth, the effect of heat stress is not only dependent on air 
temperature or operative temperature. Considerations for relative hu-
midity and other comfort parameters such as clothing factor, metabolic 

rate, and air velocity are also important in determining thermal comfort. 
Those parameters are neglected within the evaluation framework of the 
current study. Therefore, more accurate studies are suggested to over-
come the limitations of this paper. 

4.3. Implication on practice and future research 

One of the implications of the current work is to interpret and include 
the proposed framework and recommendations in future revisions of 
national, regional, or local building regulations. Most regulations, such 
as the EPBD in Europe, do not provide a straightforward method to 
assess the indoor overheating risk and have no considerations for 

Fig. 7. IOD versus AWD. The slope of the regression line inverse shows the CCOR per city per cooling strategy.  
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climate change. Consequently, the indoor overheating risks arising from 
global warming are undermined in building designs. Also, the study 
establishes the foundation for the experts of the field such as the 
members of (IEA) EBC Annex 80 – “Resilient cooling of buildings” 
project to compare the resilient cooling strategies in different climate 
zones worldwide. The results will be communicated publicly to 
disseminate knowledge and raise community awareness to adapt the 
buildings to worsening outdoor conditions. 

As some areas of the framework yet remain undemonstrated, some 
potential research recommendations are provided. First, future research 
is recommended to incorporate other reference cities specified in the 
framework using more accurate and reliable weather files. Second, even 
though the use of multi-zonal shoe box models provides preliminary but 
valuable insights into the performance of cooling strategies in a simple 
and fast way, the future research is recommended to apply real resi-
dential and non-residential reference building models developed for 
local, provincial or national building stocks for more realistic evalua-
tions. Third, through the demonstration case in this paper, only the 
performance of two active cooling systems are compared. Therefore, 
future research is recommended to use the framework for the evaluation 
of other active cooling strategies and passive cooling strategies (see 
Section 2.1.3) as well as their combinations. Forth, future studies are 
suggested to implement additional discomfort/overheating indices be-
sides the primary ones (i.e., IOD, AWD, and CCOR) to complement the 
overheating assessments. 

In addition to the research recommendations on undemonstrated 
parts of the framework, future research is recommended to improve the 
performance indices suggested by the framework (i.e., IOD and AWD). 
The new metric for the indoor environment and occupant comfort 
should include more comfort parameters such as relative humidity, 
metabolic rate, clothing factor, and air velocity to better reflect the 
occupant’s thermal sensation. At the same time, the new metric for the 
outdoor environment should include more outdoor thermal parameters 
such as solar radiation, relative humidity, etc. Future research is also 
encouraged to define a well-defined post-processing procedure to 
establish sensitivity and optimization analysis. It further extends the 
functionality of the current framework to optimize the cooling strategies 
for the buildings in different typologies and climates. 

5. Conclusion 

In this paper, a generic simulation-based framework is developed to 
evaluate the climate change overheating resistivity of cooling strategies 
in varying climates. Following the framework yields consistent results 
contributing to comparative studies among cooling strategies. The 
framework requires four key decisions: 1) specify weather data char-
acterization (Section 2.1.1), 2) identify building characterization (Sec-
tion 2.1.2), 3) identify and design/size the cooling strategies to be 
compared (Section 2.1.3), and 4) specify performance indicators and 
comfort models (Section 2.1.4). 23 cities are suggested as reference 
cities worldwide based on the rate of growth and population covering 
zones 1 to 6 in ASHRAE 169.1 classification. The framework considers 
all function types (i.e., residential and non-residential), comfort cate-
gories (i.e., I, II, III, and IV), cooling strategies (i.e., conditioned air, non- 
conditioned air, and mixed/hybrid mode). Three metrics are imple-
mented namely, Indoor Overheating Degree (IOD), Ambient Warmness 
Degree (AWD), and Climate Change Overheating Resistivity (CCOR) 
allowing for a multi-zonal approach in the quantification of intensity 
and frequency of overheating during the zonal occupied hours. 

Subsequently, the framework is tested by comparing sufficiently- 
sized VRF unit with DOAS and VAV cooling strategies in New Delhi, 
Cairo, Buenos Aires, Brussels, Toronto, and Stockholm. It was concluded 
that the VRF unit with DOAS results in reduced maximum indoor 
operative temperature and Exceedance Hours (EH) compared to VAV 
system. More importantly, the results showed that the building equipped 
with the former are more resistant to overheating impact of climate. It 

should be mentioned that the demonstration case is aimed to show that 
the framework is working well in conducting a universal comparison 
among cooling strategies. The validation of the results achieved in this 
study is required by using the framework in real multi-zonal reference 
buildings by using more reliable and accurate future climate data. 
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Abstract: Responsive building envelopes (RBEs) are central to developing sustainability strategies for
zero emission/energy buildings (ZEBs). RBEs are a large group of complex technologies and systems,
which is why multi-criteria decision making (MCDM) methods are helpful to navigate sustainability
assessments considering various performance indicators. This article first provides a literature
review of assessment criteria and key performance indicators for RBEs and an analysis of existing
robustness-based MCDM methods. Then, a methodological approach to assess RBE designs in ZEB
projects is proposed as an extension of a novel robustness-based MCDM method that normalizes
the objective functions according to defined targets and combines them into one comprehensive
indicator (MT-KPI), thereby eliminating the need to weight objectives. The proposed methodological
approach is finally tested on a case study of a Norwegian ZEB, where five competitive RBE designs
(including building integrated photovoltaics, phase change material, and electrochromic windows)
and eight occupancy and climate scenarios are investigated considering three main performance
areas: energy use, thermal comfort, and load matching. The results in the case study show that
with the proposed MCDM approach the different designs have MT-KPI values between 1.4 and 12.8,
where a lower value is better. In this specific case, the most robust building RBE alternative was
identified as the one with electrochromic windows and a control based on incident solar radiation
and indoor air temperature.

Keywords: building envelope; responsive; zero-emission buildings; robust designs; multi-criteria
assessment; decision making; uncertainty scenarios

1. Introduction
1.1. Strategies and Technologies for Zero-Emission Buildings

Improving the building sector is central to achieving the sustainability develop-
ment goals and creating positive environmental, economic, and social impacts [1]. Zero-
energy/emission building (ZEB) continue to be investigated worldwide as a pathway to
decrease energy use and greenhouse gas (GHG) emissions in future buildings, reduce
future energy-related costs, and improve indoor comfort [2,3]. Recently, the scope of
ZEBs was progressively extended from a micro-level of independent single buildings to a
meso-level that includes clusters of interconnected buildings and services such as neigh-
bourhoods [4]. Therefore, the concept of zero- energy/emission neighbourhoods (ZEN)
is increasingly explored as a way to achieve very low to null GHG emissions and energy
use during the neighbourhood’s lifetime [5–7]. In Norway, the Research Centre on Zero
Emission Neighbourhoods in Smart Cities (ZEN Research Centre) was established in 2017
to develop solutions for future buildings and neighbourhoods with no GHG emissions
towards a low carbon society [8]. The design of highly energy efficient building envelopes
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is crucial to achieving a zero-energy/emission balance at the building level [9] and has led
to a growing emphasis on developing new building envelope concepts. Smart, adaptive,
intelligent, dynamic, kinetic, advanced and responsive envelopes are some of the terms
used to refer to building envelope systems that integrate new technologies and adopt
complex behaviours [10–12]. In this article, we refer to these systems as responsive building
envelopes (RBEs), using the same extension of the definition of climate adaptive building
shells (CABS) [12] proposed in [13].

Examples of RBEs investigated in the past decade include double skin facades, Trombe
walls, envelope-integrated phase change material (PCM), green walls, switchable windows,
and dynamic solar shadings [14]. RBEs can provide many benefits ranging from improving
environmental aspects and reducing energy use and GHG emissions [15] to increasing
indoor environmental quality (IEQ) and leveraging higher building energy flexibility [16].
The latter benefit becomes particularly relevant when analysing ZEBs in a broader context,
such as when they are part of ZENs, where implementing coordinated RBE strategies has
an even larger potential for action due to the effect of scale.

In ZEBs and ZENs, as much as possible, building envelopes need to be designed to
harvest renewable energy—either as electricity or heat—in addition to fulfilling energy and
comfort requirements. Achieving a zero-energy/emission level then requires combining
different types of RBEs, renewable energy technologies and energy storage solutions so that
individual buildings, or ultimately a group of buildings at a neighbourhood scale, can reach
a net-zero balance. These analyses are challenging and require systematic and integrated
approaches based on multi-criteria decision making (MCDM) to assess overall performance.
MCDM methods are widely used to support balanced evaluations considering various
performance criteria [17,18]. They are often used in different methods to assess building
performance and design, including methodologies focusing on performance robustness [19,20].

1.2. Novelty of the Proposed Research

This paper investigates the use of MCDM for analysing RBE designs in ZEB projects
by addressing the following research questions:

• How to evaluate and compare performance of RBE designs with respect to different
performance criteria using quantifiable indicators in the context of ZEBs?

• How can MCDM support the selection of the most robust RBE design solution con-
sidering operational uncertainties (such as climate change, occupant behaviour, etc.)
in ZEBs?

The main contribution of this article is to demonstrate the combined use of a classifica-
tion of quantifiable performance criteria and indicators with an overall MCDM methodol-
ogy for analysing and assessing RBE performance in existing or future ZEB projects. The
article’s novelty lies in the investigation of the possibility of extending a verified robustness-
based MCDM approach previously developed by one of this article’s authors [21] to the
assessment of RBEs. The method leads to a complete evaluation of RBE options under
uncertainty by comparing alternative designs based on specific performance targets (set by
standards and/or project’s requirements) and yields a comprehensive multi-target indicator
which accounts for any deviations from targets. The main advantage of this method is that
it reduces the decision-making process to a single indicator regardless of the number of
assessed performance criteria selected, eliminating the need for criteria weighting, which
can be complex and biased.

The paper contributes to the development of systematic methodologies to aid decision-
makers involved in ZEB projects to select the most suitable RBE solution among several
design alternatives, considering stakeholder needs and available resources to reach ZEB
targets. The application of the proposed methodology is demonstrated using a real ZEB
located in a Norwegian neighbourhood intended to become a ZEN. This adds to the novelty
of this research since the developed methodology is illustrated on a real building where the
envelope designs, uncertainty scenarios, and KPIs are meaningful. Our methodology can
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easily be applied to other ZEB and/or ZEN projects, where various design alternatives and
scenarios, different from those of this article, could be assessed.

The remainder of the paper is organised as follows. Section 2 presents a literature
review of performance criteria and indicators for RBEs in ZEBs, including an overview of
robustness-based MCDM approaches. Section 3 introduces a classification of performance
criteria and indicators for RBE assessments in ZEB projects. Then, the MCDM approach
adopted in this study is presented together with the overall methodological approach,
the case study used, the performance criteria, and the key performance indicators (KPIs)
assessed with their targets. In Section 4, the results of this article are presented and critically
discussed. Finally, the main conclusions and future outlooks are given in Section 5.

2. Theoretical Background
2.1. Assessment Criteria and Indicators for Responsive Building Envelope Solutions

The assessment of RBE designs can be challenging because of the dynamic nature of
RBE technologies and their simultaneous influence on multiple physical domains [14,22].
For this reason, several recent studies focused on defining criteria and indicators to assess
the performance of responsive façades [23–25]. Attia et al. [23] investigated current adap-
tive façades (AF) trends, with a focus on their performance assessment. They identified
the gaps in the performance evaluation of AFs and proposed an assessment framework
with five main categories: maintenance durability and life cycle, user control and expe-
rience, building control and service, protective performance, energy and environmental
performance. Each category includes several KPIs aiming at defining the assessment of
requirements, performance criteria, and qualitative technical characteristics of AFs. Loonen
et al. [24] proposed an analysis of existing classification approaches for AFs to identify
their requirements and challenges. A new matrix to characterise AFs was proposed as a
result. In this matrix, six main goals/purposes of AFs are identified, i.e., thermal comfort,
indoor air quality, visual performance, acoustic quality, energy generation, and personal
control. The authors state that one or several of the identified goals should be achieved by
AFs, in addition to considering the overall energy use, CO2 emissions, and life cycle cost.
The goals proposed by the authors can be expressed using performance indicators and are
often based on building codes or standards. Aelenei et al. [25] presented the findings of
an analysis of existing concepts and case studies of AFs and proposed a new approach
to characterising their performance. The specific purposes of façade/components with
adaptive capacity were defined, aiming at recognizing the reasons behind the adoption of
these façades. The identified purposes were the following: thermal comfort, energy perfor-
mance, indoor air quality (IAQ), visual performance, acoustic performance, and control.
Assessing the performance of RBEs in ZEBs and ZENs can be even more challenging than
in the context of ordinary buildings, since it requires considering additional factors such as
the interactions with a larger grid system. Taveres-Cachat et al. [13] identified three main
(non-mutually exclusive) design purposes for RBEs in ZENs, i.e., energy performance, user
needs, and demand side management (DSM). Such classification is also relevant for ZEBs
as they are often connected to local energy grids and interact with a broader context. The
addition of DMS to assess RBEs on a ZEB or ZEN scale as proposed in [13] aims to integrate
strategies for intelligent energy management to increase grid-friendliness at larger scales,
a concept also researched under the name “energy flexibility”. The IEA EBC Annex 67
project “Energy Flexible Buildings” defines the energy flexibility of a building as: “The
ability to manage its demand and generation according to local climate conditions, user
needs, and grid requirements. Energy Flexibility of buildings will allow for demand side
management/load control and thereby demand response based on the requirements of
the surrounding grids” [26]. In ZEBs and ZENs, energy flexibility requires assessing the
simultaneity of energy needs versus supply (i.e., load matching) and the match between
import and export of energy with respect to the grid needs (i.e., grid interaction) [27].
Energy flexibility indicators can allow investigating alternative design solutions but they
often lack specific target values because, for instance, increasing the load match may or may
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not be appropriate depending on the circumstances on the grid side [28]. The Norwegian
ZEN Research Centre identified assessment categories, criteria, and KPIs based on previous
project experience, existing assessment frameworks, and cross stakeholder inputs given in
workshops. This resulted in a combination of quantitative and qualitative key assessment
criteria and indicators described in [29]. The identified criteria and KPIs can be evaluated
either on building-level or neighbourhood scale, and in some cases, on both levels.

2.2. Robustness-Based MCDM

Assessing multiple criteria in building designs inevitably creates design trade-offs.
MCDM is a general concept consisting of different techniques to manage performance
trade-offs due to conflicting criteria. This is based on the ranking or prioritization of al-
ternatives, where each alternative cannot meet all the criteria on the same level, but the
highest-ranking option will lead to the highest net profit. In MCDM, stakeholders differ-
entiate various performance criteria by weighting them to show that achieving different
criteria has a different value for the project actors. The decision-making step gets more
complicated as more conflicting criteria are added and requires expertise to accurately
weigh all criteria [21]. For example, Invidiata et al. [30] ranked the design strategies regard-
ing comfort, environmental, and economic perspectives in an MCDM using input from
30 experts from different fields to define priorities and weightings for suggested criteria.
Other multi-criteria decision-making techniques were also implemented in building design
such as Multi-Attribute Utility Theory (MAUT), Analytical Hierarchy Process (AHP), Fuzzy
Set Theory, Weighted Sum Method, and Weighted Product Method. For instance, AHP
was used to select intelligent building systems [31], rank and compare energy management
control algorithms for residential buildings [32], and select an optimal PCM to store heat
from a ground source heat pump [33]. In addition to selecting a design package regarding
different criteria, considering the impact of uncertainties (that influence the performance of
different designs) is also a challenging issue. This procedure is known as decision-making
under uncertainty. It shows that the building designs should perform well regarding
multiple criteria under the current conditions and future uncertainties. An example of
this is carried out by Rysanek et al. [34] where classical decision theories like the Wald,
Savage, and Hurwicz criterion approaches were used to find the optimum building energy
retrofits under technical and economic uncertainty. To show the impact of uncertainties
in high-performance design selection, Kotireddy et al. [35] implemented performance
robustness as a new criterion in addition to the actual performance of the building in a
decision-making process. Homaei and Hamdy [21] defined robustness as the ability of a
building to perform effectively and remain within the acceptable margins under a majority
of possible changes in the internal and/or external environment. Based on this definition,
they integrated robustness assessment with MCDM and developed a robustness-based
decision-making approach called “T-robust approach”. This method selects designs that
perform considering multiple criteria under current conditions and future uncertainties. In
this approach, the integration of robustness assessment to MCDM is done by introducing a
new indicator called the multi-target key performance indicator (MT-KPI). The MT-KPI
is defined based on the building’s performance for given criteria and deviations from set
performance targets. The approach yields a single performance metric and removes the
need for weighting different criteria—which is not an easy task in real-world problems—by
considering each criterion’s target and penalizing the ouput based on the deviation from
these targets. The T-robust approach also evaluates the robustness of the MT-KPI under
the formulated uncertainties. In a previous article [21], one of the authors of this work
evaluated the MT-KPI in a case study where energy use and comfort were the performance
criteria. By running the robustness assessment, they succeeded in finding high performance
and robust designs under uncertainties. The interested reader is referred to [21] for more
details about the T-robust approach and the minimax method.
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3. Materials and Methods
3.1. Classification of Performance Criteria and Indicators for RBE Assessment in ZEBs

One of the objectives of this paper is to provide a classification of quantifiable assess-
ment criteria and indicators for simulation-based performance prediction of RBEs in ZEBs,
considering three main categories: environmental/energy performance, user needs, and en-
ergy flexibility, as discussed in Section 2.1. This classification is meant to help assessing RBE
alternatives in the early-design or renovation phase of building projects. The state-of-the-art
review of performance criteria and indicators showed limitations that the classification
proposed in this paper aims to overcome. Some of the assessment criteria identified in
previous studies can only be assessed qualitatively, and even for the quantitative criteria,
specific indicators and unit of measurement were not always provided. In this paper, only
quantifiable KPIs are considered, to establish objective and comparable RBE performance
assessments. Most publications on performance criteria and KPIs for RBE dealt with as-
sessments at material level, whereas studies focusing on building or neighbourhood level
performance are limited [23]. The proposed classification is meant to be used at the building
scale but can also consider the broader scale of a neighbourhood. The literature review
results shown in Table 1 indicate that most articles on RBE performance assessment at
the building level focus on one or two evaluation criteria. Many studies on RBEs used
single factors, such as energy saving potential [36–38], or coupled factors, such as energy
efficiency and visual comfort [39–41] or visual comfort and thermal comfort [42,43]. Only a
few studies analysing RBE performance include other additional criteria, such as energy
efficiency, visual comfort, and thermal comfort [43,44]. The proposed robustness-based
MCDM approach provides the assessment of one or more KPIs in each of the performance
categories identified for the RBE performance evaluation (energy/environmental perfor-
mance, user needs, and energy flexibility). Note that the evaluation of RBE through KPIs
in the “energy flexibility” category was not directly deduced from the literature but was
included in the proposed classification because they are acknowledged as essential to assess
RBE designs in ZEBs, especially when they are part of a broader area that aims to reach a
zero-emission target.

Table 1 summarizes quantitative assessment criteria and KPIs under each performance
category identified in this article based on the literature review discussed in Section 2.1 and
on the authors’ personal elaboration. Note that this is meant to be a proposal for criteria
and indicators’ classification, where specific KPIs might more easily be examined at the
building scale, while others might also result as suitable to the neighbourhood scale.

Table 1. Performance criteria and indicators for RBE assessment in ZEBs.

Performance
Category

Assessment
Criteria Key Performance Indicators Unit of Measurement Ref.

Energy/
Environmental
performance

Energy use

- Energy demand (total or per category
e.g., heating, cooling, etc.)

- Cooling load
- Heating load
- Embodied energy
- Energy generation
- Delivered energy
- Exported energy
- Energy balance (imported—

exported energy)

kWh/yr or kWh/m2/yr

kW/yr or kW/ m2/yr
kW/yr or kW/ m2/yr
kWh/yr or kWh/ m2/yr
kWh/yr or kWh/ m2/yr
kWh/yr or kWh/ m2/yr
kWh/yr or kWh/ m2/yr
kWh/yr or kWh/ m2/yr

[29,45,46]

Climate
change

- Embodied GHG
- Energy use-related GHG emissions
- Total GHG emission
- Energy use related GHG balance

kgCO2eq/yr or kgCO2eq/m2/yr
kgCO2eq/yr or kgCO2eq/m2/yr
kgCO2eq/yr or kgCO2eq/m2/yr
kgCO2eq/yr or kgCO2eq/m2/yr

[47,48]
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Table 1. Cont.

Performance
Category

Assessment
Criteria Key Performance Indicators Unit of Measurement Ref.

User needs

Thermal
comfort

Global thermal comfort:

- Indoor operative temperature
- Predicted Mean Vote (PMV)
- Percentage People Dissatisfied (PPD)
- Comfort and/or discomfort hours

Local thermal comfort:

- Draught
- Vertical air temperature difference
- Radiant temperature asymmetry
- Floor temperature

◦C
-
%
No. h or %

%
◦C
◦C
◦C

[49–51]

Visual comfort

- Daylight factor
- Illuminance level
- Glare index
- Illuminance uniformity

%
Lux
-
-

[50–53]

Acoustic comfort

- Airborne sound reduction index
- Reverberation time
- A-weighted equivalent sound pressure level
- Equivalent continuous sound level

dB
s
dB(A)
dB

[50,51,54,
55]

Energy flexibility

Grid
interaction

- Grid interaction index
- Generation multiple
- Capacity factor
- Dimensioning rate
- Peak power load
- Peak power generation
- Peak power export
- Grid control level

%
-
%
%
kW
kW
kW
%

[29,56–58]

Load
matching

- Load match index
- Load cover factor (self-generation)
- Supply cover factor (self-consumption)
- Loss of load probability
- Load/Power shifting ability
- Utilisation factor
- Mismatch compensation factor

%
%
%
-
-
%
-

[29,56–58]

3.2. Extension of the T-Robust Approach

In [21], the T-robust approach was used for two criteria (energy and comfort) and
four different robustness assessment methods (Max-min method, Best-case and worst-case
method, Minimax regret method, and Taguchi method). In this paper, this approach was
applied to select robust and high-performance designs based on three different criteria
(energy use, thermal comfort, and load matching) where the minimax regret method
was used to assess the robustness of the MT-KPI. The three chosen criteria, performance
indicators, and corresponding targets are described in Section 3.7. For each indicator,
there is a corresponding performance target and robustness margins (KPIi,m) that creates
different performance zones based on their feasibility. Note that a distinction should be
made between “less is better indicators” and “more is better indicator”. In the first case, a
KPIi lower than KPIi,m will lead to a feasible performance but a KPIi greater than KPIi,m
will lead to an unfeasible performance. The opposite will happen for a “more is better
indicator”. In this paper, among the three analysed performance criteria, the energy use
is a “less is better” indicator, and the thermal comfort and energy flexibility are “more is
better” indicators. The relative performance (KPIi,rel) is defined based on the relationship
between KPIi and KPIi,m, as shown in Equation (1).

KPIi, rel =
KPIi

KPIi,m
× 100 (1)
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The definition of the zones and the calculation of the MT-KPI depend on the number
of performance indicators assessed. The different zones identified in this work are visually
illustrated in Figure 1, where each color corresponds to one zone. Point (100,100,100)
in Figure 1 shows the relative margin point at which the performance of the building
considering all indicators is equal to the robustness margin. The eight different performance
zones are created around the relative margin point.
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Table 2 presents the formulas for the MT-KPI calculation for the KPIs considered in
this study. The strategy for calculating the MT-KPI is one that penalizes design with a lower
performance than the target set for each indicator (i.e., infeasible performance). As shown
in Table 2, zone 6 is an extreme case where all indicators are outside the feasible boundaries
and in which case the MT-KPI is the sum of the KPIs’ difference with their corresponding
robustness margins and acts as a penalty for the infeasibility of all three indicators. At the
other extreme is zone 4 in which all indicators are within their feasibility bounds and for
which the MT-KPI is calculated as the sum of the inverted difference between indicators
and their corresponding robustness margins. Inverting the differences is used as a way of
differentiating feasible designs. All the other zones are designs with different combinations
of performance results which are feasible for some criteria and infeasible for others. In
these zones, a penalty is applied for the infeasible indicators and the MT-KPI is defined
for each zone based on the formulas shown in Table 2. To give an example, zone 1 has a
feasible performance for KPI1 and KPI3, and an infeasible performance for KPI2. Then, for
the calculation of the MT-KPI in this zone, a penalty is applied for KPI2. The calculations
of the MT-KPI for each design under each scenario was done in this work by applying
an automated MATLAB [59] algorithm. After calculating the MT-KPI, the minimax regret
method allowed assessing the difference between the MT-KPI value for each design in
each scenario and the minimum performance of each scenario across all designs. Based on
the definition of the minimax regret method, this difference is called performance regret.
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The maximum performance regret represents the highest deviation in each design, i.e.,
the largest difference between the worst performance and the best performance. The
most robust design is then the one with the smallest maximum performance regret across
all scenarios [23]. The calculation related to the minimax regret method was also done
using an automated MATLAB algorithm, with the formulas shown in the Appendix A
(Tables A1 and A2).

Table 2. Calculation of MT-KPI in different performance zones.

Num. Performance Zone Feasibility MT-KPI

1 KPI1,rel ≤ 100; KPI2,rel < 100; KPI3,rel ≥ 100 Feasible for KPI1 and KPI3 (1/(100 − KPI1,rel)) +(100 − KPI2,rel)+(1/(KPI3,rel − 100))
2 KPI1,rel > 100; KPI2,rel < 100; KPI3,rel ≥ 100 Feasible for just KPI3 (KPI1,rel − 100)+(100 − KPI2,rel)+(1/(KPI3,rel − 100))
3 KPI1,rel > 100; KPI2,rel ≥ 100; KPI3,rel ≥ 100 Feasible for KPI2 and KPI3 (KPI1,rel − 100) +(1/(KPI2,rel − 100))+(1/(KPI3,rel − 100))
4 KPI1,rel ≤ 100; KPI2,rel ≥ 100; KPI3,rel ≥ 100 Completely feasible (1/(100 − KPI1,rel))+(1/(KPI2,rel − 100))+(1/(KPI3,rel − 100))
5 KPI1,rel ≤100; KPI2,rel < 100; KPI3,rel < 100 Feasible for just KPI1 (1/(100 − KPI1,rel))+ (100 − KPI2,rel)+(100 − KPI3,rel)
6 KPI1,rel > 100; KPI2,rel < 100; KPI3,rel < 100 Completely infeasible (KPI1,rel − 100)+ (100 − KPI2,rel)+(100 − KPI3,rel)
7 KPI1,rel ≤ 100; KPI2,rel ≥ 100; KPI3,rel < 100 Feasible for KPI1 and KPI2 (1/(100 − KPI1,rel))+(1/(KPI2,rel − 100))+(100 − KPI3,rel)
8 KPI1,rel > 100; KPI2,rel ≥ 100; KPI3,rel < 100 Feasible for just KPI2 (KPI1,rel − 100)+(1/(KPI2,rel -100))+(100 − KPI3,rel)

3.3. Methodological Approach

Figure 2 shows the methodological approach proposed in this paper to assess RBE
designs in ZEB projects. Note that the main general steps of the methodology are shown in
the grey boxes, while the specific steps adopted in this work for the case study are in the
white boxes.

Primarily, the main purpose and criteria for RBEs in the studied project should be
defined based on the priorities of the stakeholders involved. Afterwards, relevant KPIs
to assess RBEs in the ZEB project should be identified. The KPIs should be related to the
main stakeholders’ objectives, including for instance energy use, thermal comfort, and
energy flexibility. The choice of the KPIs should be supported by the classification provided
in Table 1. Then, specific performance targets should be identified for each KPI to assess
how the performance of the building under the design conditions deviate from the defined
targets. The performance targets can be based on requirements in building codes, or they
can be set specifically based on the preference of stakeholders for a certain project. Based
on the assumption in the T-robust approach, the examined designs should comply with
a robustness margin of 5% from the target limit to be considered feasible solutions. Such
a margin of 5% was selected for this study based on author’s assumptions, but it could
be changed depending on the preferences of the decision makers in the studied project.
Several designs with RBE solutions for the analysed project should be identified, together
with alternative scenarios to assess the effects of different uncertainties, such as changes
in occupant behaviour and climate conditions. The next step involves the simulation-
based performance prediction of all identified designs across all scenarios through specific
software applications according to the chosen KPIs.

The robustness of the designs and scenarios is then assessed with an MT-KPI, which
reflects the performance of the designs against multiple criteria and penalizes the solutions
that do not meet a specific performance target. The performance robustness of the building
designs is evaluated using a specific robustness indicator (i.e., minimax regret method) for
the MT-KPI, as described in Sections 2.2 and 3.2, and allows selecting the design with the
overall highest and most robust performance.

As shown in Figure 2, energy, thermal comfort, and building energy flexibility were
selected as the performance criteria for the case study building in this article. Consequently,
the authors chose annual energy demand, percentage of comfortable hours, and the load
cover factor as the KPIs for the three mentioned criteria, respectively. These KPIs were
selected by the authors to reflect the priorities of the specific project analysed, but other
KPIs could be used in other studies to address different objectives and preferences of the
decision makers.
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3.4. Case Study

To show the application of the approach, the Zero Emission Building Laboratory
(ZEB-lab) located on the NTNU university campus in Trondheim (Norway) was used
as a case study. This office building was finished in December 2020 and is connected
to the local energy grid in an area that is intended to become a ZEN [60]. The building,
shown in Figure 3, has 4 stories, with a total floor area of ca. 1725 m2. The ZEB-lab was
designed to achieve the ZEB-COM level [61] meaning that the building’s renewable energy
production compensates for total GHG emissions associated with the production of the
building materials used, the construction phase, and the building operation [62] in a 60 year
perspective. PV-panels are integrated in the entire roof surface and cover extensive parts of
the facades to ensure sufficient renewable energy harvesting. The ZEB-lab has a compact
volume and a wooden load-bearing system, with a highly insulated and airtight building
envelope. The space heating is provided by a waterborne system supplied by an air source
heat pump and a local heating grid. The heat pump also provides space cooling to two
small research laboratories called the twin rooms. The ZEB Lab uses hybrid ventilation,
which combines natural and mechanical ventilation, with a highly efficient heat recovery
system. In particular, mechanical ventilation is based on a variable volume air (VAV) system
providing temperature and CO2 demand-controlled air flows. See Tables A3 and A4 in
the Appendix A for more details about the building envelope and the technical building
systems. A detailed model of the case study building, for all the identified designs and
scenarios, was created in the dynamic simulation software “Indoor Climate and Energy
software” (IDA ICE), version 4.9 beta [63].
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IDA ICE was validated in several studies with respect to CEN standards and ASHRAE
standard [64–66]. The possibility of modeling RBE technologies in IDA ICE, including PCM
and electrochromic (EC) windows, was reviewed in several articles, such as Refs. [67,68].
The prediction accuracy of IDA ICE for PCM simulation was tested and validated against
experimental results by Mazzeo et al. [69] and Cornaro et al. [70]. EC window modelling
in IDA ICE implies the use of a detailed windows’ model with dynamic parameters in
different states and with various light angles, through custom control macros that can
be implemented to activate their shading. Finally, the calculation accuracy of PV energy
generation in IDA ICE was also validated, as shown in [71].

3.5. Analysed RBE Technologies

The analysed case study was planned as an arena where new and innovative solutions
can be developed, investigated, tested, and demonstrated in a mutual interaction with
building’s occupants. Energy demand reduction, thermal comfort improvement, and
building load covering by on-site energy generation were identified by the stakeholders
as the main priorities to be addressed when testing new possible technologies in the
building. Therefore, two RBEs, i.e., EC windows and PCM, were selected as alternative
designs to be combined with the existing installed RBE technologies, which are building
integrated photovoltaics (BIPV) and responsive window screens. The aim was to assess
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the possible benefits of new innovative designs with respect to the identified performance
objectives. The use of PCM in lightweight buildings characterised by low thermal inertia
can lead to a higher thermal storage capacity. Several studies proved the positive effects of
PCMs on indoor comfort and energy use [72]. To simulate PCM in walls, IDA ICE uses a
PCM model with different temperature-enthalpy equations to determine liquid-solid phase
transitions. The cycling between phases is modelled as a hysteresis meaning that the current
state depends on past states of the system. The “mode” variable in the model is used to
identify the five different physical states, i.e.,: “mode -2” solid phase; “mode 2” liquid
phase; “mode -1” solidification phase; “mode 0” inversion during the solidification/fusion
process; “mode 1” fusion process. The heat capacity and the temperature of the PCM layer
are calculated as a function of the enthalpy and the “mode” variable at each time step.

EC windows are effective in preserving solar gains in winter, while reducing the
heat load in summer and glare from the sun. Using EC windows rather than normal
windows with external screens arguably provides a better connection to the outdoors for
users with smoother and inaudible transitions between different shading states, allowing
light to penetrate even in the darkest state [73]. IDA ICE uses a detailed window model
for EC window implementation, where the optical and thermal properties of all the panes
and spacers are represented. Multiple reflections and solar absorption in each pane are
considered to calculate angle-dependent optical properties based on ISO 15099:2003 [74].
The EC glass tint can be automatically controlled by standard or custom control algorithms
created directly in the IDA ICE macro interface, which allows changing window optical
properties based on, for instance, indoor operative temperature and/or daylighting levels.

3.6. Analysed Designs and Scenarios

Five design configurations were defined for the case study building, as illustrated
in Table 3. Table 4 shows an overview over the main parameters used in the designs
and scenarios concerning the internal gains, exterior and interior blinds, PCM, and elec-
trochromic windows. Eight scenarios were overall evaluated in this paper, addressing
two main parameter categories: climate conditions and occupant behaviour.

i. Climate scenarios

To assess the influence of climate uncertainties, two weather files were evaluated. The
first one was a standard typical meteorological year (TMY) weather file in EPW format for
the location of Trondheim (Norway) and represented the current climatic conditions. The
second one was obtained by morphing the first weather file using the “CCworldWeather-
Gen tool” [76], which is based on the widely accepted General Circulation Model (GCM)
HadCM3 and the IPCC’s A2 emission representing a medium-high scenario. The resulting
weather file accounts for potential impacts of climate change and represented possible
future weather conditions for the year 2050 in Trondheim.

Table 3. Details of the five designs considered in the case study demonstration.

Design Description

D1 As built case study (reference design), with: BIPV on the roof, south, west, and east facing facades; external screens on
the south facade, internal curtains on the west and east facades, and no solar protection on the north façade.

D2 Reference design (D1), with PCM added as a layer in all facades and same screens/curtains as D1.
D3 Reference design (D1), with PCM added as a layer in all facades with internal curtains on south/east/west facades.

D4 Reference design (D1), with EC windows on all facades and control macro 1 (different tinting states as a response to
incident radiation level and indoor air temperature. See Table 4).

D5 Reference design (D1), with EC windows on all facades and control macro 2 (different tinting states as a response to
incident radiation level and daylighting level in the zone. See Table 4).
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Table 4. Key parameters for the analysed designs.

Input Category Value Reference or Comment

Occupancy schedule
and rate Variable

Schedules based on standard NS/NSPEK 3031:2020 [46];
number of occupants based on as-built seating plan. Daily

power profile variation shown in Figure A1 in Appendix A.

Heat gain from occupants 5 kWh/m2
Average specific value for the whole building, with 1.2 MET
per person and people number per room given in Table A5

in Appendix A. This value aligns with [46].

Equipment power 3.2 W/m2

Average specific value for the whole building, including
only typical office electrical equipment (laptop, PC, screens,

etc.). Value in line with as-built documentation. Daily
power profile variation set as the same as for occupancy. See

Figure A1 in Appendix A.

Artificial light power 4.7 W/m2

Average specific value for the whole building, with dynamic
LED lighting strategy in which artificial lighting is used to
complement daylighting until an illuminance of 500 lux is

reached on the work plan. Value in line with as-built
documentation. Daily lighting profile variation based on
setpoints and occupancy. See Figure A1 in Appendix A.

Amount of solar radiation
on façade to trigger shading signal

for exterior and interior blinds

If solar elevation ≤ 29◦

→ 79 W/m2

If solar elevation > 29◦

→ 198 W/m2

As-built control strategy.

PCM

Thickness: 15 mm
Melting point: 22–23 ◦C

Cp > 170 kJ/kg
(in range 13–28 ◦C)

Density in solid state:
1500 kg/m3

Melting-solidifying around 20 ◦C was chosen because it was
found to be preferable in heating-dominated climates [75].

Electrochromic windows U-value: 0.8 W/m2K
G-value (min/max): 0.25–0.48

Two control macros:
Macro 1 (in D4): proportional shading control based on

external solar radiation on window in range 100–300 W/m2

and KPI control of indoor air temperature (setpoint 24 ◦C).
Macro 2 (in D5): proportional shading control based on

external solar radiation on window in range 100–300 W/m2

and KPI control for daylighting level (500 lux setpoint). See
Figures A2 and A3 in Appendix A.

ii. Occupancy schedule

Two occupancy schedule cases were implemented in the model. The first one used
occupancy profiles based on those recommended in [46], as shown in the Appendix A,
Figure A1. In this schedule, most modelled zones had two main peaks in the occupancy
during the hours 9:00–11:00 and 13:00–15:00, and a relatively limited occupancy for the
rest of the working hours (7:00–9:00 and 15:00–17:00). The only zone in the building with
a different occupancy schedule was the canteen, where occupants were assumed to be
present only between 11:00 and 13:00 for lunch. The second occupancy case considered
the possibility of people staying longer after regular work hours on the first and third
floors. These floors are used by employees and students from the university, a portion of
which are likely to work overtime until 20:00. See occupancy schedules in Figure A1 in the
Appendix A.

iii. Window opening strategies

Two alternative strategies were used for window opening. The first strategy assumed
all windows were always closed, while in the second strategy, the occupants could open all
openable windows when the indoor air temperature was higher than a threshold value and
the air temperature outside was lower than the indoor air temperature. See more details in
Table 5. The second strategy was implemented in IDA ICE through control macros based
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on a PI-control. The five designs were analysed across all eight scenarios, leading to a
total of forty cases simulated in IDA ICE over a one-year period. Table 5 summarizes the
parameters and their combination for all scenarios.

Table 5. Summary of the main parameters for all the scenarios analysed.

Parameters
Scenarios

1 2 3 4 5 6 7 8

Climate 1. Current weather x x x x
2. 2050 weather x x x x

Occupancy
schedule

1. Based on NS3031 schedules x x x x
2. Based on NS3031, with longer stay
of university employees x x x x

Window
opening
strategy

1. All windows closed x x x x
2. All automatically openable windows open if
Tindoor > Tout, Tindoor > 24 ◦C, and room is occupied;
all manually openable windows open if
Tindoor > Tout, Tindoor > 25 ◦C, and room is occupied

x x x x

3.7. Analysed KPIs and Targets

To assess the performance of the designs and scenarios defined for the case study, three
KPIs from Table 1 were chosen to reflect the main priorities of the project stakeholders.

The first KPI analysed in this article is the annual energy demand of the building
for heating, ventilation, cooling, and lighting. The target value for this KPI was based
on the requirement of the Norwegian building technical regulation, TEK17 [77], which
sets the total energy demand, including energy for space and ventilation heating, space
and ventilation cooling, ventilation fans and pump, lighting, domestic hot water (DHW),
and electrical equipment. The target value for the first KPI was set to 30 kWh/m2, which
represents a reduction of 60% of the energy demand requirement of TEK17 for office
buildings, excluding electrical equipment and DHW energy use. This percentage reduction
from the reference value was deducted from the target values for a similar KPI defined
in [29], where the highest credit for the energy demand KPI is given to a reduction from 50%
to 60%. The robustness margin allows 5% tolerance from the performance target, which
leads to 32 kWh/m2.

The second PI is related to the thermal comfort level in the building, given as the
percentage of hours within comfort category II, as defined in EN 15251:2007 [78]. In this
latter standard, three main comfort categories are identified, based on an adaptive comfort
model where occupants with sedentary physical activities can freely adapt their clothing
level to indoor/outdoor thermal conditions. The comfort category II considered in our
study represents normal level of expectation in new buildings. The target value for this
KPI was set to 100% of occupied hours within thermal comfort category II. The robustness
margin allows a 5% tolerance from the performance target, which leads to 95%. The KPI
was evaluated first for each one of five representative long-lasting working areas in the
case study building and then as an average value for all five rooms. This allowed to have
an overall picture of the comfort conditions in the whole building, as the chosen rooms are
those mostly occupied and spread across all four floors with different façade expositions.
Note that the analysis of hours in category II of EN 15251 focuses on the combination of the
thermal comfort hours both in heating and cooling condition, therefore the identification of
extreme scenarios is quite complex and is out of the scope of the article.

The third KPI is the load cover factor (self-generation), which represents the percentage
of the electricity demand that is covered by on-site electricity generation. This KPI is one of
the available load matching factors, which aims to describe the degree of the utilization
of on-site energy generation in relation to the actual energy demand. The hourly analysis
of the load cover factor offers a useful picture of the correlation between on-site demand
and energy supply. An hourly resolution was therefore chosen in this study to evaluate
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this KPI for the different RBE designs, and the target value was set to 100% because a high
coverage of the energy demand on-site was desired. The robustness margin allows 5%
tolerance from the performance target, which leads to 95% as a robustness margin for the
load cover factor.

4. Results and Discussion
4.1. Performance Assessment of Designs and Scenarios

Figure 4a shows the results for the energy demand (for heating, cooling, and lighting)
for the five designs across the eight analysed scenarios. Scenario 1 and scenario 8 had
the highest and the lowest energy demand in all the examined designs, respectively. For
designs, D4 showed overall the lowest energy demand values across all scenarios. The
energy demand for room and ventilation heating represented the main contribution to
the total energy demand (ca. 65–80%), followed by lighting (ca. 20–30%), and cooling (ca.
1–4%). The use of a morphed climate file for 2050 in scenarios 5-8 had the highest impact on
the energy demand with a reduction of ~25% compared to results with the TMY weather
file (in scenarios 1–4). Figure 4b illustrates the results of the average percentage of hours in
category II (according to EN 15251) in the main rooms assessed for the five designs across
the eight scenarios. All designs and scenarios had appropriate thermal comfort conditions.
Scenario 8 in D2 had the highest percentage of hours in category II (98%) while scenario 1
in D3 had the lowest percentage (89%). In D3, the use of PCM in external walls combined
with interior curtains on the south/east/west facades led to the worst thermal comfort
among designs, especially for south-facing rooms whose facades are characterised by very
large windows leading to high solar gains in summer and significant heat losses in winter.
Then, as the case study building is in a heating-dominated climate, a significant part of the
unacceptable hours with respect to the thermal comfort is related to underheating hours.
Figure 4c illustrates the load cover factor for the five designs across the eight scenarios
analysed. The results show that D1 and D2 scored lowest for this KPI, with values in the
range 43–48%. D3, D4, and D5 on the other hand yielded higher load cover factors reaching
up to 50%. Since the energy generation from the PV system with the two climate files
employed is similar in all designs/scenarios, the value for this KPI mainly depends on
the size of the building load, its duration, and timing. Generally, the use of the assessed
RBE technologies led to a higher load cover compared to the reference design thanks to
reducing peak loads and shifting loads. Using PCM combined with external screens on the
south façade and interior curtains on east/west facades (D2) led to a small decrease in the
energy demand ((−2)–(−3)%) and a slightly bettered thermal comfort (1–1.5%) compared
to D1, but the load cover factor remained almost the same. Substituting external screens
with interior curtains on the south façade in D3 generally led to a lower energy demand
(ca. −10%) and a higher load cover factor (4–7%) compared to D1, and D3 performed
particularly well in scenarios using the future weather climate file. However, the thermal
comfort decreased in all scenarios.
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When using EC windows (D4 and D5), it was possible to improve the performance
regarding the energy demand KPI (especially for heating and lighting) and the load cover
factor KPI, without significantly reducing the thermal comfort compared to the reference
design, D1. The design with the shading control macro for EC windows based on indoor
air temperature (D4) was particularly high performing with a lower energy demand
((−10)–(−12)%) and higher load cover factor (1–5%) compared to D1 but did not clearly
outperform D3 in most cases except for thermal comfort.

Based on the performance assessment described in this sub-section, the selection of
the best design is not trivial as some designs performed well but with a certain variation
across scenarios. Figure 5 shows a closer comparison between D3 and D4, which were the
two designs that stood out among all the others in terms of performance. However, even
the comparison of only two designs with respect to several KPIs is not straightforward and
would also be time- and resource-demanding in real-world problems.
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Given the complexity of the performance assessment for the choice of the best design,
the robustness-based MCDM assessment was performed to facilitate the selection of the
design that was most robust under uncertainties and had optimal actual performance.

4.2. Robustness-Based MCMD Assessment

In this section, the results of the T-robust approach are presented. Figure 6 summarizes
the results for all design and scenarios using the same eight performance zones that were
previously introduced in Section 3.2 (see Figure 1 and Table 2). The three highlighted
planes inside the graph in Figure 6 are drawn at the robustness target values of each
KPI, to visualize the performance zones. As evident in Figure 6, the distribution of the
performance of the five designs across the eight scenarios seems categorised into two main
groups, which show the performance of the analysed designs in the current and the 2050
weather conditions. The graph in Figure 6 illustrates that a switch from the current to 2050
climate file will lead to a decrease in the energy demand and an increment in the percentage
of hours in category II and the load cover factor. An increase in the percentage of hours
in category II shows that the 2050 weather file will decrease the number of underheating
hours that can happen during a year. When it comes to the comparison of the designs’
performance targets, the following observations can be listed:
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• With respect to the energy demand target, all the designs will experience an energy
demand higher than 30 kWh/m2 at least in one of the suggested scenarios, except for
D3 and D4. D1 and D2 also have scenarios with an energy demand higher than the
robustness margin for this KPI (32 kWh/m2).

• When it comes to the comfort performance target, which is 100% of hours inside
category II, all designs have a performance lower than the target; however, all de-
signs except D3 present scenarios with a performance higher than the robustness
margin (95%).

• Regarding the load cover factor target, all the designs across all scenarios experience a
performance lower both than the target corresponding to 100 % and the robustness
margin of 95%.
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Based on these observations, the choice of the best design among those analysed in
this study is not straightforward and would be even more complex when facing a higher
number of designs and scenarios. Therefore, the T-robust approach was developed to help
building decision makers in finding a high performance and robust design by benefiting an
automated algorithm that can be run by just specifying the design performance targets.

The results of the robustness assessment with MT-KPI are shown in Figure 7. In
the T-robust approach, the MT-KPI allowed differentiating between feasible and infeasi-
ble designs by considering the performance targets. The robustness of each design was
analysed based on the minimax regret method, as described in Section 3.2, where the
maximum regret across all scenarios was assessed and its minimum value led to the most
robust design.
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Figure 7 shows that, among the suggested design, the minimum value of the maximum
regret is achieved by D4. As mentioned before, in the T-robust approach, the preferences
are automatically incorporated into the MT-KPI by using a performance target. The result
of the T-robust approach shows that D4 is a design that is not only performing well with
respect to the performance targets for the three considered criteria, but it also has the
highest robustness when exposed to the considered uncertainty scenarios. This is also in
line with the observations which stemmed from the discussion in Section 4.1, as D4 has the
lowest energy demand across all scenarios presents a middle range of hours in category II
and is one of the designs with the highest load factor.

4.3. Simulation Model Assessment

In this section, the results from the simulation of the model in IDA ICE are discussed
and assessed against findings from similar studies. The simulation results could not be
validated with measurement data, as the case study office was recently built and no data
for the real energy use were available for the reference design nor for the other hypothetical
RBE-based designs considered in this research. However, specific results obtained in this
article are compared with those of similar studies to verify their overall reliability. The
heating energy demand of a Norwegian ZEB comparable to the case study building of
this research, as described in [79], was in line with that estimated with IDA ICE in the
current study for all designs/scenarios (in the range of 20–30 kWh/m2 for the reference
design). Additionally, the results obtained in the designs with EC windows are comparable
with those obtained in a similar case study, i.e., [68], where two control strategies based on
indoor temperature and lighting were assessed for a representative building in Trondheim.
As in this article, the authors of [68] found that the EC window controlled by operative
temperature could provide the highest yearly energy saving, up to 20%, compared to a
building equipped with reference windows with no control strategies. Finally, the results
of the designs with PCM are also compared with those of a similar study, i.e., [75], where
a building with a ca. 15 mm PCM layer, integrated backside the interior finish layer of
external wall and roof, was examined in different climate conditions. In [75], the authors
found that, in heating-dominated buildings, by using a PCM with a melting point at around
20 ◦C, the annual energy saving was around 2–3% in Nordic climates; this result is in line
with what we found out with the use of PCM in external walls coupled with external screen
on south facade and internal screens on east/west facades (D2).

Using a fully planned ZEB-COM building as a case study for this work also allowed
determining a more specific threshold for total delivered energy. Based on the project
documentation, the total annual energy use to reach the ZEB-COM balance had to be below
a critical threshold of 4.5 kg CO2 eq./m2/yr or 35 kWh/m2/yr (including system losses
and excluding the PV contribution). This had been calculated during the building planning
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and construction based on the actual materials used, data records for the construction
site emissions, and carbon emissions from the Norwegian energy grids (local district
heating grid and electricity). The total annual delivered energy estimated through IDA
ICE for the various designs was in the range 29–32 kWh/m2, which is consistent with the
abovementioned threshold. Note that only for the as-built design, D1, it can be asserted
that all its scenarios achieve the zero-energy balance over the entire lifetime, based on
the results of the life-cycle assessment available in the project documentation. The other
designs, D2−D5, certainly achieve the zero-energy balance in the operational stage, given
the very high energy generated by PVs that is over 80 kWh/m2/yr. However, a detailed
life-cycle assessment should be performed for D2–D5 designs and scenarios if the objective
is to verify the zero-energy/emission balance over the building lifetime, by also including
the contribution from the construction and material stages.

5. Conclusions

This article focused on the assessment of responsive building envelope (RBE) designs
in zero energy/emission buildings (ZEBs) using a robustness-based multi-criteria decision
making (MCDM). A literature review of key assessment criteria and indicators for RBE
analysis led to the classification and selection of assessment indicators used in this paper.
Unlike in previous research, only quantifiable KPIs were considered to establish objective
and comparable performance assessments. The methodological approach proposed was
an extension of a novel robustness-based MCDM method that normalizes the objective
functions into a single multi-target key performance indicator (MT-KPI). The method
combines robustness assessment and decision-making aspects and allows identifying the
most appropriate design alternative by not only comparing several designs to each other
but also specific performance targets.

The innovative extension of the methodological approach was tested on a case study
of a recently built ZEB connected to the local energy grid and located in a Norwegian zone
that is intended to become a zero-energy/emission neighbourhood (ZEN). Five competitive
designs and eight occupancy and climate scenarios were assessed and compared through
three performance indicators focusing on energy use, thermal comfort, and load matching.
The analysed designs included a combination of three main RBE technologies, which were
building integrated photovoltaics, phase change materials, and electrochromic windows.

The findings of this paper show that the proposed approach helped selecting the most
robust building design more easily than if one were to separately compare the performance
indicators, without the need for weighting the objectives and with less dependency on
the scenario conditions. The results of the performance assessment highlight the diffi-
culty of defining the best design, especially when several scenarios are evaluated under
uncertainties in relation, for instance, to building occupation and future climate. This
would be even more challenging in real-word projects, where decision makers often have
resource and time constraints. Furthermore, as the case study of this article is a real ZEB
recently built in Norway, the chosen examined indicators also allowed to gain insight into
critical aspects of such buildings, contributing to the definition of benchmark values for
explored performance indicators. The flexibility of the method used in this article indicates
that it could be applied to other case studies where it could provide insights into design
options for new buildings but also for renovation or building extension projects. Indeed,
the freedom of choice when it comes to performance criteria and targets make the approach
versatile and the single indicator output makes it compatible with parametric performance
assessments and even single objective numerical optimization.

This article focuses on assessing RBE designs in ZEB projects, which can support
the optimization of the balance between several energy flows at the building and more
generally at the neighbourhood scale. This can be useful for the active management of
the energy purchased and/or renewably harvested and can also enhance user comfort
and acceptance by supplying an interactive interface with the outdoors. As several RBE
technologies are available, a systematic breakdown of the properties and requirements
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of these technologies is needed to build a portfolio of solutions that can lead to the zero-
emission goal for buildings and neighbourhoods. Furthermore, the modelling approach, as
well as the modeler’s skills and the tool used, represent key aspects when dealing with a
system at different scales. The complexity required to simulate clusters of buildings could
be handled through lumped capacitance models and grey box approaches, which are less
input-intensive than whole building simulation models used in software such as IDA ICE,
which was employed in this study.

Several actors involved in a building process could make use of the methodology of
this article, including architects, engineers, consultants, and other decision makers. Such
actors can be supported in the selection of high performance and robust designs, which
should meet specific requirements even under uncertainties that arise in the life cycle of
the building.

The study in this article presents some limitations that should be addressed by future
research. First, the methodological approach proposed was applied to a single ZEB, but
future research could focus on different case studies, including clusters of buildings and
neighbourhoods. In this article, a three-criteria robust design problem was addressed, but
future studies could extend the analysis to tackle more than three performance indicators.
Moreover, the work developed in this study could be developed even further and be
integrated with artificial intelligence approaches as part of scenario modelling for digital
twins and cyber-physical systems to evaluate the robustness of a system or identify its
vulnerabilities [80].
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Nomenclature

AF Adaptive façade
AHP Analytical Hierarchy Process
BIPV Building integrated photovoltaics
CABS Climate adaptive building shell
CEN European Committee for Standardization
Di Design (with i = 1,2,3,4,5)
DHW Domestic hot water
DSM Demand side management
EC Electrochromic
EN European norm
GHG Greenhouse gas emission
IAQ Indoor air quality
IDA ICE IDA Indoor Climate and Energy software
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IEQ Indoor environmental quality
IPCC Intergovernmental panel on climate change
ISO International Organization for Standardization
KPI Key performance indicator
LED Light emitting diode
MAUT Multi-Attribute Utility Theory
MCDM Multi-criteria decision making
MET Metabolic equivalent of task
MT-KPI Multi-target key performance indicator
PCM Phase change material
PMV Predicted mean vote
PPD Percentage People Dissatisfied
PV Photovoltaics
RBE Responsive building envelope
TEK17 Norwegian building regulation
TMY Typical meteorological year
VAV Variable air volume
ZEB Zero emission/energy building
ZEB-COM ZEB level (C = construction; O = operation; M = materials)
ZEB-lab Zero Emission Building Laboratory
ZEN Zero emission/energy neighbourhood
Am Maximum performance of design m across all scenarios
Bm Minimum performance of design m across all scenarios
Cn Minimum performance of each scenario
Cp Specific heat capacity
KPIi,rel Relative performance for indicator i
KPIi,m Robustness margin for indicator i
KPIn,m Performance of design m across scenario n
Rn,m Performance regret of design m across scenario n

Appendix A

Table A1. Finding the maximum and minimum performance of a design across scenarios and best
performance for designs and scenarios [21].

Design

Scenarios Max and Min Performance Across
Scenarios

S1 S2 . . . Si Sn
Maximum

Performance (A)
Minimum

Performance (B)

D1 KPI11 KPI21 . . . KPIi1 KPIn1
A1 = max

(KPI11, . . . , KPIn1)
B1 = min

(KPI11, . . . , KPIn1)
D2 KPI12 KPI22 . . . KPIi2 KPIn2 A2 B2
. . . . . .
Di KPI1i KPI2i . . . KPIii KPIni Ai Bi
Dm KPI1m KPI2m . . . KPIim KPInm Am Bm

Minimum
performance for
each scenario (C)

C1 = min (KPI11, . . . , KPI1m) C2 . . . Ci Cn

Best performance of all designs across all scenarios D = min(B) = min(C)
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Table A2. Calculation of performance regret of designs across all scenarios [21].

Performance Regret (R)

Designs
Scenarios

S1 S2 . . . Sn

D1 R11 = KPI11- C1 R21 = KPI21- C2 . . . Rn1 = KPIn1- Cn
D2 R12 = KPI12- C1 R22 = KPI22- C2 . . . Rn2 = KPIn2- Cn
. . . . . .
Di R1i = KPI1i- C1 R2i = KPI2i- C2 . . . Rni = KPIni- Cn
Dm R1m = KPI1m- C1 R2m = KPI2m- C2 . . . Rnm = KPInm- Cn

Table A3. Main envelope parameters for the case study building.

Design Parameters Value Note

U-value, external walls
U-value, windows/door

Solar factor, g-value, windows
Visible transmittance, T-vis, windows

U-value, roof
U-value, slab on ground

Normalised thermal bridge
Air leakage at 50 Pa

Window-to-wall ratio

0.15 W/(m2K)
0.77 W/(m2K)

0.53
0.71

0.09 W/(m2K)
0.10 W/(m2K)

0.04 W/(m2K)
0.3 h−1

27%

Wooden frame with 300 mm mineral wool insulation
Triple glazed with argon filling and wood frame

Wooden structure with 450 mm mineral wool insulation
Concrete slab on 250 mm of EPS insulation. Equivalent U-value

for ground transmission

Table A4. Main building systems’ parameters for the case study building.

Design Parameters Value Note

Heat pump, COP 3.8 Air-to-water heat pump
Heat pump, total heating capacity 30 kW

Heating set-point

21 ◦C 07:00–17:00 Monday-Friday,
occupied building

20 ◦C 17:00–24:00 Monday-Friday, non-occupied building;
15 ◦C 22:00–07:00 every day

Heating distribution system
(supply/return temperatures) 47/35 ◦C Waterborne radiator system

Cooling set-point 24 ◦C
Ventilation supply airflow rates 2.5 L/s/m2

Ventilation, supply air temperature 17–24 ◦C Based on the exhaust air temp.
Ventilation, specific fan power 1 kW/m3/s ◦C

Ventilation, heat recovery efficiency 85% Rotary heat exchanger
DHW, average hot water use 5 kWh/m2/year

PV façade, area 502 m2

PV roof, area 456 m2

PV façade, average efficiency 16.9% Monocrystalline silicon
PV roof, average efficiency 21.5% Monocrystalline silicon

PV facade, installed capacity 83 kWp
PV roof, installed capacity 98 kWp
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Figure A1. Profile schedules used for occupancy, electric equipment, and lighting in the analysed
scenarios. * The dashed blue and orange lines denote scenarios 2, 3, 7, and 8, which imply a longer
stay of occupants in specific rooms. ** The dotted blue line denotes the occupation profile for the
canteen, which is the only zone whose occupation differs from the rest of the modelled zones.

Table A5. Number of occupants set in the models for all rooms, with the profile schedules shown in
Figure A1.

Modelled Building Zones Number of Occupants

Ground floor south, canteen 78
Ground floor, middle zone, auxiliary 1
Ground floor, north zone, auxiliary 1

1st floor south, Tween room 1, working zone 7
1st floor south, Tween room 1, working zone 7

1st floor south, middle zone, auxiliary/meeting 1
1st floor north, working zone 9

1st floor north, auxiliary/lobby 2
2nd floor south, working zone 8

2nd floor south, meeting room 1 3
2nd floor south, meeting room 2 1

2nd floor middle, auxiliary/meeting 3
2nd floor north, working zone 12

2nd floor north, auxiliary/lobby 2
3rd floor north, teaching room 28

3rd floor north, auxiliary/meeting 15
3rd floor middle, auxiliary 0
3rd floor south, auxiliary 0

Secondary stairway 0
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