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Abstract

Energy geostructures, extracting and storing heat in the ground, are utilized as heat or sink to constructions. They

exist as different constructions such as energy tunnels, energy walls, and energy piles, which are studied in this

thesis. The energy geostructures provide cost-minimizing and efficient renewable energy.

In this thesis, a validated method to obtain semi-empirical dimensionless temperature response functions, g-

functions, for driven square energy piles, has been adopted. A 3D FEM model was made and validated with field

data, which comprised an energy pile of concrete with the pipes embedded and the ambient soil. Some assump-

tions made were isotropic and homogeneous material of the concrete, soil and pipes, and pure conduction in the

concrete and soil. G-functions are utilized for the thermal design of ground source heat pumps. G-functions for

different pile widths, lengths, and pipe configurations, have been produced and are presented in this thesis. Aspect

ratios between 30 and 130 have been studied for energy piles, which is higher than previous work.

Concrete response functions have been produced, accounting for the transient behavior of the piles, which

yields more accurate design fluid temperatures by considering the development of pile resistance in daily fluctua-

tions of thermal load.

The ground level surface boundary condition has been studied. The 3D FEM model of this thesis was made

with adiabatic insulation and compared with another model with a constant temperature boundary condition. The

different models had similar values for Fo < 10, which would correspond to about 100 hours. After this, however,

was there a large difference in the long term. Adiabatic insulation yields higher temperature response, and the

difference was especially large with shorter piles. The g-functions of this paper can be utilized for interpretation

of thermal response testing and short-term temperature calculations and can also give conservative estimates for

long-term thermal design.
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Sammendrag

Energy geostructures - geoenergi-konstruksjoner - er en type grunnvarmepumpe der konstruksjoner i bakken blir

utnyttet til å hente ut eller lagre termisk energi i bakken. Energikonstruksjonene finnes i dag som energivegger,

energituneller, eller energipeler, som er i fokus i denne oppgaven. Energikonstruksjonene er en gunstig tilnærming

til oppvarming og nedkjøling av bygg da det benyttes konstruksjoner som allerede har en funksjon, og de stabile

temperaturene i grunnen gir et godt grunnlag for effektiv, fornybar energi.

I denne oppgaven er det tatt i bruk en verifisert metode for å produsere semi-empririske dimensjonsløse temperaturrespons-

funksjoner, g-funksjoner, for energipeler. En 3D FEM model ble laget og validert med feltdata, bestående av en

betongpele, kollektorslangene inne i pelefundamentet, og den omkringliggende grunnen. Antagelser som ble

gjort var isotropisk og homogene betong, kollektor, og jord-materialer med kun varmeledning som varmeover-

føringsmekanisme. G-funksjoner kan brukes ved dimensjonering av termiske systemer i bakken. I denne oppgaven

har blitt produsert g-funksjoner for forskjellige peledimensjoner, lengder, og anretning av kollektorslanger.

Bredde-lengde strørrelsesforhold mellom 30 og 130 har blitt undersøkt, noe som er høyere enn tidligere studert

for energipeler. I tillegg har det blitt produsert responsfunksjoner for utviklingen av den termiske resistansen til

betongen. Ved hjelp av disse responsfunksjonene av betongen kan man ta den transiente responsen til betongen,

med daglige svingninger i termisk behov, med i betraktningen ved termisk dimensjonering av energipeler.

Randbetingelsene for modellens overflate som tilsvarer bakkeplanet ble i tillegg undersøkt. Modellen i denne

oppgaven hadde en adiabatisk isolert overflate, og ble sammenlignet med lignende 3D FEM modell med kon-

stant temperatur som randbetingelse. Modellene viste samsvarende verdier etter kort tid med Fo < 10, tilsvarende

omtrent 100 timer, men ved lengre tid ga randbetingelsene store utslag. Adiabatisk isolering ga høyere temper-

aturrespons, og spesielt kortere peler ble påvirket mye. G-funksjonen kan dermed brukes for kortere estimering av

temperaturen til varmebæreren og implementering i termisk responstesting, og kan gi konservative estimater for

termisk dimensjonering ved langtidssimulering.
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Nomenclature

Symbols

αs Soil thermal diffusity [m2/s]

λc Concrete conductivity [W/(mK)]

λg Soil conductivity [W/(mK)]

λpi pe Pipe conductivity [W /(mK )]

φ Normalised temperature change

cp Specific heat capacity [M J/(m3 ∗K )]

Fo Fourier number: Normalised time

Gc Concrete g-function

Gg Ground g-function

La Thermal active length of piles

q Heat transfer rate per meter active pile length

[W/m]

Rc Concrete thermal resistance [m*K/W]

Rpi pe Pipe thermal resistance [m*K/W]

Sc v Volumetric heat capacity [M J/(kg ∗K )]

T0 Undisturbed soil temperature [°C]

Tb Pile wall temperature [°C]

T f Heat carrier fluid temperature [°C]

Tp Pipe outer wall temperature [°C]

Abbreviations

AR Aspect ratio

FEM Finite element method

GEP Geothermal energy pile

GHE Ground heat exchanger

GSHP Ground source heat pump

TRT Thermal response test
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Chapter 1

Introduction

Energy geostructures are used as the primary unit of a type of geothermal ground source heat pump (GSHP) system

relying on the structures underneath ground level. They are used to extract thermal energy for heating and cooling

of constructions. These energy geostructures exist in different shapes as energy piles, walls, and tunnels. These

multi-functional structures take a holistic approach to heating and cooling of constructions, and they contribute as

an environmental and cost-minimizing technology [1] [2]. This novel technology can meet some of the challenges

that other GSHPs face. For borehole heat exchangers, the main challenges are increased drilling cost in relation to

thick sedimentary deposits, space issues in densely populated areas, and high initial cost, as discussed by Ramstad

(2011) [3].

Over the last two decades, there has been an increased awareness of the benefits of using geothermal energy

and a significant increase in GSHP systems. From 2005 to 2010, worldwide direct geothermal energy use doubled

and then nearly tripled from 2010 with about 200 000 TJ/year to almost 600 000 TJ/year in 2020 [4], where the 2020

numbers give yearly energy savings of 81 tonnes equivalent oil.

In the cold climate of Norway, as much as one-third of the total energy consumption is going to the heating

and cooling of buildings [5], as shown in figure 1.1. At the same time, Ramstad (2011) [3] estimated that GSHP

systems could cover the entire building heating and cooling demand in Norway. This describes the enormous

potential of this energy source in Norway and other similar countries. Energy geostructures as energy piles have

been implemented as a source of energy in many places worldwide since the beginning in Austria in the 1980s[1].

However, the technology has not yet been introduced in Norway.

Nonetheless, there is a large interest and knowledge in GSHPs. Several projects have already been initiated

investigating energy geostructures under Norwegian conditions. The literature on energy geostructures stresses the

need for accurate designing methods and increased knowledge in this area. Designed and installed the right way,

GEPs can save energy, decrease CO2 emissions, decrease pollution, and be economically beneficial even for smaller

residential houses [6] (appendix C). For more information about the energy consumption, cost, and potential of

energy piles in Norway, see the attached specialization project report in appendix C.

1
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Other [TWh]
143.5

Households [TWh]
37.5

Industry [TWh]
19

Service [TWh]
16

Building heating and
cooling [TWh]

72.5

Figure 1.1: The share of building heating and cooling energy consumption of the total energy consumption in
Norway (2018) and the breakdown of the use in the different sectors. Modified from source [5]

.

Thesis problem formulation

This thesis focuses on the thermal design of geothermal energy piles with specifically jointed quadratic driven

precast concrete energy piles and the surface boundary condition for developing semi-empirical g-functions.

The work of this thesis is mainly based on the work of Loverigde (2012) [7], Loveridge & Powrie (2013) [8] and

Alberdi-Pagola et al. (2019) [9]. Loverigde and Powrie (2013) proposed a method to obtain single energy pile g-

functions and multiple energy pile g-functions by introducing a concrete G-function term in the calculation of GEP

fluid temperature [8]. The g-functions were limited to upper and lower bound g-functions for piles with a circular

cross-section. Alberdi-Pagola et al. [9] adopted the methods to energy piles with a square cross-section and the U-

and W-shaped pipe configurations with lengths less than 15 meters.

The transient behavior of the pile concrete is necessary to consider in the thermal design. The concrete g-

functions which is presented in chapter 2.5 was therefore introduced by Loveridge (2012) [7]

Loverigde and Powrie (2013) [8] and Alberdi-Pagola et al. (2019) [9] are looking at an aspect ratio (AR) from

15 to 53. With a diameter of 350 mm, the ARs would reflect a pile length of about 7 to 23 meters. Piles can be

connected and elongated by jointing pile segments of 15 meters [10] and it is therefore a necessity to look at larger

AR . In this thesis, the well-described method of obtaining g-functions in Alberdi-Pagola et al. (2018) [11] and
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(2019) [9] is adopted and applied to piles with a square cross-section and both W- andpartly W-shaped pipes with

a larger aspect ratio (AR). Piles in Norway comes in the pile width of 270, 350 and 450 mm, and these pile widths

are therefore studied. Furthermore is the surface boundary condition and the effect on the g-function investigated

and presented.

A theoretical background for thermal design of energy piles is presented in chapter 2. This is followed by the

FEM method, model and assumptions in chapter 3.2, results in chapter 4 followed by discussion and conclusions

in chapter 5 and 6.



Chapter 2

Background

Geothermal energy comes from different sources [12]. At shallow depths under the ground surface level, stored

solar radiation dominates the thermal energy present in the soil. This is the most relevant source regarding energy

geostructures. For boreholes that go deeper, there is a temperature gradient where there is an increased heat flux

from radioactive decay and the heat flux from the earth’s hot interior. This chapter will go through the basics of

heat transfer and soil temperatures at shallow depths in relation to the thermal design of energy piles.

2.1 Heat transfer in soil

Soil is a composite material composed of water, air, organic material, and mineralogical grains. The heat transfer

mechanisms in the soil are complex and dependent on the soil properties, and conditions such as the particle

sizes, the degree of saturation, and the temperature level [13]. Heat can be transferred in the soil through radiation,

conduction, free or forced convection, and the effect of latent heat of phase change.

Electromagnetic radiation is present in air-filled pores in the soil. It is, however, usually negligible when looking

at heat transfer through solid or fluid, and the contribution is less than 1% for sand and even less for finer-grained

soils such as clay [14].

The effect of latent heat is in conjunction with thermal analysis of energy geostructures usually also considered

negligible [15]. With that said, latent heat of vaporization can be noteworthy in fine-grained partially saturated

soils, and the effect of latent heat of fusion can be important in the cold zones with permafrost [16] [17]. The latter

is discussed further in 2.2.1

The effect of forced or free convection can be significant in highly permeable coarse-grained soils with ground-

water flow present in the soil [18]. For low groundwater flow velocities or for soil with low permeability, the effect

of convection can be regarded as negligible [15]. For the design of GEPs, any possible convection will contribute to

an increased effective thermal conductivity.

Conduction is then the dominating heat transfer mechanism in the soil. One can see from figure 2.1 the com-

plexity of the soil with the change of heat transfer mechanisms as a function of particle size and degree of saturation.

4
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Despite the complexity of the heat transfer in soil, it is often been regarded as a pure thermal conduction process

in thermal analysis [17]. Figure 2.1 was displayed to illustrate the limitations of the simplification of just taking

conduction into account in mathematical models.
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Figure 2.1: Modified from Johansen (1975) [17]. The grey lines show expected limits of saturation level in the base
materials, sands and gravels in a road structure, and the numbers are referring to the heat transfer mechanisms:

1. Temperature dependent moisture migration

2. Moisture dependent vapour diffusion

3. Convective heat transfer in air

4. Convective heat transfer in water

5. Radiation of heat in voids

However, in the making of semi-empirical g-functions, only taking the conduction into account is reasonable,

and this is the basis of the simulations done in the present work. Heat rate in an isotropic and homogeneous

medium through conduction is expressed by Fourier’s law [15] and presented in eguation 2.1

q̇ = Q̇

A
=−λ∇T (2.1)

Where q̇ is heat transfer rate, Q̇ is the heat transfer flow, λ is the conductivity of the material with the cross-

section area A. ∇ is the del-operator of the temperature field T. For the heat transfer analysis with only conduction

considered, the conservation of energy is given by Fourier heat conduction equation with assumed constant heat

conduction for a given volume [15], as presented in equation 2.1
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λ∇2T + q̇ = ρcp
∂T

∂t
(2.2)

The first term is connected to the rate of energy through the boundaries of the volume, q̇ is the rate of the heat

generated inside the volume, and the right side term is the amount of heat stored in the volume. The Laplace, ∇2,

expressed through cartesian coordinates, is:

∇2T = ∂2T

∂x2 + ∂2T

∂y2 + ∂2T

∂z2

2.1.1 Thermal conductivity

The thermal conductivity of soil is dependent on the temperature, volumetric composition considered as density

and moisture content, the conductivity of the minerals, and the microgeometrical conditions [19] [17]. The differ-

ent types of soils have a large variation of the thermal properties as shown in table 2.1. The density of the soil types

varies from 1800 to 2300 kg/m3 [20] in the field.

Table 2.1: Thermal conductivity and volumetric heat capacity for different soil types, concrete, and water from:
Johansen (1976) [13], Sundberg (1991) [21], German standard VDI 4640 [20] with the recommended values of the
standard in parentheses.

Material Source
Thermal conductivity
[W /(mK )]

Heat capacity
[M J/(m3K )]

Dry Saturated Frozen
Clay Johansen (1976) 0.9-1.4 1.6-2.4 3.0-3.25

Sundberg (1991) 0.85-1.5 2.9-3.6
VDI 4640 (2010) 0.4-1.0 (0.5) 1.1-3.1 (1.8) 2.0-2.8
VDI 4640 (2010) 1.8 2.0-2.8

Silt Johansen (1976) 1.0-1.7 1.7-2.8 2.4-3.15
Sundberg (1991) 1.2-2.4 2.4-3.3
VDI 4640 (2010) 0.4-1.0 0.9-2.3 1.6-3.4
VDI 4640 (2010) 1.8 2.0-2.8
VDI 4640 (2010) 0.4-1.0 (0.5) 1.1-3.1 (1.8) 2.0-2.8

Sand Johansen (1976) 1.1-2.2 0.8-1.8 1.8-1.9
Sundberg (1991) 0.6-2.6 1.2-3.2

VDI 4640 (2010) 0.3-0.9 2.0-3.0 (2.4) 2.2-2.8
VDI 4640 (2010) 2.4 1.6-2.8

Gravel Johansen (1976) 1.0-2.0 0.7-1.8 1.6
Sundberg (1991) 0.6-2.5 1.3-3.0
VDI 4640 (2010) 0.4-0.9 (0.4) 1.6-2.5 (1.8) 2.2-2.6
VDI 4640 (2010) 1.8 2.2-2.6

Peat VDI 4640 (2010) 0.2-0.7 (0.4) 0.5-3.8
Water Johansen (1976) 0.582 4.192
Ice Johansen (1976) 2.25 2.04
Concrete VDI 4640 (2010) 0.9-2.0 1.8-2.0
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When it comes to mineralogy, the thermal conductivity depends mainly on the amount of quartz in the soil.

Quartz has a high thermal conductivity at around 7 W/mK, whereas other rock typically have values of 1-3 W/mK

[12]. The soil conductivity increases with increased saturation and increased dry density.

Since thermal conductivity is dependent on the microgeometrical conditions, it is in most cases necessary to

determine the values empirically [13]. This is possible with either stationary or transient methods in the laboratory.

These values can, together with geotechnical parameters such as porosity or saturation, estimate the effective ther-

mal conductivity with models as the normalized thermal conductivity models based on the work of Kersten (1949)

[19] and Johansen (1975) [17]. For the thermal design of energy piles, however, it is recommended to decide these

properties by field tests which is described further in chapter 2.3.1.

2.2 Soil temperature profile

Figure 2.2: Soil temperatures measurements in
Halden (2018) from Norwegian Geo Test Sites
project [22]

The average soil temperature is often near the average air

temperature. However, there are some different factors that

influence these temperatures. Snow is an excellent insulator,

and Ångström (1974) suggested a 1.5 °C increase in ground

temperature for every 100 days with snow cover [21]. The

heat island effect also refers to an increased ground tem-

perature in more densely populated areas. In any case, the

ground temperatures are generally more steady than the air

temperatures as illustrated in figure 2.1.1. The upper part of

the soil has seasonal fluctuations, and further down in the

ground, the fluctuations tend towards a stable value.

The ground temperature measurements in figure 2.1.1

come from a test site in Halden in the southern part of Nor-

way. A constant value from about 6-8 meters below the

ground surface can be seen from Trondheim and Svalbard’s

similar National GeoTest Sites (NGTS). It ranges from 8 °C in

Halden [22] to about 4-6 degrees in Trondheim [23] [24] and

-5 °at Svalbard [25]. Similar soil temperatures is 6-11 °C for

Denmark, 9-14°C for the United Kingdom and 15-19°C for

Spain [12](after Geotrainet 2010).

The stability of ground temperatures are beneficial for the GSHPS compared to air-source heat pumps (ASHP),

since the ground temperature is more stable and closer to the desired temperature for buildings.
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2.2.1 Freezing of the soil

Freezing of the soil can lead to the formation of ice lenses and the lifting of the soil. The freezing and thawing

processes cause severe subsidence damage at buildings, foundations, and roads which leads to large economic

losses [26]. Freezing is therefore not preferable concerning the normal use of energy geostructures. For this reason

it is recommended that the heat carrier fluid temperature does not go below 0 °C [20].

The formation of ice lenses, which causes heave, is also especially undesirable near constructions. The forma-

tion can be large in frost susceptible soils that contain smaller grains with pore sizes with high capillarity, as silty

soils. In less susceptible soils, such as very fine-grained clay, freezing can also cause fracturing of the soil and lead

to increased subsidence risk [27].

Ice has higher thermal conductivity than water in the liquid phase, as shown in table 2.1. The thermal con-

ductivity will hence ascent when the water freezes. At the same time, the latent heat of fusion can contribute with

heat released by cooling. This is relevant for the use of energy geostructures in areas where freezing around the

geostructure is accepted. At Svalbard, where the thawing permafrost of the active top layer is causing subsidence

damage on construction, freezing of the soil is in fact beneficial. This use is investigated with numerical simulations

by Helle (2021) [28].

2.3 Energy piles

The design and installation process is critical, and if done correctly, energy piles provide a viable and environment-

friendly energy source [29]. See chapter 5 in appendix C for a brief introduction on energy piles.

2.3.1 Thermal design of energy piles

In the very early stage of the design process of GSHP benchmark values could be used [2]. These values are, how-

ever, very rough estimates, and as described in the sections above, there is a large variation in the thermal properties

of the different soil types. There is, therefore, a need to have an in-situ field test to determine suitable values for

thermal conductivity and resistances [2] [30]. It is also necessary to consider both the effect [kW] and the energy

[kWh] for thermal design and to see the actual performance of GSHPs. The thermal response test (TRT), first intro-

duced by Mogensen (1983) is a field test where the main goal is to find the effective thermal conductivity where also

any possible convection effect is included [31]. It is executed by injecting hot water in the inlet pipe with constant

power, and the temperature change over time is tracked. The pile or borehole resistance and undisturbed soil tem-

perature can be decided by analyzing this test’s data. For energy piles it is recommended with a TRT time duration

of between approximately 60 and 150 hours.

There are different approaches for the thermal design of energy piles. The results of a TRT can be interpreted

with several different methods. There are analytical solutions like theinfinite line source, the infinite cylinder, the

infinite solid source and their corresponding finite equivalents, and a composite model [32]. Furthermore, there are

numerical models and semi-empirical models. These models were, however, originally made for deep boreholes
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and do not take the internal reaction of the pile concrete, which have a larger cross-section perimeter, into account

[7]. For this reason, Loverigde (2012) [7] proposed to develop concrete g-functions taking the development of pile

concrete resistance into account. The different methods and the development of the thermal design of energy piles

are well described in Loverigde and Powrie (2013) [8] and Alberdi-Pagola (2019) [9].

Laloui and Rotta Loria (2019) [15] recognizes the typical technological features that have some influence on the

performance and can be varied in the design of energy geostructures as:

• Configuration of pipes

• Heat carrier fluid flow rate and mix

• Insulation of pipes

• Available space for connecting lines

• Position of collector and heat pumps

• Features of heat pumps

The three first items are relevant when looking just at the energy pile performance. The three last concerns are

technical features above the ground and will not be discussed.

For the configuration of the pipes Laloui and Rotta Loria (2019) [15] recognized that a 2U- or a W-loop should

always be preferable compared to a single U loop for maximizing the efficiency.

The heat carrier fluid is usually mixed with a antifreeze and should be adapted to the local climate. The heat

carrier flow properties has though a negligible effect concerning thermomechanical behavior [15].

A particular case that is especially relevant for both colder and hotter climates is the insulation of the pipes

embedded in the pile foundation. The insulation reduces the effect of the fluctuations of soil temperature and the

pile wall temperature change is reduced at the upper part. This is beneficial for both the performance of the energy

pile and the associated effects on the soil. [15]

Laloui and Rotta Loria (2019) [15] further described that the thermal insulation of the pipes is preventing the

shallow depths where the slab is situated to be affected by the geothermal operation. And that the slab-soil interac-

tion will not significantly affect the total deformation of the system, because a thermal insulation could be assumed

between an upper environment and the slab floor.

2.4 Boundary condition

There are three types of boundary conditions which are often used in heat transfer [33] and computational mod-

eling of geothermal systems [34]. The Dirichlet condition is the boundary of first kind and is identified as having a

fixed surface temperature.

T (xi , t ) = Ti (xi , t ) (2.3)
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with x being a point on the boundary surface, and t is the time. The boundary condition of the second kind, the

Neumann condition, refers to a heat flux prescribed at the surface boundary.

∂T (xi , t )

∂ni
= qi j (xi , t ) (2.4)

where ni is the normal to the boundary surface in point i , and qi j is the heat flux along the surface.A special

kind of this condition is when the heat flux is set to zero and is called a perfectly insulated or adiabatic condition.

The third type, Cauchy, is a mix of the two mentioned conditions and reflects the condition of convection heat

transfer at the boundary.

−λ∂T

∂n
= h(T −Ta) (2.5)

Where λ is the thermal conductivity, h is the heat transfer coefficient and Ta is the temperature of the ambient

medium.

In numerical simulations of shallow GSHP systems, the Dirichlet surface boundary condition is often used,

fixed to a constant temperature as Eskilson (1987)[35] with his g-functions described in the following section. The

Cauchy type is used to simulate the effects of different atmospheric conditions at the ground surface. This is not

as relevant to study for energy piles with an above-lying construction. However, the temperature fluctuations in

the upper part of the soil could significantly influence the performance of the energy piles. This can be studied

numerically for different conditions as Bidarmaghz et al. (2016) [36] by using Dirichlet’s boundary condition and

prescribing a fluctuating temperature on the ground surface and the lateral surface of the model. Alberdi-Pagola et

al. (2019) [9] Loveridge and Powrie (2013) [8] used a Dirichlet constant ground temperature condition.

Olgun et al. (2015) [37] used Neumann condition with adiabatic when validating the equivalent sine wave

approximation of Abdelaziz et al. (2015) [38]. Laloui and Rotta Loria (2019) [15] recommends adiabatic ground

surface boundary in numerical simulation of energy piles.

2.4.1 Influence of boundary conditions

Eskilson (1987) [35] used the Dirichlet constant surface condition and discussed that the thermal disturbance near

the ground surface was negligible. Even though this was accurate for the boreholes of an AR of 1000 and 500, the

effect of ground surface temperatures is much more significant for energy piles with significantly smaller AR.

Bidarmaghz et al. (2016) [36] showed a significant effect of taking the fluctuation of surface temperature into

account for energy piles, for the climate of Melbourne, Australia. The study showed 11% more efficient thermal

performance for the given scenario.

Fadejev and Kurnitiski (2015) [39] showed the importance of the surface boundary condition where they used

a validated 3D model and simulated a borehole field that was representing a group of energy piles in two different

scenarios. The first scenario was with a borehole field placed on the side of a commercial building. This scenario
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was compared to a borehole field underneath the building, which showed a 23% enhanced performance in the

latter case. As Fadejev and Kurnitiski (2015) [39] states, this is also due to conduction through the floor, which

causes a heat loss to the ground and a ground thermal storage effect which is beneficial for the performance of the

GEPs.

2.5 G-functions

The g-functions are temperature response functions that can be used in the design of GSHP and to estimate the

fluid and ground temperatures for a given heat demand and GSHP configuration. The g-functions for boreholes

were introduced through the PhD work of Per Eskilson and professor Johan Claesson (1987) [35]. When looking at

thermal conduction problems and the thermal response in materials, the Fourier number, Fo, is introduced. This

number is a dimensionless factor of the time and for energy piles it is defined as [8] [9]:

Fo = αg t

r 2
b

(2.6)

Where αg is the soil thermal diffusivity, t is the time since the heat flux was applied, and rb is the equivalent radius

of the pile as described in chapter 3.2.

Ground temperature response, Gg

The temperature response is also made dimensionless and is defined by [9] [8]:

Φ= 2πλg

q
∆T (2.7)

λg is the soil thermal conductivity, q is the heat rate injection, and∆T is the temperature change. The temperature

change, ∆T , is the difference in temperature on the pile wall, Tb , or the radial ground temperatures, T (di j ), from

the beginning of the simulation, i.e., when the heat flux was applied to the pile.

Concrete temperature response, Gc

Loverigde (2012) proposed the concrete temperature response for energy piles [7] and was introduced by Loveridge

and Powrie (2013) [40]. These were applied to achieve more accurate results by implementing the transient behav-

ior of the concrete and the fact that energy piles have different geometry and a much smaller AR than the boreholes.

The concrete g-function gives the ratio of steady-state concrete resistance for 0.01< Fo < 10.

By taking the transient concrete into account, Loveridge and Powrie (2013) [40] showed that the performance of

the pile was better, yielding less temperature change at the pile wall compared to taking the steady state concrete

resistance into account. Loveridge and Powrie simulated a daily cycled heat demand, and there was a temperature

difference of 2°C in the summer and 1 °C in the winter.
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To finally take the transient behavior of the piles into account and derive the fluid temperatures, it is necessary

to make a daily cycled heat demand as Loveridge and Powrie (2013) [8]. Loveridge and Powrie (2013) showed that,

when using steady state pile resistance in the calculations, it overestimated the fluid temperatures compared to the

transient behavior with concrete g-functions.

Concrete resistance, Rc

The concrete resistance, Rc is when multiplied with Gc the whole term in eq that accounts for the transient behavior

of the energy pile concrete. Rc is given by:

Rc =
Tp −Tb

q
(2.8)

Tp is the pipe outer wall temperature, and Tb is the pile wall temperature. The b subscript originates from borehole

wall resistance and is kept in the thesis not to confuse it with the pipe wall temperature.

Pipe resistance, Rpi pe

The pipe resistance reaches the steady state value relatively fast and is considered constant in equation 2.8 [11].

Rpi pe is calculated with equation 2.7:

Rpi pe = 1

2nπri hi
+

ln ro
ri

2nπλpi pe
(2.9)

Where ro is the outer and ri is the inner pipe radius. n is the number of pipes in the cross section, and λpi pe is

the conductivity of the pipe. The hi is the heat transfer coefficient, and for internal turbulent forced convection is

recommended to be computed with Nusselts number using Gnielinskis correlation [11].

The pipe resistance used in the calculations is the Rpi pe divided by the number of pipes in a cross section, n.

For a single U and W shaped pile n equals 2 and 4 respectively. For the partly W-shape of this thesis, a ratio should

be made accounting the length of the W shape at the bottom compared to the total length, deriving a n between 2

and 4.

Alberdi-Pagola et al. (2018) [11] calculated the pipe resistance values for different pipe configurations, dimen-

sions and Reynolds number. These values can can be used when calculating fluid temperatures for energy piles.

Design temperatures

The pile wall temperature, Tb is calculated as:

Tb = T0 + q

2πλg
Gg (2.10)
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And the design heat carrier fluid temperature (T f ) is then computed as:

T f = T0 + q

2πλg
Gg +qRcGc +qRpi pe (2.11)

Where T0 is the initial undisturbed ground temperature and q , λg , Gg , Rc , Gc , and Rpi pe are as described above.

2.5.1 Superposition and multiple piles

As a result of the linear nature of Fourier’s law and the boundary conditions being linear, the influence of adjacent

piles on the performance of an energy pile can be calculated using the principle of superposition [15]. Superposi-

tion can also be applied temporal accounting for heat extraction and injection varieties. The method is described

in chapter 3.5.

Loveridge and Powrie (2013) [8] introduced the multiple pile g-functions, in which Alberdi-Pagola et al. (2019)

[9] adopted for the square cross-section piles.

Loveridge and Powrie (2013) found that the changes in the temperature field made by the adjacent piles did

not cause any significant changes in transient or steady state pile concrete resistance. However, they found that

the adjacent piles will cause adverse thermal interactions and, hence, that it is not always beneficial for the total

performance to equip all piles of construction with energy piles. A highly fluctuating heat demand showed to

reduce the thermal interactions between the energy piles.

The 3D FEM model of Alberdi-Pagola et al. (2018) [11] and the derived g-functions of showed good accordance

with observed fluid temperatures in a case study [41] where the lowest estimated fluid temperatures reflected the

measures ones.
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Method

3.1 Software: COMSOL Multiphysics

The software used for simulations in this thesis is the finite element method (FEM) program COMSOL Multiphysics.

The FEM is a tool to compute and solve space and time-dependent problems numerically. Partial differential equa-

tions, as equation 2.1, that describe these problems mathematically are rarely possible to solve analytically for more

complex geometries and boundary conditions. With numerical model equations and the FEM, there is, however, a

way to approximate the solutions for different geometries and, in this way, it helps to analyze different configura-

tions of energy piles.

The method was first used and introduced in static structural analysis with the displacement method and was

afterward also applied to many different problems where problems regarding dynamic analysis, heat flux, and fluid

flow were solved. A FEM-built model is divided into a geometry with a mesh of several elements where the partial

differential equations are solved at the vertices (nodes). The solution derived from the FEM is approximate, but with

accurate meshing and assumptions of boundary conditions and material properties, one obtains reliable results.

3.2 Model and assumptions

The model is simple and consists of three components: The quadric precast pile, the heat transfer pipes within the

pile, and the surrounding soil. The soil domain is cylindrical with a diameter of 50 m, and the soil extends 25 meters

below the bottom of the energy pile. The domain dimensions were chosen such that the boundary condition of the

lateral surface does not affect the heat transfer of the pile and surrounding soil and are similar to the model of both

Loveridge (2012) [7] and Alberdi-Pagola et al. (2019) [9].

Different meshes were tested, and a similar mesh generation as [9] was applied with user-defined mesh with

the smallest elements set to 0.05 m and largest to 3.5 m. The mesh consists of tetrahedra, triangles, edge elements,

and vertex elements. The pipes are modeled using the Pipe Flow Module of COMSOL [42] with water as the fluid

and turbulent flow. COMSOL computes the pipe resistances, and the pile resistance is computed taking temporal

14
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average values from the outer pipe wall and pile outer surface area.

The heat transfer in the soil and the pile concrete is simulated with pure conduction, and groundwater flow is

not considered. For less permeable soils, this is a relevant assumption as discussed in chapter 2.1

Different geometries of the energy piles are studied. The aspect ratio (AR) is defined as the active thermal length

of pile divided by 2*rb :

AR = La

2rb

The rb is as defined in [43] the radius which provides a circumference that is equivalent to the pile perimeter.

rb = 2×Pile width

π

The pipes in the model have an outer diameter of 20 mm, an inner diameter of 16 mm, and hence a pipe wall

thickness of 2 mm. The thermal conductivity is set as 0.42 W
m×K . The pipes are places 6.5cm from the pipe wall, and

the pile concrete extends 0.6 meters below the pipes. Parameters used to generate the ground g-functions is given

in table 3.1.

Figure 3.1: 3D FEM model with the aspect ratio of 30
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Parameters Value
ρc 2000 kg /m3

ρs 2000 kg /m3

λc 2 W /(mK )
λs 2 W /(mK )
Scv 2.5 M J/(m3K )
αs λs /Scv m2/s
power 2000 W
q power/La W /m
cp Scv /ρ J/(kg K )
λp 0.42 W /(mK )
Pi pe f l ow 500 l/h
Tundi stur bed 8 °C

Table 3.1: Parameters for the generation of ground g-functions

The pile geometries which is studied in this thesis are the ARs of 30, 45, 60, 90, and 130. As mentioned in

chapter 1 the driven square piles in Norway have a pile width of 270, 350, and 450 mm. Taken these widths and

AR into account, the pile lengths can be from 15 to about 60 meters. The configuration of pipes within the piles

affects the performance of the pile. Figure 3.2 shows the pipe configurations. W-shape and partly W-shape is the

pipe configurations considered.

There was also done a done a simulation to obtain the resistances of the piles. This was done making an up-

per bound and lower bound for the different pile widths. The upper bound is reflected with a ratio between the

conductivity of the soil , λs , and the conductivity of the concrete, λc .

Figure 3.2: The W- and partly W-shaped pipe configurations.
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3.2.1 Boundary conditions

There is applied an inlet flow at the defined inlet pipe which is described in chapter 3.3 and 3.4 for the different

scenarios of verification and g-function generation. There is an identity boundary applied between the pile surface

and surrounding soil. A constant boundary temperature is applied at the soil domain bottom and the surrounding

lateral surface of the soil domain. The remaining boundary condition is the ground level surface boundary, where

an adiabatic insulated boundary condition is applied. This is, together with the different AR, where the model of

this thesis differs from the one of Alberdi-Pagola (2019) [9].

An intuitive assumption of the insulation boundary condition is that the building will work as an insulator as

the piles will not be exposed to outdoor air or any solar radiation and that the temperature fluctuations shown in

figure 2.1.1 will be affected by the building.

Assumptions:

• The soil and pile domains are homogeneous and isotropic solid materials with pure conduction heat trans-

port.

• Domain perimeter and lateral boundary temperature is set as constant in depth and time

• Top and bottom of the whole domain is considered with adiabatic insulation

3.3 Verification of model

To verify the 3D FEM model, a TRT is simulated and verified with field test data, obtained from [43] where the TRT

data and results of five quadratic driven energy piles are published. Data from the TRT of the energy pile named

LM2 was used to verify the model. The test lasted for about 120 hours, where the temperature data was measured

every 10 minutes. The model was calibrated with parameters from the ground thermal properties measured in the

laboratory in [9].

The measured inlet temperature and the inlet pipe flow from the field test were implemented as a boundary

condition at the inlet pipe of the model. Then the simulated outlet temperatures were compared with the measured

outlet temperatures in the field test data as shown in figure 3.3.

The difference in the simulated and observed outlet temperatures is plotted with the corresponding values

on the right y-axis. The simulation shows good accordance with the field data, especially after 10h, which would

correspond to Fo ≈ 0.6, where the residuals are less than 0.2°C.
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Figure 3.3: Verification of 3D FEM model with field data from Alberdi-Pagola (2018) [43].

3.4 Numerical generation of g-functions

The specific heat rate injection q [w/m] can be described as:

q = f Scv
Ti n −Tout

La
(3.1)

Where f is the fluid flow rate in the pipes, Scv is the volumetric heat capacity, La is the active length of the

energy pile, Ti n and Tout are respectively the inlet and outlet fluid temperatures of the pipes. By coupling the inlet

to the previous step of the outlet with a constant temperature difference in the simulation, the specific heat rate

injection is, as we can see from equation 3.4, also kept constant.

The heat injection is then simulated to last up to a dimensionless time, Fo = 104. The corresponding times of

this would be between 10 and 30 years, depending on what pile width is considered.

The model of this thesis was first simulated with the constant ground surface temperature equal to the undis-

turbed ground temperature to validate with the model of Alberdi-Pagola (2018) [11]. It was then simulated with

adiabatic ground surface temperature for the the different ARs. Then the simulated values of φ and Fo were curve

fitted to polynomials. The radial soil temperatures was also extracted.



CHAPTER 3. METHOD 19

3.5 Superposition and multiple pile g-functions

The principle of superposition relies, as mentioned on that the heat conduction and that the specified boundary

condition is linear [15]. The superposition can be applied temporally, where the variation of heat demand can be

considered, and spatially, which gives the multiple pile g-functions.

The temporal variation of temperature of the fluid temperature can be calculated from the equation of Eskilson

(1987) [35]. The pile wall temperature is then calculated as Spitler and Bernier (2016) [44]:

Tb(tk ) = T0 +
k∑

i=1

(qi −qi−1)

2πλg
Gg (tk − ti ) (3.2)

Where k is the point in time considered. Multiple pile g-functions is not made in this thesis, but it is possible to

obtain from the produced data. To obtain the multiple pile g-functions, one has to consider the radial temperatures

of the ambient piles. The average temperature change at the pile wall is calculated as [8]:

∆Tb(t ) = 1

np

np∑
i=1

np∑
j=1
∆T (di j , t ) (3.3)

di j =


rb i = j√

(xi +x j )2 + (yi + y j )2 i 6= j
(3.4)

∆Tb(t ) is the mean pile wall temperature. xi and yi is the coordinates of pile i. np is the number of pile heat

exchangers of the foundation. This can further be used to calculate the fluid temperatures with equation 2.11.
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Results

4.1 Ground g-functions

4.1.1 W-shape pipe configuration

Ground g-functions for AR30, 45, 60, 90, and 130 for W-shape. Curve fit parameters are given in appendix A. The

dimensionless temperature change is increasing
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4.1.2 Partly W-shape pipe configuration

The g-functions for partly W-shaped configuration is presented in figure 4.1.2. In figure it is shown that the partly

W-shape g-functions are converging at later times than W-shape. Curve fit parameters are given in appendix A.
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Figure 4.2: Ground g-functions for partly w-shaped pipes and AR from 30 to 130
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4.2 Radial temperature responses

Figure 4.2 is showing the temperature responses of the ground for the different AR. These ground functions can be

used to obtain multiple pile functions as described in chapter 3.5.
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Figure 4.4: Radial temperature changes with pile wall at top and with relative distances from pile center: S/(2*rb) =
1.5, 2.2, 2.9, 4.3, 5.8, 8.7, 14.5, 20.3 and 29.
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4.3 Concrete g-functions and resistance

The concrete g-functions, which is the development of the steady state pile concrete resistances, are given in figure

4.5 for 0.01 < Fo < 10. Curve fitted parameters are presented in appendix B. is given in figure 4.5. The obtained

values of steady state concrete resistances are given in table 4.1. The upper bound is given by λs /λc = 2, and the

lower bound is given by λs /λc = 0.5.

a)W-shape, 450 mm b) W-shape, 350 mm

c) W-shape, 270 mm c) Partly W-shape, 270 mm

Figure 4.5: Development of steady state pile concrete resistances for the different piles and with different ratio of
soil and concrete thermal conductivity
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λs /λc 270 mm 350 mm 450 mm
1 0,055 0,043 0,04

0.5 0,105 0,083 0,078
2 0,059 0,045 0,041

Table 4.1: Steady state pile concrete resistance values

4.4 Pipe resistance

The pipe resistances obtained is similar to the pipe resistance diagram from Alberdi-Pagola et al. (2018) [11]. The

total pipe resistance obtained for the given pipe dimensions and flow rate was 0.09 (Km)/W. For the W-shape, with

n = 4, a pipe resistance value of 0.0225 (Km)/W can be applied. For the partly W-shaped configuration, the pipe

resistances can be obtained by calculating the ratio where the number of pipes in the cross section, n, is a number

between 2 and 4 as in the following equation:

n =
(15[m]

La

)
∗2+2
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4.5 Influence of boundary condition on the generation of g-functions

The model of this thesis was simulated with similar conditions as in Alberdi-Pagola et al. (2018) [11] with fixed

constant ground surface temperature to validate the model and with insulated boundary condition as showed in

figure 4.5 a) and b). In steady state for AR30 it was a difference of approximately 3.7%. This yields very similar

calculated temperatures as shown in the scenario of figure 4.6 where the difference of temperatures is 0.13°C of the

pile wall after 5 years. This difference could for example come from the meshing, a parameter, or a small difference

in pile geometry.
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Figure 4.6: Comparison of g-functions with the different ground level surface boundary conditions: Constant tem-
perature surface boundary condition and insulated boundary condition.

In figure 4.5 one can see that the insulated boundary model yields a higher temperature difference from about

Fo = 10, which translates to about 4 to 10 days. For AR30, in figure 4.5 a), the difference is 30.6% for steady state. This

difference yields more than 1°C temperature difference in the scenario shown in 4.6. For AR, in figure 4.5 b), the

difference is smaller at 23.5%. The analytical solution infinite line source is also included in figure 4.5, showing how

close the g-functions with insulated boundary condition are to this analytical solution for AR45. The g-functions of

Eskilson (1987) with AR500 and AR1000 also have the same value at Fo = 104.
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4.6 Calculation of pile wall temperatures

The method of Abdelazis et al. (2015) [38] with equivalent sine waves of thermal load is used to predict the temper-

ature variations long-term performance on the pile wall. The equivalent sine wave is made for a single detached

residential house in Norway. The calculation of these temperature changes is presented in this chapter with only

the purpose of comparing the derived temperature change of the different g-functions for a fictive scenario. The

Matlab code for programming the temperature changes is included in appendix B.

0 1 2 3 4 5

Years

-4

-2

0

2

4

6

8

10

Te
m

p
er

at
u

re
[d

eg
C

]

Tb: Insulated ground surface
Tb: Constant ground surface temperature
Tb: Alberdi-Pagole et al. (2018)

Figure 4.7: Calculated pile wall temperatures using equation 3.5
for scenario of .



Chapter 5

Discussion

As seen in figure 4.5 and 4.6, the ground level surface boundary conditions have a significant influence in the long

term. The boundary conditions affect the temperature response of the ground, and hence the g-functions of the

pile and the ground. In figure 5.1, the difference in the temperature distribution in the ground for the different

boundary conditions, after injection of heat for about 20 years, is illustrated with isothermal contours.

(a) Adiabatic insulation (b) Constant temperature

Figure 5.1: Isothermal contours after heat injection with different boundary conditions

Regarding energy piles with a shorter AR than boreholes, we will see in chapter 4 that the boundary conditions

seem to influence the performance a lot. When regarding larger ARs, this has presumably lessened effect, consid-

ering that the AR45 has less difference than AR30.

It was shown from the verification of the model in chapter 3.3 that the model is accurate in estimating the

ground thermal responses for short times. The 3D FEM model with insulated boundary is compared to the 3D FEM

model with constant temperature, and other analytical solutions in figure 5, with graphs obtained from Alberdi-

27
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Pagola et al. (2017) [32]. This shows that the insulated boundary condition places the model of this thesis in be-

tween the infinite sources and the finite solid cylinder source in the long term.

The g-functions with insulated boundary surface condition yields higher temperature change than constant

temperature surface boundary, and the g-functions could therefore be overestimating the long term critical change

in fluid temperature during the winter in a colder climate and underestimating the thermal performance of the pile.

A proposal for a method yielding lower temperature change for calculating the long-term performance with the g-

functions presented in this thesis could be combining the g-functions for Fo < 10 and then apply the corresponding

analytical solution of the finite solid cylinder source, of the pile, for long-term analysis.

Laloui and Rotta Loria (2019) recommended using adiabatic conditions for the ground surface boundary con-

ditions. These recommendations are mentioned in relation to the fact that the influence of the daily fluctuating

temperature in the upper part of the soil is negligible in the context of the total deformation of the piles.

The assumption of insulated boundary conditions in a long-term analysis could yield a conservative estimate

for the thermal performance of a pile, considering the simulated g-functions in this thesis.
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The thermal design is critical in a cold, nordic climate with excess thermal heat extraction and subsidence risk

if the soil freezes. Laloui and Rotta Loria (2019) state that insulating the pipes is good practice. This could enhance

the performance of the piles in the cold climate of Norway, where the upper part of the soil can be affected by the

cold air temperatures. Some factors can contribute to the performance of energy piles, depending on the climatic

and ground conditions. The effects of heat conduction through the floor of a building [39], intermittent thermal

load, fluctuations of upper soil [36] and groundwater flow can contribute to the performance of the piles.

To obtain accurate fluid temperature values for shorter terms and to account for the thermal storage in the

piles and the transient behavior of the piles, a daily cycled heat load should be implemented in the calculations, as

Loveridge and Powrie (2013) [40]. This was shown to be beneficial for the design and thermal performance of the

energy piles.



Chapter 6

Conclusion

In the work of this thesis, semi-empirical g-functions for precast concrete energy piles with the AR of 30 to 130 were

simulated using a 3D FEM model. The AR is longer than earlier investigated, considering energy pile segments

of 15 meters that can be joined. The model was based on the assumptions of a pure conduction heat transfer

in the concrete and soil, and specifically an adiabatic insulated ground level surface boundary condition. These

simulations were compared to the g-functions obtained by Alberdi-Pagola et al. (2018) [11], which had a ground

level surface boundary condition set to a constant temperature.

The different pipe configurations investigated were W-shape and partly W-shaped. The ground g-functions

for these two configurations were similar, but partly W-shape was yielding higher values for Fourier number, Fo

> 5∗103. The concrete functions for the different ground conditions and pipe configurations are presented. The

concrete g-functions serve as a method to calculate more accurate fluid temperatures and can be used to obtain

daily fluctuating fluid temperatures within the pile.

Compared to the g-functions of Alberdi-Pagola et al. (2018) [11], the g-functions of this thesis were yielding

similar values of the dimensionless temperature, φ, for Fo < 10, which is within a typical time scope of a TRT test

for energy piles. For higher values of Fo, the insulated g-functions yielded higher values of φ. At Fo = 104, the

difference for energy piles with AR30 was 30.6%, and for AR45, it was 23.5%. This difference leads to higher es-

timated temperature differences from the insulated g-functions when calculating pipe wall temperatures or fluid

temperatures.

However, to obtain long-term g-functions, the model has to be simple. There are many factors influencing

the performance of an energy pile that the 3D FEM model of this thesis does not consider. These factors can be

forced convection from the groundwater flow present in the soil, conduction through the above-lying slab, and

soil temperature fluctuations. Many of these factors are beneficial for the performance of a GSHP system and the

regeneration of the soil.

The temperatures in the upper part of the soil can affect the performance of an energy pile, especially in the

winter, where it is critical that the ground surrounding the piles does not freeze. Because of this, it is recommended

to have a minimum fluid temperature of 0 °C. Considering the transient behavior of the pile and the heat stored

30
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within the pile concrete, the fluid temperature could go below 0°C without the soil freezing. This could be investi-

gated in the context of the design of the energy piles. Another recommendation for further work is the insulation

of the pipes for the upper 4-5 meters of the pile. Is the insulation possible to apply for the driven concrete piles of

smaller cross sections in regards to the capacity, and how does it influence the performance of the pile?

As the g-functions of this thesis yield significantly higher temperature changes for the calculated pile wall tem-

peratures, they can be considered an extreme case and possibly yields conservative design values. However, the

assumption of an insulated surface gives good results in the short term. The model is verified with a TRT test, and

the g-functions could therefore also serve as a reasonable interpretation method for TRTs of energy piles, such as

for Alberdi-Pagola et al. (2018, 2019) in the work of validating the g-functions as a preferable design method. [43]

[32] [9].
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Appendix A

Curve fitting parameters

A.1 Ground g-functions: W-shape

This is the curve fitting parameters to the obtained from curve fitting of the simulated data. Valid from 0.01 < Fo <

10 000.

Gg (Fo) = a ∗ l og (Fo)9 +b ∗ log (Fo)8 + c ∗ log (Fo)7 +d ∗ log (Fo)6 +e ∗ log (Fo)5

+ f ∗ l og (Fo)4 + g ∗ l og (Fo)3 +h ∗ log (Fo)2 + i ∗ l og (Fo)+ j
(A.1)

AR30 AR45 AR60 AR90 AR130
a -0,0000411 -0,00001413 -0,00001961 -0,00002705 -0,00003002
b 0,0004693 0,0001455 0,0001797 0,0002338 0,0002456
c -0,001516 -0,0004731 -0,0004756 -0,0005391 -0,0004948
d -0,001678 -0,001004 -0,001326 -0,001655 -0,00184
e 0,01727 0,01006 0,01054 0,01144 0,01132
f -0,01682 -0,01255 -0,01166 -0,01144 -0,01061
g -0,084 -0,07059 -0,07221 -0,07418 -0,07411
h 0,2422 0,2389 0,2411 0,2447 0,2459
i 0,8146 0,8209 0,8285 0,8378 0,8435
j 0,5977 0,6063 0,6106 0,617 0,6207
RMSE 0,01786 0,003988 0,001757 0,001883 0,001939
R^2 0,9995 1 1 1 1
SSE 1,277 0,06368 0,01236 0,01419 0,01504

Table A.1

35



APPENDIX A. CURVE FITTING PARAMETERS 36

A.2 Ground g-functions: Partly W-shaped

The polynomial, such as A.1, applies for the partly W-shaped g-functions, and it is also valid for 0.01 < Fo < 10 000.

AR45 AR60 AR90 AR130
a -0,00005629 -0,00001279 -0,00006402 -0,00006935
b 0,0005636 0,0001738 0,0006048 0,000644
c -0,001253 -0,0006501 -0,00119 -0,001208
d -0,004378 -0,001388 -0,004934 -0,005334
e 0,02038 0,01294 0,02078 0,02138
f -0,005522 -0,01135 -0,003642 -0,002315
g -0,1039 -0,0852 -0,1062 -0,1082
h 0,2374 0,2424 0,2414 0,2418
i 0,8494 0,8502 0,8689 0,876
j 0,5972 0,6061 0,6117 0,6169
RMSE 0,01271 0,02034 0,000978 0,0006425
R^2 0,9998 0,9996 1 1
SSE 0,3953 1,012 0,00234 0,00101

Table A.2
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A.3 Concrete g-functions

1 %% Concrete resistances, for different soil and concrete conductivity ratios

2 %% 450 mm pile − ks 2, kc 2

3 %Linear model Poly6:

4 % Coefficients (with 95% confidence bounds):

5 p1 = 0.002486;% (0.002104, 0.002867)

6 p2 = 0.005627;% (0.005034, 0.006221)

7 p3 = −0.01836;% (−0.02016, −0.01657)

8 p4 = −0.008668;% (−0.01077, −0.006564)

9 p5 = 0.003045; %(0.0008639, 0.005226)

10 p6 = 0.08395; %0.08228, 0.08563)

11 p7 = 0.9093;% (0.9088, 0.9098)

12 x = logspace(−2,1);

13 rc = p1.*log10(x).^6 + p2.*log10(x).^5 + p3.*log10(x).^4 + p4.*log10(x).^3 + p5.*log10(x).^2 + p6.*log10(x) + p7;

14 %% 350 mm pile − ks 2, kc 2

15 p12 = −0.00135 ;% (−0.001806, −0.0008945)

16 p22 = 0.006847 ;% (0.006389, 0.007306)

17 p32 = 0.00343;% (0.001048, 0.005811)

18 p42 = −0.02606 ;% (−0.02804, −0.02409)

19 p52 = −0.03612 ;% (−0.0391, −0.03314)

20 p62 = 0.1557;% (0.154, 0.1574)

21 p72 = 0.8681;% (0.8675, 0.8686)

22 rc2 = p12.*log10(x).^6 + p22.*log10(x).^5 + p32.*log10(x).^4 + p42.*log10(x).^3 + p52.*log10(x).^2 + p62.*log10(x) + p72;

23 %% 270 mm pile − ks 2, kc 2

24 p13 = −0.002265;% (−0.00276, −0.00177)

25 p23 = 0.005575 ;% (0.004696, 0.006455)

26 p33 = 0.0137;% (0.01144, 0.01596)

27 p43 = −0.02514;% (−0.02821, −0.02207)

28 p53 = −0.07616;% (−0.07912, −0.0732)

29 p63 = 0.2055 ;% (0.2035, 0.2075)

30 p73 = 0.8375;% (0.8368, 0.8382)

31 rc3 = p13.*log10(x).^6 + p23.*log10(x).^5 + p33.*log10(x).^4 + p43.*log10(x).^3 + p53.*log10(x).^2 + p63.*log10(x) + p73;

32 %% 450 mm pile − ks 2, kc 1

33 p14 = 0.005072;% (0.00463, 0.005514)

34 p24 = 0.004948;% (0.00426, 0.005636)

35 p34 = −0.03039;% (−0.03247, −0.02831)

36 p44 = 0.001016;% (−0.001421, 0.003454)

37 p54 = −0.004827;% (−0.007355, −0.0023)

38 p64 = 0.09794;% (0.09599, 0.09988)

39 p74 = 0.9081;% (0.9076, 0.9087)

40 rc4 = p14.*log10(x).^6 + p24.*log10(x).^5 + p34.*log10(x).^4 + p44.*log10(x).^3 + p54.*log10(x).^2 + p64.*log10(x) + p74;

41 %% 350 mm pile − ks 2, kc 1

42 p15 = 0.0004498;% (−9.691e−05, 0.0009964)

43 p25 = 0.005488;% (0.004938, 0.006039)

44 p35 = −0.005011;% (−0.007867, −0.002155)

45 p45 = −0.01782;% (−0.02019, −0.01546)

46 p55 = −0.04414;% (−0.04771, −0.04056)

47 p65 = 0.1721;% (0.17, 0.1741)

48 p75 = 0.8666;% (0.866, 0.8673)

49 rc5 = p15.*log10(x).^6 + p25.*log10(x).^5 + p35.*log10(x).^4 + p45.*log10(x).^3 + p55.*log10(x).^2 + p65.*log10(x) + p75

50 %% 270 mm pile − ks 2, kc 1

51 p16 = −0.006206;% (−0.006816, −0.005597)

52 p26 = 0.01065;% (0.00957, 0.01174)
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53 p36 = 0.03447;% (0.03169, 0.03726)

54 p46 = −0.04932;% (−0.0531, −0.04554)

55 p56 = −0.1141;% (−0.1177, −0.1104)

56 p66 = 0.2577;% (0.2552, 0.2601)

57 p76 = 0.8355;% (0.8347, 0.8363)

58 rc6 = p16.*log10(x).^6 + p26.*log10(x).^5 + p36.*log10(x).^4 + p46.*log10(x).^3 + p56.*log10(x).^2 + p66.*log10(x) + p76

59 %% 450 mm pile − ks 1, kc 2

60 p17 = 0.003698;% (0.003272, 0.004123)

61 p27 = 0.01393 ;% (0.01259, 0.01528)

62 p37 = −0.01124;% (−0.01246, −0.01003)

63 p47 = −0.04051;% (−0.04393, −0.03708)

64 p57 = 0.001329;% (−0.0007957, 0.003454)

65 p67 = 0.1052;% (0.1032, 0.1073)

66 p77 = 0.8996;% (0.8988, 0.9005)

67 rc7 = p17.*log10(x).^6 + p27.*log10(x).^5 + p37.*log10(x).^4 + p47.*log10(x).^3 + p57.*log10(x).^2 + p67.*log10(x) + p77

68 %% 350 mm pile − ks 1, kc 2

69 p18 = 0.0002701;% (−0.000205, 0.0007452)

70 p28 = 0.009062 ;% (0.00813, 0.009994)

71 p38 = 0.003034;% (0.001023, 0.005046)

72 p48 = −0.04011 ;% (−0.04314, −0.03707)

73 p58 = −0.02978 ;% (−0.03224, −0.02733)

74 p68 = 0.1662;% (0.164, 0.1684)

75 p78 = 0.862 ;% (0.8613, 0.8626)

76 rc8 = p18.*log10(x).^6 + p28.*log10(x).^5 + p38.*log10(x).^4 + p48.*log10(x).^3 + p58.*log10(x).^2 + p68.*log10(x) + p78

77 %% 270 mm pile − ks 1, kc 2

78 p19 = −0.002576 ;% (−0.003008, −0.002144)

79 p29 = 0.002108 ;% (0.001653, 0.002563)

80 p39 = 0.01567;% (0.01344, 0.0179)

81 p49 = −0.0154 ;% (−0.0173, −0.01351)

82 p59 = −0.06349 ; %(−0.06626, −0.06072)

83 p69 = 0.1876;% (0.1859, 0.1893)

84 p79 = 0.8404 ;% (0.8399, 0.8409)

85 rc9 = p19.*log10(x).^6 + p29.*log10(x).^5 + p39.*log10(x).^4 + p49.*log10(x).^3 + p59.*log10(x).^2 + p69.*log10(x) + p79

86 %% Low W shaped bottom upper limit (270 mm) − ks 1, kc 2

87 p110 = −0.003438;% (−0.005706, −0.001169)

88 p210 = 0.002349 ;% (−0.002062, 0.00676)

89 p310 = 0.02104;% (0.01419, 0.02788)

90 p410 = −0.02342 ;% (−0.03354, −0.01331)

91 p510 = −0.0773 ;%(−0.08383, −0.07076)

92 p610 = 0.213;% (0.2081, 0.2179)

93 p710 = 0.8445 ;% (0.8435, 0.8455)

94 rc10 = p110.*log10(x).^6 + p210.*log10(x).^5 + p310.*log10(x).^4 + p410.*log10(x).^3 + p510.*log10(x).^2 + p610.*log10(x) + p710

95 %% Low W shaped lower

96 p111 = −0.0002204;% (−0.0002889, −0.0001519)

97 p211 = −0.0003383;% (−0.000519, −0.0001577)

98 p311 = 0.007061;% (0.006183, 0.00794)

99 p411 = −0.0002831;% (−0.001828, 0.001261)

100 p511 = −0.0824;% (−0.08562, −0.07917)

101 p611 = 0.1955;% (0.1924, 0.1987)

102 p711 = 0.8507;% (0.8493, 0.8521)

103 rc11 = p111.*log10(x).^6 + p211.*log10(x).^5 + p311.*log10(x).^4 + p411.*log10(x).^3 + p511.*log10(x).^2 + p611.*log10(x) +

p711

104

105 semilogx(x,rc4,x,rc7,x,rc)
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106 grid on

107 xlabel('Fo')

108 ylabel('Rc, portion of steady state')

109 legend('\lambda_c/\lambda_s = 0.5','\lambda_c/\lambda_s = 2 ','\lambda_c/\lambda_s = 1','Location','southeast')

110 % nexttile

111 semilogx(x,rc5,x,rc8,x,rc2)

112 grid on

113 xlabel('Fo')

114 ylabel('Rc, portion of steady state')

115 legend('\lambda_c/\lambda_s = 0.5','\lambda_c/\lambda_s = 2 ','\lambda_c/\lambda_s = 1','Location','southeast')

116 % nexttile

117 semilogx(x,rc6,x,rc9,x,rc3)

118 grid on

119 xlabel('Fo')

120 ylabel('Rc, portion of steady state')

121 legend('\lambda_c/\lambda_s = 0.5','\lambda_c/\lambda_s = 2 ','\lambda_c/\lambda_s = 1','Location','southeast')

122 % nexttile

123 semilogx(x,rc6,x,rc9,x,rc3)

124 grid on

125 xlabel('Fo')

126 ylabel('Rc, portion of steady state')

127 legend('\lambda_c/\lambda_s = 0.5','\lambda_c/\lambda_s = 2 ','\lambda_c/\lambda_s = 1','Location','southeast')

128 % nexttile

129 semilogx(x,rc10,x,rc11)

130 grid on

131 xlabel('Fo')

132 ylabel('Rc, portion of steady state')

133 legend('\lambda_c/\lambda_s = 0.5','\lambda_c/\lambda_s = 2 ','Location','southeast')
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Calculation of pile wall temperatures

1 %% Calculation of energy pile wall temperature for time−varying heat demand

2 p1 = −4.11e−05; % (−7.01e−05, −1.21e−05) %Curve fitting parameters

3 p2 = 0.0004693; % (0.0001285, 0.0008101)

4 p3 = −0.001516; % (−0.002791, −0.0002412)

5 p4 = −0.001678; % (−0.003105, −0.0002511)

6 p5 = 0.01727; % (0.01044, 0.0241)

7 p6 = −0.01682; % (−0.02712, −0.006512)

8 p7 = −0.084; % (−0.09635, −0.07164)

9 p8 = 0.2422; % (0.2278, 0.2567)

10 p9 = 0.8146; % (0.8051, 0.8241)

11 p10 = 0.5977; % (0.5947, 0.6006)

12 %G−function

13 g30 = @(t) p1.*log10(t).^9 + p2.*log10(t).^8 + p3.*log10(t).^7 + p4.*log10(t).^6 + p5.*log10(t).^5 + p6.*log10(t).^4 + p7.*log10(t)

.^3 + p8.*log10(t).^2 + p9.*log10(t) + p10;

14

15 T_end_year = 5; %simulation duration in year

16 T_end_seconds = T_end_year*365*24*60*60; %simulation duration in seconds

17

18 k_s = 2 ; %Thermal conductivity of soil

19 alpha_s = 8*10^(−7); %Thermal diffusity of soil

20 r = 0.350; %Pile width [m]

21 AR = 30; %Aspect ratio

22 r_b = r*2/pi; %Equivalent pile radius [m]

23 Pile_L = AR*2*r_b ; %Active pile length [m]

24 Pile_num = 12; %Pile number

25 Pile_L_tot = Pile_num*Pile_L; %Total active pile length

26 Fo_factor = alpha_s/(r_b^2);

27 Fo_end = T_end_seconds*Fo_factor;

28 time_translate_end = round(20000+(Fo_end−1)); %An ending cell/number of cells in vector for simulating larger than 1 seconds

29 time_print = 14*24*60*60; %Chosing how many days printing time for the pile wall temp at specific time

30 time_step = 24*60*60; %Chosing time step between all printing times

31

32 Fo_step = time_print*Fo_factor;

33 time_translate_step = round(Fo_factor*time_print);

34 N_realtime = round(T_end_seconds/time_print);

35 One_year = 365*24*60*60;

36 N_oneyear = round(One_year/time_print);

40
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37

38 T_0 = 8; %Undisturbed soil temperature

39 dT = 0 ; %The change of temperature

40 T_b = zeros(1,round(N_realtime)−1); %Preallocating the wall temperature vector

41

42 C_time = 2232*3600; %93 days

43 H_time = One_year − C_time;

44 Hpeak = 5823.67; % [W] Heating peak demand %Hfreq =0.000481235; % [1/d]5.5698E−9 1/s, Heating sin function frequency

45 Cpeak = −810.27; %[W] Peak cooling demand %Cfreq =0.001407482; % [1/h]3.9097E−7 1/s, Cooling sin function frequency

46

47 t = (1:1:One_year);

48 HCD = zeros(1,N_oneyear);

49 counter = 0;

50

51 for i = 1:time_step:One_year %Making the equivalent sinusodial curve with 1 day time stepping resolution

52 counter = counter + 1;

53 if i <= 2232*3600

54 HCD(counter) = Cpeak*sin(1*i/(2232*3600)*pi);

55 else

56 HCD(counter) = Hpeak*sin(1*(i−(2232*3600))/(6528*3600)*pi);

57 end

58 end

59 HCD_rep = repmat(HCD,1,T_end_year); %Repeating for the amount of simulation years

60 t_plot = zeros(1,round(N_realtime)−1); %Preallocting time plotting vector

61 count = 1;

62 dT = 0 ;

63 Test = zeros(1,round(N_realtime)−1);

64 celle = 1;

65 for n = time_print:time_print:T_end_seconds %Calculating the temperature change for the spesified HCD and g−function

66 count = 1;

67 dT=0;

68 for i = time_step:time_step:n

69 if count == 1

70 dT = (((HCD_rep(count)/Pile_L_tot)/(2*pi*k_s))*g30(n*Fo_factor));

71 count = count + 1;

72 end

73 Fo = (n*Fo_factor) − i*Fo_factor + 0.001; %+0,001 because the Fo isn't defined for 0

74 dT = dT − ((((HCD_rep(count)−HCD_rep(count−1))/Pile_L_tot)/(2*pi*k_s))*g30(Fo));

75 count = count + 1;

76 end

77 T_b(celle) = T_0 + dT;

78 t_plot(celle) = n/(60*60*24*365);

79 Test(celle) = g30(Fo);

80 celle = celle + 1;

81 end

82 plot(t_plot, T_b)

83 legend('Tb: Insulated ground surface')

84 xlabel('Years')

85 ylabel('Temperature [degC]')

86 grid on

87 ylim([−4 10])

88 hold off



Appendix C

Specialization project report

Literature review and feasibility study for energy piles in Norway.
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