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Summary

This thesis presents some of the requirements for developing a digital twin of an offshore
crane. A digital twin will improve the control system for the crane with a real-time simu-
lation. Furthermore, maintenance prediction could be improved, which again would reduce
downtime. Through a systems engineering approach, it was found that a sufficient cable
and pulley simulation formulation was vital for a digital twin. Governing aspects to select
a formulation were found to be accuracy and real-time capabilities. The Absolute Nodal
Coordinate Formulation (ANCF) in the framework of the Arbitrary Lagrangian-Eulerian
(ALE) cable element was found to be a viable option. The ALE-ANCF cable element has
the ability to exhibit large deformations, whilst allowing material to flow through the nodes
without the nodes changing position.

The ALE-ANCF cable element was further assessed with two primary targets. Firstly,
to investigate how the numerical time integrator affects the element. The two common in-
tegrators, the 4th order Runge Kutta and the Generalized-α procedures were tested. A tool
was developed to help select solution procedure based on the important aspects of a solver:
stability, accuracy, and efficiency. Stability for a solver is important in order to achieve
reliable results. To ensure stability for the 4th order Runge Kutta procedure, a criterion to
decide for the maximum time-step was developed, based on an effective element length and
boundary conditions. The boundary conditions must ensure continuity for both displace-
ment and rotation for the connected elements. For a real-time simulation, the efficiency of
the solver is also critical. In general, the Generalized-α provides fast and accurate results
as the high frequencies are dampened out and it is not hampered by requirements of the
time-step size. The time-step size can be selected just by ensuring a sufficient number of
time steps to capture the desired physical behavior of the model. Secondly, to investigate
how the constraint methods used to create longer cable spans connecting cable elements
affects the model. Through cases used for benchmarking, the Lagrange multipliers method,
the penalty method, and linear coupling are all found to be viable constraint methods.

Finally, this thesis includes an analysis of the 4th order Runge Kutta and Generalized-α
for a lumped multi-element drill string model, formulated with Kane’s method. The moti-
vation was to develop a generic model for three dimensional directional wells, which can
function as a virtual sensor for the drilling operation, capable of running real-time simula-
tions.
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Summary

Similar behavior as for the ALE-ANCF cable element was observed, where in general
the Runge Kutta solution procedure is faster for smaller time-steps, but as the time-steps
increase, the Generalized-α also provides fast solution times. Furthermore, Generalized-
α dampens out the high frequencies introduced in the system from stiff penalty springs
used to represent contact forces. Thus, a good representation of vibrations can be obtained.
The statical behavior of the lumped mass model was verified by a FEM-model, and an
ALE-ANCF cable element model. Mass proportional damping was thus implemented in
the ALE-ANCF cable element for form finding.
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Chapter 1

Introduction

1.1 Background and Motivation

With a coastal line of 2,532 km, Norway was well suited to become a maritime nation from
the beginning. It is said that Norwegians are not only born with skies on their feet, but also
salt water in their veins. Fishing have been, and still is, an important source of both food and
income. The Vikings were known for building ships engineered with outstanding quality for
its time, as they were fast, easy to maneuver, and could be sailed in shallow water. The ships
were sailed for trading (and plundering) all over Europe, to Greenland and America in the
west, and to Baghdad and Constantinople in the east.

In the late 60’s early 70’s the oil discovery started a new industrial era in Norway. The
weather conditions with winter storms in the North Sea are harsh. This complicated the
already demanding engineering challenges of locating and extracting the oil safely. Despite
a rich naval legacy, offshore oil exploration and production was not known territory for the
Norwegians, and a lot of groundwork had to be done to get to where we are today. The
outcome has been many new developments, knowledge, and experience.

Salmon farming is another industry that has emerged in Norway since the 70’s. The
recent years there has been an exponential growth of the export of salmon, which has led
to a demand for new locations for the farming sites. To comply with regulations from the
Norwegian government limiting the number of fish per location, salmon farming companies
are starting to use more exposed locations with larger ocean farms. Being livestock, there
is the extra responsibility for the welfare of the fish. Escape of fish also has a great nega-
tive impact on the environment. The increasingly exposed locations also involves a greater
risk for the personnel. The same challenges as with the oil industry, arise with demanding
weather, wind, and currents, [1].

Offshore vessels with cranes play an important role for the industry today. They are
used for lifting operations, such as installation of subsea templates, offshore wind turbine
installation, and loading and unloading of equipment. The cost for an operation increase
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1. Introduction

with the complexity. For deep-water operations the installation and maintenance cost are
higher, where waves, wind, and currents complicate these operations even more.

As in most industries the driving forces are cost and profit. The recent trend has been to
use smaller vessels, with larger cranes mounted on deck, as a means for saving costs, [2].
Resulting ship motion makes the lifting operations more subjected to instability due to the
environmental excitations. Crane instability can put severe restrictions on offshore crane
operations and cause expensive downtime.

1.1.1 Challenges

For dynamic simulation of offshore vessels with cranes, the simulation of cable and pulleys
in the crane were highlighted as important in Paper 1. Historically the simulations has been
oversimplified, leading to a loss of dynamic behavior, reducing the accuracy of the results.
A need for more advanced and accurate cable and pulley models are evident. The inherent
dynamics affecting the behavior of cable-pulley systems were not accurately captured by
established models. Research of cable and pulley simulation is not limited to cranes but
also applies to a number of different simulation scenarios, such as elevators, ski lifts, power
lines and draw works, as these all have cables.

Most crane operations are manually operated by a trained operator. The tasks could be
challenging, where oscillations in the payload from ship motion must be suppressed by the
operator, [3]. It takes a lot of practice to avoid overshooting the payload. A trend in the
offshore industry is automatic systems to increase safety and operational time. The timing
is good for development of a digital twin.

A digital twin of an offshore crane could support a wide range of applications. It would
allow for safer lifting operations with less downtime based on anticipated failure modes,
such as buckling in bars and actuators, material yielding and fatigue predictions, as well as
an improved control system. Additionally, simulations would improve payload control and
active damping, allowing for lifting operations in demanding weather conditions, and better
maintenance schemes based on fatigue predictions. If the control system detects irregulari-
ties, the operator is notified. In dangerous situations, the control system could restrict con-
tinuation of the operation. For offshore crane operations, an important step forward would
be to have a digital twin of the crane. The thesis addresses challenges related to simulation
of the cable and pulley system, which is required as part of the realization of a digital twin.
Important aspects of such a simulation is accuracy of the dynamics and the real-time capa-
bilities. Thus, it is relevant to test different time integration methods. This is addressed in
Paper 2.

Another important application for simulations for safer operations are simulation of drill
strings. Several methods have been used to model this. In Paper 3, it is proposed to combine
Kane’s method with the Generalized-α (G-α) solver, which is described in this thesis. Such
a simulation of a drill string would benefit from a real-time solver.

2



1.2. Publications

1.2 Publications

The following three international journal paper publications, listed chronologically, are in-
cluded in the thesis:

Paper 1 [4], Gaute Fotland, Cecilia Haskins and Terje Rølvåg, "Trade Study to
Select Best Alternative for Cable and Pulley Simulation for Cranes on Off-
shore Vessels," Systems Engineering, vol. 23, no. 2, pp. 177–188, 2020.

Paper 2 [5], Gaute Fotland and Bjørn Haugen, "Numerical Integration Algorithms
and Constraint Formulations for an ALE-ANCF Cable Element," Mecha-
nism and Machine Theory, vol. 170, Apr. 2022.

Paper 3 Njål K. Tengesdal, Gaute Fotland, Christian Holden, and Bjørn Haugen,
"Modeling of Drill String Dynamics in Deviated Wells for Real-Time Sim-
ulation," Accepted in: Simulation, SAGE.

1.3 Contributions

The main contributions of the PhD project are given as follows:

Paper 1 In the first paper, requirements for a digital twin of an offshore crane is
investigated. Several requirements are listed, whereas one of them is an im-
proved cable and pulley simulation. This is the motivation for the investiga-
tion of possible cable formulations, to simulate a cable and pulley system.
The Absolute Nodal Coordinate Formulation (ANCF) in the framework of
the arbitrary Lagrangian-Eulerian (ALE) cable element was found to be a
viable option. A functioning digital twin of an offshore crane could be ap-
plied to many different tasks, such as improved control systems as well as
better maintenance schemes and extended operational time.

Paper 2 The second paper presents the ALE-ANCF cable element, suggested for ca-
ble and pulley simulation. The two key contributions from the paper were
the aspects of numerical time integration solver and constraint methods for
the selected element. Firstly, two different time integration procedures were
tested, the 4th order Runge Kutta (RK4) and the Generalized-α (G-α). To
find a suitable solver for the formulation is important for the real-time as-
pect of a digital twin simulation. A tool to select the most suitable solver
was presented. A criterion to find maximum time-step when using RK4 was
also introduced. For simulation of large, elastic structures such as cranes,
G-α is the most relevant time integration method. For a crane, where cables

3



1. Introduction

are an integrated part of the structure, the element formulation also has to
comply with the same time integration method. The relevant frequencies
in such systems, including the lifting operations, are seen to be relatively
low. Thus, the use of ALE-ANCF cable elements in combination with G-α,
proves the feasibility for a digital twin application with real-time simula-
tion. Common in literature, is the application of explicit time-integration
methods for cable elements, being unfavorable when part of a larger fi-
nite element model structure. Secondly, different constraint methods, to
create longer cable spans, were tested for the ALE-ANCF cable element.
Lagrange Multipliers, the Penalty method and Linear coupling are all viable
constraint methods.

Paper 3 The final paper adopts some of the motivation from Paper 2. A drill string
model was formulated as a lumped mass model by Kane’s method, and
further generalized for an arbitrary 3-D wellbore configuration. It is in-
vestigated how the numerical time integrators 4th order Runge Kutta and
Generalized-α contribute to the stability, the accuracy, and the solution
times. The real-time aspect is also of importance, as such a model could
be used as a virtual sensor for drilling directional wells, and could be fur-
ther developed into a digital twin. The statical behavior of the drill string
was verified by a FEM-model.

1.4 Thesis Structure

The rest of thesis is structured as a paper-based thesis, and the following chapters are orga-
nized as follows. Chapter 2 includes relevant background theory for the material presented
in the included papers. Furthermore, it presents models and simulations used in this thesis,
with the accompanying findings. Chapter 3 describes the program created to run the sim-
ulations. Conclusions and suggestions for further work are given in Chapter 4. Finally, the
papers are included in the Chapter Papers.

4



Chapter 2

Background Theory

2.1 Selection of Element Formulation

When exploring new complex systems, it is useful to structure the relevant information.
This increases the possibility of making good decisions and simplifies problem solving.
Systems engineering is a branch of science providing tools to handle this. It structures the
information into useful road maps for decision making. To contextualize where cable and
pulley are placed on offshore vessels were a first step, to better understand requirements for
the simulation. For example, the dynamic behavior of a cable is of higher interest than the
internal stride interaction when simulating crane behavior. Paper 1 used a context diagram
as a tool to examine the systemic picture of what should and could be included to create
a digital twin of an offshore crane. After all, the end goal of a digital twin would be to
simulate the full crane system.

Paper 1 used the SPADE method, which is a systems engineering tool developed by
Haskins in [6], and shown in Fig. 2.1. SPADE is an acronym constructed from the words:
Stakeholders, Problem formulation, Alternatives, Decision making, and Evaluation. Evalu-
ation is a continuous process and is therefore placed in the center of the figure. During the
evaluation process, one updates the old findings with new and relevant information. This
makes the SPADE methodology useful for dealing with problems where the destination is
unknown. It is important to identify and involve the stakeholders, as they have relevant in-
sight in how the product is and will be used. Therefore they are identified early in the design
process. The problem formulation stage exposes deficiencies in existing technology. Based
on these deficiencies, different solutions are compared in the alternatives stage. To evaluate
and compare alternatives for an element formulation for cable and pulley simulation, the
trade-off analysis tool, which is a systems engineering approach, was used [7]. In addition,
this was combined with the subjective value method, [8], to structure and evaluate the candi-
dates. The subjective value method weights the characteristics of each element formulation
against each other to find the one that best suits the system as a whole, according to design

5



2. Background Theory

requirements.

Figure 2.1: SPADE methodology/framework graphical representation, [6]

The stakeholder’s viewpoint accumulated into two success criteria, Measures of Effec-
tiveness (MOE), defined as the goal of the research in Paper 1.

• A cable and pulley simulation that improves the overall real-time simulation of a
crane on an offshore vessel.

• A cable and pulley simulation that can be integrated with digital twin of a crane on
an offshore vessel.

Technical Performance Measures (TPM) are key goals to be met, where the actual
progress of technical achievement is monitored using periodic measures or tests. This will
indicate how well a system is approaching its performance requirements, [9]. The technical
performance measures for this project include:

• Less unplanned downtime: Due to better prediction of equipment failure, the crane
can be maintained prior to breakdown.

• Less downtime: Maintenance is performed when required, instead of on a pre-determined
schedule.

• Less maintenance cost: Only the worn-out parts are replaced, leading to a longer
lifetime of crane and parts.

• Less waste: As the crane and the parts are in service for a longer period, there will be
less waste.

• Fewer incidents: The number of industrial injuries concerning work with cranes on
offshore vessels are reduced when using a digital twin. The digital twin has alarm
systems for dangerous situations and has improved payload control.

• Faster operations: With better payload control, the lifting operations will be carried
out more efficiently.

6



2.1. Selection of Element Formulation

• Increased operational time: Due to a better control system, work can be done in
harsher environments.

Most of these measures have a temporal quality, which means that the researcher must
rely on historical data and data collected after the digital twin is implemented to assess
the actual benefits of the digital twin, and then the simulation. However, some practical
assertions regarding increased operational time and maintenance can be estimated.

Arbitrary Lagrangian–Eulerian (ALE) - Absolute Nodal Coordinate Formulation (ANCF),
ALE-ANCF cable elements, have the highest score in the evaluation of different element
formulation in Paper 1. For the last two decades, ANCF has gained attention for mod-
elling of large-deformations and large-rotations in multibody dynamics, [10]. To handle
large deformation is an important attribute to represent the dynamics of a cable. The ALE
formulation combines the Lagrangian and the Eulerian formulations, as the name indicates.
In the Lagrangian formulation, the nodes in the FEM mesh and the material are attached
to each other. This is the common formulation to use for simulation of structures. In the
Eulerian formulation, the nodes in the FEM mesh are fixed in space and the material can
flow through it. This is the common formulation to use for simulation of fluids. ALE opens
the possibility to have stationary nodes around the pulleys, as illustrated in Fig. 2.2. The
advantage being that fewer elements are needed to represent the cable. The reason for this
is that contact is numerically difficult to simulate, especially for the time steps when contact
between elements occur during a simulation. When any random cable element can happen
to be in contact with the pulley at some point of time, all the cable elements must be small.
This results in large model files and time consuming simulations. For models with longer
element, an explicit time integrator could be simpler and faster than an implicit time in-
tegrator. The possibility for longer cable spans could have been the motivation behind the
selection of the MatLab-solver ODE-45, which is an explicit Runge-Kutta based solution
procedure, for an elevator mechanism in [11]. With ALE, free cable elements can be larger,
allowing fewer elements and faster simulations. Another advantage is that for the simulation
of reeling, it is possible to add or remove excessive cable.

From previous work, cable modeling has been used for simulation of cranes, such as for
tower cranes and container cranes, and payload oscillation control, [12] and [13]. Besides
cranes, there are numerous fields of utilization for simulation of cables. A parachute was
modeled in [14], a slender, deployable mesh antenna was simulated for benchmarking in
[15], and a modern surgical robot with a cable-pulley system was modeled in [16].

ANCF have proven suitable for simulation of cables due to the favorable attributes with
the ability for large-deformations and large-rotations in slender structures. Also ANCF ele-
ments have been applied to a wide variety of applications. Simulation of pantographs (over-
head cables for electric trains) were done in [17] and [18]. Overhead power cables are
modeled in [19]. For subsea applications, remotely operated vehicles (ROVs) are modeled
with ANCF elements for the tether going to the surface in [20]. Parabolic leaf springs, com-
monly used for vehicle suspension, were analyzed with higher-order ANCF beam elements
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2. Background Theory

Figure 2.2: FEM model of an elevator mechanism with Lagrangian vs ALE formulation.
The figure shows a cable pulled over a pulley with two masses attached, at two different
time steps. A Lagrangian formulation requires many nodes to capture interaction between
the cable and pulley; while an ALE formulation can have a high density of elements at the
pulley, as they are stationary. This allows for fewer elements along the cable. The figure is
adopted with modifications from [11].

to consider the complex geometry and the associated prestress in [21]. For ALE-ANCF ca-
ble element, an application typically of interest for the industry, is the prediction of global
riser response due to slug flow [22].

The ANCF formulation was first introduced by Shabana in [10]. Nachbagauer and Ger-
stmayr have done extensive work to present a good overview of ANCF, [23], [24], and [25].
The ANCF is also developed for plates and shells, as proposed in [26]. Another application
where the ANCF has been applied successfully is for topology optimization for flexible
multibody systems. Sun et al. [27] has developed this method through several publications.
In one of their latter publications also the ALE-ANCF method have been used for an op-
timization approach to simultaneously optimize the topology and geometrical sizes of a
three-dimensional variable-length structure.

For modeling of pulleys and friction over the pulleys for the cable interaction, a contact
formulation must be used. Several works have addressed this issue. For contact between ca-
ble segments, [28] and [29] should be consulted. Contact between the cable and the pulley is
studied in [30] and [31], where the latter benchmark the simulation results with a laboratory

8



2.2. ALE-ANCF Cable Element Formulation

experiment.
One of the aspects pointed out as important design requirements for a cable simulation

in Paper 1, was friction between the cable and pulley and between different cable segments.
For the cable sliding through the pulleys, a different approach must be used to simulate
friction over the pulley compared to the methods suggested for ANCF contact only. This
is described for a linear ALE cable element of two nodes in [32], where the background
for the development of the linear ALE cable element was to avoid the discontinuity that
would take place in a pulley for the element proposed in [33]. Another proposal to address
the unrealistic frictionless sliding over the pulley, was performed by a dynamic relaxation
method for tensioned continuous cables [34]. A simple method for global response of a
sliding cable system with friction, where the tension magnitude of each cable segment is
obtained by an unknown sliding length vector, is developed. This results in additional nodal
forces set by a sliding criterion modified by Fischer-Burmeister complementary functions,
with a linear approach presented in [35], and a nonlinear in [36]. A further discussion of how
pulleys, and thus friction, can be implemented for nonlinear ALE-ANCF cable elements are
not conducted in the present work.

The work from Paper 1, found that the ALE-ANCF method was suitable for cable and
pulley simulation. This formed the foundation for further interest in investigating different
numerical time integration methods for the selected formulation. This is further presented
in the following chapters of the thesis, based on Paper 2.

2.2 ALE-ANCF Cable Element Formulation

ANCF in the framework of ALE is investigated in this thesis. The element is defined based
on work in [37], and is presented in the following section. For an ALE-ANCF cable element
the mass is allowed to flow through the nodes in the element. The element is intended for
slender geometries, with circular cross section. It follows the Euler-Bernoulli assumption
for beams where the cross section is rigid and perpendicular to the deformed axis. The tor-
sional stiffness and its related inertia is neglected. An illustration of the element is presented
in Fig. 2.3. Here r is the position vector, r′ is the slope vector, p is the material coordinate,
and f is distributed load. s is the unit length of the element, eq. (2.5), and Le is the element
length, eq. (2.6). Note that the slope vector r′ has both directional and “stretch”-like con-
tent. The vector has unit length if distance between the point r1 and r2 is the same as the
“material” distance between p1 and p2. It’s norm thus exhibits deformation gradient like be-
havior. The ALE method is commonly used for simulations of fluid flowing inside of pipes.
In this case r would represent the pipe, the fluid p flows inside. Generalized coordinates
refers to the parameters that uniquely describe the configuration of the system relative to
some reference configuration. The generalized coordinates of the element are given in eq.
(2.1), where the position vector and slope vector have components in x-, y- and z-direction,
eq. (2.2). The slope vector is given by the derivative of the position vector eq. (2.3).
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Figure 2.3: ANCF element in the framework of ALE, where mass can flow through, based
on figure by Hong et.al. [37]. r is the position vector, r′ is the slope, f is a distributed
external load, and p is the material coordinate. The element is defined from node n to n+1,
with the unitary element from -1 to 1.

q =
[
rT1 r′1

T rT2 r′2
T p1 p2

]T
=
[
qTe p1 p2

]T (2.1)

r1 =
[
r1x r1y r1z

]T (2.2)

r′ =
∂r

∂p
(2.3)

The shape function is constructed with the familiar C1 continuous Hermite beam func-
tions, as displayed in eq. (2.4); where s and Le are found in eq. (2.5) and (2.6), and are
plotted in Fig. 2.4.

N1 =
1

4
(s− 1)2(2 + s), N2 =

Le
8

(s− 1)2(s+ 1)

N3 =
1

4
(s+ 1)2(2− s), N4 =

Le
8

(s+ 1)2(s− 1)

(2.4)

s =
2p− p1 − p2
p2 − p1

(2.5)

Le = p2 − p1 (2.6)

The shape function is used to get the arbitrary point of the position and the slope of the
element, see eq. (2.7) and (2.8). Also, the derivative of the slope is presented in eq. (2.9), as
this is used for time integration methods in the thesis.
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Figure 2.4: The plotted shape functions from eq. (2.4).

r = N1r1 +N2r
′
1 +N3r2 +N4r

′
2 = Neqe (2.7)

r′ = N ′1r1 +N ′2r
′
1 +N ′3r2 +N ′4r

′
2 = N ′eqe (2.8)

r′′ = N ′′1 r1 +N ′′2 r
′
1 +N ′′3 r2 +N ′′4 r

′
2 = N ′′e qe (2.9)

For convenience the generalized coordinate qe is constructed, where the material co-
ordinates p1 and p2 are omitted, eq. (2.10), with the accompanying shape function in eq.
(2.11). It is worth noting that the shape function in ALE is time dependent due to the mass
flow.

qe =
[
rT1 r′1

T rT2 r′2
T
]T (2.10)

Ne =
[
N1I3x3 N2I3x3 N3I3x3 N4I3x3

]
(2.11)

The position of an arbitrary point with the time dependent variables indicated is thus
given by.

r(p, t) = Ne(p, p1(t), p2(t))qe(t) (2.12)

By time differentiation of eq. (2.7), the velocity and acceleration of the point is obtained.
Due to the time varying shape function, this will also be differentiable with time. When
applying the product rule and the chain rule it is recommended to substitute the variable s
with the expression in eq. (2.5). This also makes the integration and derivation procedure
for further calculations simplified. The velocity is given in eq. (2.13) and the acceleration
in eq. (2.14), where ṗ1 = ∂p1

∂t .

ṙ =
dr

dt
= Neq̇e +

(
∂Ne

∂p1
ṗ1 +

∂Ne

∂p2
ṗ2

)
qe = Nq̇ (2.13)
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r̈ =
dṙ

dt
= Neq̈e +

(
∂Ne

∂p1
p̈1 +

∂Ne

∂p2
p̈2

)
qe + 2

(
∂Ne

∂p1
ṗ1 +

∂Ne

∂p2
ṗ2

)
q̇e+

(
∂2Ne

∂p21
ṗ21 + 2

∂2Ne

∂p1∂p2
ṗ1ṗ2 +

∂2Ne

∂p22
ṗ22

)
qe

= Nq̈ + r̈p

(2.14)

For the convenience of further calculations N and r̈p are used as substitutions in eq.
(2.13) and (2.14). The two are written out in eq. (2.15) and (2.16), where r̈p is the last part
of r̈ in eq. (2.14).

N =
[
Ne

∂Ne
∂p1
qe

∂Ne
∂p2
qe
]

(2.15)

r̈p = 2

(
∂Ne

∂p1
ṗ1 +

∂Ne

∂p2
ṗ2

)
q̇e +

(
∂2Ne

∂p21
ṗ21 + 2

∂2Ne

∂p1∂p2
ṗ1ṗ2 +

∂2Ne

∂p22
ṗ22

)
qe (2.16)

The derivatives of the velocity and the acceleration presented in eq. (2.17) to (2.20) are
included for convenience, as it is used for calculations for integration methods used in the
thesis.

ṙ′ = N ′eq̇e +

(
∂Ne

∂p1
ṗ1 +

∂Ne

∂p2
ṗ2

)
qe = N ′q̇ (2.17)

ṙ′′ = N ′eq̇e +

(
∂Ne

∂p1
ṗ1 +

∂Ne

∂p2
ṗ2

)
qe = N ′′q̇ (2.18)

r̈′ = N ′q̈ + r̈′p (2.19)

r̈′p = 2

(
∂N ′e
∂p1

ṗ1 +
∂N ′e
∂p2

ṗ2

)
q̇e +

(
∂2N ′e
∂p21

ṗ21 + 2
∂2N ′e
∂p1∂p2

ṗ1ṗ2 +
∂2N ′e
∂p22

ṗ22

)
qe (2.20)

The cubic shape element above can also be described with a linear shape function, [11].
This simplifies the calculations, as the slope is not included. For cases where the lateral
vibrations could be neglected this could be a plausible solution. The generalized coordinates
and shape function found in eq. (2.21) to (2.24) are then applied to the same equations as
derived above.

q =
[
rT1 rT2 p1 p2

]T (2.21)
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2.2. ALE-ANCF Cable Element Formulation

qe =
[
rT1 rT2

]T (2.22)

NL
1 =

1− s
2

, NL
2 =

1 + s

2
(2.23)

Ne =
[
NL

1 I3x3 NL
2 I3x3

]
(2.24)

d’Alembert’s principle is used to establish the equations of motion for the element with
flowing mass, as the Lagrange equations cannot be applied directly [37]. It is more general
than the Hamiltons principle, as it is not restricted to holonomic systems. In eq. (2.25) the
general case of the principle with changing masses is stated. Here Fi is the sum of active
forces applied to the i-th particle, ṗi is the time derivatives of the momenta of the system,
and δri is its virtual displacements.

∑

i

(Fi − ṗi) · δri = 0 (2.25)

The momentum of the mass is the product of its mass and velocity. The time derivatives
of the momenta of the system are found in eq. (2.26). For a simulation of a cable or chain,
the variation in cross section and density is neglected. Therefore the time derivative of the
mass is canceled out.

ṗi = miai +��>
0

ṁi vi (2.26)

d’Alembert’s equation then takes the form as in eq. (2.27). The equation requires the
virtual displacement to obey the constraint conditions, or the sum of applied forces and
inertia forces has to be equal.

∑

i

(Fi −miai) · δri = 0 (2.27)

For dynamic problems with holonomic constraints, the governing equations are ob-
tained by Hamilton’s principle. In [38] an in dept derivation of how d’Alembert’s principle
can be written on the Hamilton form. This is valid since the derivative of the mass flow rate
is canceled out, ref eq. (2.26). By dividing the forces in eq. (2.27), into elastic forces FE ,
and external forces Ff , this system takes the form as in eq. (2.28). The mass in eq. (2.27) is
discrete, while the mass is defined as the integral over the element depending on the cross
section area and density over the length in eq. (2.28). The equation is also written from
tensor form to matrix form.

∫ p2

p1

δrT (Ff + FE − ρAr̈) dp = 0 (2.28)
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The virtual displacements are given in eq. (2.29), with the virtual work formulated as
forces in eq. (2.30) to (2.32).

δr = Neδqe + δNeqe = Nδq (2.29)

∫ p2

p1

δrTFfdp = δqT
∫ p2

p1

NT (p)f(p, t)dp = δqT
∂p

∂s

∫ 1

−1
NT (s)f(s, t)ds (2.30)

∫ p2

p1

δrTFEdp =

− δqT ∂p
∂s

∫ 1

−1

[(
∂ε0
∂q

)T
EA(ε0 + cε̇0) +

(
∂κ

∂q

)T
EJ(κ+ cκ̇)

]
ds

(2.31)

∫ p2

p1

δrT (−ρAr̈) dp = −δqT ∂p
∂s

∫ 1

−1
ρANT r̈ds (2.32)

2.3 Governing Equations with Constraints

Constraints are used to model e.g. connections, joints and contact for a system. There are
several methods to handle constraint. Three methods are now being presented, the Lagrange
multiplier method, the penalty method, and the Augmented Lagrangian method. The latter
is a combination of the two first methods. The methods are commonly described for the sim-
plest case, where function minimization method is used to derive the governing equations,
Ch. 7.2 in [39] and Ch. 6.3.8 in [40]. In addition nodes can be shared, which is the simplest
method to constrain a model. This also reduces the number of DOFs in the system. This is
equivalent by using a linear coupling, a master-slave technique, to constrain the nodes.

2.3.1 Lagrange Multiplier Method

The potential for the Lagrange multiplier method is given by WL in eq. (2.33). This is the
functional that is to be minimized, and the evaluated function is found in eq. (2.34). Here φ
represents the constraints and λ is the Lagrange multipliers. λ is a scaling factor, but it also
provides a measure of the required internal forces to close the accompanying constraint. W
is given in eq. (2.28).R is the residuals from ∂W

∂q .G is the differentiated constraints, where

G = ∂φ
∂q .

WL = W + λiφi ≡W + φTλ (2.33)
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2.3. Governing Equations with Constraints

{
∂WL
∂q = R+ λTG(q) = 0
∂WL
∂λ = φ(q) = 0

(2.34)

The governing equations are obtained and takes the common form for a mechanical
system, as presented in eq. (2.40).

The reader should be aware that bothG andGT are common ways for ∂φ∂q to be defined.

In this thesis the derivative of the constraint is defined asG = ∂φ
∂q , similar to [39], [40] and

[41], while e.g. [42] uses the other definition.

2.3.2 Penalty Method

The potential for the Penalty Method is given by WP in eq. (2.35), with the evaluated
functional in eq. (2.36). W is given in eq. (2.28). R is the residuals from ∂W

∂q . The method
has the advantage of not expanding the system, as it only introduces simple spring forces
between the constraints with the quadratic penalty term, where φ represents the constraints
and kpen is the penalty coefficient. The penalty springs are then constraints added to the
system through the system constraint violation energy 1/2φT dkpencφ. The diagonal matrix
dkpenc contains the individual penalty stiffnesses along the diagonal.

WP = W +
1

2
kpenφ

Tφ (2.35)

∂WP

∂q
= R+ dkpencφTG = 0 (2.36)

2.3.3 Augmented Lagrange Method

The potential for the augmented Lagrange method is given by WAL in eq. (2.37), with the
evaluated functional in eq. (2.38). Here φ represents the constraints and λ is the Lagrange
multipliers, kpen is the penalty coefficient, klag is a scaling factor used to weight the La-
grange term against the penalty term internally.R is the residuals from ∂W

∂q .

WAL = W + klagφ
Tλ+

1

2
kpenφ

Tφ (2.37)

{
∂WAL
∂q = R+ klagλ

TG(q) + dkpencGTφ = 0
∂WAL
∂λ = φ(q) = 0

(2.38)
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2.3.4 Mechanical System

The Lagrange multiplier method in eq. (2.34), forms the foundation for the common for-
mulation known as a mechanical system, eq. (2.40). This is the governing equation used in
e.g. [37]. The residualR is given by eq. (2.39).

R = Mq̈ −Q(q, q̇, t) (2.39)

{
Mq̈ −Q(q, q̇, t) +GTλ = 0

φ(q, t) = 0
(2.40)

The system equation for the penalty method is the simplest; when performing the vari-
ation of the penalty stiffness, this contributes to the system dynamic equilibrium equation
and takes the form as:

Mq̈ −Q(q, q̇, t) +GT dkpencφ = 0 (2.41)

For the expanded version, the augmented Lagrange method, both Lagrange multipliers
and penalty constraints are included:

{
Mq̈ −Q(q, q̇, t) + klagG

Tλ+GT dkpencφ = 0

φ(q, t) = 0
(2.42)

Writing out the forces derived from eq. (2.28) in the standard form of a mechanical
system eq. (2.40), for a given time step, it takes the form of a function of generalized coor-
dinates:

{
Mtq̈t +Qpt +Qet −Qft +GTλt = 0

φt(qt, t) = 0
(2.43)

where, Mele, is the mass matrix of the element in eq. (2.44). The total force vector
is given in eq. (2.45), which consists of the following components: Qp, additional inertia
forces, as a consequence of the material flow in eq. (2.46), according to eq. (2.16). For
convenience, the elastic force Qe is divided up into two parts, internal forces and damping
forces, eq. (2.47). Qint is the elastic internal forces in eq. (2.48), and Qdamp is the elastic
damp forces in eq. (2.49).

There are three relevant cases. If incompressible liquid is to be simulated, Qe is ne-
glected, if a cable is simulated, the curvature term in Qe is neglected, and if a beam is
simulated, the fullQe term is added. For the beam formulation, where the bending stiffness
is included by curvature, J is the second moment of inertia and c is the damping coeffi-
cient. Qf is the external forces, where f is a 3-D vector, distributing the external loads in
the element in x-, y- and z-direction. As an example, the gravitational force in y-direction
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would take the form f =
[

0 ρAg 0
]T . It is worth noting that the external force Qf

has a negative sign in eq. (2.43). The forces are defined with p as variable, from p1 to p2, by
eq. (2.51), with the integral boundaries set accordingly. φ represents the constraints in the
system, with the accompanying λ.

Mele =

∫ p2

p1

ρANTNdp (2.44)

Q = Qf −Qint −Qdamp −Qp (2.45)

Qp =

∫ p2

p1

ρANT r̈pdp (2.46)

Qe = Qint +Qdamp (2.47)

Qint =

∫ p2

p1

(
∂ε0
∂q

)T
EAε0 +

(
∂κ

∂q

)T
EJκdp (2.48)

Qdamp =

∫ p2

p1

(
∂ε0
∂q

)T
EAcε̇0 +

(
∂κ

∂q

)T
EJcκ̇dp (2.49)

Qf =

∫ p2

p1

NTfdp (2.50)

∂p

∂s
=
p2 − p1

2
(2.51)

For strain formulation the Green strain definition is used, eq. (2.52). This gives the strain
rate as in eq. (2.53). The curvature is found according to eq. (2.55). For derivation of the
differentiation of the curvature, see Sec. 2.4.3.

ε0 =
1

2
(r′Tr′ − 1) (2.52)

ε̇0 =
1

2
(ṙ′Tr′ + r′T ṙ′) (2.53)

∂ε0
∂q

=
1

2
(
∂r′T

∂q
r′ + r′T

∂r′

∂q
) (2.54)

κ =
‖r′ × r′′‖
‖r′‖3

(2.55)

The standard form of the mechanical system is used for implementation and investiga-
tion of different numerical time integrators, eq. (2.40).
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2.4 Numerical Time Integrators

A numerical time integrator has to be used to step through time when solving a mechanical
system as in eq. (2.40). In this section the Generalized-α (G-α), and the 4th order Runge
Kutta (RK4) method are presented. G-α is a generalization of the Newmark-β method pre-
sented in Sec. 2.4.1. A comparison of time integration methods for ALE-ANCF cable el-
ements is not found in other literature, thus this study presents a systematic approach to
compare the two different numerical time integrators. The time integrators are examined
with the criteria stability, accuracy, and efficiency. Stability for a solver is important in or-
der to at all times achieve results, and for the results to be reliable. The demand for accuracy
of the results depends on what they are being used for. Thus, this will vary from case to case.
For a real-time simulation, the efficiency of the solver is critical.

As G-α or Hilber-Hughes-Taylor (HHT) are methods commonly used as numerical time
integration in software, it was of interest to investigate how ALE-ANCF behaved in combi-
nation with this method. RK4 is commonly used for control systems, fluid, and rigid body
mechanism modeling, whereas G-α has been dominant in classical structural finite ele-
ment software. ANCF elements has successfully been used together with G-α in thermo-
mechanical coupled analysis, [43]. For a simulation of an ANCF membrane element for
dynamic modeling of multilayer dielectric elastomer actuators, G-α was part of the solu-
tion step. The HHT-α method was used for an ANCF element to simulate the motion of
a fluid, as the dam break, [44]. A recent study has implemented an ALE-ANCF variant,
in combination with HHT-α to simulate a tether deployment and station-keeping phases
of a tethered satellite system, [45]. The characteristics of the element allowed for complex
dynamic properties such as large deformation, slack, and rebound. The two are therefore
important to study in relation to ALE-ANCF cable elements since these elements are likely
to be implemented in existing software where both algorithms are used beforehand.

The study of the different time integration methods was the foundation for Paper 2.
In Paper 3, G-α was combined with Kane’s method to check if it added stability to the
simulation, and if it met the real-time requirements.

2.4.1 Newmark-β Integration

The Newmark-β method was proposed by N. M. Newmark in 1959 [46], and is a commonly
used numerical time integrator. To impose this method, firstly the Differential Algebraic
Equations (DAE) has to be linearized by the first variation of eq. (2.56), from the mechanical
system in eq. (2.40). This leads to eq. (2.57), where ∆Rq and ∆Rλ are given in eq. (2.58).
Rq refers to residuals when finding ∆q, andRλ refers to residuals when finding ∆λ.

Rq = Mq̈ −Q+GTλ

Rλ = φ
(2.56)
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Rq + ∆Rq = 0

Rλ + ∆Rλ = 0
(2.57)

∆Rq =
∂Rq

∂q̈
∆q̈ +

∂Rq

∂q̇
∆q̇ +

∂Rq

∂q
∆q +

∂Rq

∂t
∆t+

∂Rq

∂λ
∆λ

∆Rλ =
∂Rλ

∂q
∆q

(2.58)

The differentials are calculated in eq. (2.59), whereKT andCT represent the tangential
stiffness matrix and the damping matrix.

∂Rq

∂q̈
= M

∂Rq

∂q̇
= CT = −∂Q

∂q̇

∂Rq

∂q
= KT =

∂Mq̈

∂q
− ∂Q

∂q
+
∂GT

∂q
λ

∂Rq

∂t
= 0 (2.59)

∂Rq

∂λ
= GT ∂Rλ

∂q
= G

The matrix system with nonlinear equations of motion is obtained:

[
M 0
0 0

] [
∆q̈

∆λ̈

]
+

[
CT 0
0 0

] [
∆q̇

∆λ̇

]
+

[
KT GT

G 0

] [
∆q
∆λ

]
=

[
−Rq

−Rλ

] (2.60)

When using the penalty method, the residuals, Rq and Rλ, take a different form than
for the Lagrange multiplier method. Rq is given in eq. (2.61), while Rλ is canceled. The
tangential stiffness,KT takes the form as in eq. (2.62).

Rq = Mq̈ −Q+GT dkpencφ (2.61)

∂Rq

∂q
= KT =

∂Mq̈

∂q
− ∂Q

∂q
+ dkpenc

(
∂GT

∂q
φ+GT ∂φ

∂q

)
(2.62)

The Augmented Lagrange method becomes a combination of the penalty method and
the Lagrange multiplier method, where Rq, and Rλ is given in eq. (2.63). The tangential
stiffness,KT takes the form as in eq. (2.64).
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Rq = Mq̈ −Q+ klagG
Tλ+ dkpencGTφ

Rλ = klagφ
(2.63)

∂Rq

∂q
= KT =

∂Mq̈

∂q
− ∂Q

∂q
+ klag

∂GT

∂q
λ+ dkpenc

(
∂GT

∂q
φ+GT ∂φ

∂q

)
(2.64)

Newmark-β integration suggests a procedure to rewrite the accelerations and velocities
in eq. (2.60) in terms of displacement, [46]. The procedure is outlined in the following
section, where the Newmark difference formulas are given by:

qt+1 = qt + hq̇t +

(
1

2
− β

)
h2q̈t + βh2q̈t+1 (2.65)

q̇t+1 = q̇t + (1− γ)hq̈t + γhq̈t+1 (2.66)

Here h is the time-step size, and β and γ are user defined parameters. To obtain the av-
erage constant acceleration formula the parameters are set to, β = 1

4 and γ = 1
2 . This option

gives second order accuracy, and will also be unconditionally stable over the full frequency
range. This choice is also the most commonly used in commercial analysis software.

The incremental form of displacement is given in eq. (2.67), and in combination with
eq. (2.65) takes the form of eq. (2.68).

qt+1 = qt + ∆qt (2.67)

∆qt = hq̇t +
1

2
h2q̈t + βh2∆q̈t (2.68)

The same goes for velocity, where the incremental form is given in eq. (2.69), and in
combination with eq. (2.66) takes the form of eq. (2.70).

q̇t+1 = q̇t + ∆q̇t (2.69)

∆q̇t = hq̈t + hγ∆q̈t (2.70)

The incremental form of the acceleration is given by:

∆q̈t = q̈t+1 − q̈t (2.71)

When incrementing the solution, it is desired to solve the system with respect to the
displacement increments, ∆q, by rearranging eq. (2.68). The incremental form of the ac-
celeration is obtained, with ∆q as the unknown in eq. (2.72).

20



2.4. Numerical Time Integrators

∆q̈t =
1

βh2
∆qt −

1

βh
q̇t −

1

2β
q̈t =

1

βh2
∆qt − at (2.72)

The incremental form of the velocity, eq. (2.73), is obtained by inserting eq. (2.72) into
eq. (2.70).

∆q̇t =
γ

βh
∆qt −

γ

β
q̇t − h

(
γ

2β
− 1

)
q̈t =

γ

βh
∆qt − dt (2.73)

The velocity and acceleration incremental in the matrix system eq. (2.60), are substi-
tuted with eq. (2.72) and (2.73), and it takes the form as presented in eq. (2.74), where the
incrementors are lambda and displacement.

[
M 0
0 0

][ 1
βh2

∆qt − at
∆λ̈

]
+

[
CT 0
0 0

] [ γ
βh∆qt − dt

∆λ̇

]

+

[
KT GT

G 0

] [
∆q
∆λ

]
=

[
−Rq

−Rλ

] (2.74)

By defining ST according to eq. (2.75), the matrix system in eq. (2.74) can be com-
pressed to eq. (2.76). To find the increments, the inverse of ST is found and moved to the
right hand side, eq. (2.77). The terms containing at and dt are only used for the predictor
step, not the corrector steps. That means it is only used for the first iteration each time step.

ST =

[ 1
βh2
M + γ

βhCT +KT GT

G 0

]
(2.75)

ST

[
∆q
∆λ

]
=

[
−Rq +Mat +CTdt

−Rλ

]
(2.76)

[
∆q
∆λ

]
= S−1T

[
−Rq +Mat +CTdt

−Rλ

]
(2.77)

The energy based convergence criterion [47], that must be satisfied before continuing to
the next time step is:

εe =

√∣∣∣∣
[
Rq Rλ

] [ ∆q
∆λ

]∣∣∣∣ (2.78)

An error criterion based on energy is quite often more stable for simulations where both
rotations and translations are part of the generalized coordinates. Energy based convergence
criteria is also considered more robust with respect to soft versus stiff systems as well as
unit changes (meters to millimeters for instance).
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2.4.2 Generalized-α Integration

The Generalized-α by Chung and Hulbert from 1993 [48] is a generalization of the HHT-
α algorithm by Hilber, Hughes, and Taylor from 1977 [49], and the WBZ-α algorithm by
Wood, Bossak, and Zienkiewicz from 1980 [50]. The G-α method is intended to improve
stability for Newmark-β integration by providing additional damping in the high-frequency
range. The high frequency dissipation is introduced into the numerical solution by linear
interpolation between the time steps. This means that if α = 0, only the t + 1 time step
is accounted for. αm is used for the inertia forces, and αf is used for elastic, damping and
external forces. The effect of the numerical damping decreases as the time step decreases.

The selection of the parameters are done according to Chung and Hulbert [48]. For
second-order ODEs, the proposed algorithmic parameters are given in eq. (2.79), (2.80) and
(2.81), where ρ∞ε[0, 1]. The method is unconditionally stable for the conditions presented,
[48].

αm =
2ρ∞ − 1

ρ∞ + 1
(2.79)

αf =
ρ∞

ρ∞ + 1
(2.80)

β =
1

4

(
γ +

1

2

)2

(2.81)

γ is calculated according to eq. (2.82), and the stability region is met for eq. (2.83).

γ =
1

2
− αm + αf (2.82)

The equations used to set the parameters are eq. (2.81) and (2.82), following the restric-
tions of eq. (2.83).

αm < αf <
1

2
and γ >

1

2
(2.83)

A proposal to implement the method for mechanical systems was suggested in [51]. The
method handles non-constant mass, which is required for an accurate solution for ALE-
ANCF cable elements. Instead of a weighted formulation of the residual equation, as the
common G-α method, the dynamic equilibrium is, at every time step, enforced. This is
done by rewriting the Newmark formulas in eq. (2.65) and (2.66). The acceleration, q̈, is
replaced with the auxiliary variable a, which is an acceleration-like variable (not the true
acceleration), and takes the form as in eq. (2.84) and (2.85). The weighting is done by eq.
(2.86).

qt+1 = qt + hq̇t +

(
1

2
− β

)
h2ät + βh2ät+1 (2.84)
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q̇t+1 = q̇t + (1− γ)hät + γhät+1 (2.85)

(1− αm)at+1 + αmat = (1− αf )q̈t+1 + αf q̈t (2.86)

The solution procedure follows the algorithm in [51]. ST takes the form as in eq. (2.87),
where β′ and γ′ are defined in eq. (2.88) and (2.89). The massM , dampingCT and stiffness
KT follows the same derivation as in eq. (2.59). The error criterion in the algorithm is
modified and updated with eq. (2.78), with a sufficiently small limit. For the first iteration
each time step a0 = q̈0.

ST =

[
Mβ′ +CTγ′ +KT GT

G 0

]
(2.87)

β′ =
1− αm

βh2(1− αf )
(2.88)

γ′ =
γ

βh
(2.89)

The solution procedure for the G-α used in the program is outlined in Fig. 2.5. The
procedure is based on algorithm 1 in [51]. The procedure starts by initial configurations of
the model where the cable elements are defined, constraints are set, and material parameters
are set. In addition the parameters for the solver: αm, αf , critical error limit, time-step and
end time are set. The first iteration is a predictor step, where the position and velocity is set.
It then continues to the corrector iterations where the forces and residuals are computed.
Based on this, the increments for position, velocity, acceleration, and Lagrange multipli-
ers are obtained. Position, velocity, acceleration, and Lagrange multipliers are updated and
corrected based on the increments. If the error residual is larger than the error criterion,
the corrector iteration is repeated. If the error criterion is met, the model is updated and
data stored, before it continues to the next time step. When the simulation has reached the
maximum time, it ends.

The G-α procedure is tested as one of the numerical time integrators in both Paper 2
and Paper 3. In Paper 2 it takes the form as presented above. For Paper 3 it is presented in
Sec. 2.9.2, where the governing equations have a slightly different form.

To further stabilize the solution procedure the preconditioning strategy proposed by
[42] could be implemented. Preconditioning is simply a transformation of the matrices in
the system making it more suitable for numerical solving methods, and less prone to nu-
merical errors. The solution strategy takes the linear system from eq. (2.76) or (2.87), and
redefines from eq. (2.90) to eq. (2.91). The new variables are defined in eq. (2.92) with
the preconditioners in eq. (2.93). The subscript n indicates the size of free nodes, and m
indicates the size of constraints.
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2. Background Theory

Figure 2.5: Outline of the solution procedure with numerical integration algorithm for the
governing equations with the G-α method.

ST∆x = −R (2.90)

S̄T∆x̄ = −R̄ (2.91)

S̄T = DLSTDR

R̄ = DLR

x = DRx̄

(2.92)

DR =

[
Inβh

2 0
0 Im

]

DL =

[
In 0
0 1

βh2
Im

] (2.93)

2.4.3 Differentiation of the Curvature, κ

As part of the G-α procedure, the system equations for a mechanical system has to be dif-
ferentiated, eq. (2.42). The following section will present the step-by-step solution for the
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differentiation of the curvature, κ. qj and qk represent the vector with generalized coordi-
nates in eq. (2.1) written with index notation in separate axes, see Sec. 3.4.

Prior to the differentiation of the curvature, some background calculations are done. The
magnitude of the slope vector is found by:

∥∥r′
∥∥ =

√
r2x + r′y2 + r′z2 =

√
r′Tr′ (2.94)

Differentiation of the magnitude of the slope vector with exponent is found by:

∂ ‖r′‖n
∂qj

= n
∥∥r′
∥∥n−1 ∂ ‖r

′‖
∂qj

= n
∥∥r′
∥∥n−1 ∂

√
r′Tr′

∂qj

= n
∥∥r′
∥∥n−1 1

2
√
r′Tr′

∂r′2

∂qj
= n

∥∥r′
∥∥n−2 1

2
2r′T

∂r′

∂qj

= n
∥∥r′
∥∥n−2 r′T ∂r

′

∂qj

(2.95)

The second derivative of the magnitude of the slope vector with exponent is found by
the product rule and eq. (2.95), resulting in:

∂2 ‖r′‖n
∂q2

=
∂

∂qk

(
n
∥∥r′
∥∥(n−2) r′T ∂r

′

∂qj

)

= n

(
∂ ‖r′‖(n−2)

∂qk
r′T

∂r′

∂qj
+
∥∥r′
∥∥(n−2) ∂r

′

∂qk

∂r′

∂qj
+

∥∥r′
∥∥(n−2) r′T ∂2r′

∂qj∂qk

)

= n

((
(n− 2)

∥∥r′
∥∥n−4 r′T ∂r

′

∂qk

)
r′T

∂r′

∂qj
+

∥∥r′
∥∥(n−2) ∂r

′

∂qk

∂r′

∂qj
+
∥∥r′
∥∥(n−2) r′T ∂2r′

∂qj∂qk

)

(2.96)

Differentiation of the cross product of the two vectorsA(x) andB(x) is found by:
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∂

∂x
(A×B) =

∂

∂x



A2B3 −A3B2

A3B1 −A1B3

A1B2 −A2B1




=




(
∂A2
∂x B3 +A2

∂B3
∂x

)
−
(
∂A3
∂x B2 +A3

∂B2
∂x

)
(
∂A3
∂x B1 +A3

∂B1
∂x

)
−
(
∂A1
∂x B3 +A1

∂B3
∂x

)
(
∂A1
∂x B2 +A1

∂B2
∂x

)
−
(
∂A2
∂x B1 +A2

∂B1
∂x

)




=
∂A

∂x
×B +A× ∂B

∂x

(2.97)

From eq. (2.97) the differentiation of the cross product of r′ and r′′ is found by:

∂ (r′ × r′′)
∂qj

=
∂r′

∂qj
× r′′ + r′ × ∂r′′

∂qj
(2.98)

Differentiation of magnitude is found in eq. (2.99), by combining (2.98) and (2.95).

∂ ‖r′ × r′′‖
∂qj

=
∂

√
(r′ × r′′)T (r′ × r′′)

∂qj

=

∂
∂qj

(
(r′ × r′′)T (r′ × r′′)

)

2

√
(r′ × r′′)T (r′ × r′′)

=

∂(r′×r′′)T
∂qj

(r′ × r′′) + (r′ × r′′)T ∂(r′×r′′)
∂qj

2

√
(r′ × r′′)T (r′ × r′′)

=
2 (r′ × r′′)T ∂(r′×r′′)

∂qj

2 ‖r′ × r′′‖

=
2 (r′ × r′′)T

(
∂r′
∂q × r′′ + r′ × ∂r′′

∂qj

)

2 ‖r′ × r′′‖

=
(r′ × r′′)T
‖r′ × r′′‖

(
∂r′

∂qj
× r′′ + r′ × ∂r′′

∂qj

)

(2.99)

Further expanding the expression, when combining eq. (2.98) and (2.99) with the quo-
tient rule, eq. (2.100) is solved.
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∂

∂q

(
(r′ × r′′)T
‖r′ × r′′‖

)
=




∂(r′×r′′)T
∂q ‖r′ × r′′‖ − (r′ × r′′)T ∂‖r′×r′′‖

∂q

‖r′ × r′′‖2




=

(
∂r′
∂q × r′′ + r′ × ∂r′′

∂q

)T
‖r′ × r′′‖

‖r′ × r′′‖2
−

(r′ × r′′)T (r′×r′′)T
‖r′×r′′‖

(
∂r′
∂q × r′′ + r′ × ∂r′′

∂q

)

‖r′ × r′′‖2

(2.100)

The second derivative of the magnitude of cross product is found by using the product
rule on eq. (2.99), where the quotient rule has to be used to solve this, in addition to eq.
(2.98) and (2.100):

∂2 ‖r′ × r′′‖
∂q2

=
∂

∂qk

(
(r′ × r′′)T
‖r′ × r′′‖

(
∂r′

∂qj
× r′′ + r′ × ∂r′′

∂qj

))

=
∂

∂qk

(
(r′ × r′′)T
‖r′ × r′′‖

)(
∂r′

∂qj
× r′′ + r′ × ∂r′′

∂qj

)
+

(
(r′ × r′′)T
‖r′ × r′′‖

)
∂

∂qk

(
∂r′

∂qj
× r′′ + r′ × ∂r′′

∂qj

)

=




∂(r′×r′′)T
∂qk

‖r′ × r′′‖ − (r′ × r′′)T ∂‖r′×r′′‖
∂qk

‖r′ × r′′‖2



(
∂r′

∂qj
× r′′ + r′ × ∂r′′

∂qj

)
+

(
(r′ × r′′)T
‖r′ × r′′‖

)(
∂2r′

∂qj∂qk
× r′′ + ∂r′

∂qj
× ∂r′′

∂qk
+
∂r′

∂qk
× ∂r′′

∂qj
+ r′ × ∂2r′′

∂qj∂qk

)

(2.101)

The curvature is defined by eq. (2.55). The differentiation of position and velocity for
the curvature, eq. (2.102) and (2.103), are found by the quotient rule in combination with
eq. (2.95) and (2.99).

∂κ

∂q
=

∂

∂qj

(‖r′ × r′′‖
‖r′‖3

)
=

∂
∂qj

(‖r′ × r′′‖) ‖r′‖3 − ‖r′ × r′′‖ ∂
∂qj

(
‖r′‖3

)

(
‖r′‖3

)2

=

(
(r′×r′′)T
‖r′×r′′‖

(
∂r′
∂qj
× r′′ + r′ × ∂r′′

∂qj

))
‖r′‖3 − ‖r′ × r′′‖

(
3 ‖r′‖ ∂r′∂qj

T
r′
)

‖r′‖6

(2.102)
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∂κ

∂q̇
=

∂

∂q̇j

(‖r′ × r′′‖
‖r′‖3

)
=

∂
∂q̇j

(‖r′ × r′′‖) ‖r′‖3 − ‖r′ × r′′‖ ∂
∂q̇j

(
‖r′‖3

)

(
‖r′‖3

)2

=

(
(r′×r′′)T
‖r′×r′′‖

(
∂r′
∂q̇j
× r′′ + r′ × ∂r′′

∂q̇j

))
‖r′‖3 − ‖r′ × r′′‖

(
3 ‖r′‖ ∂r′∂q̇j

T
r′
)

‖r′‖6

(2.103)

The double differentiation of position and velocity for the curvature, eq. (2.104) and
(2.105), the quotient rule and product rule are used, in combination with eq. (2.95), (2.96),
(2.99) and (2.101).

∂2κ

∂q2
=

∂2

∂q2

(‖r′ × r′′‖
‖r′‖3

)

=
∂

∂qk




∂
∂qj

(‖r′ × r′′‖) ‖r′‖3 − ‖r′ × r′′‖ ∂
∂qj

(
‖r′‖3

)

‖r′‖6




=

(
∂2

∂q2
(‖r′ × r′′‖) ‖r′‖3 + ∂

∂qj
(‖r′ × r′′‖) ∂

∂qk
‖r′‖3

)

‖r′‖6
−

(
∂
∂qk
‖r′ × r′′‖ ∂

∂qj

(
‖r′‖3

)
+ ‖r′ × r′′‖ ∂2

∂q2

(
‖r′‖3

))

‖r′‖6
−

(
∂
∂qj

(‖r′ × r′′‖) ‖r′‖3 − ‖r′ × r′′‖ ∂
∂qj

(
‖r′‖3

))
6r′T ∂r

′
∂qk

‖r′‖8

(2.104)

∂2κ

∂q∂q̇
=

∂2

∂q∂q̇

(‖r′ × r′′‖
‖r′‖3

)

=
∂

∂q̇k




∂
∂qj

(‖r′ × r′′‖) ‖r′‖3 − ‖r′ × r′′‖ ∂
∂qj

(
‖r′‖3

)

‖r′‖6




=

(
∂2

∂q2
(‖r′ × r′′‖) ‖r′‖3 + ∂

∂qj
(‖r′ × r′′‖) ∂

∂q̇k
‖r′‖3

)

‖r′‖6
−

(
∂
∂q̇k
‖r′ × r′′‖ ∂

∂qj

(
‖r′‖3

)
+ ‖r′ × r′′‖ ∂2

∂q∂q̇

(
‖r′‖3

))

(‖r′‖) −
(

∂
∂qj

(‖r′ × r′′‖) ‖r′‖3 − ‖r′ × r′′‖ ∂
∂qj

(
‖r′‖3

))
6r′T ∂r

′
∂q̇k

‖r′‖8

(2.105)
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Curvature rate, being the change in curvature over time, is presented:

κ̇ =
d

dt

(‖r′ × r′′‖
‖r′‖3

)

=

d
dt (‖r′ × r′′‖) ‖r′‖3 − ‖r′ × r′′‖ d

dt

(
‖r′‖3

)

(
‖r′‖3

)2

=

(r′×r′′)T
‖r′×r′′‖ (ṙ′ × r′′ + r′ × ṙ′′) ‖r′‖3 − ‖r′ × r′′‖ 3 ‖r′‖ r′T ṙ′

‖r′‖6

(2.106)

The derivatives of position and velocity for the curvature rate, eq. (2.107) and (2.108),
are found by the quotient rule in combination with eq. (2.98) and (2.100). Placeholders are
used to make it easier to read.
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∂κ̇

∂q
=

∂

∂q




(
(r′×r′′)T
‖r′×r′′‖ (ṙ′ × r′′ + r′ × ṙ′′) ‖r′‖3

)
−
(
‖r′ × r′′‖ 3 ‖r′‖ r′T ṙ′

)

‖r′‖6




=
∂

∂q

(
A−B
C

)

=

(
∂A
∂q − ∂B

∂q

)
C − (A−B) ∂C∂q

C2

∂A

∂q
=
∂
(
(r′×r′′)T
‖r′×r′′‖ (ṙ′ × r′′ + r′ × ṙ′′) ‖r′‖3

)

∂q

=
∂

∂q

(
(r′ × r′′)T
‖r′ × r′′‖

)
(
ṙ′ × r′′ + r′ × ṙ′′

) ∥∥r′
∥∥3 +

(
(r′ × r′′)T
‖r′ × r′′‖

)(
∂

∂q

(
ṙ′ × r′′

)
+

∂

∂q

(
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)
3
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∂B
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∂
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∥∥ ∂

∂q
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+

3

(
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∥∥∥∥r′
∥∥ ∂r

′

∂q

T

ṙ′ +
∥∥r′ × r′′

∥∥∥∥r′
∥∥ r′T ∂ṙ

′

∂q

)

∂C

∂q
=
∂
(
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)

∂q

= 6
∥∥r′
∥∥4 r′∂r

′

∂q
(2.107)

30



2.4. Numerical Time Integrators

∂κ̇

∂q̇
=

∂

∂q̇
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(r′×r′′)T
‖r′×r′′‖ (ṙ′ × r′′ + r′ × ṙ′′) ‖r′‖3

)
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‖r′ × r′′‖ 3 ‖r′‖ r′T ṙ′

)

‖r′‖6
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∂

∂q̇

(
A−B
C

)
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∂A
∂q̇ − ∂B

∂q̇

)
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C2

∂A

∂q̇
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∂
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∂q̇

(
(r′ × r′′)T
‖r′ × r′′‖

)
(
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) ∥∥r′
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(
r′ × ṙ′′
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∥∥ ∂
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(∥∥r′
∥∥) r′T ṙ′
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+

3

(
∥∥r′ × r′′

∥∥∥∥r′
∥∥ ∂r
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ṙ′ +
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∥∥∥∥r′
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′

∂q̇
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2.4.4 Runge Kutta - RK4

RK4 has often been used in similar studies, and is thus an evident candidate for a numerical
study with respect to explicit versus implicit time-integration. The Runge-Kutta methods
originated more than 100 years ago from the famous paper by C. Runge [52]. A very read-
able treatise on the history of the Runge-Kutta methods was written by J.C. Butcher [53].
Butcher is also the originator for the famous Butcher tables for presenting the Runge-Kutta
factors.

RK4 is an explicit time integrator, which means that the state at the next time-step
can be calculated based solely on variables at previous time-steps and thus requires no
equation solving. Based on the state-space formulation, eq. (2.109), with the state vector,
x, defined in eq. (2.110). A is the dynamic matrix, g(x) contains all the nonlinear terms,
B is the input matrix, and u is the input to the system. External forces are the input to
the system, given for the relevant time steps. Q is nonlinear and contains external forces,
internal forces, damping forces and additional inertia forces, eq. (2.45). For this system the
stiffness and damping are nonlinear, and therefore become a part of the restoring forces
g(x). The unconstrained mechanical system from (2.40), presented in eq. (2.111), can be
expressed on a lower difference order if the number of unknowns are doubled. The second
order DAE takes the form of a first order DAE as presented in eq. (2.112). This is the starting
point for the integrator using a first order form of the system.

ẋ = Ax+ g(x) +Bu (2.109)

x =

[
q
q̇

]
(2.110)

Mq̈ = Q(q, q̇, t) = Qf −Qint −Qdamp −Qp (2.111)

d

dt

[
q
q̇

]

=

[
0 I
0 0

] [
q
q̇

]
+

[
0

−M−1(Qint +Qdamp +Qp)

]
+

[
0

M−1

]
Qf

(2.112)

For the solver used in this thesis, the time increments are constant. The solver advances,
x, of the general non-homogeneous first order ordinary differential equations in eq. (2.113)
with a time-step, h. The goal is to find the state of the system at x(t + h). This is done by
taking the known external forces as input. The initial conditions are given as x(0) = x0.
The solution procedure for RK4 calculates ẋ four times each time increment, eq. (2.114).
The four derivatives are used in eq. (2.115) to construct x for the next time step. For further
advancement in time, the procedure is repeated.

32



2.4. Numerical Time Integrators

ẋ(t) = f(t,x(t),u(t)), x(0) = x0 (2.113)

ẋ1 = f(t,x(t),u(t)) (2.114a)

ẋ2 = f

(
t+

h

2
,x(t) + ẋ1

h

2
,u

(
t+

h

2

))
(2.114b)

ẋ3 = f

(
t+

h

2
,x(t) + ẋ2

h

2
,u

(
t+

h

2

))
(2.114c)

ẋ4 = f (t+ h,x(t) + ẋ3h,u (t+ h)) (2.114d)

x(t+ h) = x(t) + (ẋ1 + 2(ẋ2 + ẋ3) + ẋ4)
h

6
(2.115)

2.4.5 Runge Kutta for Constrained Systems

The problem of solving a mechanical system by Runge Kutta is studied in several works,
and different approaches have been attempted, with [54], [55] and [56] as examples. Recom-
mended books on the topic are [57] and [41]. One of the main problems using a RK solution
procedure is that the mechanical system is a second order Differential Algebraic Equation
(DAE) that must be reduced to a lower order. As part of the reduction, the constraint equa-
tion must be differentiated. The undesired risk with this procedure is that the accuracy in the
constraints could be lost, which again causes drift in the results. The method implemented
in this thesis is instead based on, [56], which starts with a Lagrangian formulation of the
equations of motion describing the dynamics of a constrained multibody system, as in eq.
(2.116). v, represents the generalized velocities, and φ is the constraints.

q̇ = v (2.116a)

M(q)v̇ = Q(q,v)−GT (q)λ (2.116b)

0 = φ(q) (2.116c)

A step-by-step solution to the second order differentiation of the algebraic position con-
straint is given by:
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φ = 0 (2.117a)

φ̇ =
dφ

dt
=
∂φ

∂q

∂q

∂t
+
�
�
�7

0
∂φ

∂t
= Gq̇ = 0 (2.117b)

φ̈ =
d2φ

dt2
=

d

dt
(Gq̇) = G

dq̇

dt
+ q̇T

dG

dt
= Gq̈ + q̇T

∂G

∂q

∂q

∂t
+
�
�
�7

0
∂G

∂t
(2.117c)

= Gq̈ + q̇T
∂G

∂q
q̇ = 0

Gq̈ = −q̇TG,qq̇ (2.117d)

The solution procedure for q̇TG,qq̇ in eq. (2.117) is clearer when using index notation.
The equation now takes the form:

Ci = q̇jGij ,qk q̇k (2.118)

q̇j and q̇k represent the velocities of the generalized coordinates from eq. (2.1) in separate
axes. According to Gij = ∂φi

∂qj
, i is the number of constraints. This results in the vector Ci

with size i.
Inserting the differentiation of the constraints from eq. (2.117d) into the mechanical

system, it can be written in the following form:
[
M GT

G 0

] [
q̈
λ

]
=

[
Q

−q̇TG,qq̇

]
(2.119)

whereQ is defined according to eq. (2.45).
This gives the solution for the acceleration:

q̈ = M−1(Q−GTλ) (2.120)

An expression for λ is found by taking eq. (2.120) and substituting it back into eq.
(2.117d), to get:

Gq̈ = −q̇TG,qq̇ (2.121a)

G
(
M−1Q−M−1GTλ

)
= −q̇TG,qq̇ (2.121b)

GM−1GTλ = GM−1Q+ q̇TG,qq̇ (2.121c)

λ =
(
GM−1GT

)−1 (
GM−1Q+ q̇TG,qq̇

)
(2.121d)

By inserting eq. (2.121d) into the mechanical system, a first order formulation is ob-
tained as an expression for the acceleration, eq. (2.122). It is important to note that the two
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are not to be considered equal, as the constraint is a derivative. This is what makes the
solution subjected to drifting.

q̈ = M−1Q−M−1GT
(
GM−1GT

)−1 (
GM−1Q+ q̇TG,qq̇

)
(2.122)

This leads to the state-space formulation used for solving by RK4 in this thesis:

d

dt

[
q
q̇

]
=

[
0 I
0 0

] [
q
q̇

]

+

[
0

−M−1
(
Qint +Qdamp +Qp +GT

(
GM−1GT

)−1 (
GM−1Q+ q̇TG,q q̇

))
]

+

[
0

M−1

]
Qf

(2.123)

The RK4 solver from eq. (2.113) to (2.115) is used to propagate eq. (2.123), provid-
ing a temporary generalized coordinate vector q̃. q̃ is further stabilized to a new temporary
generalized coordinate vector q̂ through the stabilization step in eq. (2.124). A final stabi-
lization step to get the generalized coordinate vector q is performed in eq. (2.125), before
continuing to the next time step. To achieve a more robust solver the double stabilization
step is recommended, [56].

[
q̂t+1

ˆ̇qt+1

]
=

[
q̃t+1
˜̇qt+1

]
− F (q̃t+1, ˜̇qt+1)s(q̃t+1, ˜̇qt+1) (2.124)

[
qt+1

q̇t+1

]
=

[
q̂t+1

ˆ̇qt+1

]
− F (q̃t+1, ˜̇qt+1)s(q̂t+1, ˆ̇qt+1) (2.125)

Where s and F are defined in eq. (2.126) and (2.127), with an alternative simpler defi-
nition of F in eq. (2.128), [56].

s =

[
Φ
Gq̇

]
(2.126)

F = M−1GTG(M−1GT )−1
[
I 0
0 I

]
(2.127)

F = GT (GGT )−1
[
I 0
0 I

]
(2.128)
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2.5 Case 1: Cable - Cantilever Bar and RK4 Maximum
Time-Step

Different attributes of the ALE-ANCF cable element can be highlighted by a cable modeled
as a cantilever bar, with one free and one fixed end. The model can be used to find the
maximum stable time-step for an ALE-ANCF cable element model when using the RK4
time integrator. Furthermore, the axial frequencies, the 1st and 2nd axial vibration mode for
the ALE-ANCF cable element can be verified.

To predict the maximum stable time-step for the RK4 time integrator, it was investigated
if the theoretical time-step for a Mass-Spring-Damper system (MSD), could be used to
describe the behavior of the ALE-ANCF cable element.

The single degree of freedom problem, damped free vibration, shown in Fig. 2.6, takes
the form as:

mü+ cu̇+ ku = 0 (2.129)

where m is the mass, k is the spring stiffness, c is the damping factor, and u is the displace-
ment.

Assuming the solution on the form:

u = u0e
λt, u̇ = u0λe

λt, ü = u0λ
2eλt (2.130)

and inserting in the free vibration eq. (2.129) gives us:

(
mλ2 + cλ+ k

)
u0e

λt = 0 (2.131)

where eigenvalue λ consists of a real and an imaginary part.

k

m
c

u

Figure 2.6: A simple 1-D Mass-Spring-Damper system.

Starting with the free vibration eq. (2.129), and assuming the solution on the form of
eq. (2.130), gives us eq. (2.131). The eigenvalue λ consists of a real and an imaginary part.

mü+ cu̇+ ku = 0 (2.132)

u = u0e
λt, u̇ = u0λe

λt, ü = u0λ
2eλt (2.133)
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(
mλ2 + cλ+ k

)
u0e

λt = 0 (2.134)

When introducing undamped eigenfrequency ω0, critical damping cc and relative damp-
ing ratio ξ, the eigenvalue can be written as:

λ = ω0

(
−ξ ± i

√
1− ξ2

)
(2.135)

where ω0 =
√

k
m , ξ = c

cc
, and cc = 2

√
km = 2mω0

For the undamped system only the imaginary part remains, and we have the non-trivial
solution leading to:

mλ2 + k = 0 ⇒ λ = i

√
k

m
= iω0 ⇒ λh = ω0ih (2.136)

The stability region for RK4 can be drawn from several sources, such as Figure 2.1 in
[57, p. 17], and in this thesis presented in Fig. 2.7. For the undamped problem the stable
area for the solver is described by λh ≤ 2.8i. Combining the stable area with eq. (2.136),
the maximum stable time-step h is restricted by:

h ≤ 2.8

ω0
, where ω0 =

√
k

m
(2.137)
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Figure 2.7: Stability region for the Runge Kutta orders RK1, RK2, RK3 and RK4 with
imaginary and real λh on the axes.

The eigenfrequency ω in eq. (2.135) is given in radians per second. The frequency is the
number of cycles per unit of time, given as Hz = 1

s , is presented in eq. (2.138). The period
is time for a single oscillation, as presented in eq. (2.139).
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f =
ω

2π
(2.138)

T =
1

f
(2.139)

The oscillator described by eq. (2.140) is plotted for four values of the relative damping
ratio ξ in Fig. 2.8. Also the accompanying e−λt are plotted, which shows the diminishing
oscillation. In the equation, a is the initial amplitude, λ is the decay rate (damping coef-
ficient), and φ the phase angle. When ξ = 1, the oscillator is critically damped, and no
oscillation takes place. If ξ < 1 the oscillator is under damped, and some oscillation takes
place. The oscillator is undamped if ξ = 0. With ξ > 1 the oscillator is over damped, and
the system moves slowly, like syrup, towards equilibrium.

x = e−λta cos[ωt− φ] (2.140)
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Figure 2.8: Effect of damping ratio on an oscillator.

The damping coefficient will predict the system behavior according to Fig. 2.8. Damp-
ing is introduced in the system by the damping force in eq. (2.49). To find how this affects
the system, the critical damping coefficient could be found as in eq. (2.135). To calculate the
critical damping coefficient, a simple method is to find the largest values in the diagonals
fromKT ,CT , andM in eq. (2.75) when solving the system by the G-α method. The value
from CT are used as the actual damping, and the values from KT and M are used to find
the critical damping.
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2.5.1 Highest Frequency of a Meshed Cable

For a discretized cable subjected to axial vibrations, which is modeled with linear bar ele-
ments, the highest frequency of the mesh is given by the vibration mode where every other
node is moving in the same direction. All the nodes then have the same amplitude, as shown
in Fig. 2.9.

Due to symmetry, as the nodes move opposite of each other, the system is simplified by
a fixed spring with a mass m, stiffness k, and displacement u. The mass and stiffness for a
half linear bar element is given in eq. (2.141), and defines the highest frequency for a MSD.
The mass and stiffness of half a linear bar element, as shown in Fig. 2.9, becomes:

m =
1

2
ρALe, k =

EA
Le
2

=
2EA

Le
(2.141)

When inserting the cable properties for half the linear bar element in eq. (2.137), an
alternative expression for eigenfrequency is achieved, eq. (2.142). S is the speed of sound
traveling through the given material.

ω0 =

√
k

m
=

2

Le

√
E

ρ
=

2

Le
S where S =

√
E

ρ
(2.142)

This leads to an expression based on element length to be used as a criterion for maxi-
mum time-step for a stable RK4 solver, eq. (2.143). The maximum stable time-step in RK4
is limited by the highest frequency in the mesh, which commonly is the axial frequency of
the shortest element.

h ≤ 2.8

ω0
= 2.8

Le
2S

(2.143)

Note that this expression is based on a linear variation of the displacements along the
element length Le. We will later see that the ALE-ANCF cable element can represent a
higher variation of the displacements along Le, and the expression will then have to be
modified.

The highest axial frequencies results from an undamped MSD and ALE-ANCF cable
element are presented and compared in Fig. 2.10. The cable was modeled with ρA = 1,
L = 1 and EA = 1000, with a varying number of elements with evenly spaced nodes. The
cable was pinned in one end, hanging in a gravity field working in the axial direction. It is
clearly evident that MSD has significantly lower highest frequency than ANCF-ALE cable
elements, thus MSD is not sufficient to predict the maximum time-step for RK4 directly.
Another method to predict a general criterion for maximum time-step for a stable RK4
solver is therefore of interest. To establish such an expression for the highest frequency
within a mesh based on the shortest ALE-ANCF cable element, a free 1-D axial element is
investigated, Fig. 2.11a. The DOFs for the model are r1x, r

′
1x, r2x, r

′
2x.
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k
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u

Figure 2.9: A meshed cable where the smallest element is simplified to a Mass-Spring
system due to symmetry. Vertical lines indicates zero displacement.
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Figure 2.10: The highest axial frequency for MSD and ALE-ANCF cable swinging freely
with gravity in the axial direction. The number of elements are varying with constant cable
length. The ratio between the highest frequencies verifies the effective length in Table 2.1.
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Figure 2.11: Single element 1-D problem with different boundary conditions.

For an undamped system with multiple degrees of freedom, eq. (2.144) can be used
to find the eigenfrequencies. Here, K is the stiffness matrix for the element, M is the
mass matrix for the element, ω is the eigenvalues given as angular velocity and v is the
eigenvector. The element in Fig. 2.11a is not constrained in the x-direction, thus there will
be one “0-frequency” Rigid Body Mode (RBM) and three “deformational” modes with
positive eigenvalues.

(
K − ω2

iM
)
vi = 0 (2.144)

In eq. (2.144) ωi and vi are corresponding eigenvalue and eigenvector. This eigenvector can
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be determined by an eigenvalue analysis, and will be the highest possible frequency in the
system. The eigenvector can serve as a step towards getting a criterion to find the maximum
time-step, eq. (2.146).

Free-Free Linear bar element: vmax =

[
r1x
r2x

]
=

[
1.0Le
−1.0Le

]
(2.145)

Free-Free ALE-ANCF element: vmax =




r1x
r′1x
r2x
r′2x


=




−0.06Le
0.71

0.06Le
0.71


 (2.146)

Pinned-Free ALE-ANCF element: vmax =



r′1x
r2x
r′2x


=




0.38
0.10Le
0.92


 (2.147)

Pinned-Pinned ALE-ANCF element: vmax =

[
r′1x
r′2x

]
=

[
0.71
0.71

]
(2.148)

When rearranging and pre-multiplying eq. (2.144) with vTmax, the familiar Rayleigh
quotient for maximum squared eigenfrequency is established:

vTmaxKvmax
vTmaxMvmax

= ω2
max (2.149)

In combination with the stable time-step region for RK4 in eq. (2.137), a criterion for the
maximum time-step is given in eq. (2.150); where vmax is given by eq. (2.146) to (2.148).

h ≤ 2.8

ωmax
=

2.8√
vTmaxKvmax
vTmaxMvmax

(2.150)

The element shape is found by Nevmax, with the shape function from eq. (2.11) and
the eigenvectors from eq. (2.146) to (2.148). For an element with length Le = 1 and con-
figurations as in Fig. 2.11, the results are presented in Fig. 2.12.

For a cable modeled by several elements, a propagatable element displacement with a
repeatable pattern has to be found. A requirement is then that the displacement and slope
are continuous. This is not the case for the highest frequency in the Free-Free configuration,
where there is discontinuity, see Fig. 2.12. None of the modes for the Free-Free configura-
tion are found to be propagatable, see Table 2.1. The vf/f,3 Fig. 2.14 is seemingly equal to
v+/−,1 Fig. 2.18, but turns out to have a minor rotation at the end resulting in discontinu-
ity as illustrated in Fig. 2.13. Thus, this configuration is not directly relevant for a meshed
cable.

When ALE-ANCF cable elements are connected in a cable, the shared nodes enforces
equal displacement and slope. This is satisfied in the Pinned-Pinned configuration, as in
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Figure 2.12: The highest vibration modes for an element of length Le = 1 with the three
different boundary conditions presented in Fig. 2.11 introduced by eq. (2.146), (2.147), and
(2.148).

Figure 2.13: Free-free discontinuity without constraints.

Fig. 2.11c. The highest frequency then has a mode shaped similar to a sine wave, as the
Pinned-Pinned in Fig. 2.12. For a cable pinned in both ends, this will be highest frequency
in the system.

The end element of the mesh does not have to be propagatable for a cable with a free
end globally. Only the first node of the end element must be restrained to have a continuous
displacement and slope. The Pinned-Free configuration in Fig. 2.12 is continuous in one
end and discontinuous in the other. The shape of this element has more than a sine wave
over the element length, and thus has the highest frequency in an otherwise propagatable
mesh. This will be the governing element if present in the cable model, provided that the
elements are modeled with equal length.

Table 2.1 compares the highest eigenfrequencies, and thus the maximum stable time-
step hmax, for the elements in Fig. 2.11 when they are modeled by MSD and ALE-ANCF
cable elements respectively. The eigenvectors are given by eq. (2.145), (2.146), (2.147), and
(2.148). The effective length in the table is independent of material data and element length.
The corresponding element shapes are found in Fig. 2.14 to 2.16.

The MSD cannot directly be used to predict the maximum time-step for RK4, but if eq.
(2.143) is updated with effective length to eq. (2.151), the higher frequencies are accounted
for. The effective length must be set according to the relevant boundary conditions, as sug-
gested in Table 2.1. A strategy to predict the maximum time-step for RK4 with ALE-ANCF
cable elements, according to a MSD, has thus been developed.

42



2.5. Case 1: Cable - Cantilever Bar and RK4 Maximum Time-Step

Configuration Prop
mesh

ωmax[rad/s] Leff/Le [-] hmax [s]

MSDf/f Yes 63.3 1.00 44.3E-3
vf/f,1 No 412.5 0.15 6.8E-3
vf/f,2 RBM 0 0 0
vf/f,3 No 99.37 0.64 28.2E-3
vf/f,4 No 244.9 0.26 11.4E-3
vp/f,1 Yes, end 330.4 0.19 8.5E-3
vp/f,2 Yes, end 152.9 0.41 18.3E-3
vp/f,3 Yes, end 49.7 1.27 56.3E-3
vp/p,1 Yes 244.9 0.31 13.7E-3
vp/p,2 Yes 100.0 0.63 20.8E-3
v+/−,1 Yes 99.4 0.64 28.2E-3
v+/−,2 Yes 99.9 0.63 28.0E-3
v+/+,1 RBM 0 0 0
v+/+,2 Yes 204.9 0.31 13.7E-3

Table 2.1: Maximum time-steps hmax and equivalent effective element lengths Leff for sin-
gle element models of Fig. 2.11 (RBM: Rigid Body Mode).
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Figure 2.14: The four vibration modes for an element of length Le = 1 corresponding to
configuration Fig. 2.11a.
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For both the Free-Free and the Pinned-Free configuration in Fig. 2.12, the element is
both in tension and compression internally.

For the Free-Free configuration, the element is in tension before s = −0.77 and after
s = 0.77, and in compression between these. The points at s = −0.77, s = 0, and s = 0.77
can be considered pinned, as they are zero displacement points for the vibration mode.

43



2. Background Theory

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

-1 -0.5 0 0.5 1

Unit length of element, s

vp/f,1

vp/f,2

vp/f,3
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Figure 2.16: The two vibration modes for an element of length Le = 1 corresponding to
configuration Fig. 2.11c

Applying the same procedure to the ALE-ANCF cable element as for the Mass-Spring
in Fig. 2.9; by dividing the cable element into “sub-elements” and introducing masses in
s = 0.5 and s = 1.0 would lead to zero displacement at s = 0.77. The shortest element
would then be Le = 0.23, and the findings in Table 2.1 are supported, as it is reasonable to
assume that the difference in effective length is due to the non-linear displacement.

An alternative method to enforce continuity in the mesh is to predetermine a mesh
pattern. For a linear bar element, the highest frequency in a continuous mesh is given by a
repeated pattern of +1, -1, as given in eq. (2.145) and illustrated in Fig. 2.17.

Figure 2.17: The highest frequency for a propagatable mesh pattern in a bar.

A similar approach as for the bar element can be used for an ALE-ANCF cable element.
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2.5. Case 1: Cable - Cantilever Bar and RK4 Maximum Time-Step

To ensure a propagatable mesh, an enforced pattern can be introduced by repeatable eigen-
vectors, eq. (2.152) and (2.153). With a +/− pattern, both rx and r′x must have opposite
sign at each end. v+/− then takes the form as in eq. (2.152). For the ALE-ANCF cable
element, also an enforced +/+ pattern will provide a propagatable mode, eq. (2.153).

v+/− =




r1x
r′1x
r2x
r′2x


 =




r1x
r′1x
−r1x
−r′1x


 =




1 0
0 1
−1 0
0 −1



[
r1x
r′1x

]
= A+/−

[
r1x
r′1x

]
(2.152)

v+/+ =




r1x
r′1x
r2x
r′2x


 =




r1x
r′1x
r1x
r′1x


 =




1 0
0 1
1 0
0 1



[
r1x
r′1x

]
= A+/+

[
r1x
r′1x

]
(2.153)

The system can now be reduced from 4 to 2 DOFs by the use of A+/− and A+/+, and
the stiffness matrix and the mass matrix take the form K̃ = ATKA and M̃ = ATMA.
This is further used in the method presented for eq. (2.149), to obtain the eigenfrequencies.

The four vibration modes for an element with predetermined patterns is presented in
Fig. 2.18. The +/− pattern leads to a half sine wave over the element length, where v+/−,1
has zero rotation and v+/−,2 has zero displacement. The +/+ pattern can have the same rx
at each node, which gives rigid body mode for v+/+,1, while v+/+,2 is equal to the Pinned-
Pinned configuration in Fig. 2.12 with zero rotation. The latter is given as Propagatable
Free-Free in Table 2.1.

This method ensures a propagatable displacement. As the end element does not have to
be repeatable, the method could fail to predict the maximum frequency, as it lacks a repre-
sentation of the free end configuration. A weakness with this approach is that the Pinned -
Free configuration is excluded by the predetermined pattern.
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Figure 2.18: The four vibration modes for an element of length Le = 1 with predetermined
pattern.
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2. Background Theory

An illustration of the governing frequency of an ALE-ANCF cable element is given in
Fig. 2.19. The continuous mesh is represented as jigsaw puzzles, where there are five avail-
able pieces. The pieces from A to E are arranged in descending order for highest maximum
frequency. Piece A and B is not propagatable, and can thus not be used in the mesh. Piece
C is not propagatable, but can be used on the end of the puzzle, and the highest eigenfre-
quency in the puzzle is now governed by C. Alternatively the puzzle can be extended by
new D pieces, which leaves the highest frequency unchanged, until it is ended by piece E,
which does not alter the highest frequency.

A

B D d

C

E

Figure 2.19: Jigsaw puzzle illustration of the highest frequency for a continuous and prop-
agatable mesh patter.

A hammer test was performed in Paper 2 to verify the criterion for the critical time-
step for an ALE-ANCF cable element solved with RK4. The test procedure is to initially
have an external force hit the end node, then allow the elements to swing freely, as if just
hit by a hammer. This is presented for a two-element cable in Fig. 2.20, and has 5 DOFs,
r
′
0x, r1x, r

′
1x, r2x, r

′
2x. By the use of Fast Fourier Transform (FFT) analysis, the frequencies

in a cantilever bar of ALE-ANCF cable elements were found.

x

1 20 F

Figure 2.20: Two-element cantilever bar undergoing the hammer test.

For practical simulation applications, the frequencies are subjected to change over a
time domain. Thus, FFT is appropriate to find what eigenfrequencies is present, and to
detect frequencies causing instability in the algorithm. Time integration is the primary focus
of the present study, the eigenfrequency analysis is a consequence, thus the FFT is more
relevant method than linearization of the equations and then calculate the eigenvalues.
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2.5. Case 1: Cable - Cantilever Bar and RK4 Maximum Time-Step

As an example, the procedure for a two-element hammer test, with the material data
ρA = 1, Le = 0.5 and EA = 1 is presented. The response in the axial force is presented in
Fig. 2.21, where it becomes evident that the smaller time-steps include higher frequencies.
To trigger the highest frequencies from a hammer test, the time-steps must be small enough
to represent them. The force is plotted instead of displacement, as it is easier to observe the
high frequency when the slope is part of the force expression. The FFT is presented in Fig.
2.22, and is based on 100 sec series of the node displacement. Here, the 5 eigenfrequencies
are visible for the smallest time-step, with the highest frequency at 3.1Hz. The highest
frequency is plugged into eq. (2.137) to find the maximum time-step. The maximum time-
step for a stable RK4 solver is congruent with the suggested criterion and verified by the
FFT maximum time-step.
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Figure 2.21: The axial force from cable segment 2 from the two-element hammer test, for
RK4 with time-step h=0.001 sec, h=0.01sec, and G-α with time-step h=0.4.
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Figure 2.22: Frequencies detected from FFT of displacement in node for RK4 with time-
step h=0.001 sec, h=0.01sec, and G-α with time-step h=0.4.

When using the maximum time-step, the number of time steps per highest frequency is
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2. Background Theory

just above 2, Fig. 2.21. For a decent representation of an oscillation it is recommended to
have at least 10 time steps. This means that it is not required for RK4 to represent the highest
frequencies accurately for it to be a stable solver. When running a FFT of a simulation with
the maximum time-step, only the lower frequencies are captured, Fig. 2.22. If the time-step
is larger than the criterion for maximum time-step, the simulation will diverge and fail as
fictitious energy is added to the system.

As an alternative to RK4, G-α can be used as the numerical integration method. This
method is not limited by the axial frequency. The time-steps can therefore be significantly
larger than for RK4. For the two-element hammer test, the 1st vibration mode is 0.25 Hz,
which equals a period of 4 sec. To have 10 time steps for each period, h = 0.4s. In Fig. 2.21
G-α represents the 1st axial vibration mode, which is confirmed in Fig. 2.22. This results in
a relative error in the result and phase, which is further discussed in Sec. 2.8.

The hammer test was also carried out in a configuration of the elements where the node
positions where fixed, and the flow variables were free. The slope DOFs were free, since
they are associated with the strain. The 5 DOFs for the system were r

′
0x, p1, r

′
1x, p2, r

′
2x.

Instead of a force acting on the end node, a prescribed displacement was used on the fixed
node to trigger the oscillations. Free flowing DOFs resulted in the same frequencies in the
cable as with free position DOFs.

In practical terms, the consequence of a small element limiting the maximum time-step
for a simulation is exemplified by a vessel with a crane rolling in the waves, Fig. 2.23. If
the goal is to simulate how the payload in the crane is affected by the waves, the period of
the waves, which is the time for one oscillation, is the frequency of interest. As a rule of
thumb, it is good to have at least 10 time-steps each period, for a decent representation of
the wave. The advantage of the G-α method is unconditionally stable if the criterion is met.
Thus, the limiting factor for the time-step size is the accuracy. The accuracy is good as long
as the number of time-steps for the desired frequencies are sufficient, Fig. 2.23.

In contrast, the critical time-step for RK4 is limited by the smallest element in the model,
Fig. 2.23. For a model, such as the vessel with a crane, the smaller elements in e.g. the
crane can really limit the critical time-step. Even though the resolution for the sea waves
are high, and also higher frequencies could be represented, it might not be of interest for the
overall simulation. The total solution time could be significantly faster for the G-α method
compared to RK4.

2.5.2 Nonlinear Stiffness Effects due to Green Strain

To investigate how the axial stiffness influences the MSD and ALE-ANCF cable element,
the cantilever bar was configured with a gravity field working in the axial direction, mod-
eling a cable hanging in a gravity field. The cable was modeled with 1 element, ρA = 1,
L = 1, where different axial stiffnesses were tested, Fig. 2.24. The plot shows the ratio
between the 1st vibration mode for MSD and an ALE-ANCF cable, based on FFT analysis.
The trend in the plot is independent of the number of elements in the cable. It becomes
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2.5. Case 1: Cable - Cantilever Bar and RK4 Maximum Time-Step

Figure 2.23: Vessel with a crane rolling in the waves, where the time-step for G-α and RK4
are indicated.

evident that the axial frequency in MSD is only 79% of the ALE-ANCF cable for the stable
area. To validate the results for axial frequency, the results were compared to an exact solu-
tion of axial vibration problems for elastic bars, [58]. The results for an ALE-ANCF cable
matched perfectly. Thus, it can be concluded that a single element MSD is an insufficient
simplification for an exact frequency representation. The MSD has a massless spring, only
with a point mass at the end, while the cable is a continuous mass. The lumped mass instead
of a distributed mass is believed to be one of the main issues.

0.0

1.0

2.0

3.0

1.E+0 1.E+1 1.E+2 1.E+3 1.E+4 1.E+5

R
a�

o
 f

re
q

u
en

cy
m

o
d

e 
1

Axial S�ffness [EA]

ALE-ANCF /
MSD

Figure 2.24: Ratio between the 1st axial vibration mode for MSD and an ALE-ANCF cable,
swinging freely with gravity in axial direction.

Furthermore, from Fig. 2.24 a divergence in the frequency below an axial stiffness of
EA = 1000 is observed. For a hanging cable in a gravity field with EA = 1, the frequency
is over 2 times higher for the ALE-ANCF cable than the MSD. This was found to be due
to the Green strain definition used in the ALE-ANCF cable element, eq. (2.52). It became
evident that the resulting nonlinear strain-displacement definition made the axial frequency
too high. Therefore, the engineering strain definition, eq. (2.154) and (2.155), was tested
instead of Green strain.

εeng =
∆r

∆p
− 1 =

r2 − r1
p2 − p1

− 1 (2.154)
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∂εeng
∂q

=
∂
(
r2−r1
p2−p1

)

∂q
(2.155)

This resulted in a consistent relationship between frequencies of ALE-ANCF cable and
the MSD, as the mass and stiffness changed.

A very large strain will affect the accuracy of the results. For a cable hanging in a gravity
field using the Green strain definition, it is recommended to use the following relationship
between mass and stiffness, eq. (2.156).

ρAL <
EA

1000
(2.156)

An ALE-ANCF cable element with length 1, from p1 = 0 to p1 = 1, pinned in node
1, r1 = 0, and varying node 2 from r2 = 0.5 to r2 = 1.5, is found in Fig. 2.25. It can
be observed that engineering strain has a linear behavior, while Green strain has a cubic
behavior. This is what causes the difference when using Green strain instead of engineering
strain. In the event of simulating a cable in a crane, this is far outside the maximum strain
of 2%, [59]. In this strain area the difference between Green strain and engineering strain is
negligible, Fig. 2.25.
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Figure 2.25: Engineering strain vs Green strain in an ALE-ANCF cable element.

2.6 Case 2: Constrained Cable - Cantilever Beam

An important quality for an ALE-ANCF cable element is to be connected with neighboring
elements, to create longer cable spans. This will achieve possibilities for advanced geomet-
rical shapes. Different constraint methods are tested to connect the ALE-ANCF cable ele-
ments. In Case 1, the elements are connected by shared nodes, which is the simplest method
as it reduces the number of DOFs in the system. This is equivalent to using the master-slave
technique with linear coupling, to constrain the nodes. The constraint procedures tested in
Case 2 are the penalty method and the Lagrange multiplier method. Constraints, φ, are
used to connect the cable elements together. The constraint methods are applied to position
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2.6. Case 2: Constrained Cable - Cantilever Beam

DOFs, slope DOFs and flow DOFs from eq. (2.1), as presented in eq. (2.157), where the
superscript e indicates the element number. This is done for two neighboring cable spans in
x-, y- and z-direction, creating one constraint for each direction.

φ =



re2 − re+1

1

r′e2 − r′e+1
1

pe2 − pe+1
1


 = 0 (2.157)

In Case 2 the same cantilever beam model as in Case 1, Fig. 2.20, is used, where the
elements have separate nodes connected by constraints instead of shared nodes.

For the penalty method, the penalty springs are user defined. To select an adequate
stiffness the square root rule can be useful eq. (2.158), [60, p. 9-5]. The largest stiffness in
the system prior to adding the penalty springs is then found and given in the order of 10k. b
is the working machine precision. The unit of kpen is defined by EA

L .

dkpenc = 10k
√

10b (2.158)

In this case the highest stiffness in the cable was found to be 4.8. For the set-up used, b ≈
16. According to the square root rule, the best penalty spring stiffness equals dkpenc = 109.
When solving the constrained system with the G-α method, the penalty method provides
the same frequency as in Case 1. If a stiffer penalty spring is used, dkpenc = 1012, the
results are the same but the number of iterations each time-step starts to increase. This is in
accordance with the square root rule, eq. (2.158).

1E-05

1E-04

1E-03

1E-02

1E-01

1E+00

1E+00 1E+01 1E+02 1E+03 1E+04 1E+05 1E+06

Ti
m

e
-s

te
p

[s
]

Penalty spring s�ffness [N/m]

2 elem

4 elem

8 elem

Figure 2.26: Critical time-step plotted against penalty spring stiffness in cantilever beam.

The plot in Fig. 2.26 shows how the penalty spring stiffness impacts the maximum
time-step for the of the cantilever beam. The penalty spring is a multiplication of the high-
est stiffness. With penalty springs added in the system, the stiffness increases, which also
increases the frequencies. This results in a significant reduction in the maximum time-step
for a stable RK4 solver. If the penalty spring stiffness is set with similar stiffness as the sys-
tem stiffness, RK4 can run with a slightly reduced time-step, but the accuracy is poor as the
constraints are too loose to properly connect the nodes. From the plot, a clear trend of how
the penalty spring decrease the time-step can be observed. RK4 is a less than ideal method
to use in combination with the penalty spring and will therefore not be used in combination
with penalty constraints for the remainder of this paper.
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When using the Lagrange Multiplier method to constrain the system, additional equa-
tions are introduced into the system matrix. For RK4, the method presented in Sec. 2.4.5 is
used. The constraint method provides the same frequency and maximum time-step as found
in Case 1.

The accuracy of the G-α is found to be unaffected by the choice of constraint method.

2.7 Case 3: Garden Hose

To validate the accuracy of the constraint methods in combination with the numerical time
integrators, a cantilevered garden hose with water flowing out at the free end is simulated.
The garden hose makes a good case as it is an advanced model with several aspects of inter-
est for benchmarking the solution procedure, such as large deformations and material flow.
Water flows as the material, p, in the elements, causing frequency flutter in the hose. Two
separate elements, placed on top of each other, represent the water and the hose. The over-
laying elements share position DOFs and slope DOFs; and are connected with constraints.
The flow nodes are fixed for the hose elements and prescribed for the water elements. The
garden hose is held fixed at one end, and can thus be represented as a cantilever beam under
gravity, Fig. 2.27. The case is based on work by [37], with the material parameters given in
Table 2.2.

x

y

Figure 2.27: A model of the garden hose; the red circular nodes indicate the hose, the green
triangular nodes indicate the water with flow. The hose and the water is connected with
constraints.

To test how the ALE-ANCF cable element behaves in bending with constraints, the
model is first configured with flow speed below critical flutter speed. To find the statics
solution, damping is added to the system to stabilize it. From the results in Fig. 2.28, the
garden hose starts to straighten out as the water flow increases.

The lateral displacement in the hose end is presented for a simulation with 35m/swater
flow in Fig. 2.29. The flutter is steady after initiation. In Fig. 2.30 the position and velocity
for the hose end is plotted for water flows of 15m/s, 25m/s and 35m/s. The results are in
good agreement with [37].
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2.7. Case 3: Garden Hose

Hose Element Water Element
Le [m] 0.05 0.05
Num elem [#] 10 10
EA [N ] 10.0 0.0
EJ [N/m2] 0.00108 0.0
ρA [kg/m] 0.0031316 0.0007854
cDamp [Ns/m] 0.0031316 0
Flow [m/s] 0 Prescribed

Table 2.2: The material parameters used in Case 3.
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Figure 2.28: Statics solution for garden hose with a water flow of 0m/s, 3m/s, 6m/s,
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Figure 2.29: Lateral displacement in the garden hose end plotted against time, with a water
flow of 35m/s.

To connect the water elements with the hose elements in the simulation linear coupling,
penalty springs and the Lagrange multipliers were tested. For RK4, the maximum time-step
for one hose element is found to be h = 0.000245s, according to the criterion described
in Case 1. This agrees with simulation for the garden hose when using linear couplings or
Lagrange multipliers, as this is the limit where the results starts to diverge.

The time-step requirement for the G-αmethod is to capture the movement of the garden
hose. It is recommended to have 10 time-steps each oscillation. If the time-steps are too large
to capture the behavior of the system, the solver has difficulty converging and provides poor
results.
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Figure 2.30: Lateral position and lateral velocity of the hose end for water flows of 15m/s,
25m/s and 35m/s.

2.7.1 Material Flow Direction

One of the special attributes of the ALE-ANCF cable element presented in Sec. 2.1, is the
possibility for mass flowing through the nodes. In Paper 2, one of the cases simulates water
flowing out of a garden hose.

To visualize how the material flow is used and defined for the simulation, the definition
of the direction of the water flow is illustrated in Fig. 2.31. The water is represented by
the number from 1 to 12, each representing a unit of water. The water is found in the tank
reservoir, in the garden hose represented by the green flow nodes, or in the puddle after
being splashed out of the garden hose. The water flow is constant. The red nodes represent
the position nodes for the garden hose. The green flow nodes are connected to the red
position nodes with constraints. At t = 0 the crane is opened. At t = 1 the water flows from
the tank, through the hose and out in the puddle. The flow speed is negative, ṗ < 0, as seen
by the decreasing number in the flow nodes.

The example with water flowing in a garden hose is equivalent with a cable being reeled.
The cable comes from a lower node with a negative material flow, ṗ < 0, and opposite, it
comes from a higher node if the flow variable is positive, ṗ > 0.

2.8 Solution Times

The various choices for constraint formulations and time integration algorithms will affect
the overall solution time, both regarding accuracy and efficiency.

In general, the explicit RK4 algorithm has a maximum time-step based on the highest
eigenfrequency in the system. If the actual loading and response has a significantly lower
frequency, this often results in a very inefficient solution algorithm.

In general, the G-α algorithm does not have the same stability restriction, and the nec-
essary time-step is guided more by accuracy considerations. The G-α thus allows a much
more straight-forward tailoring of efficiency vs accuracy of the simulation.
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Figure 2.31: Illustration of water flow direction in a garden hose from a reservoir tank.

Fig. 2.32 shows a comparison of relative solution time for RK4 and G-α for the can-
tilever beam in Case 1 and 2, with 1, 2, 4 and 8 elements. The relative solution time is found
by normalizing the CPU time against the CPU time for 1 element RK4. RK4 is solved
with the maximum time-step. RK4 is also solved with Lagrange multipliers connecting the
nodes. The G-α method is solved with the same time-step size as the maximum for RK4,
and for the required time-step to have 10 time steps each oscillation for 1st and 2nd vibration
mode, (indicated as mode 2 and mode 1 in the plot). G-α is also solved with the Lagrange
multiplier method and penalty method. For the 1 element configuration, no elements are
connected, thus no constraints are used. This configuration only has the 1st axial vibration
mode.

Calculating one time step for RK4 is faster than one time step for the G-α solver, as
can be seen in Fig. 2.32. When solving the cantilever beam with 1 and 2 elements, RK4
is more efficient than G-α. With more than 2 elements, G-α becomes faster when only the
1st vibration mode is represented, and from 8 elements when also the 2nd vibration mode
is represented. The constraint method chosen for G-α generally does not affect the solution
time significantly; but there is a tendency for shared nodes to be slightly faster than the
Lagrange multiplier method, which again is marginally faster than the penalty method.

From Case 3, the solution time for the garden hose with a 35m/swater flow is compared
for RK4 and G-α, Fig. 2.33. The total solution time for the G-α solver is almost 5 times
faster than RK4. RK4 with Lagrange multipliers is slower than with linear couplings. RK4
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Figure 2.32: Solution time comparison for RK4 and G-α with different constraint methods
for Case 1 and 2.

is an inefficient solver due to the short elements. This is a simulation scenario where the
advantage of G-α is evident.
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Figure 2.33: Solution times comparison for RK4 and G-α with different constraint methods
for Case 3, 35m/s.

The solution time for a simulation is affected by several factors, where the most apparent
is the software/programming language used for implementation along with the computing
power used to run the simulation. A useful tool to help select the best solution procedure for
a real-time simulation is a plot with accuracy plotted against relative CPU time. The relative
CPU time is a relevant measure since the relation between the simulations is expected to be
similar independent of software and computing power. Three different plots are made: error
in position, error in axial force, and error in phase.

For a bar hanging in a gravity field, as presented in Case 1, the error in amplitude of
the displacement, amplitude of the axial force, and phase of the displacement are plotted
against the relative CPU time, Fig. 2.34, 2.35, and 2.36 respectively. The error is found
by normalizing against the RK4 run with 8 elements. The relative CPU time is found by
normalizing against the RK4 run with 1 element.

In Fig. 2.34 the amplitude of the displacement is taken from the free end node of the
cantilever bar. With a time-step capturing the oscillation in the bar, the error is very small
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2.8. Solution Times

also for G-α. RK4 is accurate for all the runs, while G-α overshoots a little before it stabi-
lizes. G-α is faster than RK4 from 2 elements and onwards, and the advantage increases by
reduction in the element length. For RK4, the maximum time-step is limited by the highest
frequency in the mesh, and the accuracy is therefore mainly controlled by the number of
elements in the mesh.

In Fig. 2.35 the amplitude of the axial force is taken from the pinned first node of the
cantilever bar. The plot shows that the solution converges with increasing number of ele-
ments. It also shows that the convergence is slower than for displacement, which is expected
as the force is a derived measure. For G-α both time-step size and the number of elements
have an impact on the accuracy.

In Fig. 2.36, the phase of the displacement is taken from the free end node of the can-
tilever bar. The error is very small as the CPU time increases. The phase error for G-α is
high at large time-steps. At lower time-steps G-α provides accurate results and is competi-
tive against RK4.
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Figure 2.34: Error plot for relative displacement plotted against relative computation time
for RK4 and G-α with different constraint methods.
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Figure 2.35: Error plot for relative force plotted against relative computation time for RK4
and G-α with different constraint methods.

To apply the insight from the plots, it is important for the user to know what the desired
output from the simulation is, as there is a difference in accuracy between for example axial
force and displacement.
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Figure 2.36: Error plot for relative phase plotted against relative computation time for RK4
and G-α with different constraint methods.

2.9 Analysis of Numerical Integration for Directional Well
Drilling Strings for Real-Time Simulation

2.9.1 Introduction

Troll is one of the greatest offshore oil fields on the Norwegian Continental Shelf (NCS),
containing immense amounts of oil and gas resources, even after over 20 years in produc-
tion. The hydrocarbon containing reservoir height is classified as thin (22-25 m in height).
To make it economically justifiable to start production of the field, development of long
horizontal drilling had to be done. The two first horizontal wells for the Troll field were 500
m and 800 m, and were drilled in 1989 and 1990, [61].

Deviated oil and gas wells are drilled with an angle from the straight vertical geometry.
A highly deviated well can be defined by a well with inclination above 60° for most of their
length, [62]. To maximize the productiveness of the reservoir, several direction changes
and a 90° inclination can be maintained for long distances. Challenges arises when drilling
such well geometries with substantial friction between the drill string and the wellbore
wall during both rotation and translatory motion, [63]. Other challenges are related to hole-
cleaning of cuttings, and formation what is referred to as a key seat. A key seat is a channel
similar to the diameter of the drill pipe where larger sections such as joints, drill collars,
stabilizers, and bits can be pulled into and get stuck. For oil and gas fields on NCS, such as
Troll and Oseberg field, [64], advanced directional drilling methods have been applied.

It is critical to maintain control of the entire process drilling operation to ensure a safe
drilling operation, for both people and the environment. Real-time data combined with con-
trol systems for the drilling operation could allow for improved safety, time saving, im-
proved wellbore quality, and extended reservoir sections, [65]. The relevance of an efficient
simulation model, to run alongside the drilling process, is thus established for a directional
drilling application. The virtual model will enable prediction of the transient behavior. Mon-
itoring of the pressure profile in the wellbore is important for well-stability. Surge (running
the drill string down in the well) and swab (retrieving the drill string) pressures affects the
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down hole pressure, and should be kept under control to prevent instabilities.
Paper 3 explores the possibility for simple and efficient drill string models running real-

time, describing motion in all axes in unconventional wells, being important for predicting
transient behavior during drilling analysis. The model and its properties are proposed to
act as a virtual sensor for drilling directional wells, and could be further developed into a
digital twin. Furthermore, a lumped parameter formulation of a drill string is generalized to
an arbitrary 3-D wellbore configuration. The wellbore is represented by a parametric curve
in space with the drill string motions being a perturbation of the nominal curve. A FEM
model typically becomes computationally inefficient due to the complexity, whereas the
lumped model is significantly simpler. Kane’s method are used to formulate the equations
of motion in coordinate form, based on Newton-Euler formulation. A simpler expression
of the equations of motion are obtained by the use of Kane’s method in comparison to
Lagrange’s equations, [66]. With a minimal set of ODEs the method is suitable for real-
time simulation [67].

Paper 3 gives a comparison of the RK4 and the G-α solver when simulating drilling
systems. Like with the ALE-ANCF cable element, the lumped model is tested with both
Runge Kutta methods and the G-α solver. The behavior of the ALE-ANCF cable element
was also compared to the lumped model as a drill string in a deviated well was modeled in
a case study.

2.9.2 Governing Equations

The governing equations of motion for the lumped mass drill string system, written as the
conventional second-order ODE.

M(q)q̈ + C(q, q̇)q̇ + D(q, q̇)q̇ + Kq = τ (q, q̇, t) (2.159)

The system inertia matrix, Coriolis matrix, and system damping matrix are defined as:

M =
n∑

i

J>i MiJi ∈ Rnq×nq (2.160)

C(q, q̇) =

n∑

i

J>i MiJ̇i ∈ Rnq×nq (2.161)

D(q̇) =

n∑

i

J>i D(q̇)iJi ∈ Rnq×nq (2.162)

The generalized forces and torques are given by:

τ = τa + τg + τe + τc (2.163)
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τa =
n∑

i

J>i Fa
i , τg =

n∑

i

J>i Fg
i ,

τc =
n∑

i

J>i F c
i , τe =

n∑

i

J>i Fe
i

(2.164)

where τa is the applied forces and torques, τg is the external gravitational forces, τc is
the generalized contact forces and torques, and τe represent the generalized tension forces.
Ji is the link Jacobian. For a complete derivation of the lumped mass drill string system,
see Paper 3.

2.9.3 Numerical Time Integrator

The residuals are given by eq. (2.165), which is similar to what is presented in Sec. 2.3.4,
and the numerical time integration follows the same procedure as in Sec. 2.4. The G-α
integrator used for Lumped Model (LM), in conformity with ALE-ANCF cable elements,
also follows the procedure outlined in [51].

Rq = M(q)q̈ +C(q, q̇)q̇ +D(q̇)q̇ +K(q)q − τ (q, q̇, t) (2.165)

For G-α, when calculating ST in eq. (2.87), the following in eq. (2.166) are valid. The
Coriolis matrix and system damping matrix is combined for the tangential-damping matrix.

∂Rq

∂q̈
= M

∂Rq

∂q̇
= CT =

∂Dq̇

∂q̇
+
∂Cq̇

∂q̇
− τ

∂q̇
(2.166)

∂Rq

∂q
= KT =

∂Mq̈

∂q
+
∂Kq

∂q
− τ

∂q

The G-α solutions procedure is presented in Algorithm 1. When contact occurs the
formation stiffness is typically larger than the structural stiffness. The tangent-stiffness and
damping matrix for G-α can become ill-conditioned with a low number of lumped elements,
due to the large contact stiffness, with a large spread in the matrix values.

2.9.4 Cases - Drill String

Two of the cases in Paper 3 were used to validate the lumped mass model. The cases were
based on a drill string, which in normal conditions is stretched because of the internal
weight, influence of gravity, and buoyancy due to the mud in the annulus.

60



2.9. Analysis of Numerical Integration for Directional Well Drilling Strings

Algorithm 1 Numerical integration of eq. (2.159) with G-α.
1: Initialization: Set eccentricity and compute Mi, from drill-string structural parameters.
2: Define velocities of the COG for each body i, and calculate the projection Jacobian Ji.
3: Project all i matrices and perform the summation to form M, K.
4: In Gα, derive tangent-stiffness KT and damping matrices CT .
5: Provide qt=0, q̇t=0, q̈t=0.
6: while Simulation: t > 0, t 6= tf do
7: Calculate drill string inputs, uh(vb, uheave), Td(ϕs)
8: Compute generalized forces and torques, τ (t, q, q̇, uh, Td).
9: Iterate tn+1 displacements, velocities, and accelerations according to Algorithm 1 in [51], until conver-

gence.
10: end while

For a deviated wellbore configuration, such as the J-well, the drill-string model in
(2.159) is deformed by gravity in both lateral and longitudinal-direction, where both the
axial stiffness and the bending stiffness of the pipe affects the configuration. The goal for
the simulation is to verify that it obtains its form of the pipe at rest for the given material
data presented in Table 2.3. It is assumed that the drill string is hanging in its dry-weight
down in the wellbore, without buoyancy effects. To verify the static solution of the axial
and bending forces, the two effects are isolated in separate tests, a vertical and a horizontal
configuration.

FEM models were used for the benchmarking. The FEM models were created in Abaqus,
being an acknowledged commercial software for FEA. The models were created with 2D
beam elements, where both a linear and a nonlinear solution was found. For configuration
B and C, the nonlinear solution would not converge with a static solver and had to be solved
with a dynamic explicit solver.

Furthermore, the cases were also used to verify the accuracy of the ALE-ANCF cable
element, and to find the number of elements required to obtain satisfactory representation
of the deformation in the drill string. To use ALE-ANCF cable elements for form finding
by the use of a dynamic solver, additional damping had to be included. This was done by
the use of mass proportional damping. The damping procedure is presented in the following
section. The last part was not included in any of the papers, only in the following sections
of the thesis.

2.9.4.1 Mass Proportional Damping for the ALE-ANCF Cable Element

For a system built with linear elements, a static solution should be obtainable, even though
the system might provide incorrect results. To improve accuracy of the system, nonlinear
elements must be used. Furthermore, if for example the goal of the simulation is form
finding, then a nonlinear static solution could have difficulties with convergence, and a
dynamic solver must be used. Therefore, mass proportional damping was implemented to
improve convergence for dynamic solvers in combination with ALE-ANCF cable elements.
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Table 2.3: Drill string material and force parameters.

Description Value Unit

E Young’s modulus 200·109 Pa
G Shear modulus 79·109 Pa
ρs Material density, steel 7850 [kg ·m−3]
L Unstretched length 1000 [m]
Lp Length pipe 880 [m]
Lc Length collar 120 [m]
doi,p Drill pipe OD 0.127 m
dii,p Drill pipe ID 0.1086 m
doi,c Drill collar OD 0.165 m
dii,c Drill collar ID 0.0572 m
Ixp 2nd moment of inertia 0.0594·10−4 m4

Ixc 2nd moment of inertia 0.3595·10−4 m4

g Gravity 9.81 [m/s2]
feA Force at end 0 [kN]
gA Gravity 9.81e-6 [m/s2]
feB Force at end 0 [kN]
gB Gravity 9.81e-4 [m/s2]
feC Force at end 1500 [kN]
gC Gravity 9.81 [m/s2]

To find a static solution with a dynamic solver, additional damping was implemented
so that the simulation would settle down. A common method to implement damping in a
system is the Rayleigh-damping, [68]:

C = α1M + α2K (2.167)

Rayleigh-damping is a proportional damping, where the damping is assumed to be a
linear combination of the mass and stiffness matrices. The coefficients have the dimensions
α1 = [1s ] and α2 = [s], giving the time unit in seconds.

From the total force vector eq. (2.45), the contribution to damping comes from eq.
(2.49), which is associated with the axial stiffness and bending stiffness.

It is therefore suggested to expand eq. (2.45) with a damping force associated with the
mass. This will provide damping more in line with Rayleigh-damping to the system in eq.
(2.40). The added damping force is presented in eq. (2.168). Also eq. (2.169) is added as a
contribution in CT in eq. (2.59).

Qm = −
∫ p2

p1

α1ρAN
TNq̇dp = −α1Mq̇ (2.168)
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∂Qm

∂q̇
= −α1M (2.169)

The systems response is highly affected by the mass proportional damping, α1. Increas-
ing the mass proportional damping will result in a more and more diagonal damping matrix,
which is good for the stability of the solver, but the accuracy is affected negatively. The ef-
fect can be observed as “syrup” motions in the system.

2.9.4.2 Case - Free-Hanging Vertical Solution

The vertical case is a cable hanging in gravity. The stretch are presented as displacements
from the unstretched configuration, Fig. 2.37. From the FEM results, the total elongation of
the drill string is 38cm. The ALE-ANCF solution was modeled with both element segments
of 40m and a model with 1 element for the pipe section and one element for the collar
section. The ALE-ANCF results solution agree with the FEM results, thus, to get the axial
elongation it is satisfactory with only one element for the pipe section and one element for
the collar section. For the LMs, convergence is observed as the number of masses increase.
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Figure 2.37: Vertical drill string in gravity. Changes in node position are indicated as dis-
placements from unstretched configuration.

2.9.4.3 Case - Convergence to a Horizontal Drill Solution

To verify the forces due to bending and axial tension, simply supported beam in horizontal
orientation affected by gravity is modeled. It is presented as a drill string in Fig. 2.38.

For the LM to represent a pinned boundary condition at the bit end, a static force in
horizontal direction has to be applied at the bit end. The force equals the horizontal reaction
force at the bit end for the FEM model. Undesirable horizontal displacement is restricted
by this force. For a linear analysis, the horizontal force does not affect the vertical bending
deformation. This can be observed in Fig. 2.40, where FEM linear has no horizontal dis-
placement even without constraints. The lack of coupling between bending and axial tension
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leads to a faulty representation of the deformed shape. The LM also includes springs in ver-
tical and out of plane direction at the bit end, to represent the pinned boundary condition.

Three different configurations are presented with different values of the gravity and
axial force, A, B, and C.

ξ(0, t) = 0

g

Ldp Ldc

M(0, t) = 0 M(Ld, t) = 0

fe(Ld, t)

Figure 2.38: Drill string presented as a simply supported beam. The collar is free to move
in horizontal direction. For configuration C, an external force fe is acting on the bore head.
There are no bending moment, M , at the ends.

For configuration A, the loading condition with reduced gravity to gA = 9.81e− 6m/s
and zero horizontal force, the linear and nonlinear FEM has coinciding results, Fig. 2.39.
For this configuration the bending stiffness is governing for the shape of the drill string.
With elements that are 240m long, a decent representation of the drill string is obtained.
With an increase of elements, to elements that are 80m long, ALE-ANCF and FEM has
coinciding results. The LM also has similar results to the FEM results.
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Figure 2.39: Drill string configuration A.

As the gravity increases to gB = 9.81e − 4m/s, the linear analysis start to deviate
from the nonlinear analysis, Fig. 2.40. With zero horizontal force, the nonlinear analysis
also shows the contraction of the drill string with a negative horizontal displacement, due
to strong coupling to the axial tension. With elements that are 440m long, the convergence
is much worse compared to configuration A. With an increase of elements, to elements that
are 80m long, ALE-ANCF and FEM has coinciding results. The LM also has similar results
to the FEM results.

64



2.9. Analysis of Numerical Integration for Directional Well Drilling Strings

-350

-300

-250

-200

-150

-100

-50

0

0 200 400 600 800 1000

D
is

p
 [

m
]

Drill String [m]

FEM linaer

FEM non-linear

ALE-ANCF 40 m

ALE-ANCF 80 m

ALE-ANCF 160 m

ALE-ANCF 220 m

ALE-ANCF 440 m

LM 10elem

Figure 2.40: Drill string configuration B

With full gravity gC = 9.81m/s, the implementation includes a horizontal force of
feC = 1500kN at the bit end, Fig. 2.41. This is similar to a beam with pinned boundary
conditions in both ends. The required number of elements are equal as for configuration
A. The results from ALE-ANCF are still in agreement with FEM results. The linear FEM
results are in the order or 1e6m, meaning that the method is inadequate for a realistic rep-
resentation of the drill string, and are therefore not considered relevant. The FEM nonlinear
solutions must be solved with a dynamic solver. The LM converge as the number of ele-
ments are increased from 10 to 20.
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Figure 2.41: Drill string configuration C.

Both LM and ALE-ANCF cable elements demonstrates an ability for a close match
with the FEM results for the bending case.

For LM significant effects such as complex geometrical stiffening effects are neglected,
and the displacements is an effect of the external and restoring forces. As when simulating
an actual drill-string, it is confined in the borehole such that the lateral movement is limited,
and the curvature is relatively low. The length-to-diameter ratio of each element is large.
For calculation of actual stress and strain of a drill-string segment, geometrical stiffening
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effects must be included. FEM models would then be a better suited option, whereas the
purpose of the LM is to be a simplified and efficient model.

In Fig. 2.42, the effect of mass proportional damping is demonstrated. The plot shows
the vertical displacement of the node at 440m (one of the center nodes), for the 1000m long
drill string, with configuration C. The blue line shows a simulation with G-α as numerical
integrator. A decrease is observed in the plot due to numerical damping. In the orange line
the mass proportional damping is introduced as α1 = 0.1. Already from the first oscillation
the cable is significantly damped, and fully damped by 10 oscillations, due to the mass
proportional damping.
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Figure 2.42: Drill string configuration C, with vertical displacement from node 3 at 440m
with α1 = 0.0 and α1 = 0.1

From the cases above it is found that ALE-ANCF can be used for form finding when
mass proportional damping is introduced. The results are then in agreement with FEM re-
sults. The required number of elements for the ALE-ANCF cable are relatively low for an
accurate representation.

2.9.5 Critical Time-step

From Sec. 2.5, the critical time-step for RK4 is limited by the highest frequency in the
system. The same derivation holds when used for the LM. For convenience, eq. (2.137) is
repeated and updated in eq. (2.170).

h ≤ 2.8

ωmax
, where ωmax =

√
kco

min([m1, . . . ,mn])
(2.170)

m is now represented by the minimum of all the individual drill string element masses,
denoted by min(·). A penalty spring method is used to represent contact forces between
the wall and the drill string, where the formation stiffness is given by kco. For simulation
of a drill string, the highest eigenfrequency occur as transverse vibrations during contact
between the wall and the drill string. For a free hanging form of the drill string, the formation
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of penalty springs will not occur. Free hanging conditions are generally not the case for
practical applications. In general the drill string will be in contact with the wellbore wall.

Nonlinear models including contact and stick-slip behavior demand a relatively low
time-step for a stable solver. Contact forces are modeled by stiff penalty springs. The high
stiffness cause high frequencies, which cause instability and poor representation of vibra-
tions in the drill string if it is not damped. G-α is thus a viable option, as it dampens out
high frequencies.

2.9.6 Solution Times

A simulation study was performed to investigate the performance of the RK4 and G-α for
the LM. The model parameters are given in Table 2.3, with the wellbore configuration and
initial element position shown in Fig. 2.43. The fixed base frame is defined with the orthog-
onal unit vectors, ~ai , with positive ~a3 axis pointing downwards. For the model set-up it was
assumed that the traveling block velocity could be manipulated. The drill string was set sta-
tionary in the rig floor slips, so that the drill string follows the sea heave motion. The block
position was set by a periodic function, with simple wave characteristics. The periodic func-
tion used to define the block position, uh, is given by eq. (2.171). As the simulation start, the
initial configuration of the drill string is subjected to gravity and contact forces from resting
on the wellbore wall. For reference the base-case is set as RK4 with the smallest time-step,
h = 10−4. The measure used for comparison is given by the square of the error, en, in eq.
(2.172), where ~p is the bit position, for the solvers S ∈ {Gα1, . . . ,Gα5,RK41, . . . ,RK45},
and for the time-steps h ∈ {10−4, 10−3, 10−2, 2 · 10−2, 10−1}.

uh = sin

(
2π(t− 5)

20
+

(t− 5)2

400

)
(2.171)

en = (||~pRK41
n,bn
|| − ||~pSn,bn ||) (2.172)

The upper plot in Fig. 2.44 show the squared input for the traveling block, and the norm
of the bit velocity for RK41 and G-α1, ||~v cnbn ||. Here ~v c is the linear velocity of the mass
center, where b indicate the local frame for the nth element i.e. the bit. A magnified window
of the stiction phase between 18 to 21 sec is presented. It can be observed that G-α is more
stable in this area with no oscillations.

To quantify the accumulated error from eq. (2.172) in a simulation, the Root Mean
Square Error (RMSE) is used and calculated according to eq. (2.173), where N is the total
number of time steps in the simulation, and e2n,i is the square of the error for the nth element
i.e. the bit. The unit is given as displacement. From Table 2.5 and the bottom plot in Fig.
2.44, the RMSEs are in the range om centimeters or millimeters, which is good compared to
the total length of the drill string. As the time-step for G-α increases, the accuracy decreases.
This is the behavior as observed with ALE-ANCF cable elements. To capture the highest
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Table 2.4: Model parameters with n = 12 for the J-well studies. The structural parameters
are given in Table 2.3. *-marked applies for the model in rotation and lifting.

Description Value Unit

ρm Density, mud 1840 kg m−3

Ldc Length BHA 240 m
Lvr Vertical reach 3200 m
Lhr Horizontal reach 1000 m
dw Borehole diameter 0.2032 m
ε1,ε2 BHA eccentricity* 0, 10−4 m
µk Kinetic friction factor 0.2 -
µs Static friction factor 0.3 -
kc Formation stiffness 109 (doi,·/d

o
i,dc) N m−1

dc Formation damping 5·106 (doi,·/d
o
i,dc) N s m−1

vtr Slip velocity threshold 10−5 m s−1

Ca Added mass coeff. 1 -
Cd Drag force coeff. 1 -
cri Damping coeff. 20 N m s rad−1

cf2,i Damping coeff. 10 N s m−1

ccf,i Viscous friction coeff. 1.5 N m s rad−1

p∞ Gα 0.1 -
h Simulation time-step 0.001 s

frequencies in the drill string, the same principle as presented in Fig. 2.23 holds, where large
time-steps will not capture the high frequencies.

RMSE =

√√√√ 1

N

N∑

1

e2n,i (2.173)

To investigate the solution times, and thus the real-time capacity, for the simulation, a
Real-Time Factor (RTF) was introduced in eq. (2.174). The actual time for the simulation is
normalized against the final time of the simulation. If it takes 1 sec to simulating a drill string
for 10 seconds, RTF equals 0.1. As the time-step is increased in Table 2.5, the advantage of
being unconditionally stable is manifested for G-α. For RK4 h = 0.02 and 0.1 sec did not
converge, as maximum time-step size is exceeded, the solver becomes numerically unstable.

RTF =
timeactual

timefinal
(2.174)
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Figure 2.43: Wellbore configuration with model element position indicated by circles.

Table 2.5: RTF and RMSE for the drill string simulation case.

h Solver RTF RMSE

0.0001 RK4 23.8 0
0.0001 G-α 36 3.65·10−2

0.001 RK4 2.29 5.18·10−4

0.001 G-α 19.9 6.1·10−3

0.01 RK4 0.226 3.43·10−3

0.01 G-α 3.06 9.03·10−3

0.02 G-α 2.06 1.51·10−2

0.1 G-α 0.475 6.45·10−2
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Figure 2.44: Comparing e2n for h ∈ {10−4, 10−3, 10−2, 10−1}, with G-α and for RK41

as base-case in heave motion. For the lower-most plot the y-axis is in log scale, and solid
line denotes h = 10−4, dashed line h = 10−3, dotted line h = 10−2 and dash-dotted line
h = 10−1, respectively. A magnified window from 18 sec to 21 sec is displayed as the
middle plot.
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Chapter 3

Program

A Python program was created for testing and benchmarking of the ALE-ANCF cable for-
mulation presented in this work. Python was chosen due to the many predefined libraries
for e.g. plotting and matrix handling. It is a popular open-source programming language,
where the users have easy access to examples, guides and help online. This makes it a con-
venient programming language for prototyping programs of the sort presented in this work.
An introduction to the program follows, with an outline of different functionality.

3.1 Setup of the Program

The model in the simulation is initiated by a setup-file in YAML-format. An example of
such a setup-file can be found in Appendix A, where the syntax is presented. YAML is a
human-readable serialization language, [69]. It is often used for configuration-files, where
the parameters and initial settings for a computer program are defined. In this program the
initial values such as initial node placement, material flow, boundary condition, forces, and
material parameters are defined. The user defined parameters are presented in the sections
below. Having a separate model-file offers for the ability to run different models without
changing the solver-files. The advantage of defining the model in a separate YAML-file is
the flexibility for building and running the simulation in a different software. The node,
material and force definitions are independent of the solver software.

3.1.1 Material Parameters

The material parameters are given in CableModelMaterial. The different parameters being
set are CableStiffness, CableMass with the unit kgm , CableDamping and Gravity. The gravity
is defined in x-, y-, and z-direction. All the parameters are given in SI-units for the present
work.
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3.1.2 Nodes

The model is defined by nodes and elements. Two type of nodes are implemented. The
Node7Dof is used for cubic elements, where the position eq. (2.2), and the slope eq. (2.3),
are defined in x-, y-, and z-direction. The 7th degree of freedom (DOF) is the material node,
p. The node can be viewed as eq. (2.1) where only the part with subscripts 1 is included. The
other node is Node4Dof used for linear elements. It equals Node7Dof without the slope, r′

from eq. (2.3).
The DOFs in the nodes can be set to free, prescribed, or fixed, controlling the boundary

conditions in the elements. Reeling of cable is implemented by prescribing the material flow
in a node by a function acting as a winch. The function sets the material position p with the
accompanying material flow velocity ṗ and material flow acceleration p̈ based on a flow
velocity input for a time span. In a similar manner this can be done to position DOFs to
prescribe the node position, r, and accompanying velocity and acceleration, in x-, y-, and
z-direction.

3.1.3 Cable Elements

The ALE-ANCF cable elements are implemented in the program by CableALEelement.
The element requires the two end nodes in the form Node7Dof as input. Alternatively the
element with linear shape function can be used, CableALEelementLin. The element requires
the two end nodes in the form Node4Dof as input.

3.1.4 One Node Spring Elements

One node spring elements are axial springs associated to a node, OneNodeSpring. The 1st

node is the initial position, and 2nd node is the axial spring associated node. The spring
force is calculated based on the displacement between the 1st and the 2nd node, and the
spring stiffness. The input requirements are the associated nodes given as a list, spring
stiffness, ksp, and damping coefficient, csp. The spring force affects the internal forces,Qe,
eq. (2.47), and is related to position, r. The spring force is introduced by eq. (3.1). The
contribution in the stiffness matrix then becomes as presented in eq. (3.2).

Qspring = ksp(rn − rn,0) (3.1)

∂Qspring

∂q
= kspI3x3 (3.2)

An example of where springs are convenient is as roof springs in the elevator case pre-
sented in [11]. Instead of using the one node spring, a separate ALE-ANCF cable element
with an adequate stiffness, and without material flow, could have been used as roof spring.
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The OneNodeSpring can also include a damper. The damping force is included in Qe,
eq. (2.47), as introduced in eq. (3.3). The contribution in the damping matrix then becomes,
eq. (3.4).

QspringDamp = cspṙn (3.3)

∂QspringDamp

∂q̇
= cspI3x3 (3.4)

3.1.5 Point Force and Gravity

Point force can be added to individual nodes in the model by the use of PointForce. The
required inputs are the nodes the force is associated with given as a list, and how large the
force is in x-, y-, and z-direction, given in newton. The point force affects the external forces
in Qf , eq. (2.50). It is related to the position, r, as the material flow is independent of how
the cable is attached to other bodies in the model.

For implementation of gravity, the gravity acceleration is set in CableModelMaterial,
where it affects all the masses in the model.

3.1.6 Point Mass

Point masses, PointMass, are used to add individual masses to the model. The masses are
affected by the gravity, if gravity is included in CableModelMaterial. The required inputs
are which node the mass is associated with given as a list, and mass weight (kg). The
point masses are added into the mass matrix of the system for the relevant nodes related to
position, r, as an attached mass is independent of the flowing material.

3.1.7 Mass Proportional Damping

Mass proportional damping is presented in Sec. 2.9.4.1. This is implemented in the program
by setting the parameter massDamp, in the initialization.

3.1.8 Constraints

The constraints are derived in Sec. 2.3 and specifically for this program in Sec. 3.7. The con-
straints can be applied to the position DOFs, tangential slope DOFs or material flow DOFs.
If a constraint is applied to position DOFs or tangential DOFs, an individual constraint will
be generated in each free direction. The constraints can be imposed by three different meth-
ods, the Lagrange multiplier method, the penalty method, or linear couplings. The required
inputs are the two nodes being constrained, what DOFs, and what type of constraint method
being used. For the penalty method, the penalty spring stiffness must be specified. For the
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linear coupling method, the weighting between the master nodes must be defined if more
than one.

When modeling a cable containing several cable elements, the nodes can be shared,
since r, r′, and p have to be equal for the end nodes in neighboring cables. This is more
effective, as it generates fewer DOFs in the system matrix compared to having separate
nodes connected with constraints.

3.1.9 Time Integrator

There are several options for time integrators implemented in the program. The different
types are Newmark, G-α and RK4. αm and αf must be set for the G-α solver. eps_energy is
the error criterion, which is included for the iterative integrators. maxIter sets the maximum
number of iterations before it kills the simulation. time_step sets the size of each time step.
time_end sets how long the simulation goes before finishing.

3.2 Visualization

To obtain accurate results from a simulation is worthless unless they are interpreted cor-
rectly. The results must be presented in a way so that the decision makers understand them.
Visualization of results is a powerful method to communicate them. It is also a powerful tool
to help the user to interpret the results, and to better understand what is happening during a
simulation. It can e.g be used to detect critical time steps or critical parts of the model in a
simulation. Visualization of the results is an interactive process for the user, where changes
to the model can be made according to the results presented.

In this work the software ParaView is used to animate the simulations. ParaView
is an open-source software, which provides the user full control over the visualization pro-
cedure, [70]. A screenshot from the software is found in Fig. 3.1. The screenshot is taken
of the animation from the flutter in the garden hose in Sec. 2.7. It is useful to see how the
garden hose is deformed during a simulation. ParaView can be used to visualize e.g. de-
formations and axial forces, which can be given a color score to indicate how different parts
of the model are affected. The animation is done in this work by outputting a vtk-file each
time step, which can be interpreted by ParaView, to create an animation.

3.3 Matrix Differentiation

Differentiation of a vector by a vector results in a matrix, eq. (3.5). Similarly a matrix
differentiated by a scalar results in a matrix, eq. (3.6).
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Figure 3.1: ParaView, a commercial software used to animate the fluttering garden hose
in Sec. 2.7.

∂y

∂x
=




∂y1
∂x1

∂y1
∂x2

∂y1
∂x3

. . . ∂y1
∂xn

∂y2
∂x1

∂y2
∂x2

∂y2
∂x3
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∂xn

...
...

...
. . .

...
∂ym
∂x1

∂ym
∂x2
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∂x3

. . . ∂ym
∂xn




(3.5)

∂A

∂g
=




∂A11
∂g

∂A12
∂g

∂A13
∂g . . . ∂A1n

∂g
∂A21
∂g

∂A22
∂g

∂A23
∂g . . . ∂A2n

∂g
...

...
...

. . .
...

∂Am1
∂g

∂Am2
∂g

∂Am3
∂g . . . ∂Amn

∂g




(3.6)

As part of the solution procedure for G-α, for instance
(
∂Qp
∂q

)
has to be calculated, eq.

(2.59). According to eq. (3.5), the output is a matrix, since both Qp and q are vectors. By
the use of the product rule, the solutions can be found by the steps outlined in eq. (3.7).
Since the integral limits are differentiable, the Leibniz rule has been applied, leading to the
two additional terms after the integral. It is recommended to use p as the variable, instead
of s, eq. (2.5), since s is a function of p, s(p).
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∂Qp

∂q
=

∂

∂q

(∫ p2

p1

ρANT r̈pdp

)
= ρA

(∫ p2

p1

∂NT

∂q
r̈p +NT ∂r̈p

∂q
dp

)
−

∂p1
∂q

ρANT r̈p +
∂p2
∂q

ρANT r̈p

(3.7)

Both ∂NT

∂q and ∂r̈p
∂q are matrices differentiated by vectors. This is handled by differenti-

ating the vector by the rows in the matrix. The procedure is repeated for every column in the
matrix. The resulting matrices from the differentiation are summed. An illustration of the
procedure is presented in Fig. 3.2. In the Python-library NumPy, the differentiation of a
matrix by a vector can simply be handled with broadcasting by introducing N-dimensional
arrays, Sec. 3.4.

k
j

i

Σ
1

k

Figure 3.2: Illustration of matrix differentiated by vector.
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3.4 Broadcasting

Broadcasting refers to how e.g. the Python-library NumPy handles several axes or dimen-
sions in arithmetic operations. This is done by dividing an array into a finite number of
dimensions, N-dimensions. A conceptual visualization of broadcasting is found in Fig. 3.3.
In this illustration, 1-D, 2-D, and 3-D matrices has a regular coordinate system, where each
object has an individual index in the i-, j-, k-direction, as commonly used. For higher di-
mensions, the 3-D dimension becomes a sub-dimension cube. The cubes form a new system
in a 3-D room in the l-, m-, n-direction. This repeats itself for the finite number of dimen-
sions, and each individual object still has an individual index. This method is convenient for
matrix operations.

k j

i

1-D 2-D 3-D

4-D 5-D
n
m

l

Figure 3.3: A conceptual visualization of an N-dimensional arrays, used in e.g. the
Python-library NumPy.

As an example how broadcasting is used in the program, the computation procedure for
eq. (3.7) in Sec. 3.3 is presented. The equation is rewritten to index form in eq. (3.8), where
i, j, and k present one axis each. The syntax for the program presented in Fig. 3.4, where x
contains 5 integration points for Gauss-integration, see Sec. 3.6, integrated from p1 to p2.
The output is a 14 by 14 matrix.
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∂Qpi
∂qj

=

3∑

k=1

(
(ρA

(∫ p2

p1

∂Nik

∂qj
r̈pk +Nik

∂r̈pk
∂qj

dp

)
− ∂p1
∂qj

ρANikr̈pk +
∂p2
∂qj

ρANikr̈pk

) (3.8)

Figure 3.4: Example of the syntax in the program using broadcasting to compute eq. (3.8).

It is worth noting that for axis that is not present in a vector or matrix, a "None", is added
as a placeholder. This is done to control which axis being multiplied prior to summation.
Broadcasting is a relatively efficient way of handling matrix operations, as presented in
following section, Sec. 3.5.2.

3.5 Solution Time for Matrix Operations

3.5.1 Introduction

Different solution techniques were tested to find the more efficient solution procedure for
matrix operations in the program. The libraries tested were NumPy, SymPy and NumExpr.
The intent of the testing was not meant for benchmarking of Python-libraries, rather as
useful insight for development of the program. As numerous test runs have been carried out
during development of the program, the run time each simulation is relevant. The program
is intended to be rewritten in a more efficient and appropriate language for more advanced
MBS with ALE-ANCF cable elements, when prototyping is finished.
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3.5.2 Test

One of the more time consuming operations during a time-step for the G-α method was
to solve ∂Mq̈

∂q . Therefore, this was used for a simple benchmarking of preferred solution
routines for matrix operations in the program.

NumPy was used with two different solution procedures. The first was done by looping
through every position in the matrix with one for-loop for each axis.

The other procedure used in NumPy was broadcasting. Broadcasting severely reduced
the number of operations each time step compared to the for-loop procedure.

Sympy was solving the expression with symbols analytically. The result were stored in
a separate file. When solving the expression, the symbols were replaced with the relevant
values.

NumExpr is a package that compiles the code. The solution procedure was similar to
the broadcasting. NumExpr is created for fast solving of large arrays.

3.5.3 Results

The relative CPU time for the four solution procedures tested for matrix operations are pre-
sented in Table 3.1. The CPU time is normalized against the time for broadcasting. Com-
piled code and broadcasting has similar capacity for this operation. For-looping is signifi-
cantly slower. Analytical solution is slower and more cumbersome to work with.

Table 3.1: Speed test for matrix operations with different solutions procedure, where relative
CPU time is presented.

Method Package Rel CPU
For-loop NumPy 14317
Analytical SymPy 45
Broadcasting NumPy 1
Compiled NumPy 1

3.5.4 Conclusion

Broadcasting in NumPy is a simple and efficient way to handle matrix operations. For the
size of the matrices dealt with in this script, it is as efficient as using NumExpr. There-
fore, the NumPy package with broadcasting is used extensively for matrix operations in the
program created as part of this thesis.

3.6 Gaussian Quadrature

For numerical integration, the Gaussian quadrature method is used in the program. The
method is briefly outlined below. For a more in depth presentation of numerical integration
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methods, several books have good presentations of this topic, such as Ch. 6 in [71].
The integral presented in eq. (3.9) is divided up into a finite number of integration points,

nint. The polynomials in the integral are exact for the degree of 2nint− 1. Where ξl are the
integration points, and wl are the weights ascribed to the integration points.

∫ 1

−1
g(ξ)dξ =

nint∑

l=1

g(ξl)wl (3.9)

When solving the Gauss quadrature with an integral from a to b, the equation is rewritten
to:

∫ b

a
g(x)dx ≈ b− a

2

nint∑

l=1

g(
b− a

2
ξl +

b+ a

2
)wl (3.10)

3.7 Constraints in the Cable System

When creating a model for simulation, there are three different types of constraints imple-
mented. The first is to constrain the position DOFs, r, of two neighboring cable spans, eq.
(3.11), see Fig. 2.3. This is done in x-, y-, and z-direction individually, creating one con-
straint for each direction, eq. (3.12), where the superscript e indicates the element number.
If the initial position between two constrained nodes differ, this is handled as a desired
distance, and will be kept constant between the two. The constant distance is added to the
constraint as a constant value, creating the zero reference for the constraint. The differential
of eq. (3.11) is found in eq. (3.13), where each row represent x-, y-, and z-direction accord-
ingly. The second differential of φ, is given in eq. (3.14), where each constraint has one
matrix each. This becomes a 3-D zero matrix. This procedure is used in Sec. 2.6.

φ =
[
re2 − re+1

1

]
(3.11)

φ =



rex − re+1

x

rey − re+1
y

rez − re+1
z


 (3.12)

G =
∂φ

∂q
=




1 0 0 0 0 0 −1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 −1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 −1 0 0 0 0 0


 (3.13)

∂G

∂q
= 03,14,14 (3.14)

The generalized coordinates used for calculating the differential of the constraints are
given in eq. (2.1). The subscript indicate which node end of the cable element, while the
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superscript e indicates the cable element, where e+ 1 is the connected cable element. This
definition of q is very useful, as it includes the relevant ends of the cable spans being con-
strained.

q =
[
re2 r′2

e re+1
1 r′1

e+1 pe2 pe+1
1

]
(3.15)

The second constraint is to constrain the material coordinate, p, of two connected cable
spans, eq. (3.16), see Fig. 2.3. If the initial position between two constrained node positions
differ, material is added between pe2 and pe+1

1 according to Frobenius norm. The differential
of eq. (3.16) is found in eq. (3.17) The second differential of φ becomes a zero matrix.

φ =
[
pe2 − pe+1

1

]
(3.16)

G =
∂φ

∂q
=
[

0 0 0 0 0 0 0 0 0 0 0 0 1 −1
]

(3.17)

The third constraint is to constrain the tangential slope DOFs, r′, of two connected cable
spans, eq. (3.18), see Fig. 2.3. As with the position type constraint, this is done in x-, y-,
and z-direction, creating one constraint for each direction. The differential of eq. (3.18) is
found in eq. (3.19), where each row represent x-, y-, and z-direction accordingly.

φ =
[
r′2
e − r′1e+1

]
(3.18)

G =
∂φ

∂q
=




0 0 0 1 0 0 0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 −1 0 0


 (3.19)

The three constraint types that are implemented are both holonomic and conservative.
Holonomic constraint depends only on the coordinates and time; whereas nonholonomic
constraints are dependent of path, and is described by parameters subjected to the differen-
tials of the constraints. A general discussion of how to implement nonholonomic constraints
is done by [38].
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Chapter 4

Conclusions and Further Work

4.1 Conclusions

The overall conclusions of this work are summarized in this section:
• The SPADE model has been used as a framework towards the creation of a digital

twin of cranes on offshore vessels. A digital twin of an offshore crane would allow
for safer lifting operation with less downtime, improved fatigue prediction, and bet-
ter maintenance planning. Also, a better simulation model would improve the control
system and monitoring, which again would allow for safer lifting operations, by e.g.
detection and alarming of critical loading conditions and improved payload control.
There are several challenges related to achieving a satisfactory functioning digital
twin. Through different cases, it was evident that simulations lacked a sufficiently
robust numerical formulation for cable and pulley representation. A satisfactory ca-
ble and pulley simulation is essential for an operational FEA, used for a real-time
monitoring.

• A trade study to select best alternative for cable and pulley simulation for cranes
on offshore vessels were performed with the systems engineering approach known
as subjective value method. The ALE-ANCF cable element had the highest score as
it is very suitable for real-time simulations since few elements are needed, and the
nodes can be stationary at contact areas with the pulley. It also has good dynamic
representation of the cable, and can include contact as well as time varying length. A
satisfactory cable and pulley simulation is essential for an operational FEA, used for
a real-time digital twin.

• The axial frequencies from ALE-ANCF cable element for 1st and 2nd vibration mode
are in complete agreement with the axial frequency found in [58]. The frequency is
independent of how the element is constrained with free position DOF and fixed flow
DOF, or fixed position DOF and free flow DOF. A simplification of the cable to a
single degree of freedom MSD does not provide an accurate axial frequency.

83



4. Conclusions and Further Work

• The MSD element length cannot directly be used to predict the maximum time-step
for RK4, as higher frequencies are present in the ALE-ANCF cable elements. A crite-
rion to predict the maximum time-step for RK4 is created based on an easy to calcu-
late effective (or equivalent) length as a fraction of the shortest element length in the
mesh as well as the boundary conditions. The criterion is verified through eigenvalue
analysis as well as numerical hammer test and FFT.

• With high demands on the solution time to obtain real-time simulations, the selec-
tion of solver is important. The literature lacks a recommendation of which solver to
choose for ALE-ANCF cable elements. Therefore, the present study presents a sys-
tematic approach to compare RK4 and G-α. RK4 is used in similar studies, and G-α
is commonly used in classical structural mechanics software, making them good can-
didates for a numerical study with respect to explicit versus implicit time-integration.
The systematic approach examines with the criteria stability, accuracy, and efficiency.
It is found that RK4 is a good choice when simulating models with few elements and
long cable spans. The stability limit for RK4 gets worse as the number of elements
increase, despite the real frequency response in the system being the same. When
performing simulations with equal time-steps, RK4 is about 3 times faster than G-α.
For external loads requiring small time-steps, or where high frequencies in the system
are of interest, RK4 is the most efficient solver. For loads with lower frequencies than
the stability limit for RK4, G-α is better. G-α provides fast and accurate results as
the high frequencies are dampened out and it is not hampered by requirements on the
time-step size. The time-step size can be selected just by ensuring a sufficient num-
ber of time steps to capture the desired physical behavior of the model. Thus, G-α
is found to often be the best alternative for most practical applications. Adams, [72],
also concludes that the CPU time increase with element stiffness for a ANCF element
for an explicit solver, while it has little effect on the implicit solver.

• To achieve possibilities for advanced geometrical shapes, the ALE-ANCF cable ele-
ment has to be connected with neighboring elements. In relation to the time integra-
tion methods, coupling methods are examined. The penalty method, Lagrange mul-
tiplier method and linear coupling are the methods used for connecting ALE-ANCF
cable elements. For a system constrained by the penalty method, the penalty springs
increase the stiffness in the system causing higher frequencies, which again reduces
the maximum time-step for RK4. When using the Lagrange multiplier method with
RK4, the solution is vulnerable to drifting as the constraints are differentiated as part
of the solution procedure. To connect elements using constraints; the Lagrange mul-
tiplier method, penalty method or linear coupling are all valid methods providing
similar results and solution times for the case with G-α.

• A lumped model to simulate a drill string in an arbitrary wellbore is presented, where
the equations of motion are defined by the use of Kane’s method. From comparison
with FEA for a static horizontal and static vertical configuration of the drill string,
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the lumped model conforms with FEA. With increasing number of elements, the so-
lution converges. For ALE-ANCF cable elements, mass proportional damping was
introduced, in means to stabilize the dynamic simulation. ALE-ANCF cable elements
efficiently converged to the same solution as lumped model; thus, mass proportional
damping was successfully used in combination with ALE-ANCF cable elements.

• The lumped model is solved with both RK4 and G-α as numerical time integrators,
where both efficiency and error propagation are compared. The same tendency as for
ALE-ANCF cable elements is observed. RK4 is faster for smaller time-steps. As the
time-step is increased, RK4 reaches a maximum time-step, where the simulation start
to diverge. For G-α larger time-steps are possible, and thus this can also provide high
simulation speed. Even though the accuracy is reduced as time-steps are increased,
it could still provide satisfactory results. The lumped model is suitable for real-time
implementation with solution times below real-time. The model is thus useful for
monitoring down hole dynamics of drill strings in drilling operations.

• A brief summary of findings comparing RK4 and G-α are presented in Table 4.1.

4.2 Further Work

The methods suggested in this paper could be developed by the following research points:

• This work is based on programs which can be considered prototypes. For both the
ALE-ANCF cable element and the lumped model, further improvement of the solver
should be a focus area. To improve solution time, adaptive time-step algorithms could
be considered. Implementation in a more suitable software with compiled code is also
believed to make a huge impact on simulation speed.

• To further improve the calculation speed for ALE-ANCF cable element, a low order
element with engineering strain and linear shape function could be tested. Limita-
tions due to neglecting nonlinear characteristics must be identified, where i.e. bend-
ing stiffness and flow force from inertia of the material flow through the cable could
be defined according to the angle between neighboring elements.

• To move towards a control system of an offshore crane, with an ALE-ANCF cable
element used to model the wire, the laboratory knuckle boom crane presented in Pa-
per 1 should be simulated for benchmarking. A model already exists in a commercial
software with sensor input as a functionality. The crane are then to be instrumented,
to enable sensor data input into the simulation, where forces from the ALE-ANCF
cable element could be imported from an external solver. To have a fully functioning
digital twin, commercial software could be used for processing of sensor data, cal-
culation, simulation, and visualization. A heave compensation case could be tested
and compared to existing experiment data for the laboratory knuckle boom crane, to
check if ALE-ANCF cable elements improve the simulation quality. This will be a
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G-α
Pro Con

• Allows large time-steps when
loading and response is low-
frequency

• No step-size restriction,
unconditionally stable.

• Provides damping to modes
that are high frequency rela-
tive to the time-step.

• Time-step requirement unaf-
fected by penalty method con-
straints.

• Each time-step is numerically
expensive.

• Require iterations for optimal
accuracy for nonlinear prob-
lems, especially with large
time-steps.

RK4
Pro Con

• Numerical low cost for each
time-step.

• Numerically efficient with
high frequency loading.

• Highly predictable computa-
tion times

• Has maximum time-step asso-
ciated with smallest element
in the model

• Unnecessary number of time-
steps for low frequency load-
ing and response

• Penalty method constraints af-
fects maximum time-step neg-
atively.

Table 4.1: Characteristic Pros and Cons of the G-α and RK4 algorithms

trial by fire for how the solver handles slack cables, and real-time analysis with G-α.
Furthermore, it will highlight the usefulness of this research for the industry.

• Several cases could be evaluated for benchmarking both to further improve the func-
tionality of the code, and investigate the possibilities of ALE-ANCF cable elements:

– Diabolo: A diabolo is a juggling toy. The interesting part is the string, where the
diabolo spins and are thrown from. The string could be modeled as ALE-ANCF
cable elements with contact along the string. The numerical solution procedure
will be put to a test as the string goes in and out of contact with the diabolo.
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4.2. Further Work

– Prestressed concrete: Concrete is a material that has very good compression
qualities, and very poor stress qualities as it easily fractures. A common method
to prevent concrete to fracture is to either pretension or posttension the concrete.
Pretension is done by pretension steel wires prior to pouring the concrete. As
the concrete is hardened, the anchors for the steel wires are released, causing the
steel wire to compress the concrete. For posttensioning, the concrete is poured
over plastic or steel sleeves with steel wires inside. As the concrete is hard-
ened, the steel wire can be tensioned. Elegant, slender concrete structures, such
as bridges and vast roofs, commonly use the posttensioning technique. ALE-
ANCF cable elements are believed to be well suited for modeling the steel wire,
both due to the ability for large-deformations and large-rotations, and material
flow through the nodes allowing for simple tensioning of the deformed steel
wire.

– Siphoning beads: Siphoning beads, chain fountain, or Mould effect, is a phe-
nomenon where a chain of beads rises higher and higher over the edge of a
container, as it falls over the edge of the container. ALE-ANCF cable elements
could be suitable to simulate this phenomenon, as the mass flowing through the
elements cause inertia forces.
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Abstract
Cranes onoffshore vessels are subjected to crane dynamics, structural couplings to the vessel, and
environmental influence bywaves and currents. The recent trend has been to use larger cranes on
smaller vessels, which makes the lifting operation more complex and potentially dangerous. The
use of digital twins (DTs) is emerging as one way to enable safer operations, real-time simulation,
andmaintenance prediction. On offshore vessels, a DT canmonitor the lifting operation to create
a saferwork environment. The SPADEmodel has beenused as a framework toward the creation of
a DT of cranes on offshore vessels. Several cases involving simulation of cranes revealed the lack
of an adequate simulation of cable and pulleys suitable for use in aDT. The simulation is important
for accurate results and for implementation in control systems. A trade study was performed to
determine a numerical method adequate for cable and pulley simulation. The trade study identi-
fied the absolute nodal coordinate formulation in the framework of arbitrary Lagrangian–Eulerian
as a promising numerical formulation.
K EYWORDS
cable, crane, digital twin, FEM,MBS, pulley, simulation

1 INTRODUCTION
Offshore vessels with cranes are used for operations, such as instal-
lation of subsea templates, offshore wind turbine installation, and
loading and unloading of equipment. Wind, waves, and currents
complicate these operations. The recent trend has been to use smaller
vessels, with larger cranes, as a means for saving costs. This makes the
lifting operation more subject to instability due to the environmental
excitations. A digital twin (DT) of an offshore crane supports a wide
range of applications. It would allow for safer lifting operations with
less downtime based on anticipated failure modes, such as buckling in
bars and actuators, material yielding and fatigue predictions, as well as
an improved control system. The DT simulations improve payload con-
trol allowing for lifting operations in demanding weather conditions,
and better maintenance schemes based on fatigue predictions. If the
control system detects irregularities, the operator is notified. In dan-
gerous situations, the control system could restrict continuation of the
operation. A DT could be used to estimate the weight of the payload,
instead of using a scale, and the project manager could use data from
the DT as basis for risk analysis when planning lifting operations.
This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in anymedium, provided
the original work is properly cited.
c© 2019 The Authors. Systems Engineering published byWiley Periodicals, Inc.

A step toward creating a DT of a crane on offshore vessels is to
improve the simulations. The Norwegian oil and gas industry relies
heavily on offshore vessels with cranes, and the Research Council
of Norway is currently funding this research through an innovation
grant (SFI). This paper investigates the requirements for improved
simulations as part of this research. The structure of this paper is as
follows: first, the paper presents a context diagram of crane dynamics
for a better understanding of physics and dynamics, with the theo-
retical background for simulation. Then, stakeholders are identified
to investigate different interests in the research. The main body of
the paper then reports on requests for crane simulation according
to cases and previous research. Here, it is observed that cable and
pulley simulation lacks sufficient accuracy, and a better simulation of
cable and pulleys is needed for a DT. Based on design requirements,
a trade study is performed to investigate alternatives for different
numerical methods for dynamic simulations of cable and pulleys to
embed in a DT, where the real-time aspect is important. The paper
concludes with a suggested cable and pulley simulation and further
work. The paper follows the SPADE methodology as proposed by
Haskins.1

Systems Engineering. 2019;1–12. wileyonlinelibrary.com/journal/sys 1



2 FOTLAND ET AL.

F IGURE 1 Context diagram for the crane dynamics of cable and pulleys

2 BACKGROUND
Schluse and Rossmann2 list several domains where the term “digi-
tal twin” is used differently for industrial practices: manufacturing
flexibility, product design, maintenance, increased lifetime, testing,
structuralmonitoring, performanceefficiency, quality, andautomation.
ADT can be used, not only for engineering andmanufacturing, but also
operations and service. According to Boschert and Rosen,3 this implies
that the DT could become a part of the real system, with actionable
interactions. For the remainder of this paper, DT is defined as a digital
copy of a physical asset, collecting real-time data from the asset and
deriving information not beingmeasured directly in the hardware.

The context diagram is a helpful tool to examine the systemic
picture of what must be included to create a DT of an offshore crane,
see Figure 1. The goal of a DT is to be able to simulate the whole crane
system. The primary context for the DT is crane dynamics, which is
an attribute of the crane, both the physical asset and its maintenance
and operation. These in turn are mounted on a vessel that operates
in maritime environments, including both open water and harbor
operations. The way these elements interact during a lifting operation
is described here.

Thewinch on the crane is an essential part of the liftingmechanism.
The crane operator is responsible for safe lifting operations, and
therefore could be willing to work in harsher environments with a
better control system. The control system includes heave and sway
compensation and detection of critical loading conditions. The heave
compensation maintains the payload motionless with regard to the
seabed or other vessels. The anti-sway prevents the payload from
swinging. For lifting operations involving other vessels, the vessels will
be in different swing phases. Tordal et al4 has proposed a method for
vessel to vessel operations, where a motion reference unit is placed in

each vessel allowing for an accurate and reliable relative motion esti-
mate. Critical loading conditions causing severe instability and rolling
in the vessel should be detected and handled by the control system.

The context diagram highlights that crane dynamics are influenced
by the cable and pulleys. The control system would benefit from
simulations running in the DT that provide additional input data, such
as the time delays caused by the hydraulics of the crane. This includes
other factors of crane dynamics, such as ways the boom deflects,
pulleys, bearings, inertia effects, friction, and damping. The frequency
on the bearings could be influential when it comes to decoupling the
crane for simulation, without significant loss of accuracy. The inherent
dynamics and friction effects in a crane may cause out of phase
tension oscillations in the cables, which again leads to control system
instabilities. The frequencies or vibrations in the cable are relevant
inputs for the control system. The frequencies are influenced by the
loading conditions and the length of the cable. Cables can withstand
large axial loads in comparison to bending, compression, and torsional
loads. For lifting operation with long cable spans, the elongation of the
cable cannot be neglected. The cable pulley interaction is important,
where contact and friction have to be defined.

Likewise, maintenance is a critical factor for the crane to be
operational and is important when planning, to minimize downtime.
A functioning DT requires the physical crane to be equipped with
weather-resistant sensors, placed where they are shielded from
the environment.

A multibody system (MBS) consists of several submodels, which
make up the system being simulated, see Figure 2. The different parts
have a computer aided design (CAD) model, which could be used as a
rigid body, or meshed with finite elements for elastic behavior. Mecha-
nismmodeling uses joints to connect the parts for interaction. Control
system modeling is used for actuators, such as the hydraulic cylinders
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F IGURE 2 ACADmodel of the crane system
with different submodeling elements indicated

and the virtual sensors. The 1D flow chart presents an example of a
control system, where real or virtual sensors can be the position input.
The applied force will be set according to deviation in measurement
and reference value. Cable and pulley modeling is usually simplified to
an axial spring.

Finite element analysis (FEA) as applied in engineering is a compu-
tational tool for performing engineering analysis typically for design
and optimization. It can be used both for static and dynamic simula-
tions, where dynamic simulations step through a given time interval.
An important difference between an engineering simulation and a
DT is that a simulation cannot foresee future scenarios and changing
circumstances. The DT on the other hand takes in real-time sensor
data and updates the simulation, as it steps through time. This gives
the engineer a much better insight into what is happening, and this
real-time aspect requires fast calculations. Therefore, the purpose
of FEA in an operational mode is as an estimator, instead of design
and optimization. FEA are numerical methods, or formulations, where
the finite element method (FEM) is one of them. FEM is commonly
used for failure assessment, fracture, and crash simulation. Hong
et al5 remark that FEM is more relevant for crane simulation than
other numerical methods, such as rigid body simulation, since it
accounts for the flex in the crane boom during heavy lifting. FEM
works by dividing the CAD model into many small pieces called
elements, see Figure 2. The elements have material and geometrical
properties. Then, forces and boundary conditions are included in the
model.Mathematical equations describe the behavior of the elements,
and how they interactwith each other during the simulation. There are
numerous element types, specialized for different simulation tasks.

A simple example of a DT is found in Figure 3. In this illustration,
the physical sensor data (PSD) from the physical crane are stored in
a state vector, which contains stroke length of actuators, turn angle,
reference strain for verification and calibration, and applied load from
the payload at the crane tip.

PSD(t) = [ΔL1,ΔL2,ΔΘ, 𝜖ref , 𝜖temp, mg]

The state vector is time dependent. The dotted arrow indicates how
the state vector is transferred to the server cloud. The digital crane
model retrieves the PSD(t) from the cloud, for calculations. Based on
the input from the physical crane, the inverse method can be used to
extrapolate forces and strains to virtual sensors in the digital model.
While the physical actuators aremeasuring stroke length, the reaction
forces can be found in the digital actuators.

The strain history can be found for any part of the crane, by virtual
sensors. This is relevant for detecting fatigue failure. It is important
to cross check and recalibrate the DT to avoid divergence from the
physical crane over time. The virtual strains are verified by comparison
with reference strains from strain gauges placed at hot spots. For
offshore cranes, the strain gauges have to be carefully placed and
shielded from the harsh environment. Drifting in strain gauges is
inevitable, for example, where the temperature is fluctuating. A strain
gauge is placed at an untensioned part of the crane, as a reference
for temperature. Filtering sensor noise is important to handle drifting
in sensors. When starting the DT, both the DT and the physical crane
should be in a preset zero position. Direction and size of forces are
relevant for detecting stability issues and critical loading conditions.
The digital model can have an infinite number of states, free of charge.
The outputs from the digital crane, digital sensor data (DSD), are
stored in the state vector and sent to the cloud.

DSD(t) = [F1, F2, M, 𝜖1, 𝜖2, 𝜖3, 𝜖4]

The data in the cloud could be used further for visualization and
presentation of results. The weather and wave forecast are additional
data relevant to store in the server cloud, for risk analysis of the job.

In the video posted by Raftery,6 a DT is demonstrated by a simple
beam with a sensor at the top end, which allows for the whole stress
distribution in the beam to be calculated. Different colors indicate
the stress level in the beam. The stress is a consequence of the force
applied by the hand. The inverse method refers to the numerical
equations in a simulation, where the input data are a measured value,
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F IGURE 3 Sensors on the physical crane send real-time collected data to the DT. By the inversemethod, the DT distributes the inputs to
virtual sensors
and the DT behaves accordingly. There are several ways to do the
inverse calculations, and there is a need for inverse methods that
accurately calculate distributed displacements, frequencies, or loading
conditions, to predict the structural integrity. Solversmust be accurate
and time efficient, as the time of the simulation has to be less than the
physical time for a real-timeDT. Further discussion of inversemethods
is outside the scope of this paper. The fact that physical sensors are
expensive while virtual sensors are free of charge, as well as the
real-time aspect, helps the DT gain momentum. Challenges related to
what sensors to use, where to install them, and how to process and
filter the data from the sensors will not be addressed in this paper.

3 RESEARCH METHOD
When exploring new complex systems, it is useful to structure the
relevant information. This increases the possibility of making good
decisions, exposing gaps, problem solving, and making progress
with confidence. Systems engineering (SE) provides tools to handle
this. Creating a reliable and robust DT of an offshore crane is new
technology. This makes SE tools highly relevant and useful for such a
development project.

The SPADE methodology was introduced by Haskins,1 see
Figure 4, and was used as the research method in this paper. SPADE
is an acronym constructed from the words: stakeholders, problem
formulation, alternatives, decision making, and evaluation. Evalua-
tion is a continuous process and is therefore placed in the center
of the figure. During the evaluation process, one updates the old
findings with new and relevant information. This makes the SPADE
methodology useful for dealing with problems where the destination
is unknown. It also helps to give relevant answers according to what
the stakeholders actually desire for a DT of an offshore crane, as
the stakeholders are identified early in the design process. During

F IGURE 4 “SPADEmethodology/framework graphical
representation”1
the evaluation process, a consultation with the stakeholders can be
done to discuss preliminary proposals. New stakeholders can also be
includedduring the evaluation process. The problem formulation stage
exposes deficiencies in existing technology for the creation of a DT of
an offshore crane. Based on these deficiencies, different solutions are
compared in the alternatives stage. To evaluate and compare alterna-
tives for a numerical formulation for cable and pulley simulation, the
tradeoff analysis tool based on Blanchard and Fabrycky7 was used,
see Figure 5. For the “Evaluation of the design requirement” step in
the trade of analysis, a table based on the subjective value method
was used according to Kossiakoff et al.8 The subjective value method
weights the characteristics of each formulation against each other to
find the one that best suits the system as a whole, according to design
requirements. The score assigned was based on papers describing
the features. Extensive testing of all the alternatives for cable and
pulley simulation would be inadequate due to time limitations, making
the trade study a more suitable process. Making a qualified decision
based on available information allows the project to move forward
with a steady pace. Decision making is the final stage in the SPADE
methodology, where the best alternative for a DT is chosen.
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F IGURE 5 Trade-off analysis process, based on Blanchard and Fabrycky7

4 IDENTIFICATION OF SYSTEM
STAKEHOLDERS AND NEEDS
Grieves and Vickers9 cite siloing, (lack of) knowledge of the physical
world, and the number of possible states that a system can take as
the main challenges for a DT. Siloing refers to lack of communication
between the different groups working on the same project. The issue
of siloing is addressed by identifying the stakeholders and involving
them in the project. A stakeholder is defined by Freeman10 as “any
group or individual who can affect or is affected by the achievement of
the organization’s objectives.”10 (p. 46)

As previously mentioned, SFI Offshore Mechatronics functions
as a bridge for knowledge flow between academia and industry. The
project goal is to strengthen competitiveness and innovation capacity
in Norway. This research is part of a project with a stated vision to
create “advanced offshoremechatronic systems for autonomous oper-
ation and condition monitoring of topside drilling systems under the
control of land-based operation centers, to ensure safe and efficient
operation in deeperwater and in harsh environments.” The project has
the following partners:

Academic Partners:
• Aalborg University
• NORCE (ResearchInstitute)

• NTNU (Trondheimand Aalesund)
• RWTHAachen

• Universityof Agder

Industry Partners:
• ABB
• Bosch Rexroth
• Cameron
• Egde Consulting

• GCE NODE (Clus-ter)
• Klüber Lubrication
• Lundin Norway
• MacGregor

• MHWirth
• National OilwellVarco
• Skeie Technology
• Stepchange

Partners meet regularly, and industry partners make themselves
available to academic researchers. Figure 6 summarizes the needs of
the stakeholders for this research.
• SFI crane producer partners are interested in making safe and reli-
able products. Improved simulations of cranes as well as real-time
feedback would help them to understand how forces acts on the
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F IGURE 6 Stakeholders for a DT of a crane on offshore vessels
crane during operation. This would be valuable insight for technical
upgrades, which are usually based onwhat the vesselmanufacturers
and owners request for the products.

• Vessel manufactures are interested in installing the most suitable
crane for the vessels. They are also interested in flexible solutions,
which provide a competitive advantage.

• Vessel owners want vessels capable of multiple operations, because
laid-up vessels are very costly. This also implies using the right equip-
ment for the job, with the lowest cost. Improved simulation allows
for better planning of the operation, as well as better planning of
maintenance work.

• Operators of cranes want reliable controls and safer lifting opera-
tions. Increased automation and improved control systems, where
real-time feedback is important, means that the operations become
easier with improved payload control, vessel to vessel transfers, and
heave compensation.

• Software companies specializing in simulation and analysis of prob-
lems concerning failure assessment, fracture, and fatigue are inter-
ested in improving and expanding their capability to provide accu-
rate and fast calculations for solving intricate problems.

• Producers of sensors and monitoring equipment for physical assets
are interested in the ways their equipment is used by the industry
and how the data collected are applied in simulations.

• Other industries could benefit from new technology developed for
offshore cranes. Elevators, draw works, power-lines, and robotics
are examples of applications with similar challenges involving cable
and pulley simulation.

4.1 Measures of effectiveness
When the problem has been formulated, then criteria are put in
correct term as measures of effectiveness (MOE). MOE represent
the viewpoint of stakeholders and Sproles11 argues that it assists
in making the right choices based on the stakeholders’ needs. This
establishes the success criteria to recognize when the end goal is
reached.MOE for this project:
• A cable and pulley simulation that improves the overall real-time
simulation of a crane on an offshore vessel.

• A cable and pulley simulation that can be integrated with DT of a
crane on an offshore vessel.

4.2 Technical performancemeasures
Technical performance measures (TPMs) are key goals to be met,
where the actual progress of technical achievement ismonitored using
periodic measures or tests. As noted by Garvey and Chien-Ching,12
this will indicate how well a system is approaching its performance
requirements. The TPMs for this project include:
• Less unplanned downtime: Due to better prediction of equipment
failure, the crane can bemaintained prior to breakdown.

• Less downtime: Maintenance is performed when required, instead
of on a predetermined schedule.

• Less maintenance cost: Only the worn-out parts are replaced, lead-
ing to a longer lifetime of crane and parts.

• Less waste: As the crane and the parts are in service for a longer
period, there will be less waste.

• Fewer incidents: The number of industrial injuries concerning work
with cranes on offshore vessels is reduced when using a DT. The DT
has alarm systems for dangerous situations and has improved pay-
load control.

• Faster operations: With better payload control, the lifting opera-
tions will be carried out more efficiently.

• Increasedoperational time:Due toabetter control system,work can
be done in harsher environments.
Most of these measures have a temporal quality, which means that

the researchermust rely on historical data and data collected after the
DT is implemented to assess the actual benefits of theDT, and then the
simulation. However, some practical assertions regarding increased
operational time andmaintenance can be estimated.

5 PROBLEM FORMULATION
Over the past 40 years, there have been several studies concerning
simulation of offshore cranes, where, for example, Strengehagen and
Gran13 investigated the dynamic response and fatigue life of offshore
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F IGURE 7 Laboratory crane 1 is a knuckle boom crane built in one
of the laboratories at NTNU, with a detailed FEMmodel of the crane

cranes over 30 years ago. They stated “Limitations in the method for
this application are mainly that the method is linear and that all ele-
ments are taking compression as well as tension. Both limitations are
mostly concerned with the ropes.”13 (p. 520). Compression forces in
ropes andcableswill only cause themto fold, not takeupany significant
force. Langen et al14 published work concerning the dynamic behav-
ior of an offshore crane. Their goal was design verification against
overload and fatigue. The cables in the simulation were represented
as axial springs. Ku and Roh15 and Hong et al5 are more recent
studies concerning offshore cranes. The first investigates the safety of
installation of offshore wind turbines by floating cranes. This is done
by simulation with wind, hydrostatic, and dynamic forces acting on the
crane. The second predicts dynamic loads on a crane on an offshore
support vessel. It argues for the importance of using a flexible body
model, rather than a rigid body, as the boom flexes. Research address-
ing coupling motions between crane and vessel, ways external forces
act on the crane structure, ways the boom flexes, and the location
of hot spots for stress, is well documented. The matter of simulating
MBS assembled with cable and pulleys, such as cranes, has been
simplified over time, hence the need for more advanced and accurate
cable and pulley simulation has emerged. Moseid16 started this work
by introducing several challenges related to two-dimensional finite
element- basedmodeling of cable and pulley systems, such as inherent
dynamics and friction effects. This project seeks to develop a cable
and pulley simulation capable of real-time structural monitoring and
improved payload control for cranes on offshore vessels.

The fact that cable and pulley simulation is needed is also evident in
the following cases from Fedem Technology and NTNU sources, pre-
sented in the next sections, where there are different types of cranes
investigated, and the objectives of the simulations vary. They have in
common that they would benefit from an improved cable and pulley
simulation. The cases exposed the need for an improved cable and
pulley simulation andwill function as benchmarks for further research.

5.1 Laboratory crane 1 - knuckle boom crane
A knuckle boom crane for testing is built in a laboratory at NTNU,
see Figure 7. The crane is accessible for running experiments and
benchmarking. It is instrumentedwith strain gauges for data collection
when running experiments, as well as a detailed FEM model. The

F IGURE 8 Laboratory crane 2 is a knuckle boom crane for testing
in a wave pool

F IGURE 9 Tower crane installed on the oil rig Johan Sverdrup
FEMmodel does not include an advanced cable and pulley simulation,
where stiffness or varying cable length is included. The goal with the
crane is to detect error conditions during lifting operations, structural
integrity calculations, fatigue life prediction, and stability monitoring.
Insight gained here could be used for condition-basedmaintenance.

5.2 Laboratory crane 2 - knuckle boom crane
A knuckle boom crane for testing in a wave pool is located in a
laboratory at NTNU, see Figure 8. This allows for testing how the
vessel movements affect the lifting operation, and what response this
will have in the crane and the payload. The hydrodynamics must be
included in the simulation. Studies conducted with this crane can help
uncover and assess critical conditions for when the system becomes
unstable. The main factors influencing stability are critical payloads,
wave andwind conditions, and active damping.

5.3 Johan Sverdrup - tower crane
Structural vibrations in the tower cranes on the recently deployed
oil rig Johan Sverdrup have been investigated, see Figure 9. The
FEM model of the oil rig is very detailed. FEM accounts for internal
deformations in the crane, which is a reason to use it for analysis of
structural flexibility. The crane is a complicated system with delays
related to boom flex, hydraulics, and tension in the cable. Since the
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frequency in the cable changes with varying length, mass, and stiffness
in the cable, an improved cable and pulley simulation could make the
overall results more accurate for this case.
6 ALTERNATIVES FROM TRADE STUDY
To identify the best alternative feasible as a numerical formulation for
cable and pulley simulation, a trade-off analysis based on Blanchard
and Fabrycky7 has been performed, see Figure 5. The main intention
for this project is to improve the overall behavior of a crane. To
include internal effects in the cable, such as interaction between the
strides, demand additional computing power. This could jeopardize
the real-time aspect for a DT, where dynamics are of main interest.
For offshore cranes, the demands for dynamics are set higher than for
onshore cranes with less platform movement. A pulley rotates from
frictionwhen the cablemoves over it. If the friction is too low, the cable
will slide over the pulley instead of rotating it. When the winch stops
pulling the cable, the rotational inertia in the sheaves could cause the
cable to move. To simulate these effects, the numerical formulation
must include contact and friction. Accidents during lifting operations
can have severe consequences. A risk analysis is therefore critical prior
to lifting operations. The equipment used must be trusted. If an opera-
tional FEA is going to be used as an estimator for controlling the crane,
it must be proven reliable and stable. This implies that the formulation
must handle different simulation scenarios. If the control system fails,
the crane could suddenly drop the payload, jerk the payload, or stop
running. Tested formulations known to be stable and robust should be
used to prevent this. Design requirements for a numerical formulation
of a cable and pulley simulation follow in the next section.
6.1 Design requirements
1. The simulation method should be compatible with FEM, as FEM is

commonly used for simulations of crane systems.
2. The simulationmethod should include dynamics in the cable, where

mass, damping, stiffness, and inertia effects are included. This is
important for prediction of reaction forces and position of a cable
in motion.

3. The simulationmethod should include contact and frictionbetween
cable and pulley, and between different cable segments.

4. The simulation method should perform with acceptable computa-
tional speed, to accommodate the real-time aspect of a DT.

5. The simulation method should compute varying cable length over
time, with mass updated accordingly. This is important for correct
axial stiffness for applications, where the cable is lowered or ele-
vated.

6. The simulation method should result in reliable numerical formula-
tion with documentation as evidence of extensive testing.

6.2 Alternatives for cable and pulley simulation
Based on the MOE, stakeholders, and design requirements, alter-
natives for cable and pulley simulation are identified and briefly
described in the following sections.

6.2.1 Spring
In FEA, a cable has commonly been represented as an axial spring.14,17
This is derived from Hooke’s law, F = −kx, where F is the force, k is
the spring characteristic, and x is the axial displacement. For more
advanced behavior, the spring characteristic can be tabulated depen-
dent on the cable length. This formulation neglects mass and inertia
forces, only axial stiffness is included in the cable dynamics. The
normal forces on the pulleys are not considered. The approach results
in fast calculations, and can provide sufficient results for certain
simulations. The formulation is reliable, as it is simple and has been
extensively tested.

6.2.2 Isogeometric analysis
Raknes et al18 use isogeometric analysis (IGA) to describe large
deformations in a 3D cable. Ribs of an umbrella and bow and arrow are
numerical examples tested. Thai et al19 published a paper concerning
static application of cables with IGA. The textbook by Cottrell et al
describes IGA, and in chapter 3 it is presented how IGA relates to
FEM. Instead of generating a mesh, IGA do calculations directly on
the CAD geometry. It is possible to have IGA and FEM interact, but
it would be challenging in more advanced models where nodes in the
mesh and CAD geometry do not necessarily coexist and merge. IGA
still suffers from some numerical challenges, and the major drawback
is that it struggles to handle contact analysis.21 The use of IGA would
involve a risk, as the numerical formulation is less mature than FEM,
and possess possible complications when combining it with FEA.

6.2.3 The bar finite element for cable
The bar finite element22 is based on a principle to split the bar element
into perfectly straight and homogeneous elements. The elements
have elastic properties without rotational degrees of freedom (DOF).
Through a coupling between consecutive bar elements, bending
stiffness is included. This leads to forces on the extremities of these
two elements when a curvature occurs on the modelled cable. A large
number of elements are required for an exact representation of the
cable. The formulation includes drag forces from water, and has been
tested for simulation of fish cages and fishing gear.

6.2.4 A parametric super element
Ju and Choo23 present a super element numerical formulation for a
cable passing through several pulleys. The method can represent com-
plex geometric paths for a long cable. A tower crane has been analyzed
by this formulation. Static simulations are the primary target for this
formulation; therefore, it neglects the dynamic behavior of the pulley.

6.2.5 The floating frame of reference formulation
Floating frame of reference formulation (FFRF) was the most widely
used formulation for simulation of flexible MBS.24 In FFRF, there are
two sets of coordinates used to describe the configuration of the
deformable bodies; the rigid is described in the global coordinate
system, while the local deformation is described in a local coordinate
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system. To compensate for the distance between the global and local
coordinate system, centrifugal and Coriolis terms must be considered.
This leads to a nonconstant mass matrix. The inertia forces become
complex expressions, while the elastic forces are simple. FFRF is
suitable for small-deformation and large-rotation analysis. Chamorro
et al25 use FFRF for simulation of railway tracks, which have similar
geometry as a cable. Only the variable-domain finite element (VFE)
variant of the FFRF, as presented in, for example, Horie et al,26 is good
for MBS.27 The VFE cannot account for large deformations and large
overall motion with variable-length bodies due to the inherent nature
of FFRF.

6.2.6 Geometrical nonlinear beam formulation
Jonker and Meijaard28 proposed the geometrically nonlinear beam
formulation (GNBF) for large deflection problems in analysis of flexible
MBS. Timoshenko beam theory serves as the foundation for the
deformation modes in the formulation. The beam is shear deformable.
A cable is a very slender geometry, where shear forces could imperil
the simulation of cables for errors. The GNBF is compared to several
methods, including the discrete deformation mode by Bathe and
Bolourchi,29 geometrically exact formulations by Romero,30 natural
coordinate formulation by Avello et al,31 and a corotational formula-
tion byCrisfield,32 againstwhichGNBF shows good results. Compared
to absolute nodal coordinate formulation (ANCF), see Section 6.2.7,
it is more accurate and less computationally demanding. Romero30
points out that a geometrically exact formulation requires a special
time steppingmethod. This makes the geometrically exact formulation
more complicated to implement than ANCF.

6.2.7 The absolute nodal coordinate formulation
For the last two decades, the ANCF has gained attention for modeling
of large-deformations and large-rotations inmultibody dynamics, with
simulation of tires and belt drives as examples.33 Shabana34 was the
first to propose this element. In contrast to FFRF, ANCF has a constant
mass matrix, and no centrifugal and Coriolis forces. This makes it
relatively easy for the ANCF to solve accelerations, and continuity of
the deformation gradient for dynamic simulations. ANCF elements use
nodal displacements and slopes as DOF instead of rotational param-
eters as in FFRF. Dibold et al35 found that ANCF is less complicated
and converges faster than FFRF in large deformations, especially
with an increasing number of elements. Within the framework of
ANCF, there are several element formulations, including special cable
elements. A good overview of important features and applications of
ANCF is given in Gerstmayr et al36 and Nachbagauer.37 Nachbagauer
addresses the differences between differentANCFelements. She ends
up proposing what she sees as the most beneficial 3D ANCF element
to use. Gerstmayr et al38 present ANCF elements with and without
torsional stiffness, shear, and cross section deformation. Bulin et al39
presented a cable-pulley system, where the cable was an ANCF ele-
ment, and contact forces caused the pulley to rotate. A quadrosphere
cable mechanism was simulated with this formulation with promising
results.40 There are different approaches to simulate contact between

F IGURE 10 FEMmodel of an elevator mechanismwith
Lagrangian versus ALE formulation. The figure shows a cable pulled
over a pulley with twomasses attached, at two different time steps. A
Lagrangian formulation requires many nodes to capture interaction
between the cable and pulley; while an ALE formulation can have a
high density of elements at the pulley, as they are stationary. This
allows for fewer elements along the cable. The figure is based on
figure by Escalona48
the cable and the pulley. Westin and Irani41 developed a method for
2D cases with a large dynamic variation in the wrap angle and cable
tension. It is common to use Hertz as the contact formulation, while
Takehara et al42 use Quinn method. Wang et al43 studied the contact
between cables, and narrowed it down to a cable with continuous
contact zone.44 Both studies used amaster-slave technique.
6.2.8 Arbitrary Lagrangian–Eulerian - ANCF
The arbitrary Lagrangian–Eulerian (ALE) formulation combines the
Lagrangian and the Eulerian formulations, as the name suggests. In the
Lagrangian formulation, the nodes in the FEM mesh and the material
are attached to each other. This is the common formulation to use
for simulation of structures. In the Eulerian formulation, the nodes in
the FEM mesh are fixed in space and the material can flow through
it. This is the common formulation to use for simulation of fluids.
Hong and Ren45 proposed the ANCF in the framework of ALE, where
the material could flow through the ANCF elements. Without the
ALE formulation, the element would behave as a <<regular>> ANCF
element. ALE opened possibility to have stationary nodes around the
pulleys, as illustrated in Figure 10. The advantage being that fewer
elements are needed to represent the cable. The reason for this is
that contact is numerically difficult to simulate, especially for the
timesteps when contact between elements occur during a simulation.
When any random cable element can happen to be in contact with
the pulley at some point of time, all the cable elements must be
small. With ALE, free cable elements can be larger, allowing for fewer
elements and faster simulations. Another advantage is that for the
simulation of reeling, it is possible to add or remove excessive cable.
Based on Hong and Ren,45 Peng et al46 came up with an ALE formu-
lation for cable and pulley simulation handling variable cable length.
A deployable mesh antenna was simulated for benchmarking.47
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F IGURE 11 The alternatives for cable and pulley simulation evaluated according to the subjective valuemethod, based on Kossiakoff et al,8
where 0= not known, 1= poor, 2= fair, 3= satisfactory, 4= good, and 5= superior

Escalona48 discusses 1D, 2D, and 3D ALE formulation with and
without transverse deformation and twist. The ALE formulation is
suitable for real-time simulations, due to efficient calculations.

6.2.9 Couplingmotion between cable and pulley
Qi et al49 and Wang et al50 point out that few studies propose a good
formulation of coupling between cable and movable pulleys. Pulleys
play an important role, with tensioning of the cable, and the flow of the
cable relies on the rotation of the pulley. A numerical formulation for
dynamic analysis of flexible cables with time-varying length and cou-
pling motions between cable and pulleys was proposed. The contact
segment of the cablemoves togetherwith the contact point on the pul-
ley, with a shape constraint spatial description. Cubic spline interpola-
tion is used to discretize the cable, which, can be regarded as an axially
moving1D-flowmedium. The simulation includes tensile strain, inertia,
and gravitational forces of the cable and pulleys. The bending stiffness
and torsional stiffness are neglected in this formulation, as flexible
cables are easy to bend and twist. The papers present examples of sim-
ulations of cable-pulley lifting systems of movable and fixed pulleys,
with good results when compared to simulations done in the ADAMS
software. There have not been other studies verifying the formulation.

6.3 Evaluation of alternatives
It is not straightforward to decide upon the best alternative for a
numerical formulation to use for cable and pulley simulation. There
are many aspects to take into consideration, such as calculation
time, dynamics, and contact formulations. An analysis based on the
subjective value method according to Kossiakoff et al8 is presented in
Figure 11. This was used for cross-referencing design requirements
and options for evaluation of the different formulation candidates.
Eachof the criteriawasweighted equallywith the scoring from: 0=not
known, 1= poor, 2= fair, 3= satisfactory, 4= good, and 5= superior.

Based on the alternatives of numerical formulations for cable
and pulley simulation evaluated in this paper, the spring element is

commonly used, but is lacking both a good dynamic representation and
contact formulation. IGA is premature, as it is not FEMcompatible, and
the formulation is not extensively tested, although it might be relevant
in the future. ANCF converges faster than FFRF.35 ALE-ANCF has the
highest score. It can represent contact between cable and pulley with
stationary nodes, it allows for models with fewer elements and fast
calculations. This makes it suitable for real-time DTs. ALE-ANCF also
allows for varying cable length. The coupling motion between cable
and pulley is a promising method, with the second highest score. The
method has a low score on reliability, as only one research group has
publications on it. Even though the formulation seems promising, it
should be usedwith care until further testing has been done.

7 CONCLUSIONS
Decision making is the fourth element of SPADE. A trade study was
performed to investigate alternatives for cable and pulley simulations.
The numerical method ALE-ANCF had the highest score in the evalu-
ation by the subjective value method. This method is very suitable for
real-time simulations since few elements are needed, and the nodes
can be stationary at contact areas with the pulley. It also has good
dynamic representation of the cable, and can include contact as well
as time varying length. ALE-ANCF is the recommended formulation to
implement in a DT of an offshore crane.

DT applications in SE tend to focus on manufacturing, whereas this
paper has focused on maintenance and real-time operations of an off-
shore crane. Requirements to create aDTof an offshore crane for safer
lifting operations with less downtime have been addressed. Improved
fatigue predictions allow for less downtime due to better planning of
maintenance. An improved control systemmakes the lifting operations
safer with detection and alarming of critical loading conditions and
improved payload control. It also leads to less downtime as lifting
operations can take place in harsher environments. There are several
challenges related to achieving a satisfactory functioning DT. Through
different cases, it was evident that simulations lacked a sufficiently
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robust numerical formulation for cable and pulley representation. A
satisfactory cable and pulley simulation is essential for an operational
FEA, used for a real-timeDT.

SE has proven to be a useful approach for the creation of a DT,
because it provides a ready-made framework with tools to expose
deficiencies, establish design requirements, and find alternatives. For
structuring complex systems, this is invaluable. Since the creation of
DTof offshore craneshasnever beendonebefore, SE is highly relevant.

8 FURTHER WORK
This paper documents the process of choosing a numerical formulation
method. It remains now tomove to the next phases as follows:
• To verify the selected formulation for cable and pulley simulation, a
DT of the laboratory knuckle boom crane should bemade for bench-
marking. Thiswill verify if the selected alternative is feasible. Testing
will also reveal further requirements for having a fully functioning
DT of an offshore crane.

• A DT requires software for processing of sensor data, calculations,
simulations, and visualization. There is a large selection of software
available, where some are specialized for certain tasks, while others
are generalized. Further work involves the investigation of software
alternatives to use for a DT of an offshore crane.
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A B S T R A C T
In this study, the Absolute Nodal Coordinate Formulation (ANCF) is examined in the frameworkof the Arbitrary Lagrangian–Eulerian (ALE) formulation for cable simulation. The objective isto determine the stability, efficiency, and accuracy in different frequency domains for twodifferent numerical time integration methods. The methods being compared are the Runge–Kutta method RK4, and the Generalized-𝛼 method. For simulations where the lower frequencydomain is of interest, the Generalized-𝛼 method is stable, accurate and can be used with largetime-steps; while where the high frequency domains is of interest, the RK4 procedure can be amore efficient method.The penalty method, the Lagrange multiplier method and linear coupling are tested asconstraint methods for connecting ALE-ANCF cable elements. For RK4, the penalty constraintmethod highly affects the maximum time-step, which again affects the total solution time.For the Generalized-𝛼 method, the constraint methods all provide accurate results, and theyhave similar solution time. ALE-ANCF cable elements can be connected by different constrainttechniques without impeding the ability to exhibit large deformations.

1. Introduction
1.1. Background

Simulation in offshore crane engineering and digital twin applications enables both ultimate load prediction and fatigue loadprediction, supporting condition-based maintenance. The importance of such tools is increasing as the recent trend has been to usesmaller vessels with larger cranes in order to save costs. This makes the lifting operation subject to greater instability due to theenvironmental excitations. Finite Element Analysis (FEA) provides strain and stress time histories from lifting operation and waveand wind induced motions. This data can be used for fatigue life and operational time prediction. Multibody Simulation (MBS),where Finite Element Method (FEM) models are connected by joints, can embed crane boom flexibility and crane dynamic effects.In addition, integrated control systems can enable real time digital twin applications such as improved payload control and activedamping. Cable and pulleys contribute to nonlinear effects due to inertia, damping and stiffness variations during crane operations.
1.2. Formulation of the problem of interest for this investigation

To obtain real time simulations for a crane and its wire, the solution time for the solver is of essence where high standards arerequired. Thus the numerical time integrator must be selected accordingly. The Absolute Nodal Coordinate Formulation (ANCF)
∗ Corresponding author.E-mail address: gaute.fotland@ntnu.no (G. Fotland).
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Abbreviations
ALE Arbitrary Lagrangian–EulerianANCF Absolute Nodal Coordinate FormulationDAE Differential Algebraic EquationsDOF Degree of FreedomFEA Finite Element AnalysisFEM Finite Element MethodFFT Fast Fourier TransformG-𝛼 Generalized-𝛼MBS Multibody SimulationMSD Mass–Spring–Damper systemODE Ordinary Differential EquationRBM Rigid Body ModeRK4 Runge–Kutta 4th Order

in the framework of the Arbitrary Lagrangian–Eulerian (ALE) formulation is identified as the most suitable numerical formulationfor cable and pulley simulation [1]. The ANCF elements have the ability to exhibit large deformations, while the ALE formulationallows material to flow through the element nodes, without the nodes changing position. Therefore, only a small number of elementsare needed to describe long cable spans. In Lagrangian FEM, the element length must remain small since any element can happento be in contact with the pulley during a simulation. An ALE-ANCF cable element was used for modeling a reeving system in [2].The study used the numerical time integrator ODE-45 in MatLab for the reeving systems, which is an explicit Runge–Kutta basedsolution procedure. As a step towards improved simulations of offshore cranes, the purpose of this study is therefore to investigatedifferent numerical integration algorithms and constraint methods for an ALE-ANCF cable element.
1.3. Literature survey

From previous work, cable modeling has been used for simulation of cranes, such as for tower cranes and container cranes, andpayload oscillation control, [3,4]. Besides cranes, there are numerous fields of utilization for simulation of cables. A parachute wasmodeled in [5], a slender, deployable mesh antenna was simulated for benchmarking in [6], and, a modern surgical robot with acable-pulley system was modeled in [7].ANCF have proven suitable for simulation of cables due to the favorable attributes with the ability for large-deformationsand large-rotations in slender structures. Also ANCF elements have been applied to a wide variety of applications. Simulation ofpantographs, which is the overhead cables for trams, was simulated in [8,9]. Overhead power cables are modeled in [10]. Forsubsea applications, remotely operated vehicles (ROVs) are modeled with ANCF elements for the tether going to the surface in [11].Parabolic leaf springs, commonly used for vehicle suspension, were analyzed with higher-order ANCF beam elements to considerthe complex geometry and the associated prestress in [12]. For ALE-ANCF cable element, an application typically of interest for theindustry, is the prediction of global riser response due to slug flow in [13].The ANCF formulation was first introduced by Shabana in [14]. Nachbagauer and Gerstmayr have done extensive work topresent a good overview of ANCF, [15,16], and [17]. The ANCF is also developed for plates and shells, as proposed in [18]. Otherapplications where the ANCF have been applied successfully is for topology optimization for flexible multibody systems. Sun et al.has developed this method through several publications, where also the ALE-ANCF have been used in an optimization approachto simultaneously optimize the topology and geometrical sizes of a three-dimensional variable-length structure, [19]. This paperfollows in large parts the ALE-ANCF cable element presented in [20].For modeling of pulleys, and friction over the pulleys for the cable interaction, a contact formulation must be used. Severalwork has addressed this issue. For contact between cable segments, [21,22] should be consulted. Contact between the cable andthe pulley is studied in [23,24], where the latter benchmark the simulation results with a laboratory experiment. One of the aspectspointed out as important design requirements for a cable simulation in [1] was friction between the cable and pulley and betweendifferent cable segments. For the cable sliding through the pulleys, a different approach must be used to simulate friction over thepulley compared to the methods suggested for ANCF contact only. This is described for a linear ALE cable element of two nodesin [25], where the background for the development of the linear ALE cable element was to avoid the discontinuity that would takeplace in a pulley for the element proposed in [26]. Another proposal to address the unrealistic frictionless sliding over the pulley,was performed by a dynamic relaxation method for tensioned continuous cables [27]. A simple method for global response of asliding cable system with friction, where the tension magnitude of each cable segment is obtained by an unknown sliding lengthvector, is developed. This results in additional nodal forces set by a sliding criterion modified by Fischer–Burmeister complementaryfunctions. A linear approach is presented in [28], and a nonlinear in [29]. A further discussion of how pulleys, and thus friction,can be implemented for nonlinear ALE-ANCF cable elements are not conducted in the present work.
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The 4th order Runge–Kutta (RK4) has often been used in similar studies, and is thus an evident candidate for a numericalstudy with respect to explicit versus implicit time-integration. The Runge–Kutta methods has their origin more than 100 years agofrom the famous paper by C. Runge [30]. A very readable treatise on the history of the Runge–Kutta methods was written by J.C.Butcher [31], who is also the originator for the famous Butcher tables for presenting the Runge–Kutta factors.The Generalized-𝛼 (G-𝛼) by Chung and Hulbert from 1993 [32] is a generalization of the HHT-𝛼 algorithm by Hilber, Hughes,and Taylor from 1977 [33], and the WBZ-𝛼 algorithm by Wood, Bossak, and Zienkiewicz from 1980 [34].ANCF elements has successfully been used together with G-𝛼 in thermo-mechanical coupled analysis, [35]. For a simulation ofan ANCF membrane element for dynamic modeling of multilayer dielectric elastomer actuators, G-𝛼 was part of the solution step.The HHT-𝛼 method was used for an ANCF element to simulate the motion of a fluid, as the dam break, [36]. A recent study haveimplemented an ALE-ANCF variant, in combination with HHT-𝛼 to simulate a tether deployment and station-keeping phases of atethered satellite system, [37]. The characteristics of the element allowed for complex dynamic properties such as large deformation,slack, and rebound.

1.4. Scope and contribution of this study
This study presents a systematic approach to compare the two different numerical time integrators; the 4th order Runge–Kuttamethod (RK4) and the Generalized-𝛼 (G-𝛼) for the ALE-ANCF cable element. Such a comparison is not found in other literature.RK4 is commonly used for control systems, fluid, and rigid body mechanism modeling, whereas G-𝛼 has been dominant in classicalstructural finite element software. The two are therefore important to study in relation to ALE-ANCF cable elements since theseelements are likely to be implemented in existing software where both algorithms are used beforehand. Furthermore, a commercialsoftware using the G-𝛼 integration is a likely recipient of this implementation of the ALE-ANCF cable element. A comparison of RK4and G-𝛼 would reveal if the software is suitable for using the ALE-ANCF cable element.The systematic approach examines two different numerical time integrators with the criteria stability, accuracy, and efficiency.Stability for a solver is important in order to at all times achieve results, and for the results to be reliable. The demand for accuracy ofthe results depends on what they are being used for. Thus, this will vary from case to case. For a real time simulation, the efficiencyof the solver is critical. This study creates a tool that helps choose a numerical time integrator, as well as the proper parameters forit, providing a combination of stability, accuracy and efficiency for the simulation.An important quality for an ALE-ANCF cable element is to be connected with neighboring elements, to create longer cable spans.This will achieve possibilities for advanced geometrical shapes. Coupling between ALE-ANCF cable elements and ‘‘regular’’ Euler–Bernoulli beam elements was used to simulate flutter in a pipe due to water flow, [20]. This case has been adopted in this paper inorder to benchmark different constraint methods for coupling ALE-ANCF cable elements. In relation to the time integration methods,the systemic approach examines the effect of coupling method according to the stability, accuracy and efficiency. The penalty method,Lagrange multiplier method and linear coupling are the methods used for connecting ALE-ANCF cable elements.For simulation of large, elastic structures such as cranes, G-𝛼 is the most relevant time integration method. For a crane, wherecables are an integrated part of the structure, the element formulation also has to go together with the same time integration method.The relevant frequencies in such systems, including the lifting operations, are relatively low. The main contribution of this paper isthe use of ALE-ANCF cable elements in combination with G-𝛼, to prove the feasibility for a digital twin application with real timesimulation. Other papers have typically used explicit time integration methods for cable elements, which is especially unfavorablebeing part of a larger structure.

1.5. Organization of the paper
The paper is organized as follows: Section 2 presents the ALE-ANCF cable element. Section 3 presents the solution procedure forRK4, RK4 with constraints, and G-𝛼 for a mechanical system. Section 4 finds the axial frequency of an ALE-ANCF cable element,and further use it as a criterion to obtain the maximum time-step for the RK4 solution procedure. Section 5 investigates the effectsof constraints on the system. Section 6 test the ALE-ANCF cable element on an advanced case, to verify both the integration methodand the constraints on a demanding simulation. Section 7 present results showing effects of various combinations of algorithm andconstraint formulation on stability, accuracy and efficiency. Section 8 present conclusive remarks and possibilities for further work.

2. ALE-ANCF cable element
In the following section, a brief introduction to the element is given. The formulation used in the present work follows in largeparts the formulation proposed in [20]. The ALE-ANCF cable element is an element where the material can flow through the element.It is created for slender geometries with large deformations and circular cross sections. It follows the Euler–Bernoulli assumptionfor beams, where the cross section is rigid and perpendicular to the deformed axis. The torsional stiffness and its related inertia areignored. In Fig. 1, the ALE-ANCF cable element is presented, where 𝒓 is the position vector, 𝒓′ is the slope vector, 𝑝 is the materialcoordinate, and 𝒇 is distributed load. The general coordinates in the element are defined by 𝒒, where node position, slope andmaterial position are given, Eq. (1). The position vector and slope vector have components in x-, y- and 𝑧-direction. 𝒒𝑒 contains thegeneral coordinates, where the mass flow is omitted. 𝑵𝑒, Eq. (2), is the matrix containing the shape functions, Eq. (3), which istime dependent in ALE due to the mass flow. The shape function of Eq. (3) are the familiar 𝐶1 continuous Hermite beam functions,and are plotted in Fig. 2. 𝑠 is the unit length of the element, Eq. (4), and 𝐿𝑒 is the element length, Eq. (5). The position, 𝒓, and the
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Fig. 1. ANCF element in the framework of ALE, where mass can flow through, based on figure by Hong et al. [20]. 𝒓 is the position vector, 𝒓′ is the slope, 𝒇is a distributed external load, and 𝑝 is the material coordinate. The element is defined from node n to n+1, with the unitary element from −1 to 1.

slope, 𝒓′ of an arbitrary point are given by Eqs. (6) and (7). Note that the slope vector 𝒓′ has both directional and ‘‘stretch’’-likecontent. The vector has unit length if distance between the point 𝒓1 and 𝒓2 is the same as the ‘‘material’’ distance between 𝑝1 and
𝑝2. Its norm thus exhibits deformation gradient like behavior.

𝒒 =
[
𝒓𝑇1 𝒓′1

𝑇 𝒓𝑇2 𝒓′2
𝑇 𝑝1 𝑝2

]𝑇 =
[
𝒒𝑇𝑒 𝑝1 𝑝2

]𝑇 (1)
𝑵𝑒 =

[
𝑁1𝑰3𝑥3 𝑁2𝑰3𝑥3 𝑁3𝑰3𝑥3 𝑁4𝑰3𝑥3

] (2)
𝑁1 =

1
4
(𝑠 − 1)2(2 + 𝑠), 𝑁2 =

𝐿𝑒
8
(𝑠 − 1)2(𝑠 + 1)

𝑁3 =
1
4
(𝑠 + 1)2(2 − 𝑠), 𝑁4 =

𝐿𝑒
8
(𝑠 + 1)2(𝑠 − 1)

(3)
𝑠 =

2𝑝 − 𝑝1 − 𝑝2
𝑝2 − 𝑝1

(4)
𝐿𝑒 = 𝑝2 − 𝑝1 (5)
𝒓(𝑝, 𝑡) = 𝑵𝑒(𝑝, 𝑝1(𝑡), 𝑝2(𝑡))𝒒𝑒(𝑡) (6)
𝒓′ = 𝜕𝒓

𝜕𝑝
(7)

The velocity and acceleration of the position, 𝒓, are obtained by time derivatives:
�̇� = 𝑑𝒓

𝑑𝑡
= 𝑵𝑒�̇�𝑒 +

(
𝜕𝑵𝑒
𝜕𝑝1

�̇�1 +
𝜕𝑵𝑒
𝜕𝑝2

�̇�2

)
𝒒𝑒 = 𝑵�̇� (8)

�̈� = 𝑑�̇�
𝑑𝑡

= 𝑵𝑒�̈�𝑒 +
(
𝜕𝑵𝑒
𝜕𝑝1

�̈�1 +
𝜕𝑵𝑒
𝜕𝑝2

�̈�2

)
𝒒𝑒 + 2

(
𝜕𝑵𝑒
𝜕𝑝1

�̇�1 +
𝜕𝑵𝑒
𝜕𝑝2

�̇�2

)
�̇�𝑒 +

(
𝜕2𝑵𝑒

𝜕𝑝21
�̇�21 + 2

𝜕2𝑵𝑒
𝜕𝑝1𝜕𝑝2

�̇�1�̇�2 +
𝜕2𝑵𝑒

𝜕𝑝22
�̇�22

)
𝒒𝑒

= 𝑵�̈� + �̈�𝑝

(9)
For the convenience of further calculations 𝑵 and �̈�𝑝 are used as substitutions in Eqs. (8) and (9). The two are defined as:

𝑵 =
[
𝑵𝑒

𝜕𝑵𝑒
𝜕𝑝1

𝒒𝑒
𝜕𝑵𝑒
𝜕𝑝2

𝒒𝑒
] (10)

�̈�𝑝 = 2
(
𝜕𝑵𝑒
𝜕𝑝1

�̇�1 +
𝜕𝑵𝑒
𝜕𝑝2

�̇�2

)
�̇�𝑒 +

(
𝜕2𝑵𝑒

𝜕𝑝21
�̇�21 + 2

𝜕2𝑵𝑒
𝜕𝑝1𝜕𝑝2

�̇�1�̇�2 +
𝜕2𝑵𝑒

𝜕𝑝22
�̇�22

)
𝒒𝑒 (11)

where �̈�𝑝 equals the last part of Eq. (9).d’Alembert’s principle can be used to develop the governing equations for a system modeled by ALE-ANCF cable elements [20].The system takes the form of a standard mechanical system as presented as:
⎧
⎪⎨⎪⎩

𝑴�̈� −𝑸(𝒒, �̇�, 𝑡) +
(
𝜕𝝓
𝜕𝒒

)𝑇
𝝀 = 𝟎

𝝓(𝒒, 𝑡) = 𝟎
(12)

where 𝑴 is the mass matrix, 𝑸 is the force matrix, 𝝓 is the constraint vector, 𝝀 is the Lagrange multiplier vector, and 𝒒, �̇� and �̈�,are the position, velocity and acceleration vectors. These need to be solved by a numerical integration algorithm.The mass matrix 𝑴 is the sum of the element contributions 𝑴𝑒𝑙𝑒, where 𝜌 is the mass density and 𝐴 is the cross section area:
𝑴𝑒𝑙𝑒 = ∫

𝑝2

𝑝1
𝜌𝐴𝑵𝑇𝑵𝑑𝑝 (13)
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Fig. 2. The plotted shape functions from Eq. (3).

Total force vector 𝑸 consists of external forces 𝑸𝑓 , internal forces 𝑸𝑖𝑛𝑡, damping forces 𝑸𝑑𝑎𝑚𝑝, and additional ‘‘flow’’ forces 𝑸𝑝,according to [20]. Viewed as acting on the nodes, these forces contribute as:
𝑸 = 𝑸𝑓 −𝑸𝑖𝑛𝑡 −𝑸𝑑𝑎𝑚𝑝 −𝑸𝑝 (14)

Additional inertia forces:
𝑸𝑝 = ∫

𝑝2

𝑝1
𝜌𝐴𝑵𝑇 �̈�𝑝𝑑𝑝 (15)

Internal forces where 𝜖0 is the strain, 𝐸𝐴 is the axial stiffness, 𝐸𝐽 is the bending stiffness, and 𝜅 is the curvature:
𝑸𝑖𝑛𝑡 = ∫

𝑝2

𝑝1

(
𝜕𝜖0
𝜕𝒒

)𝑇
𝐸𝐴𝜖0 +

(
𝜕𝜅
𝜕𝒒

)𝑇
𝐸𝐽𝜅𝑑𝑝 (16)

Damping forces (internal), where 𝑐 is the damping coefficient, �̇� is the strain rate, and �̇� is the curvature change rate:
𝑸𝑑𝑎𝑚𝑝 = ∫

𝑝2

𝑝1

(
𝜕𝜖0
𝜕𝒒

)𝑇
𝐸𝐴𝑐�̇�0 +

(
𝜕𝜅
𝜕𝒒

)𝑇
𝐸𝐽𝑐�̇�𝑑𝑝 (17)

External forces:
𝑸𝑓 = ∫

𝑝2

𝑝1
𝑵𝑇 𝒇𝑑𝑝 (18)

Green strain:
𝜖0 =

1
2
(𝒓′𝑇 𝒓′ − 1) (19)

Curvature:
𝜅 =

‖‖𝒓′ × 𝒓′′‖‖
‖𝒓′‖3 (20)

The penalty method is an alternative method to handle constraints in the system, [38, p. 9–3]. The constraints are then addedto the system through the system constraint violation energy 1∕2 𝝓𝑇 ⌈𝒌𝑝𝑒𝑛⌋𝝓. The diagonal matrix ⌈𝒌𝑝𝑒𝑛⌋ contains the individualpenalty stiffnesses along the diagonal. When performing the variation of the penalty stiffness, this contributes to the system dynamicequilibrium equation and takes the form:
𝑴�̈� −𝑸(𝒒, �̇�, 𝑡) +𝑮𝑇 ⌈𝒌𝑝𝑒𝑛⌋𝝓 = 𝟎 (21)

where 𝑮 = 𝜕𝝓∕𝜕𝒒.
3. Solution procedure

To model the system behavior over time, numerical time integrators must be used in the system equations. In this section,different time integrators will be presented.
3.1. Runge–Kutta 4th order (RK4)

RK4 is an explicit time integrator, which means that the state at the next time-step can be calculated based solely on variablesat previous time-steps and thus requires no equation solving. The state–space formulation is presented in Eq. (22), with the statevector, 𝒙, defined in Eq. (23). 𝑨 is the dynamic matrix, 𝒈 contains all the nonlinear term, 𝑩 is the input matrix, and 𝒖 is the input tothe system. External forces are the input to the system, given for the relevant time steps. 𝑸 is nonlinear and contains external forces,internal forces, damping forces and additional inertia forces, Eq. (14). For this system the stiffness and damping are nonlinear, and
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therefore becomes a part of the restoring forces 𝒈(𝒙). The unconstrained mechanical system from Eq. (12) can be written as Eq. (24),where 𝑰 is the identity matrix. This is the starting point for the integrator using a first order form of the system.

�̇� = 𝑨𝒙 + 𝒈(𝒙) + 𝑩𝒖 (22)
𝒙 =

[
𝒒
�̇�

] (23)
𝑑
𝑑𝑡

[
𝒒
�̇�

]
=
[

𝟎 𝑰
𝟎 𝟎

] [
𝒒
�̇�

]
+
[

𝟎
−𝑴−1(𝑸𝑖𝑛𝑡 +𝑸𝑑𝑎𝑚𝑝 +𝑸𝑝)

]
+
[

𝟎
𝑴−1

]
𝑸𝑓 (24)

For the solver used in this work, the time increments are constant. The solver advances, 𝒙, of the general non-homogeneous firstorder ordinary differential equations in Eq. (25) with a time-step, ℎ. The goal is to find the state of the system at 𝒙(𝑡+ℎ). The initialconditions are given as 𝒙(0) = 𝒙0. The solution procedure for RK4 calculates �̇� four times each time increment, Eq. (26). The fourderivatives are used in Eq. (27) to construct 𝒙 for the next time step. For further advancement in time, the procedure is repeated.
�̇�(𝑡) = 𝑓 (𝑡,𝒙(𝑡), 𝒖(𝑡)), 𝒙(0) = 𝒙0 (25)
�̇�1 = 𝑓 (𝑡,𝒙(𝑡), 𝒖(𝑡)) (26a)
�̇�2 = 𝑓

(
𝑡 + ℎ

2
,𝒙(𝑡) + �̇�1

ℎ
2
, 𝒖

(
𝑡 + ℎ

2

)) (26b)
�̇�3 = 𝑓

(
𝑡 + ℎ

2
,𝒙(𝑡) + �̇�2

ℎ
2
, 𝒖

(
𝑡 + ℎ

2

)) (26c)
�̇�4 = 𝑓

(
𝑡 + ℎ,𝒙(𝑡) + �̇�3ℎ, 𝒖 (𝑡 + ℎ)

) (26d)
𝒙(𝑡 + ℎ) = 𝒙(𝑡) + (�̇�1 + 2(�̇�2 + �̇�3) + �̇�4)

ℎ
6

(27)
3.2. RK4 with constraints

Solving a mechanical system with constraints by Runge–Kutta is studied in several works i.e. [39–41]. One of the main problemsusing a RK solution procedure is that the mechanical system is a second order Differential Algebraic Equation (DAE) that must bereduced to a lower order. As part of the reduction, the constraint equation must be differentiated. A step-by-step solution to thesecond order differentiation of the algebraic position constraint is given in Eq. ((28)). The undesired risk with this procedure isthat the accuracy in the constraints could be lost, which again causes drift in the results. The method implemented in this work isinstead based on the discretization of the stabilized ODE formulation, [41].
𝝓 = 𝟎 (28a)
�̇� = 𝑑𝝓

𝑑𝑡
= 𝜕𝝓

𝜕𝒒
𝜕𝒒
𝜕𝑡

+
�
��7

0
𝜕𝝓
𝜕𝑡

= 𝑮�̇� = 𝟎 (28b)
�̈� = 𝑑2𝝓

𝑑𝑡2
= 𝑑

𝑑𝑡
(𝑮�̇�) = 𝑮

𝑑�̇�
𝑑𝑡

+ �̇�𝑇 𝑑𝑮
𝑑𝑡

= 𝑮�̈� + �̇�𝑇 𝜕𝑮
𝜕𝒒

𝜕𝒒
𝜕𝑡

+
�
��7

0
𝜕𝑮
𝜕𝑡

= 𝑮�̈� + �̇�𝑇 𝜕𝑮
𝜕𝒒

�̇� = 𝟎

(28c)
𝑮�̈� = −�̇�𝑇𝑮,𝒒 �̇� (28d)

The solution procedure for �̇�𝑇𝑮,𝒒 �̇� in Eq. (28) is clearer when using index notation. The equation now takes the form:
𝐶𝑖 = �̇�𝑗𝐺𝑖𝑗 ,𝑞𝑘

�̇�𝑘 (29)
�̇�𝑗 and �̇�𝑘 represent the velocities of the generalized coordinates from Eq. (1) in separate axes. According to 𝐺𝑖𝑗 =

𝜕𝜙𝑖
𝜕𝑞𝑗

, 𝑖 is the numberof constraints. This results in the vector 𝐶𝑖 with size 𝑖.Inserting the differentiation of the constraints from Eq. (28d) into the mechanical system, it can be written in the following form:
[
𝑴 𝑮𝑇

𝑮 0

] [
�̈�
𝝀

]
=
[

𝑸
−�̇�𝑇𝑮,𝒒 �̇�

] (30)
where 𝑸 is defined according to Eq. (14).This gives the solution for the acceleration, Eq. (31).

�̈� = 𝑴−1(𝑸 −𝑮𝑇 𝝀) (31)
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An expression for 𝝀 is found by taking Eq. (31) and substituting it back into Eq. (28d), to get Eq. (32).

𝑮�̈� = −�̇�𝑇𝑮,𝒒 �̇� (32a)
𝑮
(
𝑴−1𝑸 −𝑴−1𝑮𝑇 𝝀

)
= −�̇�𝑇𝑮,𝒒 �̇� (32b)

𝑮𝑴−1𝑮𝑇 𝝀 = 𝑮𝑴−1𝑸 + �̇�𝑇𝑮,𝒒 �̇� (32c)
𝝀 =

(
𝑮𝑴−1𝑮𝑇 )−1 (𝑮𝑴−1𝑸 + �̇�𝑇𝑮,𝒒 �̇�

) (32d)
By inserting Eq. (32d) into the mechanical system, a first order formulation is obtained as an expression for the acceleration,Eq. (33). It is important to note that the two are not to be considered equal, as the constraint is a derivative. This is what makesthe solution subjected to drifting.

�̈� = 𝑴−1𝑸 −𝑴−1𝑮𝑇 (
𝑮𝑴−1𝑮𝑇 )−1 (𝑮𝑴−1𝑸 + �̇�𝑇𝑮,𝒒 �̇�

) (33)
This leads to the state–space formulation used for solving by RK4 in this work:

𝑑
𝑑𝑡

[
𝒒
�̇�

]
=
[

𝟎 𝑰
𝟎 𝟎

] [
𝒒
�̇�

]
+

[
𝟎

𝑴−1
(
𝑸 −𝑮𝑇 (

𝑮𝑴−1𝑮𝑇 )−1 (𝑮𝑴−1𝑸 + �̇�𝑇𝑮, 𝒒 �̇�
))

] (34)
The RK4 solver from Eq. (25) to (27) is used to propagate Eq. (34), providing a temporary generalized coordinate vector �̃�. �̃� isfurther stabilized to a new temporary generalized coordinate vector �̂� through the stabilization step in Eq. (35). A final stabilizationstep to get the generalized coordinate vector 𝒒 is performed in Eq. (36), before continuing to the next time step. To get a morerobust solver the double stabilization step is recommended, [41].

[
�̂�𝑡+1
̂̇𝒒𝑡+1

]
=
[

�̃�𝑡+1
̃̇𝒒𝑡+1

]
− 𝑭 (�̃�𝑡+1, ̃̇𝒒𝑡+1)𝒔(�̃�𝑡+1, ̃̇𝒒𝑡+1) (35)

[
𝒒𝑡+1
�̇�𝑡+1

]
=
[

�̂�𝑡+1
̂̇𝒒𝑡+1

]
− 𝑭 (�̃�𝑡+1, ̃̇𝒒𝑡+1)𝒔(�̂�𝑡+1, ̂̇𝒒𝑡+1) (36)

where 𝒔 and 𝑭 are defined as follows:
𝒔 =

[
𝜱
𝑮�̇�

] (37)
𝑭 = 𝑴−1𝑮𝑇𝑮(𝑴−1𝑮𝑇 )−1

[
𝑰 𝟎
𝟎 𝑰

] (38)
3.3. Newmark-𝛽 integration

The Newmark-𝛽 method was proposed by N. M. Newmark in 1959 [42], and is a commonly used numerical time integrator. Toimpose this method, firstly the DAE of the mechanical system Eq. (12) must be linearized by the first variation of Eq. (39). Thisleads to Eq. (40), where 𝛥𝑹𝑞 and 𝛥𝑹𝜆 are given in Eq. (41). 𝑹𝑞 refers to residuals when finding 𝛥𝒒, and 𝑹𝜆 refers to residuals whenfinding 𝛥𝝀.
𝑹𝑞 = 𝑴�̈� −𝑸 +𝑮𝑇 𝝀

𝑹𝜆 = 𝝓
(39)

𝑹𝑞 + 𝛥𝑹𝑞 = 0
𝑹𝜆 + 𝛥𝑹𝜆 = 0

(40)
𝛥𝑹𝑞 = 𝜕𝑹𝑞

𝜕�̈�
𝛥�̈� + 𝜕𝑹𝑞

𝜕�̇�
𝛥�̇� + 𝜕𝑹𝑞

𝜕𝒒
𝛥𝒒 + 𝜕𝑹𝑞

𝜕𝑡
𝛥𝑡 + 𝜕𝑹𝑞

𝜕𝝀
𝛥𝝀

𝛥𝑹𝜆 = 𝜕𝑹𝜆

𝜕𝒒
𝛥𝒒

(41)
The differentials are calculated in Eq. (42), where 𝑲𝑇 and 𝑪𝑇 represent the tangential stiffness matrix and the damping matrix.

𝜕𝑹𝑞

𝜕�̈�
= 𝑴 𝜕𝑹𝑞

𝜕�̇�
= 𝑪𝑇 = − 𝜕𝑸

𝜕�̇�
𝜕𝑹𝑞

𝜕𝒒
= 𝑲𝑇 = 𝜕𝑴�̈�

𝜕𝒒
− 𝜕𝑸

𝜕𝒒
+ 𝜕𝑮𝑇

𝜕𝒒
𝝀 𝜕𝑹𝑞

𝜕𝑡
= 0 (42)

𝜕𝑹𝑞

𝜕𝝀
= 𝑮𝑇 𝜕𝑹𝜆

𝜕𝒒
= 𝑮

The matrix system with nonlinear equations of motion is obtained:
[

𝑴 𝟎
𝟎 𝟎

] [
𝛥�̈�
𝛥�̈�

]
+
[

𝑪𝑇 𝟎
𝟎 𝟎

] [
𝛥�̇�
𝛥�̇�

]
+
[

𝑲𝑇 𝑮𝑇

𝑮 𝟎

] [
𝛥𝒒
𝛥𝝀

]
=
[

−𝑹𝑞

−𝑹𝜆

] (43)
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When using the penalty method, the residuals, 𝑹𝑞 and 𝑹𝜆, take a different form than for the Lagrange multiplier method. 𝑹𝑞 ,is given in Eq. (44), while 𝑹𝜆 is canceled. The tangential stiffness, 𝑲𝑇 takes the form as in Eq. (45).

𝑹𝑞 = 𝑴�̈� −𝑸 +𝑮𝑇 ⌈𝒌𝑝𝑒𝑛⌋𝝓 (44)
𝜕𝑹𝑞

𝜕𝒒
= 𝑲𝑇 = 𝜕𝑴�̈�

𝜕𝒒
− 𝜕𝑸

𝜕𝒒
+ ⌈𝒌𝑝𝑒𝑛⌋

(
𝜕𝑮𝑇

𝜕𝒒
𝝓 +𝑮𝑇 𝜕𝝓

𝜕𝒒

) (45)
Newmark-𝛽 integration suggests a procedure to rewrite the accelerations and velocities in Eq. (43) in terms of displacement, [42].The procedure is outlined in the following section, where the Newmark difference formulas are given in Eqs. (46) and (47).

𝒒𝑡+1 = 𝒒𝑡 + ℎ�̇�𝑡 +
( 1
2
− 𝛽

)
ℎ2�̈�𝑡 + 𝛽ℎ2�̈�𝑡+1 (46)

�̇�𝑡+1 = �̇�𝑡 + (1 − 𝛾)ℎ�̈�𝑡 + 𝛾ℎ�̈�𝑡+1 (47)
Here ℎ is the time-step size, and 𝛽 and 𝛾 are user defined parameters. To obtain the average constant acceleration formula theparameters are set to, 𝛽 = 1

4 and 𝛾 = 1
2 . This option gives second order accuracy, and will also be unconditionally stable over thefull frequency range. This choice is also the most commonly used in commercial analysis software.The incremental form of displacement is given in Eq. (48), and in combination with Eq. (46) takes the form of Eq. (49).

𝒒𝑡+1 = 𝒒𝑡 + 𝛥𝒒𝑡 (48)
𝛥𝒒𝑡 = ℎ�̇�𝑡 +

1
2
ℎ2�̈�𝑡 + 𝛽ℎ2𝛥�̈�𝑡 (49)

The same goes for velocity, where the incremental form is given in Eq. (50), and in combination with Eq. (47) takes the formof Eq. (51).
�̇�𝑡+1 = �̇�𝑡 + 𝛥�̇�𝑡 (50)
𝛥�̇�𝑡 = ℎ�̈�𝑡 + ℎ𝛾𝛥�̈�𝑡 (51)

The incremental form of the acceleration is given by:
𝛥�̈�𝑡 = �̈�𝑡+1 − �̈�𝑡 (52)

When incrementing the solution, it is desired to solve the system with respect to the displacement increments, 𝛥𝒒, by rearrangingEq. (49). The incrementation form of the acceleration is obtained, with 𝛥𝒒 as the unknown in Eq. (53).
𝛥�̈�𝑡 =

1
𝛽ℎ2

𝛥𝒒𝑡 −
1
𝛽ℎ

�̇�𝑡 −
1
2𝛽

�̈�𝑡 =
1

𝛽ℎ2
𝛥𝒒𝑡 − 𝒂𝑡 (53)

The incrementation form of the velocity, Eq. (54), is obtained by inserting Eq. (53) into Eq. (51).
𝛥�̇�𝑡 =

𝛾
𝛽ℎ

𝛥𝒒𝑡 −
𝛾
𝛽
�̇�𝑡 − ℎ

(
𝛾
2𝛽

− 1
)
�̈�𝑡 =

𝛾
𝛽ℎ

𝛥𝒒𝑡 − 𝒅𝑡 (54)
The velocity and acceleration incrementation in the matrix system Eq. (43), are substituted with Eqs. (53) and (54), and it takesthe form as presented in Eq. (55), where the incrementors are lambda and displacement.

[
𝑴 𝟎
𝟎 𝟎

][ 1
𝛽ℎ2

𝛥𝒒𝑡 − 𝒂𝑡
𝛥�̈�

]
+
[

𝑪𝑇 𝟎
𝟎 𝟎

][ 𝛾
𝛽ℎ𝛥𝒒𝑡 − 𝒅𝑡

𝛥�̇�

]
+
[

𝑲𝑇 𝑮𝑇

𝑮 𝟎

] [
𝛥𝒒
𝛥𝝀

]
=
[

−𝑹𝑞

−𝑹𝜆

] (55)
By defining 𝑺𝑇 according to Eq. (56), the matrix system in Eq. (55) can be compressed to Eq. (57). To find the increments, theinverse of 𝑺𝑇 is found and moved to the right hand side, Eq. (58). The terms containing 𝒂𝑡 and 𝒅𝑡 are only used for the predictorstep, not the corrector steps. That means it is only used for the first iteration each time step.

𝑺𝑇 =

[
1

𝛽ℎ2
𝑴 + 𝛾

𝛽ℎ𝑪𝑇 +𝑲𝑇 𝑮𝑇

𝑮 𝟎

] (56)
𝑺𝑇

[
𝛥𝒒
𝛥𝝀

]
=
[

−𝑹𝑞 +𝑴𝒂𝑡 + 𝑪𝑇 𝒅𝑡
−𝑹𝜆

] (57)
[

𝛥𝒒
𝛥𝝀

]
= 𝑺−1

𝑇

[
−𝑹𝑞 +𝑴𝒂𝑡 + 𝑪𝑇 𝒅𝑡

−𝑹𝜆

] (58)
The energy based convergence criterion [43], that must be satisfied before continuing to the next time step is:

𝜖𝑅 =

√|||||
[

𝑹𝑞 𝑹𝜆 ] [ 𝛥𝒒
𝛥𝝀

]|||||
(59)

An error criterion based on energy is quite often more stable for simulations where both rotations and translations are part of thegeneralized coordinates. Energy based convergence criteria is also considered more robust with respect to soft versus stiff systemsas well as unit changes (meters to millimeters for instance).
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3.4. Generalized-𝛼 for mechanical system

For further improvement of the Newmark-𝛽 integration, the G-𝛼 method [32] seeks to introduce high frequency dissipation. Thisis done by linear interpolation between the time steps, to improve stability. This means that if 𝛼 = 0, only the 𝑡 + 1 time step isaccounted for. The effect of the numerical damping decreases as the time step decreases. 𝛼𝑚 is used for the inertia forces, and 𝛼𝑓 isused for elastic, damping and external forces. The selection of the weight parameters 𝛼𝑚 and 𝛼𝑓 are done according to [32].A proposal to implement the method for mechanical systems was suggested in [44]. The method handles non-constant mass,which is required for an accurate solution for ALE-ANCF cable elements. Instead of a weighted formulation of the residual equation,as the common G-𝛼 method, the dynamic equilibrium is, at every time step, enforced. This is done by rewriting the Newmarkformulas in Eqs. (46) and (47). The acceleration, �̈�, is replaced with the auxiliary variable 𝒂, which is an acceleration-like variable(not the true acceleration), and takes the form as in Eqs. (60) and (61). The weighting is done by Eq. (62).
𝒒𝑡+1 = 𝒒𝑡 + ℎ�̇�𝑡 +

( 1
2
− 𝛽

)
ℎ2�̈�𝑡 + 𝛽ℎ2�̈�𝑡+1 (60)

�̇�𝑡+1 = �̇�𝑡 + (1 − 𝛾)ℎ�̈�𝑡 + 𝛾ℎ�̈�𝑡+1 (61)
(1 − 𝛼𝑚)𝒂𝑡+1 + 𝛼𝑚𝒂𝑡 = (1 − 𝛼𝑓 )�̈�𝑡+1 + 𝛼𝑓 �̈�𝑡 (62)

The solution procedure follows the algorithm in [44]. 𝑺𝑇 takes the form as in Eq. (63), where 𝛽′ and 𝛾 ′ are defined in Eq. (64)and (65). The mass 𝑴 , damping 𝑪𝑇 and stiffness 𝑲𝑇 follows the same derivation as in Eq. (42). The error criterion in the algorithmis modified and updated with Eq. (59), with a sufficiently small limit. For the first iteration each time step 𝒂0 = �̈�0.
𝑺𝑇 =

[
𝑴𝛽′ + 𝑪𝑇 𝛾 ’ +𝑲𝑇 𝑮𝑇

𝑮 𝟎

] (63)
𝛽′ =

1 − 𝛼𝑚
𝛽ℎ2(1 − 𝛼𝑓 )

(64)
𝛾 ′ = 𝛾

𝛽ℎ
(65)

The selection of the parameters are done according to Chung and Hulbert [32]. For second-order ODEs, the proposed algorithmicparameters are given in Eqs. (66), (67) and (68), where 𝜌∞𝜖[0, 1].
𝛼𝑚 =

2𝜌∞ − 1
𝜌∞ + 1

(66)
𝛼𝑓 =

𝜌∞
𝜌∞ + 1

(67)
𝛽 = 1

4

(
𝛾 + 1

2

)2 (68)
𝛾 is calculated according to Eq. (70), and the stability region is met for:

𝛼𝑚 < 𝛼𝑓 < 1
2

and 𝛾 > 1
2

(69)
The equations used to set the parameters are Eqs. (68) and (70), following the restrictions of Eq. (69).

𝛾 = 1
2
− 𝛼𝑚 + 𝛼𝑓 (70)

4. Case 1: Cable - cantilever bar and RK4 maximum time-step
The first case is a cable arranged and modeled as a cantilever. The model is relevant to investigate different attributes of theALE-ANCF cable element:
• Firstly, to find the maximum stable time-step for an ALE-ANCF cable element model when using the RK4 time integrator.
• Secondly, to verify the axial frequencies for the 1 and 2nd axial vibration mode for the ALE-ANCF cable element.

The findings can further be applied to more advanced models.The single degree of freedom problem, damped free vibration, shown in Fig. 3, takes the form as:
𝑚�̈� + 𝑐�̇� + 𝑘𝑢 = 0 (71)

where 𝑚 is the mass, 𝑘 is the spring stiffness, 𝑐 is the damping factor, and 𝑢 is the displacement.Assuming the solution on the form
𝑢 = 𝑢0𝑒

𝜆𝑡, �̇� = 𝑢0𝜆𝑒
𝜆𝑡, �̈� = 𝑢0𝜆

2𝑒𝜆𝑡 (72)
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Fig. 3. A simple 1-D Mass–Spring–Damper system.

and inserting in the free vibration Eq. (71) gives us
(
𝑚𝜆2 + 𝑐𝜆 + 𝑘

)
𝑢0𝑒

𝜆𝑡 = 0 (73)
where eigenvalue 𝜆 consists of a real and an imaginary part.When introducing undamped eigenfrequency 𝜔0, critical damping 𝑐𝑐 and relative damping ratio 𝜉, the eigenvalue can be writtenas:

𝜆 = 𝜔0

(
−𝜉 ± 𝑖

√
1 − 𝜉2

) where 𝜔0 =
√

𝑘
𝑚
, 𝜉 = 𝑐

𝑐𝑐
, 𝑐𝑐 = 2

√
𝑘𝑚 = 2𝑚𝜔0 (74)

For the undamped system only the imaginary part remains, leading to:
𝑚𝜆2 + 𝑘 = 0 ⇒ 𝜆 = 𝑖

√
𝑘
𝑚

= 𝑖𝜔0 (75)
The stability region for RK4 can be drawn from several sources, such as Figure 2.1 in [45, p. 17], and in this work presented inFig. 4. For the undamped problem the, stable area for the solver is described by 𝜆ℎ ≤ 2.8𝑖. Combining the stable area with Eq. (75),the maximum stable time-step ℎ is restricted by:

ℎ ≤ 2.8
𝜔0

, where 𝜔0 =
√

𝑘
𝑚

(76)
4.1. Highest frequency of a meshed cable

For a discretized cable subjected to axial vibrations, which is modeled with linear bar elements, the highest frequency of themesh is given by the vibration mode where every other node is moving in the same direction. All the nodes then have the sameamplitude, as shown in Fig. 5.Due to symmetry, as the nodes move opposite of each other, the system is simplified by a fixed spring with a mass 𝑚, stiffness
𝑘, and displacement 𝑢. The mass and stiffness for a half linear bar element is given in Eq. (77), and defines the highest frequencyfor a MSD.

𝑚 = 1
2
𝜌𝐴𝐿𝑒, 𝑘 = 𝐸𝐴

𝐿𝑒
2

= 2𝐸𝐴
𝐿𝑒

(77)
When inserting the cable properties for half the linear bar element in Eq. (76), an alternative expression for eigenfrequency isachieved, Eq. (78). 𝑆 is the speed of sound traveling through the given material.

𝜔0 =
√

𝑘
𝑚

= 2
𝐿𝑒

√
𝐸
𝜌

= 2
𝐿𝑒

𝑆 where 𝑆 =
√

𝐸
𝜌

(78)
This leads to an expression based on element length to be used as a criterion for maximum time-step for a stable RK4 solver:

ℎ ≤ 2.8
𝜔0

= 2.8
𝐿𝑒
2𝑆

(79)
Note that this expression is based on a linear variation of the displacements along the element length 𝐿𝑒. We will later see thatthe ALE-ANCF cable element can represent a higher variation of the displacements along 𝐿𝑒, and the expression will then have tobe modified.The highest axial frequencies results from an undamped MSD and ALE-ANCF cable element are presented and compared in Fig. 6.The cable was modeled with 𝜌𝐴 = 1, 𝐿 = 1 and 𝐸𝐴 = 1000, with a varying number of elements with evenly spaced nodes. The cablewas pinned in one end, hanging in a gravity field working in the axial direction. It is clearly evident that MSD has significantly lowerhighest frequency than ANCF-ALE cable elements, thus MSD is not sufficient to predict the maximum time-step for RK4 directly.Another method to predict a general criterion for maximum time-step for a stable RK4 solver is therefore of interest. To establishsuch an expression for the highest frequency within a mesh based on the shortest ALE-ANCF cable element, a free 1-D axial elementis investigated, Fig. 7(a). The DOFs for the model are 𝑟1𝑥, 𝑟′1𝑥, 𝑟2𝑥, 𝑟

′
2𝑥.For an undamped system with multiple degrees of freedom, Eq. (80) can be used to find the eigenfrequencies. Here, 𝑲 is thestiffness matrix for the element, 𝑴 is the mass matrix for the element, 𝜔 is the eigenvalues given as angular velocity and 𝒗 is the
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Fig. 4. Stability region for the Runge–Kutta orders RK1, RK2, RK3 and RK4 with imaginary and real 𝜆ℎ on the axes.

Fig. 5. A meshed cable where the smallest element is simplified to a Mass–Spring system due to symmetry. Vertical lines indicates zero displacement.

Fig. 6. The highest axial frequency for MSD and ALE-ANCF cable swinging freely with gravity in the axial direction. The number of elements are varying withconstant cable length. The ratio between the highest frequencies verifies the effective length in Table 1.

Fig. 7. Single element 1-D problem with different boundary conditions.

eigenvector. The element in Fig. 7(a) is not constrained in the 𝑥-direction, thus there will be one ‘‘0-frequency’’ Rigid Body Mode(RBM) and three ‘‘deformational’’ modes with positive eigenvalues.
(
𝑲 − 𝜔2

𝑖𝑴
)
𝒗𝑖 = 𝟎 (80)

In Eq. (80) 𝜔𝑖 and 𝒗𝑖 are corresponding eigenvalue and eigenvector. This eigenvector can be determined by an eigenvalue analysis,and will be the highest possible frequency in the system. The eigenvector can serve as a step towards getting a criterion to find the
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Fig. 8. The highest vibration modes for an element of length 𝐿𝑒 = 1 with the three different boundary conditions presented in Fig. 7 introduced by Eqs. (82),(83), and (84).

Fig. 9. The highest frequency for a propagatable mesh pattern in a bar.

maximum time-step, Eq. (82).
Free–Free Linear bar element: 𝒗𝑚𝑎𝑥 =

[
𝑟1𝑥
𝑟2𝑥

]
=
[

1.0𝐿𝑒
−1.0𝐿𝑒

] (81)
Free–Free ALE-ANCF element: 𝒗𝑚𝑎𝑥 =

⎡⎢⎢⎢⎢⎣

𝑟1𝑥
𝑟′1𝑥
𝑟2𝑥
𝑟′2𝑥

⎤⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎣

−0.06𝐿𝑒
0.71

0.06𝐿𝑒
0.71

⎤⎥⎥⎥⎥⎦
(82)

Pinned–Free ALE-ANCF element: 𝒗𝑚𝑎𝑥 =
⎡⎢⎢⎣

𝑟′1𝑥
𝑟2𝑥
𝑟′2𝑥

⎤⎥⎥⎦
=
⎡⎢⎢⎣

0.38
0.10𝐿𝑒
0.92

⎤⎥⎥⎦
(83)

Pinned–Pinned ALE-ANCF element: 𝒗𝑚𝑎𝑥 =
[

𝑟′1𝑥
𝑟′2𝑥

]
=
[

0.71
0.71

] (84)
When rearranging and pre-multiplying Eq. (80) with 𝒗𝑇𝑚𝑎𝑥, the familiar Rayleigh quotient for maximum squared eigenfrequencyis established:

𝒗𝑇𝑚𝑎𝑥𝑲𝒗𝑚𝑎𝑥
𝒗𝑇𝑚𝑎𝑥𝑴𝒗𝑚𝑎𝑥

= 𝜔2
𝑚𝑎𝑥 (85)

In combination with the stable time-step region for RK4 in Eq. (76), a criterion for the maximum time-step is given in Eq. (86);where 𝒗𝑚𝑎𝑥 is given by Eqs. (82) to (84).
ℎ ≤ 2.8

𝜔𝑚𝑎𝑥
= 2.8√

𝒗𝑇𝑚𝑎𝑥𝑲𝒗𝑚𝑎𝑥
𝒗𝑇𝑚𝑎𝑥𝑴𝒗𝑚𝑎𝑥

(86)
The element shape is found by 𝑵𝑒𝒗𝑚𝑎𝑥, with the shape function from Eq. (2) and the eigenvectors from Eqs. (82) to (84). Foran element with length 𝐿𝑒 = 1 and configurations as in Fig. 7, the results are presented in Fig. 8.For a cable modeled by several elements, a propagatable element displacement with a repeatable pattern has to be found. Arequirement is then that the displacement and slope are continuous. This is not the case for the highest frequency in the Free–Free configuration, where there is discontinuity, see Fig. 8. None of the modes for the Free–Free configuration are found to bepropagatable, see Table 1. Thus, this configuration is not directly relevant for a meshed cable.When ALE-ANCF cable elements are connected, the shared nodes enforce equal displacement and slope. This is satisfied in thePinned–Pinned configuration in Fig. 7(c). The highest frequency then has a mode shaped similar to a sine wave, see Fig. 8. For acable pinned at both ends globally, this will be the highest frequency in the system.The end element of the mesh does not have to be propagatable for a cable with a free end globally. Only the first node of theend element must be restrained to have a continuous displacement and slope. The Pinned–Free configuration in Fig. 8 is continuous
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Table 1Maximum time-steps ℎ𝑚𝑎𝑥 and equivalent effective element lengths 𝐿𝑒𝑓𝑓 for single element modelsof Fig. 7 (RBM: Rigid Body Mode).Configuration Prop mesh 𝜔𝑚𝑎𝑥 [rad/s] 𝐿𝑒𝑓𝑓 ∕𝐿𝑒[–] ℎ𝑚𝑎𝑥 [s]
𝑀𝑆𝐷𝑓∕𝑓 Yes 63.3 1.00 44.3E−3
𝒗𝑓∕𝑓,1 No 412.5 0.15 6.8E−3
𝒗𝑓∕𝑓,2 RBM 0 0 0
𝒗𝑓∕𝑓,3 No 99.37 0.64 28.2E−3
𝒗𝑓∕𝑓,4 No 244.9 0.26 11.4E−3
𝒗𝑝∕𝑓,1 Yes, end 330.4 0.19 8.5E−3
𝒗𝑝∕𝑓,2 Yes, end 152.9 0.41 18.3E−3
𝒗𝑝∕𝑓,3 Yes, end 49.7 1.27 56.3E−3
𝒗𝑝∕𝑝,1 Yes 244.9 0.31 13.7E−3
𝒗𝑝∕𝑝,2 Yes 100.0 0.63 20.8E−3
𝒗+∕−,1 Yes 99.4 0.64 28.2E−3
𝒗+∕−,2 Yes 99.9 0.63 28.0E−3
𝒗+∕+,1 RBM 0 0 0
𝒗+∕+,2 Yes 204.9 0.31 13.7E−3

in one end and discontinuous in the other. The shape of this element has more than a sine wave over the element length, and thushas the highest frequency in an otherwise propagatable mesh. This will be the governing element if present in the cable model,provided that the elements are modeled with equal length.Table 1 compares the highest eigenfrequencies, and thus the maximum stable time-step ℎ𝑚𝑎𝑥, for the elements in Fig. 7 whenthey are modeled by MSD and ALE-ANCF cable elements respectively. The eigenvectors are given by Eqs. (81) to (84). The effectivelength in the table is independent of material data and element length.The MSD cannot directly be used to predict the maximum time-step for RK4, but if Eq. (79) is updated with effective length toEq. (87), the higher frequencies are accounted for. The effective length must be set according to the relevant boundary conditions,as suggested in Table 1. A strategy to predict the maximum time-step for RK4 with ALE-ANCF cable elements, according to a MSD,has thus been developed.
ℎ ≤ 2.8

2
𝐿𝑒𝑓𝑓

√
𝐸
𝜌

= 2.8
𝐿𝑒𝑓𝑓

2𝑆
(87)

For both the Free–Free and the Pinned–Free configuration in Fig. 8, the element is both in tension and compression internally.For the Free–Free configuration, the element is in tension before 𝑠 = −0.77 and after 𝑠 = 0.77, and in compression between these.The points at 𝑠 = −0.77, 𝑠 = 0, and 𝑠 = 0.77 can be considered pinned, as they are zero displacement points for the vibration modeApplying the same procedure to the ALE-ANCF cable element as for the Mass–Spring in Fig. 5; by dividing the cable elementinto ‘‘sub-elements’’ introducing masses in 𝑠 = 0.5 and 𝑠 = 1.0 would lead to zero displacement at 𝑠 = 0.77. The shortest elementwould then be 𝐿𝑒 = 0.23, and the findings in Table 1 are supported, as it is reasonable to assume that the difference in effectivelength is due to the non-linear displacement.An alternative method to enforce continuity in the mesh is to predetermine a mesh pattern. For a linear bar element, the highestfrequency in a continuous mesh is given by a repeated pattern of +1, −1, as given in Eq. (81) and illustrated in Fig. 9.A similar approach as for the bar element can be used for an ALE-ANCF cable element. To ensure a propagatable mesh, anenforced pattern can be introduced by repeatable eigenvectors, Eqs. (88) and (89). With a +∕− pattern, both 𝑟𝑥 and 𝑟′𝑥 must haveopposite sign at each end. 𝒗+∕− then takes the form as in Eq. (88). For the ALE-ANCF cable element, also an enforced +∕+ patternwill provide a propagatable mode, Eq. (89).
𝒗+∕− =

⎡⎢⎢⎢⎢⎣

𝑟1𝑥
𝑟′1𝑥
𝑟2𝑥
𝑟′2𝑥

⎤⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎣

𝑟1𝑥
𝑟′1𝑥
−𝑟1𝑥
−𝑟′1𝑥

⎤⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎣

1 0
0 1
−1 0
0 −1

⎤⎥⎥⎥⎥⎦

[
𝑟1𝑥
𝑟′1𝑥

]
= 𝑨+∕−

[
𝑟1𝑥
𝑟′1𝑥

] (88)

𝒗+∕+ =

⎡
⎢⎢⎢⎢⎣

𝑟1𝑥
𝑟′1𝑥
𝑟2𝑥
𝑟′2𝑥

⎤
⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎣

𝑟1𝑥
𝑟′1𝑥
𝑟1𝑥
𝑟′1𝑥

⎤
⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎣

1 0
0 1
1 0
0 1

⎤
⎥⎥⎥⎥⎦

[
𝑟1𝑥
𝑟′1𝑥

]
= 𝑨+∕+

[
𝑟1𝑥
𝑟′1𝑥

] (89)
The system can now be reduced from 4 to 2 DOFs by the use of 𝑨+∕− and 𝑨+∕+, and the stiffness matrix and the mass matrix takethe form �̃� = 𝑨𝑇𝑲𝑨 and 𝑴 = 𝑨𝑇𝑴𝑨. This is further used in the method presented for Eq. (85), to obtain the eigenfrequencies.The four vibration modes for an element with predetermined patterns is presented in Fig. 10. The +∕− pattern leads to a halfsine wave over the element length, where one mode has zero displacement and the other has zero rotation. The +∕+ pattern canhave the same 𝑟𝑥 at each node, which gives rigid body mode, while the other mode is equal to the Pinned–Pinned configuration inFig. 8. The latter is given as Propagatable Free–Free in Table 1.
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Fig. 10. The four vibration modes for an element of length 𝐿𝑒 = 1 with predetermined pattern.

Fig. 11. Two-element cantilever bar undergoing the hammer test.

Fig. 12. The axial force from cable segment 2 from the two-element hammer test, for RK4 with time-step h=0.001 s, h=0.01 s, and G-𝛼 with time-step ℎ = 0.4.

This method ensures a propagatable displacement. As the end element does not have to be repeatable, the method could fail topredict the maximum frequency, as it lacks a representation of the free end configuration. A weakness with this approach is thatthe Pinned–Free configuration is excluded by the predetermined pattern.A hammer test was performed to find the frequencies in the ALE-ANCF cable element, as a verification to the maximum time-stepcriterion. The test procedure is to initially have an external force hit the end node, then allow the elements to swing freely, as ifjust hit by a hammer. This is presented for a two-element cable in Fig. 11, and has 5 DOFs, 𝑟′0𝑥, 𝑟1𝑥, 𝑟′1𝑥, 𝑟2𝑥, 𝑟′2𝑥. To detect the highestfrequencies the results were analyzed by Fast Fourier Transform (FFT). To trigger the highest frequencies from a hammer test, thetime-steps must be small enough to represent them. As an example, the procedure for a two-element hammer test is presented, withthe material data 𝜌𝐴 = 1𝑚2, 𝐿𝑒 = 0.5𝑚 and 𝐸𝐴 = 1𝑁 , with an external force of 𝐹 = 0.01𝑁 for 1 s The response in the axial force ispresented in Fig. 12, where it becomes evident that the smaller time-steps include higher frequencies. The force is plotted insteadof displacement, as it is easier to observe the high frequency when the slope is part of the force expression. The FFT is presented inFig. 13, and is based on 100 s series of the node displacement. Here, the 5 eigenfrequencies are visible for the smallest time-step,with the highest frequency at 3.1 Hz. The highest frequency is plugged into Eq. (76) to find the maximum time-step. The maximumtime-step for a stable RK4 solver is congruent with the suggested criterion and verified by the FFT maximum time-step.When using the maximum time-step, the number of time steps per highest frequency is just above 2, Fig. 12. For a decentrepresentation of an oscillation it is recommended to have at least 10 time steps. This means that it is not required for RK4 torepresent the highest frequencies accurately for it to be a stable solver. When running a FFT of a simulation with the maximumtime-step, only the lower frequencies are captured, Fig. 13. If the time-step is larger than the criterion for maximum time-step, thesimulation will diverge and fail as fictitious energy is added to the system.As an alternative to RK4, G-𝛼 can be used as the numerical integration method. This method is not limited by the axial frequency.The time-steps can therefore be significantly larger than for RK4. For the two-element hammer test, the 1st vibration mode is 0.25 Hz,which equals a period of 4 s To have 10 time steps for each period, ℎ = 0.4𝑠. In Fig. 12 G-𝛼 represents the 1st axial vibration mode,which is confirmed in Fig. 13. This results in a relative error in the result and phase, which is further discussed in Section 7.The hammer test was also carried out in a configuration of the elements where the node positions where fixed, and theflow variables were free. The slope DOFs were free, since they are associated with the strain. The 5 DOFs for the system were
𝑟′0𝑥, 𝑝1, 𝑟

′
1𝑥, 𝑝2, 𝑟

′
2𝑥. Instead of a force acting on the end node, a prescribed displacement was used on the fixed node to trigger theoscillations. Free flowing DOFs resulted in the same frequencies in the cable as with free position DOFs.
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Fig. 13. Frequencies detected from FFT of displacement in node for RK4 with time-step h = 0.001 s, h = 0.01 s, and G-𝛼 with time-step h = 0.4.

Fig. 14. Ratio between the 1st axial vibration mode for MSD and an ALE-ANCF cable, swinging freely with gravity in axial direction.

4.2. Nonlinear stiffness effects due to Green strain
To investigate how the axial stiffness influences the MSD and ALE-ANCF cable element, the cantilever bar was configured witha gravity field working in the axial direction, modeling a cable hanging in a gravity field. The cable was modeled with 1 element,

𝜌𝐴 = 1, 𝐿 = 1, where different axial stiffnesses were tested, Fig. 14. The plot shows the ratio between the 1st vibration mode forMSD and an ALE-ANCF cable, based on FFT analysis. The trend in the plot is independent of the number of elements in the cable.It becomes evident that the axial frequency in MSD is only 79% of the ALE-ANCF cable for the stable area. To validate the resultsfor axial frequency, the results were compared to an exact solution of axial vibration problems for elastic bars, [46]. The results foran ALE-ANCF cable matched perfectly. Thus, it can be concluded that a single element MSD is an insufficient simplification for anexact frequency representation. The MSD is a massless spring, only with a point mass at the end, while the cable is a continuousmass. The lumped mass instead of a distributed mass is believed to be one of the main issues.Furthermore, from Fig. 14 a divergence in the frequency below an axial stiffness of 𝐸𝐴 = 1000 is observed. For a hanging cablein a gravity field with 𝐸𝐴 = 1, the frequency is over 2 times higher for the ALE-ANCF cable than the MSD. This was found to bedue to the Green strain definition used in the ALE-ANCF cable element, Eq. (19). It became evident that the resulting nonlinearstrain–displacement definition made the axial frequency too high. Therefore, the engineering strain definition, Eqs. (90) and (91),was tested instead of Green strain.
𝜖𝑒𝑛𝑔 = 𝛥𝒓

𝛥𝒑
− 1 =

𝒓2 − 𝒓1
𝑝2 − 𝑝1

− 1 (90)
𝜕𝜖𝑒𝑛𝑔
𝜕𝒒

=
𝜕
(

𝒓2−𝒓1
𝑝2−𝑝1

)

𝜕𝒒
(91)

This resulted in a consistent relationship between frequencies of ALE-ANCF cable and the MSD, as the mass and stiffness changed.A very large strain will affect the accuracy of the results. For a cable hanging in a gravity field using the Green strain definition,it is recommended to use the following relationship between mass and stiffness, Eq. (92). In the event of simulating a cable in acrane, this is far outside the maximum strain of 2%, [47]. In this strain range the difference between Green strain and engineeringstrain is negligible.
𝜌𝐴𝐿 < 𝐸𝐴

1000
(92)



Mechanism and Machine Theory 170 (2022) 104659

16

G. Fotland and B. Haugen

Fig. 15. Critical time-step plotted against penalty spring stiffness in cantilever beam.

5. Case 2: Constrained cable–cantilever beam
Different constraint methods are tested to connect the ALE-ANCF cable elements. In Case 1, the elements are connected by sharednodes, which is the simplest method as it reduces the number of DOFs in the system. This is equivalent to using the master–slavetechnique with linear coupling, to constrain the nodes. The constraint procedures tested in Case 2 are the penalty method and theLagrange multiplier method. Constraints, 𝝓, are used to connect the cable elements together. The constraint methods are appliedto position DOFs, slope DOFs and flow DOFs from Eq. (1), as presented in Eq. (93), where the superscript 𝑒 indicates the elementnumber. This is done for two neighboring cable spans in x-, y- and 𝑧-direction, creating one constraint for each direction.

𝝓 =
⎡⎢⎢⎣

𝒓𝑒2 − 𝒓𝑒+11
𝒓′𝑒2 − 𝒓′𝑒+11
𝑝𝑒2 − 𝑝𝑒+11

⎤⎥⎥⎦
= 𝟎 (93)

In Case 2 the same cantilever beam model as in Case 1, Fig. 11, is used, where the elements have separate nodes connected byconstraints instead of shared nodes.For the penalty method, the penalty springs are user defined. To select an adequate stiffness the square root rule can be usefulEq. (94), [38, p. 9–5]. The largest stiffness in the system prior to adding the penalty springs is then found and given in the order of
10𝑘. 𝑏 is the working machine precision. The unit of 𝒌𝑝𝑒𝑛 is defined by 𝐸𝐴

𝐿 .
⌈𝒌𝑝𝑒𝑛⌋ = 10𝑘

√
10𝑏 (94)

In this case the highest stiffness in the cable was found to be 4.8. For the set-up used, 𝑏 ≈ 16. According to the square root rule,the best penalty spring stiffness equals ⌈𝒌𝑝𝑒𝑛⌋ = 109. When solving the constrained system with the G-𝛼 method, the penalty methodprovides the same frequency as in Case 1. If a stiffer penalty spring is used, ⌈𝒌𝑝𝑒𝑛⌋ = 1012, the results are the same but the numberof iterations each time-step starts to increase. This is in accordance with the square root rule, Eq. (94).The plot in Fig. 15 shows how the penalty spring stiffness impacts the maximum time-step for the of the cantilever beam. Thepenalty spring is a multiplication of the highest stiffness. With penalty springs added in the system, the stiffness increases, whichalso increases the frequencies. This results in a significant reduction in the maximum time-step for a stable RK4 solver. If the penaltyspring stiffness is set with similar stiffness as the system stiffness, RK4 can run with a slightly reduced time-step, but the accuracy ispoor as the constraints are too loose to properly connect the nodes. From the plot, a clear trend of how the penalty spring decreasethe time-step can be observed. RK4 is a less than ideal method to use in combination with the penalty spring and will therefore notbe used in combination with penalty constraints for the remainder of this paper.When using the Lagrange Multiplier method to constrain the system, additional equations are introduced into the system matrix.For RK4, the method presented in Section 3.2 is used. The constraint method provides the same frequency and maximum time-stepas found in Case 1.The accuracy of the G-𝛼 is found to be unaffected by the choice of constraint method.
6. Case 3: Garden hose

To validate the accuracy of the constraint methods in combination with the numerical time integrators, a cantilevered gardenhose with water flowing out at the free end is simulated. The garden hose makes a good case as it is an advanced model withseveral aspects of interest for benchmarking the solution procedure, such as large deformations and material flow. Water flows asthe material, 𝑝, in the elements, causing frequency flutter in the hose. Two separate elements, placed on top of each other, representthe water and the hose. The overlaying elements share position DOFs and slope DOFs; and are connected with constraints. The flownodes are fixed for the hose elements and prescribed for the water elements. The garden hose is held fixed at one end, and can thusbe represented as a cantilever beam under gravity, Fig. 16. The case is based on work by [20], with the material parameters givenin Table 2.To test how the ALE-ANCF cable element behaves in bending with constraints, the model is first configured with flow speedbelow critical flutter speed. To find the statics solution, damping is added to the system to stabilize it. From the results in Fig. 17,the garden hose starts to straighten out as the water flow increases.
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Fig. 16. A model of the garden hose; the red circular nodes indicate the hose, the green triangular nodes indicate the water with flow. The hose and the wateris connected with constraints.
Table 2The material parameters used in Case 3.Hose element Water element
𝐿𝑒 [m] 0.05 0.5Num elem [#] 10 10
𝐸𝐴 [N] 10.0 0.0
𝐸𝐽 [N∕m2] 0.00108 0.0
𝜌𝐴 [kg∕m] 0.0031316 0.0007854cDamp [na] 0.0031316 0Flow [m/s] 0 Prescribed

Fig. 17. Statics solution for garden hose with a water flow of 0 m∕s, 3 m∕s, 6 m∕s, 9 m∕s and 12 m∕s.

Fig. 18. Lateral displacement in the garden hose end plotted against time, with a water flow of 35 m∕s.

The lateral displacement in the hose end is presented for a simulation with 35 m∕s water flow in Fig. 18. The flutter is steadyafter initiation. In Fig. 19 the position and velocity for the hose end is plotted for water flows of 15 m∕s, 25 m∕s and 35 m∕s. Theresults are in good agreement with [20].
To connect the water elements with the hose elements in the simulation linear coupling, penalty springs and the Lagrangemultipliers were tested. For RK4, the maximum time-step for one hose element is found to be ℎ = 0.000245𝑠, according to thecriterion described in Case 1. This agrees with simulation for the garden hose when using linear couplings or Lagrange multipliers,as this is the limit where the results starts to diverge.
The time-step requirement for the G-𝛼 method is to capture the movement of the garden hose. It is recommended to have 10time-steps each oscillation. If the time-steps are too large to capture the behavior of the system the solver has difficulty convergingand provides poor results.
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Fig. 19. Lateral position and lateral velocity of the hose end for water flows of 15 m∕s, 25 m∕s and 35 m∕s.

Fig. 20. Solution time comparison for RK4 and G-𝛼 with different constraint methods for Case 1 and 2.

7. Solution times
The various choices for constraint formulations and time integration algorithms will affect the overall solution time, bothregarding accuracy and efficiency.In general, the explicit RK4 algorithm has a maximum time-step based on the highest eigenfrequency in the system. If the actualloading and response has a significantly lower frequency, this often results in a very inefficient solution algorithm.In general, the G-𝛼 algorithm does not have the same stability restriction, and the necessary time-step is guided more by accuracyconsiderations. The G-𝛼 thus allows a much more straight-forward tailoring of efficiency vs accuracy of the simulation.Fig. 20 shows a comparison of relative solution time for RK4 and G-𝛼 for the cantilever beam in Case 1 and 2, with 1, 2, 4 and8 elements. The relative solution time is found by normalizing the CPU time against the CPU time for 1 element RK4. RK4 is solvedwith the maximum time-step. RK4 is also solved with Lagrange multipliers connecting the nodes. The G-𝛼 method is solved with thesame time-step size as the maximum for RK4, and for the required time-step to have 10 time steps each oscillation for 1st and 2ndvibration mode, (indicated as mode 2 and mode 1 in the plot). G-𝛼 is also solved with the Lagrange multiplier method and penaltymethod. For the 1 element configuration, no elements are connected, thus no constraints are used. This configuration only has the1st axial vibration mode.Calculating one time step for RK4 is faster than one time step for the G-𝛼 solver, as can be seen in Fig. 20. When solving thecantilever beam with 1 and 2 elements, RK4 is more efficient than G-𝛼. With more than 2 elements, G-𝛼 becomes faster when onlythe 1st vibration mode is represented, and from 8 elements when also the 2nd vibration mode is represented. The constraint methodchosen for G-𝛼 generally does not affect the solution time significantly; but there is a tendency for shared nodes to be slightly fasterthan the Lagrange multiplier method, which again is marginally faster than the penalty method.From Case 3, the solution time for the garden hose with a 35 m∕s water flow is compared for RK4 and G-𝛼, Fig. 21. The totalsolution time for the G-𝛼 solver is almost 5 times faster than RK4. RK4 with Lagrange multipliers is slower than with linear couplings.RK4 is an inefficient solver due to the short elements. This is a simulation scenario where the advantage of G-𝛼 is evident.The solution time for a simulation is affected by several factors, where the most apparent is the software/programming languageused for implementation along with the computing power used to run the simulation. A useful tool to help select the best solutionprocedure for a real time simulation is a plot with accuracy plotted against relative CPU time. The relative CPU time is a relevantmeasure since the relation between the simulations is expected to be similar independent of software and computing power. Threedifferent plots are made: error in position, error in axial force, and error in phase.For a bar hanging in a gravity field, as presented in Case 1, the error in amplitude of the displacement, amplitude of the axialforce, and phase of the displacement are plotted against the relative CPU time, Figs. 22, 23, and 24 respectively. The error is found
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Fig. 21. Solution times comparison for RK4 and G-𝛼 with different constraint methods for Case 3, 35 m∕s.

Fig. 22. Error plot for relative displacement plotted against relative computation time for RK4 and G-𝛼 with different constraint methods.

Fig. 23. Error plot for relative force plotted against relative computation time for RK4 and G-𝛼 with different constraint methods.

by normalizing against the RK4 run with 8 elements. The relative CPU time is found by normalizing against the RK4 run with 1element.
In Fig. 22 the amplitude of the displacement is taken from the free end node of the cantilever bar. With a time-step capturingthe oscillation in the bar, the error is very small also for G-𝛼. RK4 is accurate for all the runs, while G-𝛼 overshoots a little beforeit stabilizes. G-𝛼 is faster than RK4 from 2 elements and onwards, and the advantage increases by reduction in the element length.For RK4, the maximum time-step is limited by the highest frequency in the mesh, and the accuracy is therefore mainly controlledby the number of elements in the mesh.
In Fig. 23 the amplitude of the axial force is taken from the pinned first node of the cantilever bar. The plot shows that thesolution converges with increasing number of elements. It also shows that the convergence is slower than for displacement, whichis expected as the force is a derived measure. For G-𝛼 both time-step size and the number of elements have an impact on theaccuracy.
In Fig. 24, the phase of the displacement is taken from the free end node of the cantilever bar. The error is very small as theCPU time increases. The phase error for G-𝛼 is high at large time-steps. At lower time-steps G-𝛼 provides accurate results and iscompetitive against RK4.
To apply the insight from the plots, it is important for the user to know what the desired output from the simulation is, as thereis a difference in accuracy between for example axial force and displacement.
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Fig. 24. Error plot for relative phase plotted against relative computation time for RK4 and G-𝛼 with different constraint methods.

8. Conclusion
The ALE-ANCF cable element has been investigated for cable simulation. With high demands on the solution time to obtain realtime simulations, the selection of solver is important. The literature lacks a recommendation of which solver to choose for ALE-ANCF cable elements. Therefore, the present study presents a systematic approach to compare RK4 and G-𝛼. RK4 is used in similarstudies, and G-𝛼 is commonly used in classical structural mechanics software; making them good candidates for a numerical studywith respect to explicit versus implicit time-integration. The systematic approach examines them with respect to the criteria stability,accuracy, and efficiency. It is found that RK4 is a good choice when simulating models with few elements and long cable spans. Thestability limit for RK4 gets worse as the number of elements increase, despite the real frequency response in the system being thesame. When performing simulations with equal time-steps, RK4 is about 3 times faster than G-𝛼. For external loads requiring smalltime-steps, or where high frequencies in the system is of interest, RK4 is the most efficient solver. For loads with lower frequenciesthan the stability limit for RK4, G-𝛼 is better. G-𝛼 provides fast and accurate results as the high frequencies are dampened out andit is not hampered by requirements on the time-step size. The time-step size can be selected just by ensuring a sufficient numberof time steps to capture the desired physical behavior of the model. Thus, G-𝛼 is found to often be the best alternative for mostpractical applications. Parts of the conclusions arrived in this paper is supported in [48], where the CPU time increase with elementstiffness for an ANCF element with the explicit solver, while it has little effect on the implicit solver.The axial frequencies obtained from the ALE-ANCF cable element for the 1st and 2nd vibration mode are in complete agreementwith the frequency found in [46]. The frequency is the same whether it is the position DOF or the flow DOF that is free. Asimplification of the cable to a single degree of freedom MSD does not provide an accurate axial frequency. Furthermore, theMSD element length cannot directly be used to predict the maximum time-step for RK4, as higher frequencies are present in theALE-ANCF cable elements. A criterion to predict the maximum time-step for RK4 is created based on an easy to calculate effective(or equivalent) length as a fraction of the shortest element length in the mesh as well as the boundary conditions. The criterion isverified through eigenvalue analysis as well as numerical hammer test and FFT.To achieve possibilities for advanced geometrical shapes, the ALE-ANCF cable element has to be connected with neighboringelements. In relation to the time integration methods, coupling methods are examined. The penalty method, Lagrange multipliermethod and linear coupling are the methods used for connecting ALE-ANCF cable elements. For a system constrained by the penaltymethod, the penalty springs increase the stiffness in the system causing higher frequencies, which again reduces the maximumtime-step for RK4. When using the Lagrange multiplier method with RK4, the solution is vulnerable to drifting as the constraintsare differentiated as part of the solution procedure. To connect elements using constraints; the Lagrange multiplier method, penaltymethod or linear coupling are all valid methods providing similar results and solution times for the case with G-𝛼.There are several possibilities for further work for this research. To reduce the solution time, the ALE-ANCF cable element and thetime integration solver could be written in a software with compiled code. This is believed to make a huge impact on the simulationspeed, and thus the real time aspect. However, the relative performance between the algorithms are not expected to change.Exploring the feasibility of a linear, lower order element, would be of interest. This would allow for an undemanding elementformulation, where the material inertia forces probably can be derived from the angle between elements.Moving towards a digital twin of an offshore crane, with an ALE-ANCF cable element used to model the wire, a laboratoryknuckle boom crane should be simulated for benchmarking. The crane is to be instrumented, to enable sensor data input into thesimulation. This will be a trial by fire for how the solver handles slack cables, and real time analysis with G-𝛼. Furthermore, it willhighlight the usefulness of this research for the industry.A brief summary of findings are presented in Table 3.
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Table 3Characteristic Pros and Cons of the G-𝛼 and RK4 algorithms.G-𝛼
Pro Con
• Allows large time-steps when loading and response islow-frequency
• No step-size restriction, unconditionally stable.
• Provides damping to modes that are high frequencyrelative to the time-step.
• Time-step requirement unaffected by penalty methodconstraints.

• Each time-step is numerically expensive.
• Require iterations for optimal accuracy for nonlinearproblems, especially with large time-steps.

RK4
Pro Con
• Numerical low cost for each time-step.
• Numerically efficient with high frequency loading.
• Highly predictable computation times

• Has maximum time-step associated with smallestelement in the model
• Unnecessary number of time-steps for low frequencyloading and response
• Penalty method constraints affects maximum time-stepnegatively.
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1   ###################################################
2   ########   INPUT FILE FOR PYTHON PROGRAM   ########
3   ###################################################
4   
5   ### The script is created to present relevant 
6   ### syntax for creation of a model in the program.
7   
8   ###################################################
9   

10   
11   CableModelMaterial:
12       # Gravity field in X,Y,Z-direction 
13       Gravity: [0.0, 0, -9.81] 
14   
15   
16   CableModel:
17   ### NODES ### 
18       # BC = 1 -> hold, BC = 0 -> free, rx, ry, rz, 
19       # r'x, r'y, r'z, p, BC_function = 1 -> assigned
20     - Node7Dof: { id: 0,  xyz: [0.0, 0.0, 0],  
21       xyz_d: [1.0, 0,  0], BC: [1, 1, 1, 0, 0, 0, 1]}
22     - Node7Dof: { id: 1,  xyz: [0.5, 0.0, 0],  
23       xyz_d: [1.0, 0,  0], BC: [0, 0, 0, 0, 0, 0, 0]}
24     - Node7Dof: { id: 2,  xyz: [1.0, 0.0, 0],  
25       xyz_d: [1.0, 0,  0], BC: [0, 0, 0, 0, 0, 0, 0]}
26     - Node7Dof: { id: 3,  xyz: [1.0, 0.0, 0],  
27       xyz_d: [1.0, 0,  0], BC: [0, 0, 0, 0, 0, 0, 0]}
28     - Node7Dof: { id: 4,  xyz: [1.5, 0.0, 0],  
29       xyz_d: [1.0, 0,  0], BC: [1, 1, 1, 0, 0, 0, 1],
30       BC_functions: [0,0,0,0,0,0,1]} 
31   
32   ### CABLE ELEMENTS ###    
33     - CableALEelement: { id: 0,  nodes7: [0, 1], 
34       EA: 1.0, EJ: 0.0, rhoA: 1.0, cDamp: 0.000}
35     - CableALEelement: { id: 1,  nodes7: [1, 2], 
36       EA: 1.0, EJ: 0.0, rhoA: 1.0, cDamp: 0.000}
37     - CableALEelement: { id: 2,  nodes7: [3, 4], 
38       EA: 1.0, EJ: 0.0, rhoA: 1.0, cDamp: 0.000}
39   
40   ### CONSTRAINTS ###      
41       # constr 0 -> r=r, 1 -> p=p, 2 -> rdp = rdp
42       # Lagrange multipliers
43     - LagMultipl7: { id: 1,  nodes7: [2, 3],  constr: 0}
44     - LagMultipl7: { id: 2,  nodes7: [2, 3],  constr: 2}
45   
46       # Penalty springs  
47     - Penalty7: { id: 1,  nodes7: [2, 3],  constr: 0,  p_spring: 1000.0} 
48     - Penalty7: { id: 2,  nodes7: [2, 3],  constr: 2,  p_spring: 1000.0} 
49   
50       # Linear coupling 
51       # slaveNode, slaveDOF, f0 = 0 -> Not prescripbed, 
52       # masterNode, masterDOF, factor. 
53       # Several masters possible. 
54     - LinearCoupl: {id: 1, sNode: 3, sDof: 1, f0: 0, 
55       masters: [{mNode: 2, mDof: 1, factor: 1}]}
56     - LinearCoupl: {id: 2, sNode: 3, sDof: 2, f0: 0, 
57       masters: [{mNode: 2, mDof: 2, factor: 1}]}
58     - LinearCoupl: {id: 3, sNode: 3, sDof: 3, f0: 0, 
59       masters: [{mNode: 2, mDof: 3, factor: 1}]}
60     - LinearCoupl: {id: 4, sNode: 3, sDof: 4, f0: 0, 
61       masters: [{mNode: 2, mDof: 4, factor: 1}]}
62     - LinearCoupl: {id: 5, sNode: 3, sDof: 5, f0: 0, 
63       masters: [{mNode: 2, mDof: 5, factor: 1}]}
64     - LinearCoupl: {id: 6, sNode: 3, sDof: 6, f0: 0, 
65       masters: [{mNode: 2, mDof: 6, factor: 1}]}
66     - LinearCoupl: {id: 7, sNode: 3, sDof: 7, f0: 0, 
67       masters: [{mNode: 2, mDof: 7, factor: 1}]}
68   
69   



70   ####### ALTERNATIV FOR LINEAR ELEMENTS START #######
71   
72   ### NODES ### 
73       # BC = 1 -> hold, BC = 0 -> free, rx, ry, p,
74       # BC_function = 1 -> assigned
75     - Node4Dof: { id: 0,  xyz: [0.0, 0.0, 0],  BC: [1, 1, 1, 1]}
76     - Node4Dof: { id: 1,  xyz: [0.5, 0.0, 0],  BC: [0, 0, 0, 0]}
77     - Node4Dof: { id: 2,  xyz: [1.0, 0.0, 0],  BC: [0, 0, 0, 0]}
78     - Node4Dof: { id: 3,  xyz: [1.0, 0.0, 0],  BC: [0, 0, 0, 0]}
79     - Node4Dof: { id: 4,  xyz: [1.5, 0.0, 0],  
80       BC: [1, 1, 1, 1], BC_functions: [0,0,0,1]}
81   
82   ### CABLE ELEMENTS LINEAR###    
83     - CableALEelementLin: { id: 0,  nodes4: [0, 1], 
84       EA: 1.0, EJ: 0.0, rhoA: 1.0, cDamp: 0.000}
85     - CableALEelementLin: { id: 1,  nodes4: [1, 2],   
86       EA: 1.0, EJ: 0.0, rhoA: 1.0, cDamp: 0.000}
87     - CableALEelementLin: { id: 2,  nodes4: [3, 4], 
88       EA: 1.0, EJ: 0.0, rhoA: 1.0, cDamp: 0.000}
89   
90   ### CONSTRAINTS ###      
91       # constr 0 -> r=r, 1 -> p=p, 2 -> rdp = rdp
92       # Lagrange multipliers
93     - LagMultipl4: { id: 1,  nodes4: [2, 3],  constr: 0}
94     - LagMultipl4: { id: 2,  nodes4: [2, 3],  constr: 2}
95   
96       # Penalty springs  
97     - Penalty4: { id: 1,  nodes4: [2, 3],  constr: 0,  p_spring: 1000.0} 
98     - Penalty4: { id: 2,  nodes4: [2, 3],  constr: 2,  p_spring: 1000.0} 
99   

100       # Linear coupling 
101       # slaveNode, slaveDOF, f0 = 0 -> Not prescripbed, 
102       # masterNode, masterDOF, factor. 
103       # Several masters possible. 
104     - LinearCoupl: {id: 1, sNode: 3, sDof: 1, f0: 0, 
105       masters: [{mNode: 2, mDof: 1, factor: 1}]}
106     - LinearCoupl: {id: 2, sNode: 3, sDof: 2, f0: 0,
107       masters: [{mNode: 2, mDof: 2, factor: 1}]}
108     - LinearCoupl: {id: 3, sNode: 3, sDof: 3, f0: 0, 
109       masters: [{mNode: 2, mDof: 3, factor: 1}]}
110     - LinearCoupl: {id: 4, sNode: 3, sDof: 4, f0: 0,
111       masters: [{mNode: 2, mDof: 4, factor: 1}]}
112   
113   ####### ALTERNATIV FOR LINEAR ELEMENTS END #######
114   
115   
116   
117   
118   
119   
120   
121   
122   
123   
124   
125   
126   
127   
128   
129   
130   
131   
132   
133   
134   
135   
136   
137   
138   



139   ### POINT FORCE ###  
140       # force in N, for number of seconds
141     - PointForce: { id: 1, nodes7: [2], force: [0,8.5,0], timeInterval: [0,1.0]}  
142   
143   ### ONE NODE SPRING ###  
144     - OneNodeSpring: { id: 1, nodes7: [3], stiffness: 1000.0, damping: 0.02}  
145   
146   ### POINT MASS ###  
147       # mass in kg, gravity acting on the mass 
148     - PointMass: { id: 0, nodes7: [1], mass: 5.0} 
149   
150   ### REELING FUNCTION ###
151       # Assigned to BC_functions in NODES     
152     - Function_VelocityDefined:
153           id: 1
154           pos0: 0.0
155           timeList:     [0, 0.5, 1, 1.5, 2, 100]
156           velocityList: [0, 0.0, 0, 0.5, 1,   0] 
157   
158   
159   ### PLOTTING ###    
160   Plots:
161     - SubPlot: [{Cable:0, what:N, label: 'Axial Cable 0'},
162                 {Cable:1, what:N, label: 'Axial Cable 1'}]
163     - SubPlot: [{Node:1, DOF:1, what:r, label: 'Node 1: x'},
164                 {Node:2, DOF:1, what:r, label: 'Node 2: x'}]    
165   
166   
167   ### NUMERICAL INTEGRATOR ###
168   GeneralizedAlpha:
169     type: RK4 # Alternatives: G-alpha, RK4
170     alpha_m: -0.05 # G-alpha parameter
171     alpha_f: 0.10 # G-alpha parameter
172     eps_energy: 1.0e-04 # error criterion limit 
173     time_step: 0.15 # time-step size
174     massDamp: 0.00 # mass proportional damping
175   
176     maxIter:  20 # maximum iterations to quit
177     time_end: 10.0 # total simulation time
178     plotpoints: 0 # numer of plots points per sec
179     skipVTK: True # write out vtk files
180   
181     plotpoints: 10 # Plot-points per second  
182   
183   
184   
185   
186   
187   
188   
189   
190   
191   
192   
193   
194   
195   
196   
197   
198   
199   
200   
201   
202   
203   
204   
205   
206   
207   ########               END                 ######## 
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