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Abstract

This thesis revolves around both geometric and functional analytic aspects of time-
frequency analysis. More specifically, the thesis deals with the following three
related topics:

Decomposition Spaces: Both Paper A and Paper B study decomposition spaces
through the lens of large scale geometry. Decomposition spaces include
the modulation spaces and the Besov spaces as special cases. We develop
a notion of geometric embeddings between different decomposition spaces
in Paper A. In Paper B we advance the theory of decomposition spaces on
nilpotent Lie groups. Our main result in this direction establishes that a large
class of modulation spaces on nilpotent Lie groups is distinct from their
Euclidean counterparts.

Wavelet Spaces: In Paper C we study wavelet spaces by utilizing techniques from
reproducing kernel Hilbert spaces. A special case of wavelet spaces has
been investigated in time-frequency analysis under the name Gabor spaces.
We discover a connection between fully interpolating Gabor spaces and the
HRT-conjecture in time-frequency analysis.

Quantum Harmonic Analysis: In Paper D and Paper E we develop quantum
harmonic analysis on the affine group. This requires a careful examination of
the affineWigner distribution and the affineWeyl quantization. Of particular
interest is the development of a notion of admissibility for operators in the
affine setting. Many of our results are aimed at connecting the affine Weyl
quantization with convolutions on the affine group.

As indicated by the descriptions above, the thesis is concerned with general-
izing time-frequency analysis in various directions. Despite the general approach
considered in the thesis, some of the developed results are new even in well-studied
settings. A common conceptual theme across the papers is distinctness:

Paper A: We consider various properties from large scale geometry (e.g. asymp-
totic dimension and hyperbolicity) that allows us to distinguish different
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decomposition spaces. These properties even determine whether different
decomposition spaces can embed into one another while preserving geomet-
ric properties.

Paper B: We construct modulation spaces on certain nilpotent Lie groups. Of
central importance is the question of whether these new function spaces are
distinct from the classical Euclidean modulation spaces. We answer this
question affirmatively.

Paper C: We investigate wavelet spaces and their properties as reproducing kernel
Hilbert spaces. One side-effect is that we generalize previously known results
regarding distinctness of wavelet spaces by using well-known tools from
representation theory.

Paper D: We consider the affine Wigner distribution and its basic properties.
Among the applications is a minimization problem for the affine Wigner
distribution. Even for the standard Wigner distribution it is not clear how
many distinctminimizers exist. We settle this question in both theHeisenberg
and the affine setting.

Paper E: Wedevelop a quantumharmonic analysis framework for the affine group.
Our framework heavily uses the so-called affine parity operator. It turns
out that our approach is distinct from previous affine quantizations in the
literature. In particular, we can represent the quantization procedure as
operator convolutions with the affine parity operator.
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Sammendrag

Denne avhandlingen omhandler geometriske og funksjonalanalytiske aspekter ved
tid-frekvensanalyse. Mer spesifikt drøfter avhandlingen de tre følgende delvis
relaterte temaene:

Dekomponeringsrom: I artikkel A og artikkel B studerer vi dekomponeringsrom
ved å bruke teknikker fra geometri i stor skala. Dekomponeringsrom er en
klasse med funksjonsrom som inkluderer modulasjonsrommene og Besov-
rommene. Vi utvikler et begrep om geometriske avbildninger mellom
forskjellige dekomponeringsrom. I tillegg utbygger vi teorien om dekom-
poneringsrom på nilpotente liegrupper. Hovedresultatet vårt i denne retnin-
gen etablerer at en stor klasse med modulasjonsrom på nilpotente liegrupper
er ulik fra de euklidske modulasjonsrommene.

Waveletrom: I artikkel C studerer vi waveletrom ved å bruke teknikker fra re-
produserbar kjerne hilbertrom. Et spesialtilfelle av waveletrom har blitt
undersøkt tidligere i tid-frekvensanalyse under navnet Gabor-rom. Vi op-
pdager en sammenheng mellom fullstendige interpolerende Gabor-rom og
HRT-formodningen i tid-frekvensanalyse.

Kvanteharmonisk analyse: I artikkelD og artikkel E utvikler vi kvanteharmonisk
analyse på den affine gruppen. Dette krever en grundig undersøkelse av
den affine Wigner-distribusjonen. Av spesiell interesse er definisjonen av
tillatelige operatorer. Mange av resultatene vi gir sikter mot å knytte sammen
den affine Weyl-kvantiseringen med konvolusjoner på den affine gruppen.

Beskrivelsene ovenfor hentyder at avhandlingen setter søkelys på å generalisere
tid-frekvensanalyse i forskjellige retninger. På tross av generaliteten i avhandlingen
utvikler vi resultater som vi tror er av interesse for konkrete eksempler. En rød tråd
gjennom avhandlingen er unikhet:

Artikkel A: Vi undersøker forskjellige egenskaper fra geometri i stor skala (f.eks.
asymptotisk dimensjon og hyperbolskhet) som differensierer forskjellige
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dekomponeringsrom. Slike egenskapene bestemmer hvorvidt forskjellige
dekomponeringsrom kan bli kontinuerlig avbildet inn i hverandre slik at
geometriske egenskaper blir bevart.

Artikkel B: Vi konstruerer modulasjonsrom på bestemte nilpotente liegrupper.
Av særskilt interesse er spørsmålet om hvorvidt de nye funksjonsrommene
er ulike fra de klassiske euklidske modulasjonsrommene. Vi besvarer dette
spørsmålet bekreftende.

Artikkel C: Vi undersøker waveletrom og deres egenskaper som reproduserbar
kjerne hilbertrom. En konsekvens er at vi utvider tidligere resultater om
unikhet av waveletrom ved å bruke verktøy fra representasjonsteori.

Artikkel D: Vi betrakter den affineWigner-distribusjonen og dens grunnleggende
egenskaper. En av anvendelsene er et minimeringsproblem for den affine
Wigner-distribusjonen. Selv for den tradisjonelle Wigner-distribusjonen er
det uklart hvor mange unike minimerere som eksisterer. Vi besvarer dette
spørsmålet for Wigner-distribusjonen og den affine Wigner-distribusjonen.

Artikkel E: Vi utvikler et kvanteharmonisk analyse rammeverk for den affine
gruppen. Rammeverket benytter seg av en operator som kalles den affine
paritetsoperatoren. Det viser seg at vår fremgangsmåte er unik fra tidligere
fremgangsmåter i den forstand at vi kan representere kvantiseringen som
operatorkonvolusjon med den affine paritetsoperatoren.
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Preface

This thesis is submitted in partial fulfillment of the requirements for the degree of
Philosophiae Doctor (PhD) in Mathematical Sciences at the Norwegian University
of Science and Technology (NTNU). The research presented here was conducted at
the Department of Mathematical Sciences at NTNU. The candidate was supervised
by Franz Luef as the main supervisor, and Felix Voigtlaender as the secondary
supervisor.

Structure of the Thesis

I havewritten a rapid introduction to the topics necessary to understand the different
papers in Part I for the readers convenience. Chapter 1 presents an introduction
to central topics in time-frequency analysis. The emphasis will be on viewing
time-frequency analysis through the lens of representation theory. The material
in Chapter 1 will be used heavily in all five papers in Part II. Chapter 2 gives
background material on creating function spaces with a geometric flavor, namely
decomposition spaces. The material in Chapter 2 is only used in Paper A and
Paper B. Chapter 3 presents the basic ideas of quantum harmonic analysis. The
material in Chapter 3 is only needed in Paper D and Paper E.

Chapter 4 gives a high-level overview of the five papers that constitute the
main scientific contribution of the thesis. The remaining part of the thesis, namely
Part II, contains the five papers [14, 16, 17, 18, 19] with minor modifications from
their published/accepted counterparts. At the end of the thesis, there is a joint
bibliography for all five papers as well as the introductory chapters.
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Introduction





Chapter 1

A Biased Introduction to
Time-Frequency Analysis

Time-frequency analysis is a relatively new mathematical discipline. If one were
to trace the origin of the field from an engineering perspective, then the ground-
breaking paper Theory of communication [72] would be the natural starting point.
However, from the lens of theoretical physics it is undeniable that time-frequency
analysis is heavily inspired by the work of von Neumann, Weyl, and Wigner in the
1930s. When it comes to the rigorousmathematical development of time-frequency
analysis, this took off with the work of Janssen [108, 109, 110, 111]. In the coming
years, time-frequency analysis grew in parallel with the theory of wavelets. The two
topics have much in common, and large parts of modern time-frequency analysis
is inspired by the work of Daubechies et al. [44, 45, 46].

Since the turn of the century, time-frequency analysis has firmly established
itself as a central topic of interest in mathematical analysis. This is in no doubt due
to the plethora of connections with other interesting areas of modern mathematics
like harmonic analysis, complex analysis, representation theory, and compressed
sensing. In this chapter, we introduce some of the key players of modern time-
frequency analysis in a self-contained manner. This chapter serves as a foundation
for not only the next two chapters, but for all the five papers in Part II of the thesis.

1.1 An Informal Prelude

Before delving into the details of time-frequency analysis, let us first give an
informal prelude that will motivate the topics that follow. As the name suggests,
time-frequency analysis deals with understanding both the temporal information
and the frequency information of a signal. To put this on firm ground, consider for

3



Chapter 1. A Biased Introduction to Time-Frequency Analysis

simplicity a continuous function 5 ∈ !1(R) ∩ !2(R) of a single variable C ∈ R. To
borrow some terminology from engineering disciplines, we think of 5 as a signal
(e.g. sound signal, electrical signal, or pressure signal). For C0 ∈ Rwe refer to 5 (C0)
as the temporal information of 5 at time C0. Denote by F 5 the Fourier transform
of 5 given explicitly by

F 5 (l) B
∫ ∞

−∞
5 (C)4−2c8Cl 3C, l ∈ R.

We refer to F 5 (l0) as the frequency information of 5 at the frequency l0 ∈ R.
One can think of 5 and F 5 as two sides of the same coin; both contain equivalent
information regarding 5 . However, some information about 5 would be very
difficult to extract from F 5 and vice versa.

It is of interest to understand the temporal information and the frequency
information of a signal 5 simultaneously. As such, one looks for a two-dimensional
function + 5 (G, l) such that + 5 (G0, l0) represents the intensity of the frequency
l0 ∈ R precisely at the time G0 ∈ R. We call + 5 a time-frequency representation
of the signal 5 . Although intuitive, this is actually impossible to find for a general
function 5 ∈ !2(R) by the classical uncertainty principle. We refer the reader
to [81, Chapter 2] for a discussion on various uncertainty principles and their
implications in time-frequency analysis.

Although a perfect time-frequency representation does not exist, it is still
possible to find useful ones. The most popular time-frequency representation is the
short-time Fourier transform (STFT) of 5 given by

+6 5 (G, l) B
∫ ∞

−∞
5 (C)6(C − G)4−2c8Cl 3C,

for G, l ∈ R where 6 is a rapidly decaying smooth function. The idea is to think
of +6 5 as a sliding window Fourier transform. It turns out that although +6 5 is
not a perfect time-frequency representation, it still possesses impressive properties
and is immensely useful. We will delve into the details of the short-time Fourier
transform in Section 1.2.

A closely related transformation to the short-time Fourier transform is the
Wigner distribution. Given 5 , 6 ∈ !2(R) we can define the cross-Wigner transform
, ( 5 , 6) on R2 given by

, ( 5 , 6) (G, l) B
∫ ∞

−∞
5

(
G + C

2

)
6

(
G − C

2

)
4−2c8Cl 3C.

When 5 = 6 we refer to , 5 B , ( 5 , 5 ) as the Wigner distribution. Although
the short-time Fourier transform and the cross-Wigner transform look superficially

4



1.1. An Informal Prelude

similar, there aremajor differences. As an example, theWigner distribution satisfies
for well-behaved 5 the marginal properties∫ ∞

−∞
, 5 (G, l) 3l = | 5 (G) |2,∫ ∞

−∞
, 5 (G, l) 3G = |F 5 (l) |2.

(1.1.1)

It nevertheless turns out that the Wigner distribution and the short-time Fourier
transform are related by the formula

, ( 5 , 6) (G, l) = 244c8G ·l+%6 5 (2G, 2l),

where %6(G) B 6(−G) is the parity operator. The operator % plays an important
role in time-frequency analysis.

Both the short-time Fourier transform and the Wigner distribution will be
heavily used in Part II of the thesis. The Wigner distribution has its origin in
quantum mechanics [154] and we will go through more details in Section 1.3.
One of the things that separates the Wigner distribution from other time-frequency
representations is its connection to theWeyl quantization. We will go through this
connection in Section 1.4.

An important question is whether the short-time Fourier transform is integrable.
To tackle this question, let us for simplicity fix 6(G) B 4−cG

2 and consider an
arbitrary element 5 ∈ !2(R). It is straightforward to show that +6 5 ∈ !2(R2).
However, it is not necessarily true that +6 5 ∈ !1(R2). This leads to the definition

S0(R) B
{
5 ∈ !2(R) : +6 5 ∈ !1(R2)

}
.

The space S0(R) is called Feichtinger’s algebra named after Hans Georg Fe-
ichtinger. Elements in S0(R) are continuous functions and we have the inclusions

S(R) ⊂ S0(R) ⊂ !2(R),

where S(R) denotes the Schwartz functions. The Feichtinger algebra S0(R) is
part of a whole family of Banach spaces " ? (R) for 1 ≤ ? ≤ ∞ called the
modulation spaces. In this notation, we have"1(R) = S0(R) and"2(R) = !2(R).
It is a general consensus that the modulation spaces are the correct setting for
theoretical time-frequency analysis, see e.g. [81]. The modulation spaces will play
an important role in the thesis and we review them more carefully in Section 1.5.

One aspect of time-frequency analysis that has been exploited more in recent
years is its relation to the Heisenberg group. Wewill discuss this connection further
in Section 1.6. For now, it suffices to say that the short-time Fourier transform is
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Chapter 1. A Biased Introduction to Time-Frequency Analysis

intimately related to the representation theory of the Heisenberg group. This
approach gives a new way of viewing many basic facts in time-frequency analysis.

The connection between time-frequency analysis and representation theory
gives a link to reproducing kernel Hilbert spaces. Recall that a reproducing kernel
Hilbert space is a Hilbert space H consisting of functions 5 : - → C on a set -
such that the functionals

5 ↦−→ �G ( 5 ) B 5 (G), G ∈ -,

is well-defined and bounded. A classical example is the Hardy space �2 of analytic
functions on the unit disc D satisfying

sup
06A<1

(
1

2c

∫ 2c

0

��� 5 (
A48 \

)���2 3\) 1
2

< ∞.

It turns out that for any 6 ∈ !2(R) the Gabor space +6 (!2(R)) ⊂ !2(R2) is a
reproducing kernel Hilbert space. This is the starting point for involving theory
from reproducing kernel Hilbert spaces to the setting of time-frequency analysis.
We will investigate Gabor spaces further in Section 1.7.

The reader should be aware that the topics we discuss in this chapter do not
in any way give a comprehensive introduction to modern time-frequency analysis.
In fact, there are several major omissions such as Gabor frames and applications
to pseudo-differential operators. We have chosen to omit these interesting topics
to focus on the parts of time-frequency analysis that are relevant for Part II of the
thesis. The interested reader is encouraged to seek out the standard textbooks [81]
and [41] for more topics in time-frequency analysis.

1.2 A Joint Time-Frequency Distribution – The STFT

Our journey into time-frequency analysis starts with the short-time Fourier trans-
form. Before giving the definition let us define two simple, yet important, opera-
tors. For G, l ∈ R= we write Gl B G · l for the usual inner product on R=. For
5 ∈ !2(R=) we define the operators

)G 5 (C) B 5 (C − G), "l 5 (C) B 42c8Cl 5 (C).

The operator )G is called the time-shift with respect to G, while "l is called the
frequency-shift with respect to l. The motivation for the name frequency-shift
comes from the simple identity

F ()G 5 ) = "−G (F 5 ),

6



1.2. A Joint Time-Frequency Distribution – The STFT

where F denotes the Fourier transform

F 5 (l) B
∫
R=
5 (C)4−2c8Cl 3C.

Of fundamental importance is the non-commutativity of the operators )G and "l .
Specifically, one has for G, l ∈ R= the relation

)G"l = 4
−2c8Gl"l)G .

Definition 1.2.1. Let 5 , 6 ∈ !2(R=) and G, l ∈ R=. We define the short-time
Fourier transform (STFT) of 5 with respect to 6 to be the function on R2= given by

+6 5 (G, l) B
∫
R=
5 (C)6(C − G)4−2c8Cl 3C = 〈 5 , "l)G6〉!2 (R=) .

Even though we can pick 6 ∈ !2(R=) arbitrarily, applications are typically
interested in functions 6 such that both 6 and F 6 are well-localized around the
origin. If this is the case, then we can conceptually view the short-time Fourier
transform as a sliding window over the Fourier transform of 5 .

It is straightforward to verify that +6 5 is a bounded and uniformly continuous
function that satisfies

+6
(
)H"[ 5

)
(G, l) = 4−2c8Hl+6 5 (G − H, l − [), (1.2.1)

for G, H, l, [ ∈ R=. Moreover, the function +6 5 is square integrable on R2= and
satisfies the orthogonality relation

〈+61 51, +62 52〉!2 (R2=) = 〈 51, 52〉!2 (R=) 〈61, 62〉!2 (R=) , (1.2.2)

for 51, 52, 61, 62 ∈ !2(R=). Hence it should be possible to reconstruct 5 from the
values of +6 5 as long as 6 . 0. By normalizing 6 so that ‖6‖!2 (R=) = 1 we have
(in the weak sense) the vector-valued integral inversion formula

5 (C) =
∫
R2=

+6 5 (G, l)"l)G6(C) 3G 3l. (1.2.3)

In time-frequency analysis it is sometimes more convenient to work with the
symplectic Fourier transform Ff on � ∈ !2(R2=) given by

Ff� (I) B
∫
R2=

� (I′)4−2c8f (I,I′) 3I′,

where I, I′ ∈ R2= and f is the standard symplectic form on R2= given by

7



Chapter 1. A Biased Introduction to Time-Frequency Analysis

f(I, I′) B I′ · �I, � B

(
0 Id=
−Id= 0

)
. (1.2.4)

The reader should pay close attention to the fact that the symplectic Fourier
transform only exists in even dimensions, i.e. for 2= where = ∈ N. We have the
elementary relation

Ff� (I) = F � (�I) = F (� ◦ �) (I), I ∈ R2=. (1.2.5)

For 5 , 6 ∈ !2(R=) we use the notation 5 ⊗ 6 for the element in !2(R2=) given by

( 5 ⊗ 6) (G, l) B 5 (G)6(l).

The following result shows how the (symplectic) Fourier transform interacts with
the short-time Fourier transform.

Proposition 1.2.2.

• For 5 , 6 ∈ !2(R=) and I B (G, l) ∈ R2= we have the formulas

+6 5 (I) = 4−2c8Gl+F6F 5 (�I), (1.2.6)

Ff
(
+6 5

)
(I) = 4−2c8Gl

(
5 ⊗ F 6

)
(I). (1.2.7)

• For 51, 52, 61, 62 ∈ !2(R=) we have the relationship

Ff
(
+61 51 · +62 52

)
= + 52 51 · +6261. (1.2.8)

For the proof of (1.2.6), (1.2.7), and (1.2.8) we refer the reader to the elementary
results [81, Lemma 3.1.1], [41, Lemma 1.2.4], and [41, Proposition 1.2.13], re-
spectively. Sometimes (1.2.6) is called the fundamental identity of time-frequency
analysis. It is not uncommon to refer to the right-hand side of (1.2.7) as the
cross-Rihaczek distribution. In applications, it is often of interest to consider the
spectrogram

Spec6 5 (G, l) B |+6 5 (G, l) |2.

By looking at (1.2.8) we see that we have the elegant special case

Ff
(
Spec 5 5

)
= Spec 5 5 .

In other words, for any 5 ∈ !2(R=) the continuous function Spec 5 5 is an eigen-
function for the symplectic Fourier transform.
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1.3. The Wigner Distribution

Another interesting observation, coming this time from (1.2.7), is that for
non-zero 5 , 6 ∈ !2(R=) and 1 ≤ ? ≤ 2 we have the implication

+6 5 ∈ ! ? (R2=) =⇒ 5 ⊗ F 6 ∈ !@ (R2=) =⇒ 5 , F 6 ∈ !@ (R=),

where @ is the conjugate exponent ?−1 + @−1 = 1. Hence it is simple to come
up with examples showing that e.g. +6 5 ∉ !

3
2 (R2=). This lack of regularity will

motivate the modulation spaces in Section 1.5.
Finally, we want to mention that we can use the short-time Fourier transform to

create a whole class of interesting operators as follows: Motivated by the inversion
formula (1.2.3) we can for 6 ∈ !2(R=) \ {0} and any weight function < : R2= → C
consider the localization operator A6< on !2(R=) defined by

A6< 5 B
∫
R2=

<(G, l) · +6 5 (G, l)"l)G6 3G 3l. (1.2.9)

If we pick < ≡ 1 and ‖6‖!2 (R=) = 1, then the localization operator A6< is the
identity operator. Typically we are interested in weights < that decay reasonably
fast, giving us a localized picture of the time-frequency information of 5 through 6.
Requiring that< is real-valued and in ! ? (R2=) for some 1 ≤ ? < ∞ ensures that the
localization operator A6< is self-adjoint and compact, see [156, Proposition 13.3].
We will explore operators in the wavelet setting analogous to localization operators
in Paper E.

1.3 The Wigner Distribution

In addition to the short-time Fourier transform, there is another time-frequency
representation that is omnipresent in the literature; theWigner distribution. With its
origin in quantummechanics [154], theWigner distribution has beenwidely studied
in both mathematics and physics. In this section, we will give an introduction to
the Wigner distribution with the aim of contrasting it with the short-time Fourier
transform.

Definition 1.3.1. We define the cross-Wigner transform of 5 , 6 ∈ !2(R=) to be the
function on R2= given by

, ( 5 , 6) (G, l) B
∫
R=
5

(
G + C

2

)
6

(
G − C

2

)
4−2c8Cl 3C.

If 6 = 5 then we refer to, 5 B , ( 5 , 5 ) as the Wigner distribution of 5 .

There are many similarities between the cross-Wigner transform and the short-
time Fourier transform: The cross-Wigner transform, ( 5 , 6) of 5 , 6 ∈ !2(R=) is

9



Chapter 1. A Biased Introduction to Time-Frequency Analysis

a continuous and bounded function on R2=. Moreover, the cross-Wigner transform
satisfies similarly to (1.2.2) the orthogonality relation

〈, ( 51, 61),, ( 52, 62)〉!2 (R2=) = 〈 51, 52〉!2 (R=) 〈61, 62〉!2 (R=) , (1.3.1)

for 51, 52, 61, 62 ∈ !2(R=).
To deduce more properties of the cross-Wigner transform, one can utilize the

simple connection with the short-time Fourier transform

(Ff, ( 5 , 6)) (G, l) = 4c8Gl+6 5 (G, l). (1.3.2)

In particular, we have the simple property

, (F 5 , F 6) (I) = , ( 5 , 6) (−�I), I B (G, l),

where � is given in (1.2.4). Similarly, one can deduce that the Wigner distribution
is well-behaved under time-frequency shifts

, ()H"[ 5 ) (G, l) = , 5 (G − H, l − [),

for G, H, l, [ ∈ R=.
Another source of insight into the cross-Wigner transform is given by the

Grossmann-Royer operator

'(G, l) : !2(R=) → !2(R=)

for G, l ∈ R= defined by the relationship

, ( 5 , 6) (G, l) = 〈'(G, l) 5 , 6〉!2 (R=) . (1.3.3)

Rather than giving the exact formula for ', we point out that '(0, 0) = −2=% where
% is the parity operator given by % 5 (G) B 5 (−G) for 5 ∈ !2(R=) and G ∈ R=.
The factor of 2= is essential; it implies that the cross-Wigner transform satisfies

‖, ( 5 , 6)‖!∞ (R2=) ≤ 2=‖ 5 ‖!2 (R=) ‖6‖!2 (R=) . (1.3.4)

For any odd function 5 ∈ !2(R=) the bound in (1.3.4) is an equality since

, 5 (0, 0) = −2=‖ 5 ‖2
!2 (R=) . (1.3.5)

One can get a better understanding of the Wigner distribution by asking a
simple question: Why is the Wigner distribution , 5 called a distribution? It is
simple to see that , ( 5 , 6) = , (6, 5 ), so , 5 is certainly real-valued. A step in
the direction towards viewing , 5 as a type of probability distribution is that we
have the marginal properties given in (1.1.1). The only thing that is missing is
that we need to find functions 5 ∈ !2(R=) so that, 5 is non-negative. By looking
at (1.3.5) we see that the non-negativity of , 5 poses a serious restriction. The
following result of Hudson [101] shows how serious this restriction really is.
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Theorem 1.3.2. Let 5 ∈ !2(R=). Then, 5 is a non-negative function if and only
if 5 is a generalized Gaussian function

5 (G) = 24−cG ·�G+2c1G ,

where � is a symmetric invertible = × = matrix with positive definite real part,
1 ∈ C=, and 2 ∈ C. If this is the case, then we even have , 5 (G, l) > 0 for all
(G, l) ∈ R2= as long as 5 is not identically zero.

Wehave so far seen three time-frequency representations; the short-timeFourier
transform +6 5 , the cross-Wigner transform, ( 5 , 6), and the spectrogram Spec6 5
for 5 , 6 ∈ !2(R=). The spectrogram is the only one that is always non-negative.
Moreover, we have the relationship

Spec6 5 = , (%(6)) ∗, ( 5 ), (1.3.6)

where % is the parity operator and ∗ denotes the convolution on R2=. In Paper D
we will extend (1.3.6) to the affine setting. Thus far, the reader might be tempted
to conclude that the short-time Fourier transform and the spectrogram are more
well-behaved than the Wigner distribution. However, as the following section will
show, the Wigner distribution has a central place in the theory of quantization.

1.4 Weyl Quantization

There are few terms in modern science that possess the amount of ambiguity and
vagueness as the term quantization. The reader should rest assured that quantization
for us will mean something very concrete. We will view the term quantization as
a process of associating with a function f on R2= an operator !f sending a
function 5 on R= to another function !f 5 on R=. When looking for well-behaved
quantizations, there are many choices. A particular choice of quantization is often
called a quantization scheme. The interested reader should consult [92, Chapter 13]
for an elementary introduction to quantization schemes. For us and many others,
the most obvious choice is the Weyl quantization.

Definition 1.4.1. Consider a Schwartz function f ∈ S(R2=). We refer to the
operator !f acting on 5 ∈ S(R=) by

!f 5 B

∫
R2=
Ff([, H) 4−c8H[ )−H"[ 5 3H 3[ (1.4.1)

as the Weyl quantization of f. The function f is called the symbol of !f .

11



Chapter 1. A Biased Introduction to Time-Frequency Analysis

Remarks.

• There is a massive amount of variation in the literature when it comes to
terminology. For instance, [41] uses the notation OpF (0) for 0 ∈ S(R2=)
and refer toOpF (0) asWeyl operators. Other authors refer to the quantization
f ↦→ !f as the Weyl transform.

• The reader should be aware that most functions on R2= that are of interest to
compute theWeyl quantization of are not inS(R2=). An example of physical
relevance is the coordinate functions fG (G, l) B G and fl (G, l) B l for
(G, l) ∈ R2=. The reason one typically starts with quantifying elements
in S(R2=) is that one can then be completely sure that expressions such as
(1.4.1) are well-defined.

An essential property of the Weyl quantization [81, Proposition 14.3.3] is that
for 5 , 6 ∈ S(R=) and f ∈ S(R2=) we have

〈!f 5 , 6〉!2 (R=) = 〈f,, (6, 5 )〉!2 (R2=) ,

where, (6, 5 ) is the cross-Wigner transform of 6 and 5 . Hence the cross-Wigner
transform is intimately connected with the Weyl quantization.

A classical result of Pool [138] states that the Weyl quantization is well-defined
as a map from !2(R2=) to the Hilbert-Schmidt operators HS B HS(!2(R=)).
Recall that the Hilbert-Schmidt operators constitute a Hilbert space with the inner
product

〈�, �〉HS B
∑
8∈�
〈�48 , �48〉,

where {48}8∈� is an orthonormal basis for !2(R=). The result of Pool [138] actually
reveals that the Weyl quantization f ↦→ !f is a bĳective isometry from !2(R2=)
toHS. Additionally, the relationship

〈!f 5 , 6〉!2 (R=) = 〈f,, (6, 5 )〉!2 (R2=) (1.4.2)

holds for all f ∈ !2(R2=) and 5 , 6 ∈ !2(R=).

Example 1.4.2. Let us compute the Weyl quantization of , ( 51, 52) for elements
51, 52 ∈ !2(R=). Then (1.4.2) and the orthogonality relation (1.3.1) shows that

〈!, ( 51, 52)61, 62〉!2 (R=) = 〈, ( 51, 52),, (62, 61)〉!2 (R2=)

= 〈 51, 62〉!2 (R=) 〈61, 52〉!2 (R=) .

On the other hand, one also has the rank-one operator 51 ⊗ 52 given by

( 51 ⊗ 52)6 B 〈6, 52〉 51,

12
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for 51, 52, 6 ∈ !2(R=). It is easy to check that

〈( 51 ⊗ 52)61, 62〉!2 (R=) = 〈 51, 62〉!2 (R=) 〈61, 52〉!2 (R=) .

As such, we can conclude that !, ( 51, 52) is precisely the rank-one operator 51 ⊗ 52.

From a conceptual standpoint, the rank-one operators are the simplest operators
in HS. The finite-rank operators are dense in HS. Hence it follows from
Example 1.4.2 that linear combinations of cross-Wigner transforms constitute a
dense subspace of !2(R2=). However, one can consider the closed proper subset

W(R2=) B
{
, 5 : 5 ∈ !2(R=)

}
⊂ !2(R2=).

In [12] the authors consider for a given f ∈ !2(R2=) the approximation problem

inf
5 ∈!2 (R=)

‖f −, 5 ‖!2 (R2=) . (1.4.3)

They show in [12, Theorem 3] that the solution to (1.4.3) is closely linked with an
eigenvalue problem. We consider this problem in the wavelet setting in Paper D.
Our approach relies more on the quantization picture, and we even derive new
results in the Euclidean case regarding the number of minimizers to (1.4.3).

We will use the notation S′(R=) for the anti-linear continuous functionals on
S(R=). One can, through the relation (1.4.2), extend the Weyl quantization for
f ∈ S′(R2=) to be an operator !f : S(R=) → S′(R=). To verify this one has to
check that , ( 5 , 6) ∈ S(R2=) whenever 5 , 6 ∈ S(R=), which is straightforward.
One can now rigorously verify that theWeyl quantization of the coordinate functions
!fG and !fl are the well known position operator and momentum operator in
quantum mechanics. Also, by using (1.4.2), it is clear that the Weyl quantization
of the function 1(G, l) B 1 is the identity operator. The following example is the
most interesting one for us.

Example 1.4.3. Consider the point measure X(G, l) ∈ S′(R2=) given by

〈X(G, l), f〉 B f(G, l), f ∈ S(R2=).

The Weyl quantization of X(G, l) is given by

〈! X (G,l) 5 , 6〉 = 〈X(G, l),, (6, 5 )〉 = , ( 5 , 6) (G, l), (1.4.4)

where 5 , 6 ∈ S(R=). If (1.4.4) reminds you of something, that is because it is
precisely equation (1.3.3) which defines the Grossmann-Royer operator. Hence
! X (G,l) = '(G, l). In particular we have

! X (0,0) = −2=%,

where % denotes the parity operator.
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Chapter 1. A Biased Introduction to Time-Frequency Analysis

Let us demonstrate how theWeyl quantization helps us to understand the cross-
Wigner transform with the following elementary result.

Proposition 1.4.4. Consider nonzero elements 61, 62, 63 ∈ !2(R=) with the re-
quirement that 61 ∉ span{62, 63}. Then there is no C ∈ [0, 1] such that there exists
a convex combination

,61 = C ·,62 + (1 − C) ·,63. (1.4.5)

Proof. The result becomes almost trivial when viewed through the lens of theWeyl
quantization. We obtain from (1.4.5) and Example 1.4.2 that the Weyl quantization
becomes

61 ⊗ 61 = C · 62 ⊗ 62 + (1 − C) · 63 ⊗ 63. (1.4.6)
Pick ℎ ∈ !2(R=) that is orthogonal to 62 and 63, but not to 61. By evaluating both
sides of (1.4.6) on ℎ we obtain the result. �

While the Weyl quantization is immensely useful, there are also other ways
of obtaining results such as Proposition 1.4.4. In Corollary C.4.6 we prove a
generalization of Proposition 1.4.4 in a setting where the Weyl quantization is not
available.

1.5 Classical Modulation Spaces

We saw in Section 1.2 that for 5 , 6 ∈ !2(R=) we have +6 5 ∈ !2(R2=). However,
it is in general not true that +6 5 ∈ ! ? (R2=) for any 1 ≤ ? < 2. As an example,
one can show that for 6(G) = 4−cG2 and the characteristic function 5 = j[0,1]= of
the cube [0, 1]= ⊂ R= we have +6 5 ∉ !1(R2=). Motivated by this, it is of interest
to investigate the functions 5 such that +6 5 ∈ ! ? (R2=) for 1 ≤ ? ≤ ∞.

Definition 1.5.1. Fix 6(G) = 4−cG
2 . Define the modulation space " ? (R=) for

1 ≤ ? ≤ ∞ to be the space of elements 5 ∈ S′(R=) such that +6 5 ∈ ! ? (R2=). We
equip the space " ? (R=) with the norm

‖ 5 ‖" ? (R=) B ‖+6 5 ‖!? (R2=) . (1.5.1)

The modulation spaces (" ? (R=), ‖ · ‖" ? (R=) ) for 1 ≤ ? ≤ ∞ are all Banach
spaces. Moreover, we have "2(R=) = !2(R=) and the inclusions

" ? (R=) ⊂ "@ (R=), 1 ≤ ? ≤ @ ≤ ∞.

The reader might wonder about the dependence on the element 6(G) = 4−cG2 . It
turns out that one obtain the same modulation spaces with equivalent norms if one
picks any other non-zero 6 ∈ S(R=) in Definition 1.5.1. The choice 6(G) = 4−cG2

is convenient for explicit computations.
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Remarks. Before moving on, let us make a few remarks regarding the generality of
our definition.

• First of all, instead of measuring the short-time Fourier transform +6 5 in
! ? (R2=) one could choose other function spaces. It is common in the
literature to consider the mixed-norm spaces ! ?,@ (R2=) for 1 ≤ ?, @ ≤ ∞
or weighted spaces ! ?F (R2=), see [41, Chapter 2.2]. Mixed and weighted
spaces will be used in Paper B, although we believe that these extensions
are mostly of a technical nature. Hence we omit them in the introduction to
simplify the exposition.

• One can relax the condition that ? ≥ 1 and consider the modulation spaces
" ? (R=) for the whole range 0 < ? ≤ ∞. However, when ? < 1 we only
obtain quasi-Banach spaces. We refer the interested reader to [148] and the
comprehensive thesis [147].

• Finally, the choice of the space R= can also be generalized. We will in
Section 2.3 and in Paper B consider modulation spaces on certain nilpotent
Lie groups. One can also consider modulation spaces " ? (�) for any locally
compact abelian group �. We will not consider this setting, and refer the
reader to the original technical report [57] and the more recent version [58].

The modulation spaces " ? (R=) for 1 ≤ ? ≤ ∞ are by (1.2.1) both time-shift
and frequency-shift invariant

‖)G 5 ‖" ? (R=) = ‖"l 5 ‖" ? (R=) = ‖ 5 ‖" ? (R=) ,

for 5 ∈ " ? (R=) and G, l ∈ R=. Moreover, themodulation spaces are also invariant
under the Fourier transform F due to the fundamental identity of time-frequency
analysis (1.2.6). In even dimensions, the equation (1.2.5) implies that

‖Ff 5 ‖" ? (R2=) = ‖ 5 ‖" ? (R2=) , 5 ∈ " ? (R2=).

Example 1.5.2. It is true that S(R=) ⊂ " ? (R=) for all 1 ≤ ? ≤ ∞. Moreover,
as long as ? < ∞ we have that S(R=) is dense in " ? (R=). However, there
are strict inclusions between S(R=) ⊂ " ? (R=) and " ? (R=) ⊂ "@ (R=) for all
1 ≤ ? ≤ @ ≤ ∞. To see that the first inclusion is strict, the function

5 (G) = 1
1 + G2

is in " ? (R=) for all 1 ≤ ? ≤ ∞, but is clearly not in S(R=). To exemplify
the second claim, the characteristic function j[0,1]= is in " ? (R=) for all ? > 1.
However, j[0,1]= is not in "1(R=). For the more general statement, we refer the
reader to [41, Proposition 2.3.26].
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Of particular interest is the space S0(R=) B "1(R=). This space is often
called the Feichtinger algebra, in reference to Hans Georg Feichtinger. Elements
in S0(R=) are continuous and bounded. Moreover, S0(R=) is closed under both
pointwise products and convolutions. The Feichtinger algebra S0(R=) is, in a way
that can be made precise [81, Theorem 12.1.9], the minimal Banach space invariant
under time-shifts and frequency-shifts.

It is the authors personal opinion that the Feichtinger algebraS0(R=) is themost
important function space in time-frequency analysis. In Example 2.2.2 we will give
an equivalent definition of the modulation spaces through decomposition spaces.
In the next section we turn to representation theory to see how time-frequency
analysis is related to the Heisenberg group.

1.6 Through the Lens of Representation Theory

The aim of this section is to consider time-frequency analysis from a more abstract
perspective. To be precise, we will try to understand the short-time Fourier trans-
form through the representation theory of the Heisenberg group. As such, we will
first recall some notions from representation theory of locally compact groups for
the readers convenience. For more on this general setting, we refer to a survey of
the author [15] and the references within.

Definition 1.6.1. A locally compact group is a locally compact Hausdorff topo-
logical space � with a group structure such that the product (G, H) ↦→ G · H and the
inversion G ↦→ G−1 for G, H ∈ � are continuous maps.

The most important fact about locally compact groups is the existence of the
Haar measures: We say that a Borel measure ` on � is left-invariant if

`(G · �) = `(�)

for all G ∈ � and all Borel sets � ⊂ �. There is a unique (up to multiplication
by a positive constant) left-invariant Radon measure `! on � called the left Haar
measure. In the same way, there exists a unique right-invariant Radon measure `'
on �. If `! = `', then we simply write ` B `! = `' and refer to the group � as
unimodular.

In practice, the preceding discussion implies that we have a well-defined mea-
sure theory setting on any locally compact group. In particular, we can for
1 ≤ ? ≤ ∞ consider the spaces ! ? (�) of measurable functions 5 : � → C

satisfying

‖ 5 ‖!? (�) B
(∫
�

| 5 (G) |? 3`! (G)
) 1
?

< ∞.
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1.6. Through the Lens of Representation Theory

For ? = ∞wemake the obvious modification to mimic the Euclidean case !∞(R=).
Examples of locally compact groups are R=, discrete groups, and Lie groups. For
time-frequency analysis the most important example is the Heisenberg group.

Example 1.6.2. Consider the topological spaceH= B R=×R=×Rwith the product(
G, l, C

)
·
(
G ′, l′, C ′

)
B

(
G + G ′, l + l′, C + C ′ + 1

2
(G ′l − Gl′)

)
.

We refer to H= as the (full) Heisenberg group of dimension =. The group opera-
tion of the Heisenberg group simulates the fundamental commutation relations in
quantum mechanics, see [92].

Often a different realization of the Heisenberg group is considered: We denote
by H=A B R= × R= × T with the product(

G, l, 42c8g
)
·
(
G ′, l′, 42c8g′

)
B

(
G + G ′, l + l′, 42c8 (g+g′)4c8 (G

′l−Gl′)
)
,

for G, G ′, l, l′ ∈ R= and g, g′ ∈ R. We refer to H=A as the (reduced) Heisenberg
group. Both groups H= and H=A are unimodular with Haar measures 3G 3l 3C and
3G 3l 3g, respectively. While the full Heisenberg group H= is simply connected,
the reduced Heisenberg group H=A is not. However, the reduced Heisenberg group
has certain integrability advantages that we will see shortly.

We are interested in representing elements in locally compact groups as well-
behaved linear transformations on some Hilbert spaceH . We restrict ourselves to
the group of unitary transformations U(H) on the Hilbert space H and give the
following definition.

Definition 1.6.3. Let � be a locally compact group and letHc be a Hilbert space.
A group homomorphism c : � →U(Hc) is called a unitary representation if the
maps

� 3 G ↦→ W6 5 (G) B 〈 5 , c(G)6〉Hc
are continuous for all 5 , 6 ∈ Hc . For a fixed 6 ∈ Hc we refer to themap 5 ↦→ W6 5

as the wavelet transform of 5 with respect to the window 6.

Of particular importance are unitary representations c : � →U(Hc) that are
irreducible, meaning that there do not exist non-trivial closed subspaces M of
Hc such that c(G) 5 ∈ M for all G ∈ � and 5 ∈ M. The irreducible unitary
representations of a locally compact group serves as the fundamental building
blocks for how the group can be represented as unitary linear operators. The
following example completely determines the irreducible unitary representations
of the reduced Heisenberg group.
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Chapter 1. A Biased Introduction to Time-Frequency Analysis

Example 1.6.4. Given the reduced Heisenberg group H=A we can first consider the
one-dimensional representations

jU,V : H=A →U(C) ' T

for U, V ∈ R given by

jU,V

(
G, l, 42c8g

)
B 42c8 (UG+Vl) ,

(
G, l, 42c8g

)
∈ H=A .

One-dimensional representations are often called characters, and it is straightfor-
ward to check that any character of H=A is of the form jU,V for some U, V ∈ R. In
addition to the characters, we have the Schrödinger representation

d : H=A →U(!2(R=))

given by

d

(
G, l, 42c8g

)
5 B 42c8g4c8Gl)G"l 5 ,

(
G, l, 42c8g

)
∈ H=A .

One can also consider the slight modifications d= : H=A → U(!2(R=)) for any
= ∈ Z \ {0} given by

d=

(
G, l, 42c8g

)
5 B 42c8=g4c8=Gl)=G"l 5 .

The impressive Stone-von Neumann Theorem [81, Corollary 9.3.5] implies that
any irreducible representation of H=A is equivalent to either jU,V for some U, V ∈ R
or d= for some = ∈ Z \ {0}.

Consider a unitary representation c : � →U(Hc) and fix 5 , 6 ∈ Hc . Notice
that we immediately get thatW6 5 ∈ !∞(�) by the elementary estimate

|W6 5 (G) | = |〈 5 , c(G)6〉Hc | ≤ ‖ 5 ‖Hc ‖c(G)6‖Hc = ‖ 5 ‖Hc ‖6‖Hc ,

for all G ∈ �. However, it is in general not true thatW6 5 ∈ !2(�). As this will
be central for many arguments, we consider the following definition.

Definition 1.6.5. Let c : � →U(Hc) be an irreducible unitary representation of
a locally compact group �. We say that c is square integrable if there exists a
non-zero 6 ∈ Hc such thatW66 ∈ !2(�). In this case, the element 6 ∈ Hc is
also referred to as square integrable.
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1.6. Through the Lens of Representation Theory

Example 1.6.6. Consider again the Schrödinger representation d of the reduced
Heisenberg group H=A . For 5 , 6 ∈ !2(R=) the wavelet transformW6 5 correspond-
ing to d is given by

W6 5

(
G, l, 42c8g

)
=

〈
5 , d

(
G, l, 42c8g

)
6

〉
!2 (R=)

= 4−2c8g4−c8Gl 〈 5 , )G"l6〉!2 (R=)

= 4−2c8g4c8Gl+6 5 (G, l).

As one can see from the calculation above, the wavelet transform corresponding
to the Schrödinger representation is essentially just the short-time Fourier trans-
form. As such, we can immediately conclude from (1.2.2) that the Schrödinger
representation is square integrable since

‖W6 5 ‖2!2 (H=A )
=

∫
R=

∫
R=

∫
T
|W6 5 (G, l, g) |2 3G 3l 3g

=

∫
R2=
|+6 5 (G, l) |2 3G 3l

= ‖ 5 ‖2
!2 (R=) ‖6‖

2
!2 (R=) .

It is also possible to define a Schrödinger representation for the full Heisenberg
group H=, see [81, Chapter 9] for details. However, it is only on the reduced
Heisenberg group H=A that the Schrödinger representation is square integrable.
This is the main reason we consider the reduced Heisenberg group H=A instead of
the full Heisenberg group H=.

Assume that c : � → U(Hc) is a square integrable representation where
6 ∈ Hc is a square integrable element. It follows from [15, Proposition 2.21] that
W6 5 ∈ !2(�) for all 5 ∈ Hc . As such, we can ask whether the map

Hc 3 5 ↦→ W6 5 ∈ !2(�)

is an isometry. The following classical theorem of Duflo and Moore establishes
that the answer is affirmative up to a constant.

Theorem 1.6.7 (Duflo-Moore Theorem). Consider a square integrable representa-
tion c : � →U(Hc). There exists a unique self-adjoint, positive, densely defined
operator �c : D(�c) ⊂ Hc →Hc with a densely defined inverse such that:

• An element 6 ∈ Hc \ {0} is square integrable precisely when 6 ∈ D(�c).

• For 61, 62 ∈ D(�c) and 51, 52 ∈ Hc we have the orthogonality relation

〈W61 51,W62 52〉!2 (�) = 〈 51, 52〉Hc 〈�c61, �c62〉Hc . (1.6.1)
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Chapter 1. A Biased Introduction to Time-Frequency Analysis

A square integrable element 6 ∈ Hc is called admissible1 if ‖�c6‖Hc = 1.
For unimodular groups� the Duflo-Moore Theorem implies that square integrable
representations c : � → U(Hc) satisfy �c = 2c · �3c for some 2c > 0. In the
case of the Schrödinger representation d of the reduced Heisenberg group H=A we
have that 2d = 1. Hence (1.6.1) is really just the orthogonality relations (1.2.2) in
disguise for the Schrödinger representation.

The name wavelet transform comes from wavelet analysis. It should there-
fore not come as a surprise that we can describe wavelet analysis in terms of
representation theory. By doing this, we also emphasize the similarities between
time-frequency analysis and wavelet analysis.

Example 1.6.8. Recall that the affine group Aff B R × R+ for R+ B (0,∞) is the
locally compact group with the product

(G, 0) ·Aff (H, 1) B (G + 0H, 01), (G, 0), (H, 1) ∈ Aff.

We will discuss the affine group in more detail in Section 3.3.
An important representation of the affine group is the wavelet representation

c : Aff→U(!2(R)) given by

c(G, 0) 5 (C) B 1
√
0
5

( C − G
0

)
, (G, 0) ∈ Aff. (1.6.2)

The wavelet representation is not irreducible, but consists of the two irreducible
subspaces �+ and �− where

�± B { 5 ∈ !2(R) : supp (F 5 ) ⊂ R±}

Let us for simplicity consider the irreducible representation of c restricted to �+.
The wavelet transform corresponding to the wavelet representation is given by

W6 5 (G, 0) B 〈 5 , c(G, 0)6〉!2 (R) =
1
√
0

∫ ∞

−∞
5 (C)6

( C − G
0

)
3C, (1.6.3)

for 5 , 6 ∈ �+. The reader surely recognizes W6 5 as the continuous wavelet
transform in classical wavelet analysis. In fact, the continuous wavelet transform
is the prototypical example of a wavelet transform in the general setting.

The Duflo-Moore operator �c corresponding to the wavelet representation c
on �+ is the Fourier multiplier given by

�c6 = F −1
(

1
√
0
F 6(0)

)
, 6 ∈ D(�c).

1The terminology is not always consistent in the literature. In fact, in Paper E we use the
terminology admissible for what we here have called square integrable.
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1.7. Reproducing Kernel Hilbert Spaces

As such, an element 6 ∈ �+ is square integrable if and only if∫ ∞

0

|F 6(0) |2
|0 | 30 < ∞.

1.7 Reproducing Kernel Hilbert Spaces

We have throughout this introductory chapter been interested in the short-time
Fourier transform. We now consider the image space

+6 (!2(R=)) B {+6 5 : 5 ∈ !2(R=)} ⊂ !2(R2=), (1.7.1)

for a non-zero element 6 ∈ !2(R=). We refer to +6 (!2(R=)) as the Gabor space
corresponding to the window function 6.

More generally, we can for a square integrable representation c : � →U(Hc)
consider the wavelet space

W6 (Hc) B {W6 5 : 5 ∈ Hc} ⊂ !2(�), (1.7.2)

where 6 ∈ Hc is square integrable. Sometimes it is convenient to require that 6 is
additionally admissible as we do in Paper C. However, this is only for convenience
as any non-zero scalar multiple of 6 will give the same wavelet space. Let us for the
moment work with the general wavelet space, and then restrict to the Gabor spaces
afterwards. We will be interested in the following property of wavelet spaces.

Definition 1.7.1. A reproducing kernel Hilbert space H is a Hilbert space of
functions 5 : - → C on a set - such that the evaluation functionals

�G ( 5 ) B 5 (G), G ∈ -,

are well-defined and bounded. If the evaluation functions {�G}G∈- are uniformly
bounded, then we refer toH as uniform.

For a reproducing kernel Hilbert spaceH one can, by the Riesz Representation
Theorem, for each G ∈ - find an element :G ∈ H such that

5 (G) = 〈 5 , :G〉H , 5 ∈ H .

The element :G is called the point kernel for G ∈ - . The function  : - × - → C
given by

 (G, H) B 〈:H , :G〉H (1.7.3)

is called the reproducing kernel for H . Notice that if 5= → 5 in the norm on H ,
then we automatically get pointwise convergence since

| 5= (G) − 5 (G) | = |〈 5= − 5 , :G〉| ≤ ‖ 5= − 5 ‖H ‖:G ‖H → 0.
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Chapter 1. A Biased Introduction to Time-Frequency Analysis

Example 1.7.2. The Bargmann-Fock space F 2(C=) is the Hilbert space consisting
of all holomorphic functions � on C= such that

‖�‖F2 B

√∫
C=
|� (I) |24−c |I |2 3I < ∞.

The inner product on F 2(C=) is given by

〈�, �〉F2 B

∫
C=
� (I)� (I)4−c |I |2 3I.

The Bargmann-Fock space F 2(C=) is a reproducing kernel Hilbert space with the
point kernel for F ∈ C= given by

:F (I) = 4cFI , I ∈ C=.

By considering � (I) = I1 for I B (I1, . . . , I=) ∈ C= it is clear that F 2(C=) is not
uniform.

As the reader probably suspects, we have the following result.

Proposition 1.7.3. Let c : � →U(Hc) be a square integrable representation and
fix a square integrable element 6 ∈ Hc . The wavelet spaceW6 (Hc) is a uniform
reproducing kernel Hilbert spaces with reproducing kernel

 (G, H) =W6 (c(H)6) (G), G, H ∈ �.

For a simple proof of Proposition 1.7.3 we refer to the proof of Proposi-
tion C.3.3. Finally, let us consider the question of whether the wavelet spaces have
an interpolation property.

Definition 1.7.4. Let H be a reproducing kernel Hilbert space on the set - with
reproducing kernel  . We say that H is fully interpolating if for any < ∈ N and
any set

Ω B {G1, . . . , G<} ⊂ -

with |Ω| = < the < × < matrix

 Ω B
{
 (G8 , G 9)

}<
8, 9=1

is strictly positive definite.
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1.7. Reproducing Kernel Hilbert Spaces

The definition above probably requires some explanation. That a reproducing
kernelHilbert spaceH is fully interpolating is equivalent to the following condition:
For finitely many points Ω B {G1, . . . , G<} ⊂ - and possibly non-distinct scalars
_1, . . . , _< ∈ C there is a function � ∈ H such that � (G8) = _8 for all 8 = 1, . . . , <.

A relatively straightforward computation shows the Gabor space +6 (!2(R=))
with 6(G) = 2 =4 4−cG2 is fully interpolating. What about the other Gabor spaces?
We show in Proposition C.6.1 that this question is equivalent to the well known
HRT-conjecture:

Conjecture (Heil-Ramanathan-Topiwala). Is the set

{"l)G6} (G,l) ∈R2=

linearly independent in !2(R=) for all non-zero 6 ∈ !2(R=)?
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Chapter 2

In the Business of Constructing
Function Spaces

As described in Section 1.5, the modulation spaces " ? (R=) on R= for 1 ≤ ? ≤ ∞
play an important role in time-frequency analysis. From a more abstract per-
spective, the modulation spaces are a special case of decomposition spaces. The
origin of decomposition spaces can be found in the papers [56, 59]. Decomposi-
tion spaces have a geometric flavor, and are general enough to encompass many
interesting function spaces.

In this chapter, we aim to introduce decomposition spaces from the perspective
of large scale geometry. By doing this, we lay the groundwork for Paper A and
Paper B. In Section 2.1 we review some basic notions from large scale geometry
for the readers convenience. In Section 2.2 we define and discuss decomposition
spaces as a general class of function spaces. Finally, in Section 2.3 we define
stratified Lie groups and develop some basic properties in preparation for Paper B.

2.1 Basic Facts From Large Scale Geometry

We begin by giving some elementary definitions from large scale geometry. Large
scale geometry is interested in the geometry of spaces when they are viewed from
“far away”. We will utilize large scale geometry when discussing decomposition
spaces in Section 2.2. The reader should consult the standard reference on large
scale geometry [133] for a more thorough introduction to the topic.

Definition 2.1.1. Let (-, 3- ) and (/, 3/ ) be two metric spaces. We say that a
map 5 : - → / is a quasi-isometric embedding if there exist constants �, ! > 0
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2.1. Basic Facts From Large Scale Geometry

such that for all G, H ∈ - we have

1
!
3- (G, H) − � ≤ 3/ ( 5 (G), 5 (H)) ≤ !3- (G, H) + �.

Remark. Notice that 5 does not need to be injective nor surjective to be a quasi-
isometric embedding; a trivial example is any map between finite metric spaces. A
quasi-isometric embedding does not even need to be continuous; the map sending
G ∈ R= to the nearest point on the integer lattice Z= is a quasi-isometric embedding
that is not continuous.

We say that # ⊂ / is a net in (/, 3/ ) if there exists an absolute constant � > 0
such that for any H ∈ / there exists an = ∈ # with 3/ (H, =) ≤ �. This leads to the
following definition.

Definition 2.1.2. Let (-, 3- ) and (/, 3/ ) be twometric spaces. A quasi-isometric
embedding

5 : (-, 3- ) → (/, 3/ )

is said to be a quasi-isometry if the image 5 (-) ⊂ / is a net in (/, 3/ ). If a
quasi-isometry between (-, 3- ) and (/, 3/ ) exists, then (-, 3- ) and (/, 3/ ) are
called quasi-isometric.

The notion of being quasi-isometric is an equivalence class on the collection
of all metric spaces. The following example illustrates that quasi-isometries can
be radically different from traditional isometries.

Example 2.1.3. It is clear that the inclusion map 8 : Z= → R= is a quasi-isometry.
Hence two metric spaces of different cardinalities can be quasi-isometric. The
intuition is that Z= looks more and more like R= when zooming out.

We say that two maps 5 , 6 : (-, 3- ) → (/, 3/ ) are close if there exists a
constant � > 0 such that

3/ ( 5 (G), 6(G)) < �,

for all G ∈ - . The following equivalent characterization of quasi-isometries is
straightforward to show.

Proposition 2.1.4. Let 5 : (-, 3- ) → (/, 3/ ) be a quasi-isometric embedding
between two metric spaces. The map 5 is a quasi-isometry if and only if there
exists a quasi-isometric embedding 6 : (/, 3/ ) → (-, 3- ) such that 5 ◦6 and 6◦ 5
are close to the identity maps �3- and �3/ , respectively.

Remark. There are a lot of structural similarities between quasi-isometries and
homotopy equivalences in algebraic topology. While homotopy equivalences relax
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Chapter 2. In the Business of Constructing Function Spaces

the notion of homeomorphisms between topological spaces, quasi-isometries relax
the notion of classical isometries between metric spaces. In this analogy, closeness
of quasi-isometric embeddings corresponds to homotopic maps. Both notions
of equivalence are not cardinality dependent, e.g. R= is homotopy equivalent to
a point. The motivations for quasi-isometries and homotopy equivalences are
also similar, namely to study invariant properties of spaces. In the same way
that homotopy equivalences preserve homology and cohomology groups, quasi-
isometries preserve several metric space invariants such as asymptotic dimension
and hyperbolicity. We will study these metric space invariants in Paper A.

In the next section we are interested in a special class of metric spaces that we
now develop.

Definition 2.1.5. Let Q B (&8)8∈� be a collection of subsets of a non-empty set -
such that ∪8∈�&8 = - . Define the admissibility constant #Q as

#Q B sup
8∈�
|8∗ |, 8∗ B

{
9 ∈ � : &8 ∩& 9 ≠ ∅

}
.

We say that Q is an admissible covering if #Q < ∞.

We refer to 8∗ as the set of neighboring indexes of 8 ∈ �. Conceptually, the
requirement #Q < ∞ ensures that admissible coverings are not too clustered.

Example 2.1.6. For examples of admissible coverings we refer the reader to Ex-
ample A.2.4, Example A.2.8, and Example A.2.9. For a counterexample, consider
- B �(0, 1) \ {0} ⊂ R2 and start with the two sets in polar coordinates

&1,1 B

{
(A, q) ∈ - :

1
2
≤ A ≤ 1, 0 ≤ q ≤ c

}
,

&1,2 B

{
(A, q) ∈ - :

1
2
≤ A ≤ 1, c ≤ q ≤ 2c

}
.

We refer to {&1,1, &1,2} as the first layer. The second layer will have radius
values 1/4 ≤ A ≤ 1/2. More generally, the =’th layer will have radius values
1/2= ≤ A ≤ 1/2=−1. As we go further inwards, we rapidly divide the length of the
angles. More precisely, for the =’th layer we divide [0, 2c] into (= + 1)! elements.
Hence we have a collection Q B (&=,:)=∈N where : = 1, . . . , (= + 1)! for each
= ∈ N. It is clear that Q is a covering of - . However, Q is not an admissible
covering since��{(=, :) : & (<,0) ∩& (=,:) ≠ ∅

}�� ≥ ��{: : & (<,0) ∩& (<+1,:) ≠ ∅
}�� = < + 1.
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2.1. Basic Facts From Large Scale Geometry

Figure 2.1: The first three layers of the non-admissible covering.

Let us connect the admissible coverings with concepts from large scale geom-
etry. Firstly, we need to associate to any admissible covering a metric space. To
do this, we use the terminology Q-chain to refer to a sequence &81 , . . . , &8: ∈ Q
such that &8; ∩&8;+1 ≠ ∅ for every 1 ≤ ; ≤ : − 1. If G ∈ &81 and H ∈ &8: , then we
call the sequence &81 , . . . , &8: a Q-chain of length : between G and H. We use the
notation Q(:, G, H) to denote the (possibly empty) set of all Q-chains of length :
between G and H. With this, we have the following definition.

Definition 2.1.7. Let Q B (&8)8∈� be an admissible covering on - . Define 3Q to
satisfy 3Q (G, G) B 0 for G ∈ - and

3Q (G, H) B inf {: : Q(:, G, H) ≠ ∅} , G, H ∈ -, G ≠ H,

where we use the convention that infimum over an empty set is infinity. We refer
to 3Q as the associated metric to the covering Q.

Despite the name, it is possible that 3& (G, H) = ∞ for some G, H ∈ - . As
an example, consider Q B {&,&2} where both & and &2 are non-empty. Then
3& (G, H) = ∞whenever G ∈ & and H ∈ &2 . To ensure that the associated metric 3Q
is in fact a metric in the classical sense, we need to require that for all G, H ∈ - there
exists : ∈ N such that Q(:, G, H) is non-empty. We refer to admissible coverings
that satisfy this criterion as concatenations.
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Chapter 2. In the Business of Constructing Function Spaces

Now that we have a metric space (-, 3Q) associated to any concatenation we
can apply the theory from large scale geometry to coverings. This is investigated
in detail in Paper A.

2.2 Decomposition Spaces

The goal of this section will be to give a conceptual overview of decomposition
spaces. Moreover, we will use the notions from large scale geometry developed in
Section 2.1 to discuss geometric embeddings between decomposition spaces. This
is a novel concept that is investigated in Paper A and Paper B. We omit some details
in the following definitions for brevity. Precise definitions are given in Section A.4.

Let Q B (&8)8∈� be an admissible covering on a locally compact space - .
We say that a collection of non-negative continuous functions Φ B (i8)8∈� is a
bounded admissible partition of unity for Q if supp(i8) ⊂ &8 and for every G ∈ -
we have ∑

8∈�
i8 (G) = 1.

For simplicity, we refer to Φ as a Q-BAPU.
Definition 2.2.1. Let Q B (&8)8∈� be a concatenation on a locally compact space
- with a Q-BAPU Φ B (i8)8∈� . We consider a Banach space (�, ‖ · ‖�), where
� is a subspace of a set of distributions on - . Let (., ‖ · ‖. ) be a Banach space
consisting of sequences on the index set �. The decomposition space D(Q, �,. )
consists of all distributions 5 such that

‖ 5 ‖D(Q,�,. ) B


 (‖ 5 · i8 ‖�)8∈� 

. < ∞. (2.2.1)

We refer to � as the local component of D(Q, �,. ), while . is called the global
component of D(Q, �,. ).

The idea behind decomposition spaces is that we are looking for distributions
that are locally well-behaved with respect to (�, ‖ · ‖�), while being globally well-
behaved with respect to (., ‖ · ‖. ). Under suitable assumptions on Φ, �, and . ,
the decomposition space D(Q, �,. ) does not depend on the choice of bounded
admissibly partition of unity Φ. However, it heavily depends on the choice of the
concatenation Q.

The decomposition spaceD(Q, �,. ) is a Banach space with the norm (2.2.1).
Moreover, the dual space of D(Q, �,. ) is also a decomposition space and can be
identified with

D(Q, �,. )∗ ' D(Q, �∗, . ∗).
In particular, if both � and . are reflexive Banach spaces, then D(Q, �,. ) is a
reflexive Banach space as well.
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Example 2.2.2. Some of the most well known examples of decomposition spaces,
like the modulation spaces and the Besov spaces, are not precisely of the form in
Definition 2.2.1. They instead incorporate the Fourier transform in their definition.
For the case of the modulation spaces " ? (R=) we can use the covering

Q B ( [−1, 1]= + :):∈Z=

on R= and the norm

‖ 5 ‖DF (Q,!? ,;?) B



(

F −1 (F 5 · i:)




!? (R=)

)
:∈Z=





;? (Z=)

, (2.2.2)

where Φ B (i:):∈Z= is a Q-BAPU. The norm (2.2.2) is equivalent to the norm on
" ? (R=) given in (1.5.1).

More generally than Example 2.2.2, we denote decomposition spaces on R=
that use the Fourier transform as in (2.2.2) by DF (Q, ! ?, . ). Here . is a general
global component, 1 ≤ ? ≤ ∞, and Q is a concatenation on R=. The space
DF (Q, ! ?, . ) is called a F -type decomposition space. For more details we refer
the reader to Subsection A.4.1.

To weave together the material in Section 2.1 with decomposition spaces, we
consider embeddings between decomposition spaces that play well with the large
scale geometry of the underlying coverings. While we give a precise definition
in Paper A for this, let us give an intuitive description here. As the definition
we give does not depend on whether we consider decomposition spaces or F -
type decomposition spaces, we restrict ourselves to decompositions spaces for
simplicity.

Let - and / be locally compact spaces with concatenations Q and P, respec-
tively. We can consider two decomposition spacesD(Q, �1, .1) andD(P, �2, .2)
and a Banach space embedding

� : D(Q, �1, .1) → D(P, �2, .2).

The map � is called a geometric embedding if � induces a quasi-isometric embed-
ding �∗ : (-, 3Q) → (/, 3P) between the associated metric spaces (-, 3Q) and
(/, 3P). What we have described here is really a consequence of the more careful
definition of a geometric embedding, see Definition A.4.5. However, it is really
this consequence we are interested in. From a geometric standpoint, geometric em-
beddings between decomposition spaces are Banach space embeddings that respect
the large scale geometric structure of the underlying coverings.

Parts of Paper A and Paper B are dedicated to determine the existence of
geometric embeddings between decomposition spaces. To show non-existence, a
strategy is to prove that there is no quasi-isometric embedding between the underly-
ing metric spaces. As an example, we derive the following result in Theorem A.5.2
for the classical modulation spaces:
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Chapter 2. In the Business of Constructing Function Spaces

Theorem 2.2.3. For any 1 ≤ ?, @ ≤ ∞ there is a tower of geometric embeddings

" ?,@ (R) −→ " ?,@ (R2) −→ · · · −→ " ?,@ (R=) −→ · · · ,

while there are no geometric embeddings in the other direction. As a consequence,
the Feichtinger algebra S0(R) B "1,1(R) embeds geometrically into any modu-
lation space " ?,@ (R=) for 1 ≤ ?, @ ≤ ∞ and = ∈ N.

2.3 Modulation Spaces on Stratified Lie Groups

In Paper B we study U-modulation spaces on certain stratified Lie groups. As this
is a technical topic, we go through modulation spaces on stratified Lie groups as
a special case. We refer the reader to [27, 28, 30, 54, 91, 93, 94, 95] for more
on U-modulation spaces in the Euclidean setting. Let us quickly recall some basic
notions for stratified Lie groups.

Definition 2.3.1. Let� be a Lie group that is both connected and simply connected.
We say that � is stratified if its Lie algebra g can be given a stratification

g = +1 ⊕ · · · ⊕ +B, [+1, + 9] =
{
+ 9+1, if 9 = 1, . . . , B − 1
{0}, if 9 = B

.

The two numbers B and : B dim(+1) are invariant under the choice of strat-
ification and are called the step and rank of �, respectively. A stratified group is
nilpotent, and hence also unimodular.

An important tool for stratified Lie groups is the fact that the exponential map
exp� : g→ � is a global diffeomorphism. As such, we can represent any stratified
Lie group � as (R=, ∗�) for = = dim(�) and a product ∗� . The product ∗� is
polynomial and thus relatively concrete to work with. Under the identification with
the exponential map we have that !2(�) is identified with !2(R=). Moreover,
we can, due to the polynomial nature of the exponential map, define the Schwartz
space S(�) on � as simply the usual space S(R=). Phrased another way, we have
the following observation:

Neither the space !2(�) nor the space S(�) really sees the geometry of �. If we
have another stratified group � with dim(�) = dim(�) = =, then we can identify

!2(�) = !2(�) = !2(R=) and S(�) = S(�) = S(R=).

This leads to a natural question: Is there a nice space (or class of spaces) on a
stratified group that detects the geometry of the group? We show in Paper B that
the answer is affirmative for the U-modulation spaces. In this introductory section,
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2.3. Modulation Spaces on Stratified Lie Groups

we are content with defining the modulation spaces " ?,@ (�) for 1 ≤ ?, @ ≤ ∞
that corresponds to the case U = 0.

Recall that in Example 2.2.2 we used the covering Q B ( [−1, 1]= + :):∈Z=
to define the modulation spaces " ?,@ (R=). To generalize this, we first need to
pick an analogue to the “reference set” [−1, 1]=. A suitable way to do this for a
general stratified Lie group (R=, ∗�) is to pick a homogeneous quasi-norm ‖ · ‖
and consider the reference set given by the unit ball

� ‖ · ‖ (0, 1) B {G ∈ R= : ‖G‖ < 1}.

We refer to Definition B.2.2 for the definition of a homogeneous quasi-norm.
Another obstacle is that we do not necessarily have a natural analogue of Z=.

In fact, not every stratified Lie group possess lattices. However, we can bypass this
obstacle with the following construction: Consider the collection:{

G ∗� � ‖ · ‖ (0, 1)
}
G∈R= =

{
� ‖ · ‖ (G, 1)

}
G∈R= . (2.3.1)

It is obvious that the collection (2.3.1) is not an admissible covering. However, we
show in Lemma B.3.4 that it is always possible to find elements {G8}8∈� ⊂ R= such
that the sub-collection

U(�) B
{
� ‖ · ‖ (G8 , 1)

}
8∈�

is a concatenation.
To continue towards a definition of modulation spaces on (R=, ∗�) we need

the existence of a U(�)-BAPU. For this, we actually need to restrict to rational
groups that have step less than or equal to two. We say that a stratified Lie group
� is rational if there exists a lattice in �. Although we hope that this restriction
can be lifted in the future, we need these conditions for now. We refer to a rational
stratified Lie group of step less than or equal to two as an admissible Lie group for
simplicity. With this in place, we can define the modulation spaces " ?,@ (�) as
follows:

Definition 2.3.2. Let (R=, ∗� , ‖·‖) be an admissible Lie groupwith a homogeneous
quasi-norm ‖ · ‖. Fix a U(�)-BAPU Φ B (i8)8∈� for (R=, ∗� , ‖ · ‖). The
generalized modulation space " ?,@ (�) for 1 ≤ ?, @ ≤ ∞ consists of appropriate
distributions 5 on R= that satisfy the condition

‖ 5 ‖" ?,@ (�) B



(‖F −1 (i8 · F 5 ) ‖!?

)
8∈�





;@ (� )

< ∞.

We have been purposely vague with regard to what we mean by “appropriate
distributions” to simplify the exposition. The reader should rest assured that all
the technical details are carefully explained in Paper B. We also develop basic
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Chapter 2. In the Business of Constructing Function Spaces

properties of the spaces " ?,@ (�) in Paper B. For ? = @ = 1 we obtain the space
S0(�) as a direct analogue to the Feichtinger algebra S0(R=). A special case of
the main result of Paper B given in Theorem B.5.6 can be stated as follows:

Corollary 2.3.3. Let (R=, ∗�) be an admissible Lie group. Assume that the spaces
S0(�) and S0(R=) coincide, that is,

S0(�) = S0(R=).

Then (R=, ∗�) is isomorphic to (R=, +) where + denotes the usual addition on R=.
Hence the Feichtinger algebra can detect the geometry of the group.

Remark. Recently, there has been increased interest in extending classical time-
frequency analysis to the nilpotent setting. We refer the reader to [83] where certain
modulation spaces are constructed on nilpotent Lie groups from the perspective of
coorbit theory.
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Chapter 3

From Classical to Quantum
Harmonic Analysis

In this chapter, the aim is to give a short introduction to quantum harmonic analysis.
We have already started to lay the groundwork for this in Section 1.4. One can trace
the origin of modern quantum harmonic analysis back to the paper [153]. While
this is a rather specialized topic, we hope to convince the reader that the viewpoint
of quantum harmonic analysis is both natural and valuable.

In Section 3.1 we will explain the Fourier Wigner transform and how this
connects with theWeyl quantization and the symplectic Fourier transform. We will
introduce operator convolutions in Section 3.2 and develop some basic properties.
Finally, in Section 3.3 we will move towards the affine setting and set up the affine
Weyl quantization and the affine Wigner distribution. This is the starting point for
Paper D and Paper E.

3.1 The Fourier Wigner Transform

The aim of quantum harmonic analysis is to extend the basic objects in harmonic
analysis, namely the Fourier transform and convolutions, to the operator setting.
By doing this in the correct way, one obtains a framework able to represent objects
such as the short-time Fourier transform and localization operators in an elegant
manner.

In this section we will explain how one obtains an operator-theoretic version
F, of the symplectic Fourier transform Ff . The approach to do this is based on
the representation-theoretic viewpoint we developed in Section 1.6. For a Hilbert
spaceH we will denote by B(H) the space of bounded linear operators onH .

Definition 3.1.1. Let c : � → U(Hc) be a unitary representation of a locally
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Chapter 3. From Classical to Quantum Harmonic Analysis

compact group �. The integrated representation of c is the map

c̃ : !1(�) → B(Hc)

given by

c̃( 5 )k B

∫
�

5 (G) · c(G)k 3`! (G), k ∈ Hc .

The integrated representation satisfies the property

c̃( 5 ∗� 6) = c̃( 5 ) ◦ c̃(6),

where ∗� denotes the convolution product

( 5 ∗� 6) (G) B
∫
�

5 (H)6(H−1G) 3`! (H), (3.1.1)

where 5 , 6 ∈ !1(�) and G ∈ �. Let us see how this construction manifests itself
for the Schrödinger representation d of the reduced Heisenberg group.

Example 3.1.2. Consider the integrated Schrödinger representation

d̃ : !1(H=A ) → B(!2(R=))

given by

d̃( 5 )k =
∫
R2=

∫ 1

0
5 (G, l, 42c8g)42c8g4−c8Gl"l)Gk 3g 3G 3l.

Notice that any 5 ∈ !1(H=A ) of the form 5 (G, l, 42c8g) = 5 (G, l, 1) for all g ∈ [0, 1]
satisfies d̃( 5 ) = 0. To avoid this, we restrict to the subspace * ⊂ !1(H=A ) of
functions of the form

5 (G, l, 42c8g) = 6(G, l)4−2c8g ,

for some 6 ∈ !1(R2=). Then the integrated Schrödinger representation for 5 ∈ *
becomes

d̃( 5 )k =
∫
R2=

6(G, l)4−c8Gl"l)Gk 3G 3l. (3.1.2)

Due to the clear correspondence * ↔ !1(R2=) we will simply write d̃( 5 ) for
5 ∈ !1(R2=) for simplicity when we consider (3.1.2).
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3.1. The Fourier Wigner Transform

An important observation is that the integrated Schrödinger representation d̃ is
an isometry when viewed as a map

d̃ : !1(R2=) ∩ !2(R2=) → HS(!2(R=)),

where the left-hand side is equipped with the !2-norm. In fact, it follows from e.g.
[68, Theorem 1.30] that d̃ extends to a unitary map

d̃ : !2(R2=) → HS(!2(R=)).

Hence the following definition is well-defined.

Definition 3.1.3. For an operator ) ∈ HS(!2(R=)) the function

F, ()) B d̃−1()) ∈ !2(R2=)

is called the Fourier Wigner transform of ) .

The Fourier Wigner transform is thus a unitary operator

F, : HS(!2(R=)) → !2(R2=).

This should be viewed as the Plancherel Theorem in quantum harmonic analysis.

Definition 3.1.4. Let ( be a compact operator on a separable Hilbert spaceH and
let 1 ≤ ? ≤ ∞. We say that ( is a Schatten-class operator of order ? if the sequence
of singular values {B= (()}=∈N of ( belongs to ; ? (N). For ? = 1 we say that ( is
a trace-class operator. For ? = 2 the operator ( is precisely a Hilbert-Schmidt
operator.

Recall that the symplectic Fourier transform Ff maps functions in !1(R2=) to
continuous functions on R2= that vanishes at infinity. The analogous statement for
quantum harmonic analysis [125, Proposition 6.5] is that F, (() is continuous on
R2= and vanish at infinity whenever ( is a trace-class operator.

Let {4=}=∈N be an orthonormal basis for the Hilbert space H . Then for a
trace-class operator ( we can define the trace of ( as the complex number

tr(() B
∑
=∈N
〈(4=, 4=〉H . (3.1.3)

It should come as no surprise that the trace in (3.1.3) does not depend on the choice
of orthonormal basis, see [67, Appendex A]. It is important to realize that any
trace-class operator is also a Hilbert-Schmidt operator. For trace-class operators
we have the following result, see [125, Proposition 6.2].
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Proposition 3.1.5. For a trace-class operator ( the Fourier Wigner transform
F, (() is given by

F, (() (G, l) = 4−c8Gl · tr ("−l)−G() . (3.1.4)

Example 3.1.6. Consider a rank-one operator i ⊗ [ for i, [ ∈ !2(R=). A simple
computation based on (3.1.4) shows that

F, (i ⊗ [) (G, l) = 4c8Gl+[i(G, l),

where +[i is the short-time Fourier transform. More generally, consider a finite-
rank operator

( B
<∑
8=1

i8 ⊗ [8

where i8 , [8 ∈ !2(R=) for 8 = 1, . . . , <. The Fourier Wigner transform of ( is
given by

F, (() (G, l) =
<∑
8=1
F, (i8 ⊗ [8) = 4c8Gl

<∑
8=1
+[8i8 (G, l).

Recall from Section 1.4 that any Hilbert-Schmidt operator ( on !2(R=) can
be uniquely written as ( = !f for some f ∈ !2(R2=). For simplicity we write
( = (f when we want to emphasize the symbol f of (. We end this section with
the following elegant relationship between the Fourier Wigner transform and the
Weyl quantization.

Theorem 3.1.7. Let (d be a Hilbert-Schmidt operator on !2(R=) with symbol d.
Then d is given by

d = FfF, ((d), (3.1.5)

where Ff is the symplectic Fourier transform.

Proof. Recall that finite-rank operators are dense in the space of all Hilbert-Schmidt
operators. Hence it suffices to prove (3.1.5) in the case of rank-one operators since
both Fourier transforms F, and Ff are unitary transformations. Let ( B i ⊗ [
for i, [ ∈ !2(R=). Then, as we saw in Example 3.1.6, we have

F, (() (G, l) = 4c8Gl+[i(G, l)

for (G, l) ∈ R2=. On the other hand, it follows from Example 1.4.2 that the symbol
of ( is, (i, [), where, is the cross-Wigner transform. Hence the conclusion of
Theorem 3.1.7 follows from (1.3.2). �
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3.2. Operator Convolutions

There are many other properties of the FourierWigner transform that have been
investigated. We refer the reader to [125, Proposition 6.6] for an operator-theoretic
version of the Hausdorff-Young inequality for the Fourier Wigner transform. In the
next section, we will see how the Fourier Wigner transform interacts with certain
operator convolutions.

3.2 Operator Convolutions

Central to classical harmonic analysis is the notion of convolution. Recall that for
a locally compact group � the space !1(�) is an algebra under the convolution
product ∗� in (3.1.1). An important property is that ∗� detects whether or not the
group � is commutative; the convolution product ∗� is commutative if and only if
� is a commutative group, see [47, Theorem 1.6.4]. Moreover, in the case where
� = R2=, the symplectic Fourier transform Ff satisfies the formula

Ff ( 5 ∗R2= 6) = Ff 5 · Ff6 (3.2.1)

for 5 , 6 ∈ !1(R2=). If there is no cause for confusion, we will simply write 5 ∗ 6
instead of 5 ∗R2= 6 for the convolution on the group R2=.

The goal of this section is to extend the convolution (3.1.1) to the setting of
operators. Firstly, we would like to define a convolution between a function 5 and
an operator (. To mimic (3.1.1) we need to be able to shift the operator ( in an
appropriate way.

Definition 3.2.1. Write I B (G, l) ∈ R2= and c(I) B "l)G . Then we can for
any bounded operator � ∈ B(!2(R=)) define the shift UI (�) by I as the bounded
operator given by the conjugation

UI (�) B c(I)�c(I)∗.

The reader can verify that we have the elementary property UIUF = UI+F . We
can now define the convolution between a function and an operator as follows.

Definition 3.2.2. Let 5 ∈ !1(R2=) and let ( be a trace-class operator on !2(R=).
The (function-operator) convolution 5 ★ ( is the trace-class operator on !2(R=)
acting on i ∈ !2(R=) by

( 5 ★ ()i B
∫
R2=

5 (I)UI (()i 3I. (3.2.2)

We remark that (3.2.2) should be interpreted as a vector-valued integral, see
[125, Section 2.3] for details. The fact that 5 ★ ( is a trace-class operator follows
from [125, Proposition 2.5]. If we have two elements 5 , 6 ∈ !1(R2=), then
a straightforward computation shows that the two expressions ( 5 ∗ 6) ★ ( and
5 ★ (6 ★ () coincide.
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Example 3.2.3. Let us consider the case when ( B i ⊗ i for some i ∈ !2(R=).
Then for 5 ∈ !1(R2=) we have

( 5 ★ ()k =
∫
R2=

5 (I)UI (i ⊗ i)k 3I

=

∫
R2=

5 (I)+ikc(I)i 3I

= Ai

5
k,

where Ai

5
is the localization operator given in (1.2.9). As such, localization

operators are a special case of operators that can be investigated through operator
convolutions.

We would also like to define the convolution between two operators ( and ) .
To do this, we will first need to extend the parity operator % to the operator setting.

Definition 3.2.4. Given an operator � ∈ B(!2(R=)) we can define the flipped
operator �̌ as

�̌ B %�%∗ = %�%,

where % is the parity operator %6(G) B 6(−G) for 6 ∈ !2(R=).

It is clear that flipping an operator is an idempotent operation, i.e. ˇ̌
� = �. The

purpose of the parity operator is to make the convolution between two operators
commutative.

Definition 3.2.5. Let ( and ) be two trace-class operators on !2(R=). The
(operator-operator) convolution ( ★) is an integrable function on R2= given by

(( ★)) (I) B tr
(
( ◦ UI

(
)̌
) )
, I ∈ R2=.

We refer the reader to [125, Lemma 4.1] for a proof of the integrability of (★) .
The following result, which follows from a straightforward computation, shows
that the new convolutions are compatible.

Theorem 3.2.6. Let 5 ∈ !1(R2=) and let ( and ) be two trace-class operators on
!2(R=). Then

( 5 ★ () ★) = 5 ∗ (( ★)).

Moreover, we have ( ★) = ) ★ (.

Central to the theory of quantum harmonic analysis is the following result,
mimicking the classical relationship (3.2.1). For a proof we refer the reader to
[125, Proposition 6.4].
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Proposition 3.2.7. Let 5 ∈ !1(R2=) and consider two trace-class operators ( and
) on !2(R=). We have the decoupling equations

F, ( 5 ★ () = Ff 5 · F, (()
Ff (( ★)) = F, (() · F, ()).

Example 3.2.8. Assume that ( B i⊗ [ for i, [ ∈ !2(R=). What can we say about
the function ( ★ (∗? By using Proposition 3.2.7 and Example 3.1.6 we have that

Ff (( ★ (∗) (G, l) = F, (i ⊗ [) (G, l) · F, ([ ⊗ i) (G, l)
= 42c8Gl+[i(G, l) · +i[(G, l)
= +[i(G, l) · +[i(−G,−l).

If the pair (i, [) is such that +[i(−G,−l) = +[i(G, l) for all (G, l) ∈ R2=, then

Ff (( ★ (∗) = Spec[i.

In this case, it follows from (1.2.8) that

( ★ (∗ = +ii · +[[.

To exemplify, if i(G) = [(G) = 2 =4 4−c |G |2 then we have that

( ★ (∗(G, l) = 4−c ( |G |2+|l |2) .

3.3 Turning Towards the Affine Setting

In Paper D and Paper E we are concerned with an affine version of the Weyl
quantization. In Paper E we also consider operator convolutions and an affine
Fourier Wigner transform. The end-result is that we build a full-fledged affine
quantum harmonic analysis framework. As a setup, we will go through some
constructs on the affine group and define the affine Weyl quantization in a rigorous
manner.

Recall the affine group Aff from Example 1.6.8. To elaborate, the affine group
Aff and its Lie algebra aff can be given the matrix representations

Aff =
{(
0 G

0 1

)
: 0 > 0, G ∈ R

}
, aff =

{(
D E

0 0

)
: D, E ∈ R

}
.

The affine group is not unimodular; the left and right Haar measures are given by

`! (G, 0) =
3G 30

02 , `' (G, 0) =
3G 30

0
.
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The wavelet representation c : Aff → U(!2(R)) in (1.6.2) gives rise to the
continuous wavelet transformW6 5 for 5 , 6 ∈ !2(R) defined in (1.6.3). Rather
than working with c, we work with a unitary representation defined as follows: The
unitary representation* : Aff→U(!2(R+)) of the affine group Aff is given by

* (G, 0)k(A) B 42c8GAk(0A), k ∈ !2(R+).

We remark that !2(R+) is the space of square integrable functions on themultiplica-
tive group R+ B (0,∞) with the Haar measure A−1 3A . Using the representation*
we can form the following operator.

Definition 3.3.1. Let _ : R→ R+ denote the function

_(D) B D4D

4D − 1
, D ∈ R.

We can for each point (G, 0) ∈ Aff form the Stratonovich-Weyl operator Ω(G, 0) as
the densely defined operator given on !2(R+) by

Ω(G, 0)k(A) B 0

∫
R2
4−2c8 (GD+0E)*

(
E4D

_(D) , 4
D

)
k(A) 3D 3E.

To get a quantization scheme, we will need to consider the space !2
A (Aff)

consisting of measurable functions 5 : Aff→ C that satisfy

‖ 5 ‖2
!2
A (Aff)

B

∫
Aff
| 5 (G, 0) |2 3`' (G, 0) =

∫ ∞

−∞

∫ ∞

0
| 5 (G, 0) |2 30 3G

0
< ∞.

Using the Stratonovich-Weyl operator we can form the following correspondence:
For 5 ∈ !2

A (Aff) we consider the operator � 5 : !2(R+) → !2(R+) given by

� 5 k(A) B
∫ ∞

−∞

∫ ∞

0
5 (G, 0)Ω(G, 0)k(A) 30 3G

0
, k ∈ !2(R+).

We refer to 5 ↦→ � 5 as the affine Weyl quantization. We have the following result
from [73]:

Proposition 3.3.2. The affine Weyl quantization 5 ↦→ � 5 is a bĳective isometry
between !2

A (Aff) and the space of Hilbert-Schmidt operators on !2(R+). Given a
Hilbert-Schmidt operator � on !2(R+) we can calculate the inverse of the affine
Weyl quantization as

5�(G, 0) =
∫ ∞

−∞
� (0_(D), 0_(−D)) 4−2c8GD 3D,

where � ∈ !2(R+ × R+) is the integral kernel of �. The element 5� is called the
affine Weyl symbol of �.
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Using the affine Weyl quantization, we can define a notion of an affine Wigner
distribution motivated by the relation (1.4.2). More specifically, by considering the
affine Weyl symbol of a rank-one operator we obtain the following definition.

Definition 3.3.3. For q, k ∈ !2(R+) we define the affine (cross-)Wigner distribu-
tion,k,q

Aff by the formula

,
k,q

Aff (G, 0) B
∫ ∞

−∞
k(0_(D))q(0_(−D))4−2c8GD 3D,

where (G, 0) ∈ Aff.

Remark. An important observation is that the affine Wigner distribution and the
affine Weyl quantization are defined using the right Haar measure `'. On the
other hand, the continuous wavelet transform W6 5 of 5 , 6 ∈ !2(R) is heavily
linked with the left Haar measure `! , see e.g. [44, Proposition 2.4.1]. This
dichotomy is invisible in the classical Euclidean setting since the Heisenberg group
is unimodular.

Much of Paper D is dedicated to understanding subtle features of the affine
Wigner distribution. The results developed in Paper D are used in Paper E to
develop a quantum harmonic analysis framework for the affine setting. We remark
that the affine Wigner distribution has been present in the engineering literature for
many years, see Section D.4 for a brief overview.
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Chapter 4

Summary of Papers

The main scientific contribution of the thesis consists of the five papers presented
in Part II. All five papers have been given minor modification from their pub-
lished/accepted counterparts to ensure consistent notation throughout the thesis.

Before commencing, we give a succinct overview of each of the papers from
Section 4.1 to Section 4.5. It is assumed that the reader has read the previous
chapters of the thesis so that we can utilize the built up terminology. For a more
in-depth overview of each paper, we refer the reader to the introductions of the
respective papers. Finally, we outline open problems and further directions of
study in Section 4.6.

4.1 Paper A—A Large Scale Approach to Decomposition
Spaces [19]

In Paper A we investigate general decomposition spaces through the lens of large
scale geometry. We build on the definitions and results presented in Section 2.1
and Section 2.2. One of the main goals of the paper is to identify obstructions
to the existence of geometric embeddings between decomposition spaces defined
on different underlying sets. While there is not a singular main result in Paper A,
we would like to highlight Theorem A.4.9 describing the existence of spatially
implemented geometric embeddings between decomposition spaces.

The reader has already seen a concrete example illustrating the general theory
developed in Paper A in Theorem 2.2.3. Other examples include Besov spaces in
Proposition A.4.10 and decomposition spaces on the Heisenberg group in Proposi-
tion A.5.4. Throughout the paper, we employ techniques from large scale geometry
to derive the results. The paper is influenced by the works [59, 115].
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4.2 Paper B—U-Modulation Spaces for Step Two Strati-
fied Lie Groups [14]

In Paper B we investigate modulation spaces (and more generally U-modulation
spaces) on a particular class of nilpotent Lie groups. The paper builds on the
ideas presented in Paper A and Section 2.3. The main aim of Paper B is to
determine whether the new function spaces on these nilpotent Lie groups are
in fact distinct from their Euclidean counterparts. The paper has a clear main
result, namely Theorem B.5.6. A special case of Theorem B.5.6 was presented in
Corollary 2.3.3. We also emphasize throughout Paper B that U-modulation spaces
on certain nilpotent Lie groups can be realized as distributions on Euclidean space.
This makes them more concrete to work with and less intimidating for readers
unfamiliar with nilpotent Lie groups.

Throughout the paper, tools from large scale geometry are used to prove results
that would otherwise be difficult to approach. The notion of geometric embeddings
introduced in Paper A is investigated in Section B.6 in the nilpotent setting. We
emphasize that the new U-modulation spaces can be realized on Euclidean spaces,
making them less obscure. The paper is influenced by the works [56, 64].

4.3 Paper C—Interpolation in Wavelet Spaces and the
HRT-Conjecture [16]

In Paper C we attempt to extend the understanding of general wavelet spaces as
defined in (1.7.2). Of particular interest are theGabor spaces defined in (1.7.1). One
of themain results is TheoremC.4.2, showing that wavelet spaces are either equal or
completely distinct in the sense of having trivial intersection. A quick consequence
is Corollary C.4.5, showing that differences between “wavelet functions” are never
non-zero functions of positive type.

Another interesting point is the connection in Proposition C.6.1 between the
HRT-Conjecture and whether the Gabor spaces are fully interpolating as reproduc-
ing kernel Hilbert spaces. While there has been much work towards the solution of
the HRT-Conjecture in the last decades, we hope that involving reproducing kernel
Hilbert space theory can shed some light on the problem. Many of the results in the
paper are derived by using techniques from representation theory and reproducing
kernel Hilbert spaces. The paper is influenced by the works [77, 124].
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4.4 Paper D—The Affine Wigner Distribution [17]

In Paper D we investigate an affine Wigner distribution through the affine Weyl
quantization described in Section 3.3. While we formalize certain results present
in the engineering literature, we also develop new results that we believe are of
interest. As an example, we show existence and uniqueness results regarding a
minimization problem for the affineWigner distribution in Theorem D.8.1. In fact,
the precise number of minimizers of the minimization problem did not seem to be
known even for the Euclidean minimization problem (1.4.3).

Another result of interest is Theorem D.5.1, showing the connection between
the scalogram and the affine Wigner distribution. This result is the affine analogue
of (1.3.6). In Proposition D.7.3 we show, as a side-effect, that the affine Wigner
distribution can not produce any analytic functions. This is in stark contrast with
the Euclidean Wigner distribution we considered in Section 1.3. We approach the
affine Wigner distribution from a more functional analytic standpoint than many
other sources. As such, proofs for various results emphasize arguments from
functional analysis rather than concrete computations. The paper is influenced by
the works [12, 73].

4.5 Paper E—Affine Quantum Harmonic Analysis [18]

In Paper E we extend the quantum harmonic analysis framework described in Sec-
tion 3.1 and Section 3.2 to the affine setting. The goal is to represent concrete
operators, e.g. affine localization operators, in the language of operator convolu-
tions. One of the main results is Theorem E.3.20, showing that affine convolution
can be used to represent the affine Weyl quantization. Another pleasant result is
Theorem E.3.10 showing that coordinate functions are correctly quantized in the
affine setting by our approach. This indicates that our choice of quantization on the
affine group is the right one.

Quantum harmonic analysis in the affine setting is greatly affected by the non-
unimodularity of the affine group. We develop a theory of admissible operators in
the non-unimodular setting in Section E.4. This concept reduces to the traditional
notion of square integrability when considering rank-one operators. Although we
primarily use techniques from functional analysis to derive new results, we also
employ representation theory in many parts of the paper. The paper is influenced
by the works [76, 125, 153].
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4.6 Open Problems for Further Research

The five papers in Part II generate several new problems and directions of interest.
Let us, to intrigue the reader, mention a few of these:

Paper A: In Subsection A.5.3 we consider a decomposition space of hyperbolic
type. Specifically, we consider a decomposition space on the special lin-
ear group (! (2,R) where the underlying metric space is quasi-hyperbolic.
Almost nothing is known about this space, or more general decomposition
spaces of hyperbolic type. An interesting direction for further research is
to find relations between decomposition spaces of hyperbolic type and other
well-established mathematical objects.

Paper B: The obvious open problem is to extend the main result, namely Theo-
rem B.5.6, to nilpotent Lie groups with higher step than two. Other than
this, Section B.7 discusses many directions of interest to pursue. One par-
ticularly appealing direction is to investigate the Feichtinger algebra S0(�)
for an admissible Lie group�. Another problem is to determine whether the
modulation spaces " ?,@ (�) in Definition 2.3.2 can be given a coorbit de-
scription. We refer the reader to the author’s survey [15] for an introduction
to coorbit theory.

Paper C: Except for the HRT-Conjecture, we consider the following problem in
Section C.7: Let c : � →U(Hc) be a square integrable representation and
let Ac denote the equivalence classes of admissible vectors in Hc modulo
rotations by elements of T. We denote by �̂B the equivalence classes of
square integrable representations of �. Can we characterize the groups �
such that ⊕

c∈�̂B

span
6∈Ac

{
W6 5 : 5 ∈ Hc

}
= !2(�)?

Groups � satisfying the above criterion are called wavelet complete. We
refer the reader to Section C.7 for some remarks and examples regarding
wavelet completeness.

Paper D: In Section D.9 we discuss two open questions. The most pressing one
concerns the non-negativity of the affine Wigner distribution. Motivated by
Theorem 1.3.2 the goal is to characterize the functions k ∈ !2(R+) such that
the affine Wigner distribution ,k

Aff is non-negative on the affine group Aff.
We conjecture that this is the case precisely when k is a generalized Klauder
wavelet on the form

k(A) B �A−8 (G+80)48 (H+81)A � ∈ C, (G, 0), (H, 1) ∈ Aff.
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Paper E: The most prominent direction to work on would be to generalize ad-
missible operators to the general non-unimodular setting. Moreover, since
affine quantum harmonic analysis is so new, it would be beneficial to connect
it with other mathematical objects. We refer the reader to Section E.6 for
connections to affine localization operators, covariant integral quantizations,
and affine Cohen class operators.
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Paper A

A Large Scale Approach to
Decomposition Spaces

Abstract
Decomposition spaces are a class of function spaces constructed out of
“well-behaved" coverings and partitions of unity of a set. The structure of
the covering determines the properties of the decomposition space. Besov
spaces, shearlet spaces, and modulation spaces are well known decompo-
sition spaces. In this paper, we focus on the geometric aspects of decom-
position spaces and utilize that these are naturally captured by the large
scale properties of a metric space associated to the covering. We demon-
strate that decomposition spaces constructed out of quasi-isometric covered
spaces have many geometric features in common.

The notion of geometric embedding is introduced to formalize the way
one decomposition space can be embedded into another decomposition space
while respecting the geometric features of the coverings. Some consequences
of the large scale approach to decomposition spaces are (i) comparison of
coverings of different sets, (ii) study of embeddings of decomposition spaces
based on the geometric features and the symmetries of the coverings, and (iii)
the use of notions from large scale geometry, such as asymptotic dimension
or hyperbolicity, to study the properties of decomposition spaces.

A.1 Introduction

Large scale geometry has its origins in the seminal work of Gromov in [86, 88] and
has led to substantial progress in group theory, operator algebras, and geometry.
In this paper we add another item to the long list of applications of large scale
geometry: The theory of function spaces, in particular the decomposition spaces
of Feichtinger and Gröbner [56, 59]. The link between decomposition spaces and
coarse geometry has also been pointed out in the Ph.D. thesis of Koch [115].
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Several function spaces in time-frequency analysis and harmonic analysis pos-
sess a description through a geometric decomposition of the domain space. These
spaces are referred to as decomposition spaces and contain among them Besov
spaces and modulation spaces. Since the inception of decomposition spaces in
[59], a fundamental question has been to decide whether one decomposition space
embeds into another decomposition space. The first serious study of embeddings
between decomposition spaces was in [80].

Embedding questions have mostly been considered when the two decomposi-
tion spaces in question consist of functions/distributions on the same underlying
space, e.g. [25, 54, 93, 118]; an exception is the tour de force paper [148] where
many results treat the case where the underlying spaces are different open subsets
of the same ambient Euclidean space with non-empty intersection. We will inves-
tigate embeddings of a geometric nature between decomposition spaces defined on
entirely different sets by utilizing tools from large scale geometry.

Let us briefly sketch the construction of decomposition spaces, see Section A.4
for details. Consider a well-behaved covering Q B (&8)8∈� on a set - and consider
a partition of unity Φ B (i8)8∈� subordinate to the covering Q. Decomposition
spaces consist of functions 5 : - → C that have nice local behavior with respect
to the partition Φ measured in terms of a Banach space (�, ‖ · ‖�): This local
information is encoded in the sequence

58 B ‖ 5 · i8 ‖�, 8 ∈ � .

Furthermore we want to ensure global regularity of 5 , which we obtain by
imposing the sequence ( 58)8∈� to be an element of a suitable sequence space
(., ‖ · ‖. ) over the index set �. Hence, the decomposition space D(Q, �,. ) is the
space of functions such that

‖ 5 ‖D(Q,�,. ) B ‖( 58)8∈� ‖. < ∞.

The way to relate decomposition spaces with large scale geometry is to associate
to any well-behaved covering Q on - a metric space (-, 3Q). The metric 3Q (G, H)
essentially counts the minimum number of borders of the sets&8 one needs to cross
when going from G to H. The important features of the covering Q are encapsulated
in the metric space structure of (-, 3Q).

Recall that a map � : (-, 3- ) → (/, 3/ ) between metric spaces is called a
quasi-isometric embedding if there exist constants !, � > 0 such that

1
!
3- (G, H) − � ≤ 3/ (� (G), � (H)) ≤ !3- (G, H) + �,

for all G, H ∈ - . Quasi-isometric embeddings are generalizations of isometric
embeddings that allow the spaces to be locally different as long as they have the
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same global behavior. There is a standard notion of equivalence between coverings
Q,P on the same space - present in the literature [36, 59, 118, 148]. We give a
new proof of Proposition A.2.7 stating that the coverings Q and P are equivalent if
and only if the identity map �3- : (-, 3Q) → (-, 3P) is a bĳective quasi-isometric
embedding. The statement goes back to the paper [59] and has been recently proved
in a special case in the Ph.D. thesis of Koch [115] where its purpose was to compare
decomposition spaces with coarse geometric methods. This framework provides a
natural extension of equivalent coverings to coverings defined on different sets.

The functorial way of associating the metric space (-, 3Q) to the space -
equipped with the well-behaved covering Q allows us to consider quasi-isometric
invariant properties of the covering Q. In particular, we discuss the asymptotic
dimension, growth type, and quasi-hyperbolicity of a well-behaved covering. These
properties will be used time and time again in later sections to simplify arguments
already present in the literature.

There is a canonical way of associating to a path-connected, locally compact
group � a covering U(�) reflecting the group operation introduced in [56]. We
will show in Theorem A.3.2 that we can reduce the problem of understanding
the covering U(�) to the study of the asymptotic dimension, the growth type, or
the hyperbolicity of certain finitely generated subgroups of �. This is explored
in more detail for stratified Lie groups in Proposition A.3.4 and solvable groups
in Proposition A.3.10, where the finitely generated subgroups are respectively
nilpotent and strongly polycyclic.

For a stratified Lie group� and a lattice # in�, we establish in Theorem A.3.6
a correspondence between the growth type of the metric space (#, 3U(�) ) and the
homogeneous dimension of the stratified Lie group �. We remark that in a sub-
sequent paper [14], the first author constructs decomposition spaces (specifically
U-modulation spaces) on a wide range of stratified Lie groups. Techniques devel-
oped in this paper are heavily used in [14] to deduce non-trivial results regarding
the resulting decomposition spaces.

Consider two decomposition spaces D(Q, �1, .1) and D(P, �2, .2) related to
the coverings Q and P on the locally compact spaces - and / , respectively. We
will investigate the existence of Banach space embeddings

� : D(Q, �1, .1) → D(P, �2, .2)

that induce a quasi-isometric embedding between the metric spaces (-, 3Q) and
(%, 3P). These embeddings are called geometric embeddings and are introduced
in Subsection A.4.2. Two highlights are Proposition A.4.6, showing that geometric
embeddings induce quasi-isometric embeddings of the underlying coverings, and
TheoremA.4.9, showing when quasi-isometries between the metric spaces (-, 3Q)
and (/, 3P) can induce geometric embeddings between the decomposition spaces
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D(Q, �1, .1) and D(P, �2, .2).
In Section A.5 we look at geometric embeddings between well known decom-

position spaces such as the modulation spaces " ?,@ (R=). In Theorem A.5.2 we
show that there is a tower of compatible geometric embeddings

" ?,@ (R)
Γ2

1−−→ " ?,@ (R2)
Γ3

2−−→ · · ·
Γ=
=−1−−−→ " ?,@ (R=)

Γ=+1=−−−→ · · · ,

while there are no geometric embeddings in the other direction. Combining this
result with [81, Theorem 12.2.2] shows that there exists a geometric embedding
from the Feichtinger algebra S0(R) B "1,1(R) to any of the modulation spaces
" ?,@ (R=).

Finally, we consider in Subsection A.5.3 the decomposition space

D ?,@ ((! (2,R)) B D(U((! (2,R)), ! ?, ;@)

on the semisimple Lie group (! (2,R). The associatedmetric space ((! (2,R), 3U)
is quasi-hyperbolic by PropositionA.3.11 andwe show in PropositionA.5.7 that the
decomposition space D ?,@ ((! (2,R)) is radically different from the modulation
spaces and Besov spaces.

In order to make this paper accessible for a broad audience we have included
basic results and definitions from large scale geometry. These are given when
they are needed rather than including them in an appendix since there are several
excellent introductory texts available [121, 133].
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A.2 FromAdmissible Coverings to the Large Scale Setting

A.2.1 Covered Spaces and Associated Metric Spaces

The first order of business is to associate a metric space to any sufficiently nice
covering. Let - be a non-empty set. A collection Q B (&8)8∈� of non-empty
subsets of - is called an admissible covering if it is a covering of - such that

#Q B sup
8∈�
|8∗ | < ∞, 8∗ B

{
9 ∈ � : &8 ∩& 9 ≠ ∅

}
.

We will call the constant #Q the admissibility constant of the covering, while 8∗ is
called the set of neighboring indices of 8 ∈ �. The sets & 9 for 9 ∈ 8∗ are called the
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neighbors of the set&8 . This notion can be inductively extended by 8:∗ B (8 (:−1)∗)∗
for : ≥ 2. Moreover, the abbreviations

&∗8 B
⋃
9∈8∗

& 9 , &:∗ B
(
& (:−1)∗

)∗
, : ≥ 2

will be used to ease the notation. Note that 8 ∈ 9 :∗ if and only if 9 ∈ 8:∗ for all
: ≥ 1. For other properties of neighboring indices, see [59, Lemma 2.1] 1.

We call a sequence&81 , . . . , &8: ∈ Q with G ∈ &81 and H ∈ &8: a Q-chain from
G to H of length : whenever &8; ∩ &8;+1 ≠ ∅ for every 1 ≤ ; ≤ : − 1. The notation
Q(:, G, H) will be used to denote all Q-chains of length : from G to H. We will
need one additional assumption on admissible coverings so that we can associate
to them metric spaces in a natural manner.

Definition A.2.1. An admissible covering Q on a set - is called a concatenation
if for every pair of points G, H ∈ - there exists a positive number : ∈ N such that
Q(:, G, H) ≠ ∅. We will refer to the pair (-,Q) as a covered space whenever Q is
a concatenation on - .

The notion of a concatenation first appeared in [59] and is equivalent to the
requirement that

- =

∞⋃
:=1

&:∗8 ,

for some (and hence all) &8 ∈ Q.
Definition A.2.2. Define the metric 3Q on the covered space (-,Q) by the rule

3Q (G, G) = 0, 3Q (G, H) = inf {: : Q(:, G, H) ≠ ∅} , G, H ∈ -, G ≠ H.

The defining properties of a covered space ensure that (-, 3Q) is a metric space.
Wewill refer to (-, 3Q) as the associated metric space to the covered space (-,Q).

Themetric space (-, 3Q) was introduced in [59] together with a few basic prop-
erties. Notice that (-, 3Q) is a uniformly discrete metric space since 3Q (G, H) ≥ 1
whenever G and H are distinct points.

A commonway of comparing two coverings on the same space is as follows: Let
- be a set equipped with two admissible coveringsQ B (&8)8∈� andP B (% 9) 9∈� .
We say that Q is almost subordinate to P and write Q ≤ P if there exists a : ∈ N
such that for every 8 ∈ � there is a 9 ∈ � with &8 ⊂ %:∗9 . The coverings Q and
P are said to be equivalent if both Q ≤ P and P ≤ Q hold. It follows that any
admissible covering Q on a set - is equivalent to the covering Q:∗ B {&:∗

8
| 8 ∈ �}

for any : ≥ 1. So far in the study of decomposition spaces, only coverings on the
same set have been compared in the literature.

1The reader should be aware that first statement in [59, Lemma 2.1] is false.
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Definition A.2.3. A (metric) net in a metric space (-, 3- ) is a subset # of - such
that there exists a constant " > 0 with

inf
H∈#

3- (G, H) ≤ ",

for every G ∈ - . A map � : (-, 3- ) → (/, 3/ ) between metric spaces is called a
quasi-isometric embedding if there exist constants !, � > 0 such that

1
!
3- (G, H) − � ≤ 3/ (� (G), � (H)) ≤ !3- (G, H) + �,

for all G, H ∈ - . The constants !, � are called the parameters of the quasi-isometric
embedding. The map � will be called a quasi-isometry if it in addition satisfies
that � (-) is a net in / .

The notation (-, 3- ) ' (/, 3/ ) indicates that there exists a quasi-isometry
between the metric spaces (-, 3- ) and (/, 3/ ). It is common to refer to the quasi-
isometry class of a metric space as its large scale geometry. A quasi-isometric
embedding can have discontinuities and need not be injective. We can always
choose the parameters ! and � of a quasi-isometric embedding to be integers by
enlarging them.

Two maps �, � : (-, 3- ) → (/, 3/ ) between metric spaces are said to be
close if there exists a constant � > 0 such that

3/ (� (G), � (G)) < �,

for every G ∈ - . It follows from [121, Proposition 5.1.10] that a quasi-isometric
embedding � : (-, 3- ) → (/, 3/ ) is a quasi-isometry if and only if there exists a
quasi-isometric embedding � : (/, 3/ ) → (-, 3- ) such that � ◦ � and � ◦� are
close to their respective identity maps.

Example A.2.4. It is illustrative to see that the class of metric spaces that can be
obtained as the associated metric space of a covered space is rather large. Let �
be a finitely generated group with a symmetric generating set Σ that contains the
identity element of �. We obtain a left-invariant metric 3� on � by defining

3� (6, ℎ) B min
{
= : 6−1ℎ = f1 · · ·f=, f8 ∈ Σ

}
. (A.2.1)

Consider the covering Q B (6Σ)6∈� on�. The admissibility condition is satisfied
due the cardinality of the generating set Σ.

To see that Q is a concatenation it suffices to connect the identity to an arbitrary
element 6 B f1 · · ·f: where f8 ∈ Σ for 8 = 1, . . . , : . The chain

Σ, f1Σ, f1f2Σ, . . . , 6Σ
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connects the identity to 6 and we have

f1 · · ·fB+1 ∈ (f1 · · ·fBΣ) ∩ (f1 · · ·fB+1Σ) ,

for every 1 ≤ B ≤ : − 1. Hence (�,Q) is a covered space where the identity
�3� : (�, 3Q) → (�, 3�) is a quasi-isometry. Moreover, it follows from the result
[133, Theorem 1.3.12] that any other choice of finite generating set thanΣ in (A.2.1)
would give a quasi-isometric metric space.

Proposition A.2.5. Let (-,Q) and (/,P) be covered spaces. Then a map

� : (-, 3&) → (/, 3P)

is a quasi-isometric embedding if and only if there exist constants !, � ∈ N such
that

Q(! (: + �), G, H) ≠ ∅, Q
(⌊
: − �
!

⌋
, G, H

)
= ∅, (A.2.2)

for every G, H ∈ - , where : is the smallest natural number such that

P(:, � (G), � (H)) ≠ ∅.

Proof. Let � : (-,Q) → (/,P) be a map that satisfies (A.2.2). Fix G, H ∈ -
and choose the smallest : ∈ N such that 3P (� (G), � (H)) ≤ : . Then we have
P(:, � (G), � (H)) ≠ ∅ and it follows that

Q(! (: + �), G, H) ≠ ∅.

Hence 3Q (G, H) ≤ ! (: +�). The upper bound in the definition of a quasi-isometric
embedding is verified similarly. Conversely, let � : (-, 3Q) → (/, 3P) be a quasi-
isometric embedding with integer parameters !, � > 0. Fix G, H ∈ - and let
: B 3P (� (G), � (H)). Then we have

! (: + �) ≥ 3Q (G, H) ≥
: − �
!

.

These inequalities imply that � satisfies (A.2.2) by the definition of the distance
function 3Q . �

A metric space (-, 3) is coarsely connected if there exists a constant 2 > 0
such that for any two points G, H ∈ - there exists a sequence G = G0, G1, . . . , G= = H

such that 3 (G8 , G8+1) ≤ 2 for 8 = 0, . . . , = − 1. Coarse connectedness is a property
that is invariant under quasi-isometries. It is clear from the construction that the
associated metric space (-, 3Q) of a covered space (-,Q) is coarsely connected.
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Example A.2.6. Consider N0 with the metric

3 (=, <) B max{=, <}, when = ≠ <

and 3 (=, =) B 0 for any =, < ∈ N0. Clearly (N0, 3) is a uniformly discrete metric
space. However, for < > 1 we have 3 (1, <) = < and 3 (=, <) ≥ < for every
= ∈ N0. Since we can pick < arbitrary large the metric space (N0, 3) is not
coarsely connected. Therefore, the metric space (N0, 3) is not quasi-isometric to
any associated metric space of a covered space.

Remark. Let (-,Q) be a covered space with associated metric space (-, 3Q).
It is often more convenient to work with a smaller metric space; we do this by
considering a net # in (-, 3&). The inclusion # ↩→ - is then a quasi-isometry
when we restrict the metric 3& to the set # . We will usually consider nets in -
with bounded geometry, that is, nets # such that

|�# (G, A) | ≤ k(A), A > 0,

for some function k that does not depend on the point G ∈ # . One option for
a bounded geometry net # in (-, 3Q) is picking a uniformly finite number : of
points in each &8 ∈ &. Then we have

|�# (G, A) | ≤ :#AQ , G ∈ #, A > 0.

The following proposition originates in the paper [59, Proposition 3.8 C)]
where it was formulated in terms of bi-Lipschitz equivalences. The fact that any
bĳective quasi-isometry on a uniformly discrete, bounded geometry metric space
is a bi-Lipschitz equivalence [121, Proposition 9.4.2] gives the transition between
their statement and the one below. Prior to our investigations, a special case of the
result [59, Proposition 3.8 C)] was proved in the Ph.D. thesis [115, Theorem 5.2.6]
containing more details than the original source. We will give a new proof since a
detailed proof of the general version of the statement is lacking in the literature.

Proposition A.2.7. Let (-,Q) and (-,P) be covered spaces. Then Q ≤ P if
and only if the identity map �3- : (-, 3Q) → (-, 3P) is Lipschitz continuous.
Hence the coverings Q and P are equivalent if and only if the identity map �3- is
a quasi-isometry between (-, 3Q) and (-, 3P).

Proof. We start by assuming that & is almost subordinate to P. For two distinct
points G, H ∈ - , there exists a number " ∈ N such that Q(", G, H) ≠ ∅. Pick a
&-chain&81 , &82 , . . . , &8" from G to H of length " . Then there exists a : ∈ N such
that for each ; = 1, . . . , " we can find % 9 (;) ∈ P such that

&8; ⊂ %:∗9 (;) .
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Since %:∗
9 (1) has non-empty intersection with %:∗

9 (2) we know that

diamP
(
%:∗
9 (1) ∪ %

:∗
9 (2)

)
≤ 2:.

Continuing this, we obtain by iteration that

diamP

(
"⋃
;=1

%:∗
9 (;)

)
≤ ":.

Hence we can find a P-chain between G and H with length at most ": . This shows
that

3P (G, H) ≤ :3& (G, H),

and hence the identity map �3- : (-, 3Q) → (-, 3P) is Lipschitz continuous.
Conversely, assume that 3P (G, H) ≤ "3& (G, H) for every G, H ∈ - and some

" > 0. We can assume that " is an integer by enlarging it. Fix G0 ∈ - and
choose &8 ∈ & and % 9 ∈ P such that G0 ∈ &8 ∩ % 9 . Then for any H ∈ &8 we have
3& (G0, H) ≤ 1 and thus 3P (G, H) ≤ ". Hence there is a P-chain

% 9 = % 91 , % 92 , . . . , % 9"

from G0 to H. This shows that H ∈ %"∗
9

for any H ∈ &8 and so &8 ⊂ %"∗9 . Since
the constant " does not depend on G and H we have that & is almost subordinate
to P. �

The notion of quasi-isometries between associated metric spaces of covered
spaces is more flexible than the notion of equivalent coverings since we can com-
pare coverings on different sets. This will allow us to consider quasi-isometric
invariant properties of covered spaces through the associated metric space in Sub-
section A.2.3. The motivation for considering this is to show that certain decompo-
sition spaces can not embed nicely into other decomposition spaces in Section A.4
and Section A.5.

Example A.2.8. Consider the uniform covering

U B (&=1,...,=: )=1,...,=: ∈Z, &=1,...,=: B [0, 1]: + (=1, . . . , =:),

on R: . It is straightforward to check that U is a concatenation. We will call the
resulting metric space (R: , 3U) the uniform metric space on R: . The set Z: is a
net in (R: , 3U) and we have

3U ((=1, . . . , =:), (<1, . . . , <:)) = max{|<1 − =1 |, . . . , |<: − =: |},
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where (=1, . . . , =:), (<1, . . . , <:) ∈ Z: . In this example a special feature emerges;
the integer lattice Z: is also a group that acts on itself by isometries when equipped
with the metric 3U . Hence the symmetries of the uniform covering U on R: is
incorporated in the metric 3U through being left (and right) invariant under the
action of Z: .

Example A.2.9. Consider the dyadic covering B B B(R=) B (�<)<∈N0 on R=
given by the dyadic intervals �0 B {G ∈ R= : ‖G‖2 ≤ 2} and

�< B
{
G ∈ R= : 2<−1 ≤ ‖G‖2 ≤ 2<+1

}
, < ∈ N,

where ‖ · ‖2 denotes the Euclidean norm. As only the magnitude of elements
in R= determines which dyadic interval they are in, the covering is inherently
one-dimensional. Hence by picking the net

# B {(2=, . . . , 0) : = ∈ N0} ,

we have that (R=, 3B(R=) ) ' (#, 3B(R=) ) is quasi-isometric to N0 with its usual
metric. In particular, the metric spaces (R=, 3B(R=) ) and (R<, 3B(R<) ) are quasi-
isometric for all =, < ≥ 1.

A.2.2 Incorporating the Symmetries of a Covering

We take a closer look into the symmetries of a covering implemented by group
actions, as seen in Example A.2.8. First we have to introduce some terminology to
describe the setting. Let � be a finitely generated group acting on a metric space
(-, 3- ) by isometries. For G ∈ - and ' > 0, the '-stabilizer Stab' (G) is the set

Stab' (G) B {6 ∈ � : 3- (6G, G) ≤ '} .

We will call the action of � on (-, 3- ) large scale stable if any non-identity
element 6 ∈ � satisfies

0 < sup
G∈-

3- (6G, G) < ∞.

Note that a large scale stable action is actually effective due to the lower bound, that
is, 6G = G for every G ∈ - implies that 6 is the identity element of �.

We call a point G0 ∈ - almost transitive if for every G ∈ - there exists a 6 ∈ �
such that

3- (6G0, G) ≤ �,

where � > 0 does not depend on the point G ∈ - . This is a large scale analogue of
a transitive action where one allows for some uniform error. Finally, recall that a
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finitely generated group # is nilpotent if its lower central series terminates; there
should exist = ∈ N0 such that

# = �0(#) B �1(#) B · · · B �= (#) = {4},

where
�8 (#) B [#,�8−1(#)], 8 = 1, . . . , =.

Theorem A.2.10. Let (-,Q) be a covered space with associated metric space
(-, 3Q). Assume there is a large scale stable action of a finitely generated group
� on (-, 3Q).

(a) The function

3� (6, ℎ) B sup
G∈-

3Q (6G, ℎG), 6, ℎ ∈ �,

defines a left-invariant metric on �.

(b) Assume that there exists an almost transitive point G0 ∈ - such that

sup
G∈-

3Q (6G, G) ≤ !3Q (6G0, G0) + � (A.2.3)

holds for arbitrary 6 ∈ � and uniform constants !, � > 0. Then (�, 3�) is
quasi-isometric to (-, 3Q).

(c) Assume that we have the bound

|Stab= (G) | ≤ ?(=) (A.2.4)

for every G ∈ - and = ∈ N, where ? is a polynomial with integer coefficients.
Then � is quasi-isometric to a finitely generated nilpotent group.

Proof.

(a) The function 3� is well-defined by the upper bound in the definition of a
large scale stable action. If 3� (6, ℎ) = 0, then we have 3Q (6G, ℎG) = 0 for
every G ∈ - and the positivity of 3Q implies that ℎ−16G = G for every G ∈ - .
Since the action is effective we conclude that 6 = ℎ. The left-invariance of
the metric 3� is a reformulation of the fact the � acts by isometries on - .

(b) Assume there exists an almost transitive point G0 ∈ - such that (A.2.3) is
satisfied and consider the map q : � → - defined by q(6) B 6G0. We
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want to show that q is a quasi-isometry between (�, 3�) and (-, 3Q). It is
tautological that

3Q (q(6), q(ℎ)) ≤ 3� (6, ℎ).

Moreover, the estimate (A.2.3) is a simplification of the lower-bound esti-
mate for a quasi-isometric embedding with parameters !, � > 0 where the
isometry property is incorporated. Finally, the image of q is a net because
G0 is a transitive point.

(c) The =-stabilizer bound (A.2.4) implies in particular that the metric 3� is
proper, that is,

|�� (4, =) | < ∞, for every = ∈ N.

It follows from [133, Theorem 1.3.12] that all proper, left-invariant metrics
on � give quasi-isometric metric spaces. Moreover, Gromov’s celebrated
PolynomialGrowthTheorem [87] implies that the bound (A.2.4) is equivalent
with � being virtually nilpotent, that is, possessing a nilpotent subgroup
# ⊂ � with finite index. The result follows from [121, Corollary 5.4.5]
stating that finite index subgroups of finitely generated groups are nets. �

Example A.2.11. Let P B (%=,<,;)=,<,;∈Z be the concatenation on R3 given by

%=,<,; B (=, <, ;) ∗ [0, 1]3,

where
(=, <, ;) ∗ (=′, <′, ; ′) B (= + =′, < + <′, ; + ; ′ + =<′).

This is almost the same as the uniform covering U on R3 introduced in Exam-
ple A.2.8, except for the intertwining in the third component. It is straightforward
to check that the discrete Heisenberg group H3(Z) B (Z3, ∗) acts on the metric
space (R3, 3P) by isometries. It satisfies all the assumptions in Theorem A.2.10
(b) and we deduce that the associated metric space (R3, 3P) is quasi-isometric to
the discrete Heisenberg group with any proper, left-invariant metric. We will see
after Example A.3.5 that the concatenation P onR3 is not equivalent to the uniform
coveringU on R3.

A.2.3 Large Scale Invariants of a Covered Space

Let P denote a quasi-isometric invariant property of a metric space. We say that
the covered space (-,Q) has property P if the associated metric space (-, 3Q) has
property P. The first property we will introduce for covered spaces is a variant of
topological dimension adapted to the quasi-isometric setting.
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Asymptotic Dimension

Definition A.2.12. Let U be a covering of a metric space (-, 3- ). The '-
multiplicity of U for ' > 0 is the smallest integer = such that each ball �(G, ')
intersects at most = elements of U for all G ∈ - . The asymptotic dimension of
- is the smallest number = ∈ N0 such that for each ' > 0 there exists a covering
U B (*8)8∈� with uniformly bounded diameters and with '-multiplicity = + 1.
If no = ∈ N0 satisfies the condition, then the metric space (-, 3- ) is said to
have infinite asymptotic dimension. We use the notation asdim(-, 3- ) or simply
asdim(-) if the metric is clear from the context.

The asymptotic dimension is invariant under quasi-isometries, for details see
[133, Theorem 2.2.5]. In particular, if Q and P are two concatenations on a set
- such that asdim(-, 3Q) ≠ asdim(-, 3P), then Proposition A.2.7 implies that Q
and P are not equivalent coverings.

Example A.2.13. As an illustration we will show that a covered space has asymp-
totic dimension zero if and only if it is quasi-isometric to a point. Let (-,Q) be
a covered space with asymptotic dimension zero. Consider a net # ⊂ - formed
by picking one element G8 ∈ &8 for each 8 ∈ �. It suffices to consider (#,Q) since
asymptotic dimension is invariant under quasi-isometries. For ' = 2 there exists
a covering U B (* 9) 9∈� with uniformly bounded diameters such that �(G8 , 2)
only intersects one of the *8’s for G8 ∈ # . Since U is a covering it follows that
�(G8 , 2) ⊂ * 9 for some 9 ∈ �. If G: ∈ # with 3Q (G: , G8) = 1, then �(G: , 2) also
has to be contained in the same* 9 . Continuing this way shows that # ⊂ * 9 sinceQ
is a concatenation. Since* 9 is bounded it follows that (#, 3Q), and hence (-, 3Q),
is quasi-isometric to a point. Conversely, any bounded metric space clearly has
asymptotic dimension zero.

We emphasize that the argument in Example A.2.13 relies on that (-, 3Q) is
coarsely connected. The set of ?-adic numbers Q? for a prime ? has asymptotic
dimension zero as a consequence of the inequality

3Q? (G, I) ≤ max
{
3Q? (G, H), 3Q? (H, I)

}
, G, H, I ∈ Q?,

without being bounded as a metric space.

Proposition A.2.14. The uniform metric spaces (R=, 3U) and (R<, 3U) consid-
ered in Example A.2.8 are quasi-isometric only when = = <. Moreover, there exists
a quasi-isometric embedding from (R=, 3U) to (R<, 3U) precisely when = ≤ <.

Proof. We have already established in Example A.2.8 that (R=, 3U) is quasi-
isometric to the integer latticeZ= with its usual left-invariantmetric. A standard fact
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in large scale geometry [133, Example 2.2.6] states that the asymptotic dimension
of Z= is =. Hence the first statement follows from the quasi-isometric invariance of
asymptotic dimension.

For the second statement, assume that there is a quasi-isometric embedding
q : Z= → Z<. The subspace q(Z=) ⊂ Z< has to have asymptotic dimension less
than< by restricting any covering fulfilling the definition of asymptotic dimension.
Hence Z= ' q(Z=) implies the necessity of = ≤ <. If = ≤ <, the inclusion from
Z= into the first = coordinates of Z< is clearly a quasi-isometric embedding. �

Example A.2.15. The associated metric space of (R=,B(R=)), the dyadic covered
space considered in Example A.2.9, is quasi-isomorphic toN0 with its usual metric.
SinceN0 ⊂ Z andN0 is not bounded, we can conclude fromExampleA.2.13 that the
asymptotic dimension of (R=,B(R=)) is one. Hence the dyadic covering B (R=)
and the uniform coveringU (R=) considered in ExampleA.2.8 are not equivalent as
coverings unless possibly when = = 1. However, it follows from a straightforward
calculation that there are no quasi-isometries between N0 and Z with their usual
metrics. Hence the associated metric spaces (R=, 3U) and (R;, 3B(R;) ) are not
quasi-isometric for any values =, ; ≥ 1. Although this is rather straightforward to
show directly as well, it showcases the potential of the large scale approach.

We showed in Example A.2.4 that every finitely generated group may be con-
sidered as the associated metric space of a covered space. There are examples
of finitely generated groups that do not have finite asymptotic dimension, such
as the wreath product Z o Z. We refer the reader to [133, Proposition 2.6.3] for
the definition of wreath product and the calculation giving that Z o Z has infinite
asymptotic dimension.

Representations as Graphs

We will associate a graph to any covered space and demonstrate how this makes
certain properties of covered spaces more apparent. Consider a covered space
(-,Q) and form a net # B (G8)8∈� ⊂ - where G8 ∈ &8 for each 8 ∈ �. We can
consider the graph� (#) whose vertices are indexed by the points in # . We declare
that there is an edge between the vertices G8 and G 9 if and only if 3Q (G8 , G 9) ≤ 2.
Then the metric space (#, 3Q) is quasi-isometric to the usual graph metric on the
vertices of � (#), see [133, Example 1.1.10]. Moreover, we can extend the graph
metric to the edges by identifying each edge 4 = G8G 9 with the interval [0, 1]. The
resulting metric space (� (#), 3�) is quasi-isometric to (-, 3Q).

Definition A.2.16. A metric space (-, 3- ) is said to be (quasi-)geodesic if there
exist constants !, � > 0 such that for every two points G, H ∈ - we can find a
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(quasi-)isometric embedding W : [0, 3- (G, H)] → - with parameters !, � where
W(0) = G and W(3- (G, H)) = H.

Since (� (#), 3�) is a geodesic metric space it follows that (-, 3Q) is a quasi-
geodesic metric space. The relationship between covered spaces and graph theory
is more than superficial, and there is parallel terminology in the two subjects.
Recall that the degree of a vertex in a graph is the number of neighboring vertices.
A connected graph is said to have bounded geometry if the degrees of the vertices
are uniformly bounded. Hence the associated metric space of any covered space
is quasi-isometric to a connected graph with bounded geometry. This allows us to
borrow results from the well-established theory of graphs, a connection that to our
knowledge has not been made before. In particular, we have the following result
from [155, Example 3.8].

Proposition A.2.17. Let (-,Q) be any covered space with admissibility constant
#Q ≥ 3. Then (-, 3Q) is quasi-isometric to a connected graph (�, 3) equipped
with the graph metric and with degrees bounded above by 3.

If the number of elements in each&8 is larger than #Q , then it is clear from the
construction in [155, Example 3.8] that we can take the vertices of� to be elements
in - in Proposition A.2.17. The number 3 is clearly sharp, as any concatenation Q
with #Q = 2 can only have two elements.
Remark. There is a more general notion than quasi-isometries present in the large
scale literature known as coarse equivalences, see [133, Definition 1.4.1]. The
reason we consider quasi-isometries rather than coarse equivalences follows from
the fact that the two definitions coincide between quasi-geodesic metric spaces by
[133, Theorem 1.4.13].

Hyperbolicity

There is a notion of hyperbolicity of a quasi-geodesic metric space that we will use
as an invariant of a covered space. First of all, a (!, �) quasi-geodesic triangle
in a metric space (-, 3- ) is a triple (W1, W2, W3) of quasi-isometric embeddings
W8 : [0, !8] → - with parameters !, � > 0 such that

W1(!1) = W2(0), W2(!2) = W3(0), W3(!3) = W1(0).

We call such a quasi-geodesic triangle X-slim if there exists X > 0 such that

Im(W8) ⊂
⋃

G∈Im(W 9 )∪Im(W: )
�(G, X),

where 8, 9 , : ∈ {1, 2, 3} are all distinct.
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Definition A.2.18. Let (-, 3- ) be a quasi-geodesic metric space. We say that
(-, 3- ) is quasi-hyperbolic if there exist constants !, �, X > 0 such that every
(! ′, � ′) quasi-geodesic triangle in (-, 3- ) is X-slim for all ! ′ ≥ ! and � ′ ≥ �.

Quasi-hyperbolicity is a quasi-isometric invariant by [121, Proposition 7.2.9].
Hence we can declare a covered space (-,Q) to be quasi-hyperbolic if the asso-
ciated metric space (-, 3Q) is quasi-hyperbolic. If a finitely generated group �
is quasi-hyperbolic with any (hence all) proper, left-invariant metric, it is com-
mon in the literature to simply call it a hyperbolic group and we will follow this
convention. We will now present basic results regarding quasi-hyperbolic metric
space assembled from [121, Chapter 7] that will be used in Subsection A.3.3 and
Subsection A.5.3.

Lemma A.2.19. (a) Let (-, 3- ) be a quasi-geodesicmetric space and let (/, 3/ )
be a quasi-hyperbolic metric space. Then the existence of a quasi-isometric
embedding q : (-, 3- ) → (/, 3/ ) implies that (-, 3- ) is also quasi-
hyperbolic.

(b) The hyperbolic plane H2 B {(G, H) ∈ R2 | H > 0} with its usual hyperbolic
metric is quasi-hyperbolic.

(c) Among the groups Z= for = ≥ 1, only the group Z is hyperbolic. Moreover,
if � is any hyperbolic group and 6 ∈ � has infinite order, then the map

k : (Z, 3Z) −→ (�, 3�), = ↦−→ 6=

is a quasi-isometric embedding.

(d) Any group that contain a subgroup isomorphic to Z2 is not hyperbolic.

A.3 Uniform Metric Spaces on Locally Compact Groups

In this section we investigate coverings on path-connected, locally compact groups
that reflect the group structure. While starting generally, we quickly focus in
on stratified Lie groups and solvable Lie groups to obtain concrete examples.
Finally, we examine a hyperbolic covering on the special linear group (! (2,R). In
Section A.4 we will start to build decomposition spaces on top of these coverings.
The metric space machinery developed in Section A.2 together with results in this
section will be used in Subsection A.4.2 and Section A.5 to show that certain
embeddings between different decomposition spaces are impossible.
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A.3.1 Uniform Metric Spaces

We begin by recalling some basic definitions related to locally compact groups.
A locally compact group � is a locally compact Hausdorff space with a group
structure such that the multiplication and inversion are continuous maps. A subset
� ⊂ � is called symmetric if �−1 = �, where

�−1 B {H−1 : H ∈ �}.

One can always find a symmetric and precompact neighborhood of the identity
on a locally compact group � by considering *−1*, where * is a precompact
neighborhood of the identity.

On any locally compact group� there exists a unique left Haar measure ` up to
scaling, that is, a non-zero Radon measure satisfying `(6�) = `(�) for any Borel
set � ⊂ � and 6 ∈ �. The analogous statement also holds true for a right Haar
measure. Locally compact groups where the right and left Haar measure coincide
are called unimodular. We will later consider the spaces ! ? (�) B ! ? (�,B, `)
for ? ∈ [1,∞), where B is the Borel sigma-algebra and ` is a fixed left Haar
measure.

In Subsection A.3.2 and Subsection A.3.3 we will consider lattices in locally
compact groups �; they are discrete subgroups Γ in � such that there exists a
�-invariant Borel measure `�/Γ on the quotient �/Γ with `�/Γ(�/Γ) < ∞. The
prototypical example to have in mind is the lattice Z= inside the locally compact
group R=. The concrete examples considered in Section A.5 will all be Lie groups.
We refer the readers to [67] and [152] for basic material about locally compact
groups and Lie groups, respectively.

Let� be a locally compact group that is path-connected and fix a Haar measure
` on �. We will associate to � a metric space that will reflect the group structure.
Pick a precompact and symmetric set &0 ⊂ � with non-void interior called a
reference set and consider the continuous covering {6&0}6∈� in the language of
[56]. The precompactness of &0 insures that `(&0) < ∞ while the non-void
interior guarantees that 0 < `(&0). It follows from the symmetry of &0 and the
result [56, Theorem 4.1 (A)] that there exist elements {68}8∈� in � such that

U B U(�) B {68&0}8∈�

defines an admissible covering on �.
We simplify the notation &8 B 68&0 and assume without loss of generality

that 60 = 4 to make the notation compatible with the one already in place for
the reference set &0. Furthermore, we have from [56, Theorem 4.1 (B)] that any
other family {% 9} 9∈� in � with the same property defines an equivalent covering.
Moreover, the specific choice of the reference set &0 is easily seen to be irrelevant.
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Hence we can always choose&0, and hence&8 , to be open if we so desire. We refer
to U(�) as the uniform covering of the path-connected, locally compact group
�. Notice that this notation is compatible with Example A.2.8 sinceU(R=) is the
uniform covering on R=.

LemmaA.3.1. The uniform covering of any path-connected, locally compact group
� is a concatenation.

Proof. Fix 6, ℎ ∈ � and let W : [0, 1] → � denote a continuous path such that
W(0) = 6 and W(1) = ℎ. We choose &0 to be open and consider the sets

*8 B W−1(&8 ∩ Im(W)), 8 ∈ � .

The collection (*8)8∈� forms an open covering of [0, 1] and the compactness of the
interval [0, 1] implies that there exists a finite sub-covering*81 , . . . ,*8= . Thus

Im(W) ⊂
=⋃
;=1
&8; ,

andwe have thatU(G, H, =) ≠ ∅.The necessity of requiring that� is path-connected
follows from considering � = Z2. �

In our language, we obtain that (�,U) is a covered space such that the quasi-
isometry class of (�, 3U) does not depend on the construction. We will call the
resulting metric space (�, 3U) the uniform metric space on the path-connected,
locally compact group �. We make the convention that a covering U on a path-
connected, locally compact group � is assumed to be the uniform covering unless
stated otherwise.
Remark. Uniform metric spaces have also been considered by René Koch in his
exceptional Ph.D. thesis [115] through a slightly different construction: The author
defines a metric 3, on any locally compact group � by fixing a symmetric and
precompact unit neighborhood, and defining the distance 3, (G, H) between two
distinct points G, H ∈ � to be the minimal number < such that HG−1 ∈ ,<. This
description is convenient and makes it obvious that the resulting metric 3, on �
is left-invariant. The reader should be aware that [115] allows the metric to take
infinite values as he also consider locally compact groups that are not necessarily
path-connected.

A metric 3 on a set - is said to be proper if the balls induced by 3 are
precompact. This coincides with our use of the term proper in the proof of
Theorem A.2.10 and in Example A.2.11. The following result shows that we
can sometimes understand the uniform metric space on path-connected, locally
compact groups by understanding the large scale geometry of a finitely generated
subgroup.
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Theorem A.3.2. Let � be a path-connected, locally compact group and let 3 be
a proper, left-invariant metric on � that is compatible with the topology on �.
Assume # is a finitely generated subgroup of � that is a net in � and that 3
restricts to a locally finite metric on # . Then the uniform metric space (�, 3U) is
quasi-isometric to the space (#, 3).

Proof. Since # is a net in � we can find a constant " > 0 such that

U B {=�(4, ")}=∈# = {�(=, ")}=∈#

is a covering on �. By picking a left Haar measure ` on � it follows that
0 < `(�(=, ")) < ∞ since the balls �(=, ") for = ∈ # are precompact due to the
properness of the metric. If we can show thatU is a concatenation, then it follows
thatU is the uniform covering on �.

Since 3 restricts to a locally finite left-invariant metric on # we have

|�(=, ') ∩ # | = |�(4, ') ∩ # | < ∞

for every ' ≥ 0. Assume that �(=, ") ∩ �(<, ") ≠ ∅ for =, < ∈ # . Then the
triangle inequality implies that < ∈ �(=, 2") and we have the bound

#U ≤ |�(4, 2") ∩ # | < ∞,

where #U is the admissibility constant of the coveringU. HenceU is admissible
and it is straightforward to see thatU is a concatenation since

�(4, :") ⊂ �(4, "):∗,
∞⋃
:=1

�(4, :") = �.

By picking = ∈ �(=, ") we conclude that (#, 3U) is quasi-isometric to the
uniform metric space (�, 3U). Moreover, it is clear that 3U is a left-invariant
metric on # by construction. The result follows since the quasi-isometry class of a
finitely generated group does not depend on the choice of the proper, left-invariant
metric. �

Note that the uniform metric space (�, 3U) is also quasi-isometric to (�, 3)
since # was a net in�. However, two left-invariant and compatiblemetrics on� are
not necessarily quasi-isometric. While the uniform metric space is quasi-isometric
to # with any proper, left-invariant metric, this does not hold for �.

Although the number of assumptions in TheoremA.3.2 might look overwhelm-
ing at first, there are many examples fitting into settings of this type. In particular,
any left-invariant Riemannian metric on a connected Lie group � induces a left-
invariant and proper metric 3 on �. Notice that any two left-invariant Riemannian
metrics on a Lie group induce quasi-isometric distances.
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It is important to keep in mind that an arbitrary locally compact group might
not have a proper, left-invariant metric compatible with its topology. In fact, a
classical result of Struble [145] gives that the existence of a compatible, proper,
and left-invariantmetric on� is equivalent to� being second countable. Therefore,
we restrict our attention to second countable and path-connected locally compact
groups to avoid pathological examples.

A.3.2 Stratified Lie Groups

We will now investigate a large class of examples within nilpotent Lie groups
called stratified Lie groups. In this setting, we will obtain stronger statements in
Proposition A.3.4 and Theorem A.3.6 than what was possible for general path-
connected, locally compact groups.

Definition A.3.3. A stratified Lie group � is a connected and simply connected
Lie group such that its Lie algebra g has a stratification

g = +1 ⊕ · · · ⊕ +B, [+1, + 9] = + 9+1, 9 = 1, . . . , B − 1, [+1, +B] = 0.

The homogeneous dimension of a stratified Lie algebra is defined to be

& B
B∑
9=1

9 · dimR(+ 9).

The homogeneous dimension of a stratified Lie group is by definition the homo-
geneous dimension of its Lie algebra and is independent of the chosen stratification
of the Lie algebra by [48, Proposition 1.17]. The Lie group exponential map from g
to � is a diffeomorphism for stratified Lie groups. Moreover, the Haar measure on
� is simply the push-forward of the Lebesgue measure on g under the exponential
map. In particular, every stratified Lie group is unimodular and diffeomorphic to
Euclidean space.

On stratified Lie groups there is a class of metrics that are intimately tied with
the stratification of the Lie algebra: Fix an inner product 〈·, ·〉 on+1 and left translate
this to obtain a Riemannian metric 6 on � that is only defined on the subbundle

H ⊂ )", HG B 3!G+1, G ∈ �.

The metric 6 is called a sub-Riemannian metric on �. An absolutely continuous
curve W : [0, 1] → � is called horizontal if

3!−1
W (C) (W(C)) ∈ +1 ⊂ g,
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for almost every C ∈ [0, 1]. This gives a left-invariant distance function 3�� by
considering the infimum over horizontal curves: For G, H ∈ � we define

3�� (G, H) B inf
W

∫ 1

0

| ¤W(C) | 3C,

where the infimum is taken over all horizontal curves such that W(0) = G and
W(1) = H. The distance function 3�� is called the Carnot-Carathéodory distance
on �. The completeness of the metric space (�, 3��) follows from Chow’s
Theorem [131, Chapter 2] in sub-Riemannian geometry. It is also common to refer
to a stratified Lie group � together with the data (H , 6) as a Carnot group in the
sub-Riemannian literature.

Finally, recall that if -1, . . . , -= is a basis for g then {2:8 9} defined by

[-8 , - 9] =
=∑
:=1

2:8 9-: , 8, 9 , : = 1, . . . , =,

are called the structure constants of the Lie algebra g in the basis -1, . . . , -=. We
call a Lie group realizable over the rationals if there exists a basis for its Lie algebra
such that the resulting structure constants are rational numbers.

Proposition A.3.4. Let � be a stratified Lie group that is realizable over the
rationals and let # ⊂ � be any lattice in �. Then the uniform metric space
(�, 3U) is quasi-isometric to (#, 3), where 3 is any proper, left-invariant metric.

Proof. Fix a stratification g = +1⊕· · ·⊕+B for the Lie algebra g of�. The existence
of a lattice # in � is equivalent to the requirement that � is realizable over the
rationals by [139, Theorem 2.12]. Moreover, every lattice in a stratified Lie group
is a finitely generated nilpotent group [139, Theorem 2.10] that is additionally
uniform [139, Theorem 2.1], that is, the quotient space �/# is compact.

Fix a Carnot-Carathéodory distance 3�� on � arising from an inner product
on +1 and notice that # is then a net since we can write

� =
⋃
=∈#

=�,

where � is some compact subset. Moreover, it follows from [121, Corollary 5.5.9]
that the quasi-isometry class of (#, 3��) does not depend on the choice of the
lattice. The inclusion

�3�� (4, ') ∩ # ⊂ �3�� (4, ')

together with the properness of 3�� implies that �3�� (4, ') ∩ # is finite due to
the discreteness of # . Hence the metric 3�� restricted to # is locally finite and
the result follows from Theorem A.3.2. �
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Remark. Whenever the dimension of the Lie group is less than seven, the assump-
tion that the Lie group is realizable over the rationals is automatically satisfied. This
follows from the classification of real nilpotent Lie algebras with low dimension
given in [79].

Another useful invariant of a finitely generated group is its growth type. We
will not go into the explicit definition of this since it slightly cumbersome and is
well explained in [121, Chapter 6]. The idea is that the number of elements in
�(4, =) for a finitely generated group # with proper, left-invariant metric is not
a quasi-isometric invariant. However, the growth type (e.g. if it grows linearly,
quadratically, or exponentially) is a quasi-isometric invariant of the group. We will
illustrate how this can be used in the following example.

Example A.3.5. For = ∈ Nwe consider the Heisenberg group (H2=+1, ∗) consisting
of all matrices on the form©­«

1 a 2

0 �=×= b
0 0 1

ª®¬ : a, b ∈ R=, 2 ∈ R
 ,

where the operation ∗ denotes the usual matrix multiplication. It is a connected and
simply connected Lie group whose Lie algebra g2=+1 can be identified as a vector
space with R2=+1 = R2= ⊕ R. If 41, . . . , 42=+1 is the standard basis for R2=+1 then
the Lie bracket satisfies

[48 , 4 9] = X8+=, 942=+1, 8 ≤ 9 < 2= + 1, [48 , 42=+1] = 0.

Fix an inner product 〈·, ·〉 onR2= ⊂ g2=+1 making the basis 41, . . . , 42= orthonor-
mal. We can equip (H2=+1, ∗) with a sub-Riemannian metric 6 by left translating
〈·, ·〉. The subset Z2=+1 ⊂ H2=+1 is a finitely generated subgroup. The metric 3��
restricts to a locally finite metric on Z2=+1 such that Z2=+1 is a net in H2=+1 due to
the reasons pointed out in the proof of Proposition A.3.4. Hence by Theorem A.3.2
it follows that the uniformmetric space (H2=+1, 3U) is quasi-isometric to (Z2=+1, ∗)
with any proper, left-invariant metric. A tedious but straightforward computation
shows that the group (Z2=+1, ∗) has polynomial growth of order 2=+2, while (Z: , +)
has polynomial growth of order : . Since growth type is a quasi-isometric invariant
by [121, Corollary 6.2.6] we have that

(H2=+1, 3U) ; (H2<+1, 3U), < ≠ =, (H2B+1, 3U) ; (R: , 3U), : ≠ 2B + 2.

However, since (Z2=+1, ∗) and (Z2=+2, +) have the same polynomial growth we need
a different approach to show that (H2=+1, 3U) is not quasi-isometric to (R2=+2, 3U).
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Assume by contradiction that (H2=+1, 3U) ' (R2=+2, 3U). Then it follows
from [121, Corollary 6.3.16] that (Z2=+1, ∗) then would have a finite index sub-
group isomorphic to (Z2=+2, +). By intersecting all the conjugates of (Z2=+2, +) in
(Z2=+1, ∗) one can assure that there exists a normal abelian subgroup of (Z2=+1, ∗)
with finite index. The reason the intersection still has finite index is due to the
easily verifiable formula

|� : � ∩ � | ≤ |� : �| · |� : � |,

when �,� are subgroups of� with finite index. However, since (Z2=+1, ∗) is nilpo-
tent and torsion free, it follows from [114, Lemma 3.1] that this forces (Z2=+1, ∗)
to be abelian. Since this is not the case the claim follows.

Remark. The uniform covering U(H3) is can be considered on R3 since H3 is
diffeomorphic to R3. There, it is precisely the covering P introduced in Exam-
ple A.2.11. It thus follows from Example A.3.5 that the two coverings P andU in
Example A.2.11 are not equivalent coverings.

Given a stratified Lie group � with Lie algebra g = +1 ⊕ · · · ⊕ +B, we call the
multi-index

G(�) B (=1, . . . , =B),

the growth vector of �, where =8 B dimR(+8) for 8 = 1, . . . , B. The argument we
used in the last part of Example A.3.5 does not generalize easily. We remedy
this by proving a stronger statement about when two uniform metric spaces on
different stratified Lie groups can not be quasi-isometric. The first statement in
the following theorem is folklore, but we provide a proof as we could not find a
complete reference.

TheoremA.3.6. Let� be a stratified Lie group and assume that # ⊂ � is a lattice
in �. Then # has polynomial growth type of order equal to the homogeneous
dimension of �. Let � be another stratified Lie group that is realizable over the
rationals such that the uniform metric spaces (�, 3U) and (�, 3U) are quasi-
isometric. Then their growth vectors G(�) and G(�) have to be equal.

Proof. Wewill build a correspondence between the lower central series of# and the
stratification on theLie algebra g = +1⊕· · ·⊕+B. Consider the commutator subgroup
[�,�] ⊂ �. Then [152, Theorem 3.50] implies that [�,�] is a Lie subgroup of
� whose corresponding Lie algebra is isomorphic to [g, g] = +2 ⊕ · · · ⊕+B. Denote
the projection onto the quotient by c : � → �/[�,�].

It is straightforward to check that �/[�,�] is isomorphic as a Lie group to
Euclidean space and c(#) is a lattice in �/[�,�]. However, lattices in Euclidean
spaces are finitely generated abelian groups whose rank is equal to the dimension
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of the ambient Euclidean space. Hence it follows that c(#) is generated by
dim(�/[�,�]) = dim(g/[g, g]) = dim(+1) elements. This gives

rankZ�0(#)/�1(#) = dimR(+1),

where�8 (#) denotes the 8’th term in the lower central series of # . We can proceed
inductively to obtain that

rankZ (�8 (#)/�8+1(#)) = dimR(+8+1), 8 = 0, . . . , B − 1. (A.3.1)

The first statement of the theorem now follows from the Bass - Guivarc’h formula
[10, Theorem 2], stating that the polynomial growth of a finitely generated nilpotent
group # is precisely

=∑
:=1

: · rankZ (�:−1(#)/�: (#)) .

Let � be another stratified Lie group that is realizable over the rationals and
pick a lattice " in �. A quasi-isometry between the uniform spaces on � and
� induce a quasi-isometry between (#, 3# ) and (", 3" ), where 3# and 3" are
any proper, left-invariant metrics. Since the rank of the the quotients in the lower
central series of a finitely generated nilpotent group are quasi-isometric invariants,
we have that

rankZ (�8 (#)/�8+1(#)) = rankZ (�8 (")/�8+1(")) .

The correspondence (A.3.1) gives that the growth vectorsG(�) andG(�) are the
same. �

Example A.3.7. Let g be the nilpotent Lie algebra spanned by the elements
-1, -2, -3, -4 with non-trivial bracket relations

[-1, -2] = -3, [-1, -3] = -4.

We call g the Engel algebra and it is has a stratification given by

g = spanR{-1, -2} ⊕ spanR{-3} ⊕ spanR{-4}.

The connected and simply connected Lie group � corresponding to g is called the
Engel group and appears for instance in [49].

Since � is diffeomorphic to R4 through the exponential map, we can consider
the two coverings U(�) and U

(
R4) on R4. To check that the two coverings

are not equivalent is not a complete triviality from a computational perspective.
However, their uniform metric spaces are not quasi-isometric by Theorem A.3.6
since their growth vectors are different. Hence the coverings they induce on R4 are
non-equivalent by Proposition A.2.7. This illustrates the novelty of the large scale
approach, even when the coverings are on the same space.
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A.3.3 More Examples

Solvable Groups

We will now consider the more general class of solvable Lie groups and we begin
by recalling the definition of an (abstract) solvable group. The derived series of a
group # is defined by

# (0) B #, # (8) B [# (8−1) , # (8−1) ],

for 8 ≥ 1. A group # is said to be solvable if its derived series eventually reaches
the trivial group. Every nilpotent group is solvable, although the converse is false.
A group # is called virtually solvable if it contains a solvable subgroup of finite
index.

To see that virtually solvable groups play a prominent role in the setting of
uniform metric spaces on Lie groups, consider a connected Lie subgroup � of
�! (=,R) for = ≥ 1. Assume that 3 is a proper, left-invariant metric on � and
that # is a finitely generated subgroup of � such that 3 restricts to a locally finite
metric on # . Then Theorem A.3.2 shows that (�, 3U) ' (#, 3# ), where 3# is
any proper, left-invariant metric on # . Since # is a finitely generated subgroup of
�! (=,R) we can apply the famous Tits Alternative [121, Theorem 4.4.7] in group
theory to conclude that # is either virtually solvable or has a free subgroup of rank
two as a finite index subgroup. Motivated by this, we examine the uniform metric
spaces on solvable Lie groups more closely.

Definition A.3.8. A solvable Lie group is a connected Lie group such that its Lie
algebra g satisfies g= = {0} for some = ∈ N0, where

g0 B g, g8 B [g8−1, g8−1], 8 ≥ 1.

An example of a solvable Lie group is all upper-triangular = × = matrices with
positive determinant. As we will be interested in lattices in solvable Lie groups
so that we can apply Theorem A.3.2, let us remark that the existence of lattices
in solvable Lie groups are more complicated that in the nilpotent case. Unlike
a stratified Lie group, a solvable Lie group does not need to be unimodular, that
is, the right and left Haar measures might be different. There are no lattices in a
non-unimodular locally compact group by [139, Remark 1.9]. In particular, the
affine group (also known as the �G + 1 group) given by

Aff B
{(
0 1

0 1

)
: 0 > 0, 1 ∈ R

}
does not admit lattices even though it is solvable. We will relate the uniform metric
spaces on solvable Lie groups admitting lattices to the following subclass of finitely
generated solvable groups.
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Definition A.3.9. A group Γ is polycyclic if it admits a chain of subgroups

Γ = Γ0 ⊇ Γ1 ⊇ · · · ⊇ Γ: = {4},

where each term in the chain is a normal subgroup of the previous term and the
quotients Γ8−1/Γ8 are cyclic groups for 8 = 1, . . . , : . It is called strongly polycyclic
if it admits such a chain where each quotient Γ8−1/Γ8 is infinitely cyclic.

Proposition A.3.10. Let � be a connected and simply connected solvable Lie
group and assume there exists a lattice Γ in �. Then the uniform metric space
(�, 3U) is quasi-isometric to (Γ, 3) where 3 is any proper, left-invariant metric on
Γ. Moreover, Γ is strongly polycyclic.

Proof. Any lattice in a solvable Lie group is uniform by [139, Theorem 3.1]. It
follows from [139, Proposition 3.7] that any lattice in a simply connected solvable
Lie group is strongly polycyclic and hence finitely generated. By fixing a Rieman-
nian metric 6 on� by left translating an inner product on the Lie algebra, it is clear
that all the conditions in Theorem A.3.2 are satisfied and the result follows. �

The Special Linear Group and the Hyperbolic Plane

Wewill illustrate a uniformmetric space that has fundamentally different properties
than those built on solvable Lie groups. Consider the Lie group (! (2,R) of 2 × 2
matrices with real coefficients and unit determinant. It is related to the hyperbolic
plane H2 with the usual hyperbolic distance by the fact that (! (2,R) acts on H2 by
Möbius transformations(

0 1

2 3

)
· I B 0I + 1

2I + 3 , � B

(
0 1

2 3

)
∈ (! (2,R), I ∈ H2.

Notice that both � and −� induce the same transformation.
An action of a discrete group � on a topological space - is said to be properly

discontinuous if every point G ∈ - has a neighborhood* such that (6 ·*) ∩* = ∅
for every non-identity element 6 ∈ �. Finally, recall that a group action is said to
be free if 6 · G = G for some G ∈ - and 6 ∈ � implies that 6 is the identity element
of the group �.

Theorem A.3.11. The uniform metric space ((! (2,R), 3U) is quasi-isometric to
the fundamental group of any compact Riemann surface of genus 6 ≥ 2. Moreover,
this is again quasi-isometric to the hyperbolic space H2 with its usual hyper-
bolic distance. In particular, the uniform metric space ((! (2,R), 3U) is quasi-
hyperbolic.
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Proof. Fix an inner product 〈·, ·〉 on the Lie algebra sl(2,R) of (! (2,R) consisting
of 2 × 2 matrices with real coefficients and zero trace. Left translate this to obtain
a Riemannian metric on (! (2,R) and consider the Carnot-Carathéodory metric
3�� associated to it. Then ((! (2,R), 3��) satisfies all the initial assumptions in
Theorem A.3.2.

Let - be a compact Riemann surface of genus 6 ≥ 2. The fundamental group
c1(-) of - can be realized as a uniform and torsion free discrete subgroup Γ
of (! (2,R). Conversely, any uniform and torsion free discrete subgroup Γ of
(! (2,R) acts on H2 freely and properly discontinuously such that the orbit space
H2/Γ is a compact Riemann surface. These observations are built from several
standard results about compact Riemannian surfaces and they can all be found in
the lecture notes [71].

Fix such a uniform and torsion free discrete subgroup Γ of (! (2,R). Then Γ
acts on (! (2,R) by left translations and it follows from the Milnor-Švarc lemma
[133, Proposition 1.3.13] that Γ is finitely generated. The fact that Γ is uniform
implies that it is a net in ((! (2,R), 3��). The discreteness of Γ implies that 3��
is locally finite on Γ. We can conclude by Theorem A.3.2 that the uniform metric
space ((! (2,R), 3U) is quasi-isometric to Γwith any proper, left-invariant metric.
The choice of Γ does not matter since [121, Corollary 5.5.9] implies that any two
uniform, discrete subgroups of (! (2,R) are quasi-isometric. The quasi-isometry
between the fundamental group c1(-) and the hyperbolic plane H2 is well known
and can be found in [121, Corollary 5.4.10]. The final statement follows from
Lemma A.2.19 (b). �

Remark. In the proof of Theorem A.3.11 it is tempting to consider the lattice
(! (2,Z) in (! (2,R) instead of Γ. However, (! (2,Z) has a free group of rank
two as a finite index subgroup as shown in [121, Example 4.4.1]. This implies
together with [26, Theorem 1] that (! (2,Z) is not quasi-isometric to H2. The
reason for this failure lies with the non-compactness of the homogeneous space
(! (2,R)/(! (2,Z).
Proposition A.3.12. The metric space ((! (2,R), 3U) is not quasi-isometric to
(H2=+1, 3U) or (R: , 3U) for any =, : ∈ N. In fact, there are no quasi-isometric
embeddings

(R: , 3U) −→ ((! (2,R), 3U), (H2=+1, 3U) −→ ((! (2,R), 3U),

unless : = 1.

Proof. Consider the elements

� =
©­«
1 41 0
0 �=×= 0
0 0 1

ª®¬ , � = ©­«
1 0 1
0 �=×= 0
0 0 1

ª®¬ ∈ H2=+1,

77



Paper A. A Large Scale Approach to Decomposition Spaces

where 41 = (1, 0, . . . , 0). The subgroup 〈�, �〉 generated by � and � is commuta-
tive and the mapping

q : 〈�, �〉 −→ Z2

�A�B ↦−→ (A, B)

gives an isomorphism between 〈�, �〉 and Z2. Hence Lemma A.2.19 (d) implies
that the Heisenberg groups are not hyperbolic. We mentioned in Lemma A.2.19 (c)
that Z: is not a hyperbolic group unless : = 1. Hence neither of the quasi-isometric
embeddings

(R: , 3U) −→ ((! (2,R), 3U), (H2=+1, 3U) −→ ((! (2,R), 3U)

are possible due to Lemma A.2.19 (a) for = ∈ # and : ≥ 2.
For : = 1 one obtain several quasi-isometric embeddings

(R, 3U) −→ ((! (2,R), 3U)

from Lemma A.2.19 (c). We can not use hyperbolicity to conclude that (R, 3U) is
not quasi-isometric to ((! (2,R), 3U). However, we can consider their asymptotic
dimensions together with Theorem A.3.11 to derive

asdim((! (2,R), 3U) = asdim(H2) = 2 ≠ 1 = asdim(Z) = asdim(R, 3U).

Here we have used that the asymptotic dimension of H2 is equal to two, a result
going back to Gromov [86]. Hence the claim follows from the quasi-isometric
invariance of asymptotic dimension. �

Notice that we used both asymptotic dimension and hyperbolicity in the proof
of Proposition A.3.12. Arguments such as these are our main motivation for
considering invariants from large scale geometry. For another class of examples,
we refer the reader interested in shearlet groups to the Ph.D. thesis of René Koch
[115, Section 5.4] and the subsequent paper [70] where novel results are derived.

A.4 Decomposition Spaces and Geometric Embeddings

This section is devoted to introducing embeddings between decomposition spaces
that induce quasi-isometric embeddings between the underlying coverings called
geometric embeddings. In Subsection A.4.3 we will give some criteria for when
quasi-isometries between the underlying coverings can induce geometric embed-
dings between decomposition spaces.
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A.4.1 Definitions and Basic Properties

We will start by reviewing basic definitions and results regarding decomposition
spaces given in [59]. This is done to make our exposition complete as well as to fix
notation and settle our conventions. Throughout this section, we let - denote an
arbitrary locally compact topological space and denote by (A, ‖ · ‖A) a subspace
of �1 (-,C) with a norm ‖ · ‖A making it into a Banach algebra under pointwise
multiplication. Moreover, we additionally stipulate that (A, ‖ · ‖A) is closed under
complex conjugation and that it is regular, that is, (A, ‖ · ‖A) is sufficiently large
to separate points from closed sets by continuous functions.

A partition of unity Φ B (i8)8∈� on - subordinate to an admissible covering
Q B (&8)8∈� is a collection of non-negative continuous functions such that for all
G ∈ - one has

supp(i8) ⊂ &8 ,
∑
8∈�

i8 (G) = 1. (A.4.1)

Since the covering Q is assumed to be admissible, there is no convergence issue in
the sum (A.4.1).

Definition A.4.1. Let Q B (&8)8∈� be an admissible covering on - . A bounded
admissible partition of unity (BAPU) in (A, ‖ · ‖A) subordinate to Q is a partition
of unity Φ B (i8)8∈� subordinate to Q where i8 ∈ A for every 8 ∈ � and

sup
8∈�
‖i8 ‖A < ∞. (A.4.2)

It is common to refer to Φ as a Q-BAPU to emphasize the covering Q in question.

We denote byA2 the elements ofA that have compact support. When forming
the decomposition space D(Q, �,. ) in Definition A.4.2, we need some weak
assumptions on the Banach spaces (�, ‖ · ‖�) and (., ‖ · ‖. ) to deduce nice
properties of the decomposition space D(Q, �,. ).

Our standing assumptions are that � is continuously embedded into the dual
A∗2 , that A2 is densely embedded into �, and that � is a Banach module over A
under pointwise operations. We assume that (., ‖ · ‖. ) is a Banach space consisting
of sequences on the index set �. Moreover, we assume minimality of (., ‖ · ‖. ),
meaning that the finitely supported sequences are required to form a dense subspace
of (., ‖ · ‖. ). Define the clustering map ΓQ : . −→ . by

(08)8∈� ↦−→
(∑
9∈8∗

0 9

)
8∈�

.

It will henceforth be assumed that the clustering map ΓQ is well-defined and
bounded on. . Finally, we impose that. should be solid, meaning that if G = (G8)8∈�

79



Paper A. A Large Scale Approach to Decomposition Spaces

is a sequence in. and H = (H8)8∈� is a sequence in C� such that |H8 | ≤ |G8 | for every
8 ∈ �, then H ∈ . with ‖H‖. ≤ ‖G‖. . We refer the reader to [59, Section 2] for a
more thorough discussion of these assumptions.

DefinitionA.4.2. Let � and. beBanach spaces satisfying the standing assumptions
above. Moreover, let Φ B (i8)8∈� be a Q-BAPU in A corresponding to an
admissible covering Q on - . The decomposition (function) space D(Q, �,. )
consists of all elements 5 ∈ A∗2 such that

‖ 5 ‖D(Q,�,. ) B



 (‖ 5 · i8 ‖�)8∈� 




.
< ∞. (A.4.3)

We call � the local component and . the global component of the decomposition
space D(Q, �,. ).

EquippingD(Q, �,. ) with the norm given by (A.4.3) gives us a Banach space
by [59, Theorem 2.2 A]. The observant reader will have noticed that we have
excluded the Q-BAPUΦ B (i8)8∈� from the notationD(Q, �,. ). This is because
[59, Theorem2.3] implies that differentQ-BAPU’s give rise to the same spaceswith
equivalent norms. We summarize some well known properties of decomposition
spaces in Proposition A.4.3 below. The last statement of Proposition A.4.3 is a
straightforward extension of [59, Corollary 2.6].

Proposition A.4.3. The (continuous) dual space of D(Q, �,. ) can be identified
with the decomposition space D(Q, �∗, . ∗). In particular, reflexivity of the local
and global components gives reflexivity of the corresponding decomposition space.
Moreover, we have the norm convergence

5 =
∑
8∈�

5 · i8 ,

in D(Q, �,. ) where Φ B (i8)8∈� is any Q-BAPU for D(Q, �,. ). Finally, a
function 5 belongs to D(Q, �,. ) if and only if there exist : ∈ N and 58 ∈ � with
supp( 58) ⊂ &:∗8 such that {‖ 58 ‖�}8∈� ∈ . and 5 =

∑
8∈� 58 in A∗2 .

Remark. The requirement thatA2 is dense in � is only needed for the duality state-
ment in Proposition A.4.3, while the requirement that the finite sequences are dense
in . is required for both the duality statement and the norm convergence statement
in Proposition A.4.3. The reader interested in cases where these requirements do
not hold, such as. = ;∞(�), can safely use all subsequent results that do not invoke
these properties.

Many of the decomposition spaces appearing in the literature such as mod-
ulation spaces and Besov spaces are built on open subsets of some Euclidean
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space. However, they are not precisely decomposition spaces as defined in [59],
but rather a variation that incorporates the Fourier transform. We briefly outline
this distinction and refer the reader to the paper [148] for more details.

Let Q B (&8)8∈� be an admissible covering for the open set ∅ ≠ O ⊂ R: with
a Q-BAPU Φ B (i8)8∈� . Moreover, let � and . be Banach spaces satisfying the
standing assumptions where A B F !1 is the Fourier transform of all integrable
functions. Then the decomposition space D(Q, F ! ?, . ) consists of all elements
5 ∈ A∗2 such that


 (


 5 · i8




F!?

)
8∈�





.
=




 (


F −1 ( 5 · i8)




!?

)
8∈�





.
< ∞. (A.4.4)

The local component F ! ? is a Banach module under pointwise multiplication over
A since

‖ 5 · 0‖F!? = ‖F −1 ( 5 · 0) ‖!? = ‖F −1( 5 ) ∗ F −1(0)‖!? ≤ ‖ 5 ‖F!? · ‖0‖A ,

for 0 ∈ A and 5 ∈ F ! ?. The expression (A.4.4) is well-defined by the uniform
bound (A.4.2).

Definition A.4.4. The F -type decomposition space DF (Q, ! ?, . ) is defined by

DF (Q, ! ?, . ) B F −1 (D(Q, F ! ?, . )) .

For 5 ∈ DF (Q, ! ?, . ) we are interested in the natural norm

‖ 5 ‖DF (Q,!? ,. ) B



 (


F −1 (F ( 5 ) · i8)





!?

)
8∈�





.
. (A.4.5)

If we want to indicate that a decomposition space in a statement can be either
a F -type decomposition space or a standard decomposition space, we refer to it as
a (F -type) decomposition space.

Remark. One avenue that we have not pursued is to consider the quasi-Banach
setting, that is, where the local component (�, ‖ · ‖�) and the global component
(., ‖ · ‖. ) of (F -type) decomposition spaces are quasi-Banach spaces. The most
common examples are � = ! ? and . = ;@ for 0 < ?, @ < 1. Although these
have received increased interest in the last few years, we will avoid this more
technical case since the underlying geometry of the coverings are not affected by
this extension. We refer the interested reader to [148] for the most comprehensive
exposition on decomposition spaces with quasi-Banach spaces as local and global
components.
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A.4.2 Geometric Embeddings

We now take up the question of whether one (F -type) decomposition space embeds
nicely into another (F -type) decomposition space. As the (F -type) decomposition
spaces are Banach spaces, they can embed into each other as Banach spaces
without this actually reflecting the underlying geometry of the coverings. Moreover,
the embedding may then be artificial and not readily available. Hence we will
consider a refined notion of embeddings between (F -type) decomposition spaces
that incorporates the underlying coverings.

Recall that an embedding between Banach spaces (�1, ‖ · ‖�1) and (�2, ‖ · ‖�2)
is an injective linear map � : �1 → �2 such that ‖� ( 5 )‖�2 ≤ �‖ 5 ‖�1 for some
constant � > 0 not depending on 5 ∈ �1. Let (-,Q) be a covered space and
consider a decomposition space D(Q, �,. ). We define the adapted support of an
element 5 ∈ D(Q, �,. ) with respect to the Q-BAPU Φ B (i8)8∈� to be

C[ 5 ] B
⋃
8∈�
{&8 : ‖ 5 · i8 ‖� ≠ 0} .

Notice that 58 B
∑
9∈8∗ i8 ∈ D(Q, �,. ) is a non-zero function that satisfies

C[ 58] ⊂ &2∗
8
.

If we are considering F -type decomposition spaces, then the adapted spectrum
of 5 ∈ DF (Q, ! ?, . ) with respect to the Q-BAPU Φ B (i8)8∈� is defined to be

C[ 5 ] B
⋃
8∈�
{&8 : ‖F ( 5 ) · i8 ‖F!? ≠ 0} .

Notice that the adapted support and adapted spectrummight depend on the choice of
Q-BAPU. However, it will be clear in Definition A.4.5 that the choice of Q-BAPU
is irrelevant.

Definition A.4.5. Let D(Q, �1, .1) and D(P, �2, .2) be (F -type) decomposition
spaces with underlying covered spaces (-,Q) and (/,P).

• We say that a map

� : D(Q, �1, .1) → D(P, �2, .2)

is a geometric embedding of decomposition spaces if it is an embedding of
Banach spaces with the following additional requirement: There should exist
constants !, � > 0 such that for any : ∈ N0 and any 5 , 6 ∈ D(Q, �1, .1)
with C[ 5 ] ⊂ &:∗

8
and C[6] ⊂ &:∗

9
, we have

1
!
3Q (G, H) − � ≤ 3P (I, F) ≤ !3Q (G, H) + �, (A.4.6)

where G ∈ &:∗
8
, H ∈ &:∗

9
, I ∈ C[� ( 5 )] and F ∈ C[� (6)] are arbitrary.
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• Two decomposition spaces D(Q, �1, .1) and D(P, �2, .2) are said to be
geometrically isomorphic if there exists an invertible geometric embedding
from D(Q, �1, .1) to D(P, �2, .2) whose inverse is also a geometric em-
bedding.

Although it would seem more convenient to require (A.4.6) only for 5 = j&8
and 6 = j& 9 , this is often not sufficient for the simple reason that j&8 might
not be in D(Q, �1, .1). An example where this happens is the modulation space
"1(R=) defined in Subsection A.5.1 since every element in "1(R=) is continuous.
Moreover, we will give an example at the end of Subsection A.5.2 showing that
two decomposition spacesD(Q, �1, .1) andD(P, �2, .2) can be equal as Banach
spaces without being geometrically isomorphic.

To see why the definition of geometric embeddings encodes the geometry of
the decomposition space, we consider the case where - = / . Assume that the
identity mapping

D(Q, �1, .1) 3 5 ↦−→ 5 ∈ D(P, �2, .2)

is a geometric isomorphism. Then the identity map from (-, 3Q) to (-, 3P) is
a quasi-isometry by (A.4.6). Hence it follows from Proposition A.2.7 that the
coverings Q and P are equivalent. Conversely, if the identity map from (-, 3Q) to
(-, 3P) is a quasi-isometry, then the identity map acting on functions 5 : - → C
satisfies the estimate (A.4.6). However, it is not guaranteed that the identity map
5 ↦→ 5 embeds D(Q, �1, .1) continuously into D(P, �2, .2).

PropositionA.4.6. LetD(Q, �1, .1) andD(P, �2, .2) be (F -type) decomposition
spaces with underlying covered spaces (-,Q) and (/,P). If

� : D(Q, �1, .1) → D(P, �2, .2)

is a geometric embedding, then � induces a quasi-isometric embedding between
the metric spaces (-, 3Q) and (/, 3P). In particular, the decomposition spaces
D(Q, �1, .1) and D(P, �2, .2) can be geometrically isomorphic only when the
associated metric spaces (-, 3Q) and (/, 3P) are quasi-isometric.

Proof. Assume that � : D(Q, �1, .1) → D(P, �2, .2) is a geometric embedding.
We define a map [ : (-, 3Q) → (/, 3P) as follows: For G ∈ - we have G ∈ &8 for
some 8 ∈ �. Choose a non-zero function 5 ∈ D(Q, �1, .1) with C[ 5 ] ⊂ &:∗8 for
some : ∈ N0. Since � is injective there exists an element H ∈ C [� ( 5 )]. Define
[(G) = H. The estimate (A.4.6) gives that [ is a quasi-isometric embedding. �

We can now use results we have developed for covered spaces to deduce
obstructions about geometric embeddings between (F -type) decomposition spaces.
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Whenever we consider the uniform covering U(�) on a path-connected, locally
compact group �, we use the simplified notation

D(�, �,. ) B D(U(�), �,. ), DF (�, �,. ) B DF (U(�), �,. ).

Proposition A.4.7. There are no geometric embeddings

D(R: , �1, .1) −→ D(R;, �2, .2), ; < :,

D(H2<+1, �3, .3) −→ D(H2=+1, �4, .4), = < <,

D(R: , �1, .1) −→ D(H2=+1, �4, .4), 2= + 1 < :,
D(H2<+1, �3, .3) −→ D(R;, �2, .2), ; < 2< + 1,

where �1, . . . , �4 and.1, . . . , .4 are arbitrary Banach spaces satisfying the standing
assumptions. The decomposition spaces D(R: , �1, .1) and D(H2=+1, �4, .4) are
not geometrically isomorphic for any =, : ∈ N.

Proof. It follows from Proposition A.4.6 that it suffices to show that there are
no quasi-isometric embeddings between the underlying uniform metric spaces.
Assume by contradiction that there exists a quasi-isometric embedding

� : (H2<+1, 3U) → (H2=+1, 3U), = < <.

Then
asdim(H2<+1, 3U) ≤ asdim(H2=+1, 3U).

However, this contradicts [33, Theorem 3.5] stating that the asymptotic dimension
of the net (Z2=+1, ∗) in H2=+1 is equal to 2= + 1. Since we know that

asdim(R: , 3U) = asdim(Z: , +) = :,

the other statements follows. The last claim follows from Example A.3.5. �

RemarkA.4.8. SinceH2<+1 is diffeomorphic toR2<+1 we can consider the uniform
coveringU on H2<+1 as a covering on R2<+1. Hence DF (H2<+1, !@, .2) is well-
defined. The statements in Proposition A.4.7 also hold if we consider the F -type
decomposition spaces DF (R: , ! ?, .1) and DF (H2<+1, !@, .2) for 1 ≤ ?, @ < ∞.

A.4.3 Spatially Implemented Geometric Embeddings

In Proposition A.4.6 we showed that geometric embeddings

� : D(Q, �1, .1) → D(P, �2, .2)
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between (F -type) decomposition spaces induce quasi-isometric embeddings be-
tween the associatedmetric spaces (-, 3Q) and (/, 3P) of the underlying coverings.
A question that naturally arises is whether the opposite might be true in certain
situations: Does a quasi-isometric embedding between (-, 3Q) and (/, 3P) induce
a geometric embedding between the (F -type) decomposition spaces D(Q, �1, .1)
and D(P, �2, .2)? Although the answer in general is no, we present criteria for
when this holds and examine an illustrative example.

Firstly, we need to examine how a quasi-isometric embedding affects the global
components of decomposition spaces. Let . be a sequence space on the countable
index set � satisfying the standard assumptions given in Subsection A.4.1. Consider
two admissible coverings Q B (&8)8∈� and P B (% 9) 9∈� on the sets - and / ,
respectively. Assume that q : (/, 3P) → (-, 3Q) is a surjective quasi-isometric
embedding. For each 9 ∈ � we pick 8 ∈ �, denoted by q( 9), such that

q(% 9) ∩&8 ≠ ∅.

If this selection can be performed such that each 8 ∈ � is picked precisely once,
then we say that q induces a bĳection between index sets. If this is so, we define
the normed sequence space (.q, ‖ · ‖.q ) by

.q B
{
(G 9) 9∈� ∈ C� :

(
Gq−1 (8)

)
8∈�
∈ .

}
,

with norm 

(G 9) 9∈� 

.q B 


(Gq−1 (8)

)
8∈�





.
.

Let us see why the sequence space .q does not depend on the precise choice
of bĳection that q induces: Consider two induced bĳections q1, q0 : � → � and let
8 ∈ � be arbitrary. Then for 9 B q−1

1 (8) and ; = q
−1
0 (8) we have q1(% 9) ∩ &8 ≠ ∅

and q0(%;) ∩&8 ≠ ∅. For G ∈ q1(% 9) ∩&8 and H ∈ q0(%;) ∩&8 we use that q is a
quasi-isometric embedding to obtain

3P (IG , IH) ≤ ! + �, IG ∈ q−1(G), IH ∈ q−1(H).

Hence there exists a : = : (!, �) ∈ N such that 9 ∈ ;:∗. The fact that the clustering
map ΓQ is bounded on . ensures the required independence. It is straightforward
to check that all properties required of the global component of a decomposition
space are satisfied for .q if they are satisfied for . .

Theorem A.4.9. Let q : (/, 3P) → (-, 3Q) be a surjective quasi-isometric em-
bedding between the associated metric space of two covered spaces (-,Q) and
(/,P) that induces a bĳection between index sets. Consider two (F -type) decom-
position spaces D(Q, �1, . ) and D(P, �2, .q) where the local components �1
and �2 consist of functions on - and / , respectively. Assume that the mapping

q∗ 5 (H) B 5 (q(H))
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between �1 and �2 is bounded. Then q induces a geometric embedding from
D(Q, �1, . ) to D(P, �2, .q) on the form

q∗ 5 B
∑
8∈�

q∗( 5 · i8),

where Φ B (i8)8∈� is any choice of Q-BAPU.

Proof. Let us fix a Q-BAPU Φ B (i8)8∈� and write 5 =
∑
8∈� 5 · i8 for each

5 ∈ D(Q, �1, . ) by Proposition A.4.3. Then using that q induces a bĳection
between the index sets allows us to write

q∗ 5 =
∑
8∈�

q∗( 5 · i8) =
∑
9∈�

q∗( 5 · iq ( 9) ),

where q∗( 5 · iq ( 9) ) ∈ �2 by the boundedness of q∗. We want to apply the last
statement Proposition A.4.3 to conclude that q∗ 5 ∈ D(P, �2, .q). To do this, we
need to first check that the support condition is satisfied.

We denote as usual the quasi-isometric parameters of q by !, � > 0. Let 9 ∈ �
be arbitrary and set 8 B q( 9). Since q(% 9) ∩&8 ≠ ∅ we can find H8 ∈ % 9 ⊂ / such
that q(H8) ∈ &8 . Then the constraint 3P (H, H8) > ! (� + 1) on H ∈ / ensures that
q(H) ∉ &8 since we have

3Q (q(H), q(H8)) ≥
1
!
3P (H, H8) − � > 1.

Hence

supp
(
q∗( 5 · iq ( 9) )

)
= supp (q∗( 5 · i8))
⊂ {H ∈ / : 3P (H, H8) ≤ ! (� + 1)}
⊂ %:∗9 ,

for some fixed : = : (�, !) ∈ N. The equivalence(
‖q∗( 5 · iq ( 9) )‖�2

)
9∈� ∈ .q ⇔

(
‖q∗( 5 · i8)‖�2

)
8∈� ∈ .

together with the boundedness of q∗ : �1 → �2 ensure that we can apply the last
statement of Proposition A.4.3 to obtain q∗ 5 ∈ D(P, �2, .q). Moreover, the
boundedness of q implies that there exists a constant ( > 0 such that

‖q∗ 5 ‖D(P,�2,.q) ≤ (‖ 5 ‖D(Q,�1,. ) .

To show injectivity of q∗ we make the following observation: For an element
5 ∈ D(Q, �1, . ) we have 5 · i8 ∈ �1 as a genuine function. Since

∑
8∈� 5 · i8 = 5
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in the norm of D(Q, �1, . ) by Proposition A.4.3, we can make sense of 5 as a
function on - . Assume that q∗ 5 = 0. Then

0 =
∑
8∈�

q∗( 5 · i8) =
∑
8∈�
( 5 ◦ q) · (i8 ◦ q).

Since (i8 ◦ q)8∈� is a partition of unity on / we have that 5 ◦ q is the zero function
on / . Thus the surjectivity of q implies that 5 is the zero function on - . Hence
5 = 0 in �1 and injectivity follows. �

Remark. There are several ways of modifying the statement in Theorem A.4.9 to
obtain useful variants. To illustrate this, let us consider �1 = !

? and �2 = !
@ for

1 ≤ ?, @ < ∞ on the spaces - = R= and / = R<. Since the spaces �1 and �2
consist of equivalence classes of functions and not functions themselves, we can
not apply Theorem A.4.9 in this setting. A closer look at the proof of injectivity of
q∗ above shows that we the only thing we can conclude from the statement q∗ 5 = 0
in �2 = !

@ is that q∗ 5 is zero almost everywhere as a function on R<. If we add
the assumption that q : / = R< → - = R= should map sets with measure zero to
sets with measure zero (with respect to the respective Lebesgue measures), then
the following argument carries through: If q∗ 5 = 0 in �2 then 5 ◦ q is zero on a
set / \ # ⊂ / where # has measure zero. Then - = q (/ \ #) ∪ q(#) due to the
surjectivity of q and q(#) has measure zero. Hence 5 is zero almost everywhere
and hence represents the equivalence class of the zero function in ! ?. Therefore
q∗ is injective. The assumption that q should preserve sets with Lebesgue measure
zero is easily satisfied in concrete situations.

We will refer to the geometric embeddings in Theorem A.4.9 as being spatially
implemented. It should be remarked that not all geometric embeddings need to be
spatially implemented, see Theorem A.5.2. Since surjective quasi-isometric em-
beddings are quasi-isometries, we can only hope to find spatially implemented geo-
metric embeddings between decomposition spacesD(Q, �1, .1) andD(P, �2, .2)
whenever (-, 3Q) ' (/, 3P). Looking back at Example A.2.9 gives an obvious
candidate that we now examine.

Consider the decomposition space

BB?,@ (R=) B D
(
B, ! ?, ;@

l (B)

)
, (A.4.7)

for 1 ≤ ?, @ < ∞whereB(R=) is the dyadic covering onR= given in ExampleA.2.9
and l(B) is the weight l(B) ( 9) B 2 9B for 9 ∈ N0. We denote by BB?,@ (R+) the
decomposition space whose underlying covered space (R+,B(R+)) is the positive
line with the restricted dyadic covering and the local and global components are
the same as in (A.4.7). The notation BB?,@ (R=) is motivated by the fact that the
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(inhomogeneous) Besov spaces �B?,@ (R=) appearing in classical harmonic analysis
have the F -type decomposition space description

�B?,@ (R=) = DF
(
B, ! ?, ;@

l (B)

)
.

The reason we consider BB?,@ (R=) instead of the Besov spaces �B?,@ (R=) is be-
cause we can then use Theorem A.4.9 to obtain a spatially implemented geometric
embedding.

Proposition A.4.10. There is a spatially implemented geometric embedding from
BB?,@ (R+) to B=B?,@ (R=) for any = ≥ 1.

Proof. To invoke Theorem A.4.9 we define a map

q : R= −→ R+
G = (G1, . . . , G=) ↦−→ (G2

1 + · · · + G
2
=)

=
2 = ‖G‖=2 .

The first step is to show that q is a quasi-isometry. Associate to any G ∈ R= the
smallest number <(G) ∈ N0 such that ‖G‖2 ≤ 2<(G) . It is clear that the distance
3B(R=) (G, H) between two points G, H ∈ R= satisfies

3B(R=) (G, H) = 3B(R=) ((2<(G) , . . . , 0), (2<(H) , . . . , 0)) + U = |<(G) − <(H) | + U,

where U will denote a constant that is either one or zero (consider when G and H
are in the same dyadic interval to see the necessity of U). Then we have

3B(R+) (q(G), q(H)) = 3B(R+)
(
2<(G)=, 2<(H)=

)
+ U = =|<(G) − <(H) | + U.

This is clearly a quasi-isometric embedding with parameters ! = = and � = 1. It
is also clear that q(R=) is all of R+ by considering the image of any line through
the origin. Hence q is a surjective quasi-isometry.

However, q induces the mapN0 3 < ↦→ =< ∈ N0 between the index sets. Since
this is not a bĳection (unless = = 1) we need to make the following modification:
Scale the dyadic covering on R= so that the dyadic intervals have the form

�̃0 B
{
G ∈ R= : ‖G‖2 ≤ 2

1
=

}
, �̃< B

{
G ∈ R= : 2

<−1
= ≤ ‖G‖2 ≤ 2

<+1
=

}
.

The scaled dyadic covering still defines the same decomposition space �B?,@ (R=)
and the map q satisfies q(�̃;) = �; for all ; ∈ N0. Hence we obtain that q induces
a bĳection between index sets and the correct sequence space on R= is(

;
@

l (B)

)
q
= ;

@

l (=B) .
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We can apply Theorem A.4.9 as longs as we can show that the mapping
q∗ 5 (H) = 5 (q(H)) between ! ? (R+) and ! ? (R=) is both bounded above and below.
A computation using spherical coordinates gives that

‖q∗( 5 )‖!? (R=) =
(∫
R=

���� 5 ((
G2

1 + · · · + G
2
=

) =
2
)����? 3G1 · · · 3G=

) 1
?

=

(
=c

=
2

Γ(1 + =2 )

) 1
?

(∫ ∞

0
| 5 (A=) |?A=−13A

) 1
?

=

(
c
=
2

Γ(1 + =2 )

) 1
?

‖ 5 ‖!? (R+) ,

where Γ denotes the Gamma function. Hence Theorem A.4.9 implies that q∗ is a
spatially implemented geometric embedding from BB?,@ (R+) to B=B?,@ (R=). �

A.5 Examples

In this final section we will put our developed machinery to the test in concrete
settings. Wewill consider themodulation spaces, both onR= and on theHeisenberg
group H2=+1; the latter case was recently considered in [64]. Finally, we describe a
class of decomposition spaces in Subsection A.5.3 where the underlying covering
is quasi-hyperbolic.

A.5.1 Euclidean Modulation Spaces

Modulation spaces are a class of function spaces in time-frequency analysis that
have been extensively studied in the last decades. They were introduced by Hans
Georg Feichtinger and is widely recognized as the correct setting for theoretical
time-frequency analysis after its appearance in the standard reference on the topic
[81]. The original description was given by Feichtinger in the language of de-
composition spaces, while the modern approach is usually through integrability of
the short-time Fourier transform. We will begin by giving a brief review of the
modern approach. In Theorem A.5.2 we show that geometric embeddings between
modulation spaces in different dimensions can only exist when the dimension is
increasing.

The two fundamental operators in time-frequency analysis are the time-shift
operator )G and the frequency-shift operator "l . They act on 5 ∈ !2(R=) by

)G 5 (C) B 5 (C − G), "l 5 (C) B 42c8C ·l 5 (C), G, l ∈ R=.
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Given two functions 5 , 6 ∈ !2(R=) where 6 ≠ 0 we define the short-time Fourier
transform (STFT) of 5 with respect to 6 to be

+6 5 (G, l) B
∫
R=
5 (C)6(C − G)4−2c8C ·l 3C = 〈 5 , "l)G6〉!2 (R=) . (A.5.1)

This gives us localized frequency information about 5 by looking through the
“window” 6. It is clear from the inner product interpretation in (A.5.1) that we can
extend the STFT to the setting where 5 ∈ S′(R=) and 6 ∈ S(R=) by duality.

Definition A.5.1. Fix 6 ∈ S(R=) \ {0} and constants 1 ≤ ?, @ < ∞. We define
the (non-weighted) modulation space " ?,@ (R=) to be all tempered distributions
5 ∈ S′(R=) that satisfies ‖ 5 ‖" ?,@ (R=) < ∞, where

‖ 5 ‖" ?,@ (R=) B

(∫
R=

(∫
R=
|+6 5 (G, l) |? 3G

) @
?

3l

) 1
@

.

It follows from [81, Proposition 11.3.2] that different choices of functions
6 ∈ S(R=) \ {0} yield equivalent norms. Moreover, the spaces " ?,@ (R=) are
Banach spaces where the time-shift operators and the frequency-shift operators act
by isometries [81, Theorem 11.3.5].

The modulation spaces have, in addition to their STFT-description, a presenta-
tion as F -type decomposition spaces

" ?,@ (R=) ' DF (R=, ! ?, ;@). (A.5.2)

One refers to the description of " ?,@ (R=) given in Definition A.5.1 as the coor-
bit description of " ?,@ (R=), while (A.5.2) is referred to as the decomposition
description of " ?,@ (R=).

Theorem A.5.2. There is a tower of compatible geometric embeddings

" ?,@ (R)
Γ2

1−−→ " ?,@ (R2)
Γ3

2−−→ · · ·
Γ=
=−1−−−→ " ?,@ (R=)

Γ=+1=−−−→ · · · ,

where there are no geometric embeddings in the other direction.

Proof. It follows from Proposition A.4.7 and Remark A.4.8 that there are no
geometric embeddings from " ?,@ (R=) to " ?,@ (R<) whenever = > <. We will
now show that " ?,@ (R=) can be geometrically embedded into " ?,@ (R<) as long
as = ≤ <.

Define the map

Γ<= : S (R=) ⊂ " ?,@ (R=) −→ " ?,@ (R<)
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given by

5 ↦−→ Γ<= ( 5 ) (b1, . . . , b<) B F −1
< (F= ( 5 ) (b1, . . . , b=)[(b=+1) · · · [(b<)) ,

where 0 ≠ [ ∈ �∞2 (R) and F= denotes the =-dimensional Fourier transform. It is
clear that the condition (A.4.6) is satisfied. Since S(R=) is dense in " ?,@ (R=) by
[81, Theorem12.2.2] it suffices to showboundedness ofΓ<= . To show this, we utilize
the coorbit description of " ?,@ (R=). Since the Fourier transform interchanges
time-shift operators and frequency-shift operators, it follows that F= is a bounded
operator from " ?,@ (R=) to "@,? (R=). Hence it suffices to show that the map
5 ↦→ 5 ⊗ [ is a bounded map from S(R=) ⊂ " ?,@ (R=) to " ?,@ (R=+1) whenever
0 ≠ [ ∈ �∞2 (R) and 1 ≤ ?, @ < ∞.

The standard Gaussian 6=+1(G) B 4−cG
2 on R=+1 splits as

6=+1(G) = (6= ⊗ 61) (G) B 6= (Ḡ)61(G=+1),

where G = (G1, . . . , G=+1) and Ḡ = (G1, . . . , G=). Hence

+6=+1 ( 5 ⊗ [) (G, l) = +6=⊗61 ( 5 ⊗ [) (G, l) = +6= 5 (Ḡ, l̄) · +61[(G=+1, l=+1).

A straightforward calculation gives that

‖ 5 ⊗ [‖" ?,@ (R=+1)

=

(∫
R

(∫
R

��+61[(G=+1, l=+1)
��? 3G=+1) @? 3l=+1) 1

@

· ‖ 5 ‖" ?,@ (R=) .

Since 0 ≠ [ ∈ �∞2 (R) ⊂ S(R) ⊂ " ?,@ (R) it follows that Γ<= is a bounded map
from " ?,@ (R=) to " ?,@ (R<).

The reason Γ is injective when viewed as a mapping from " ?,@ (R=) to
" ?,@ (R<) is because the Fourier transform is an injective map from " ?,@ (R=)
to "@,? (R=) and that [ ≠ 0. Hence Γ<= extends to a geometric embedding from
" ?,@ (R=) to" ?,@ (R<) for = ≤ <. Finally, the embeddingswe constructed respect
composition Γ;< ◦ Γ<= = Γ;= for all ; ≥ < ≥ = ≥ 1. �

We can say even more by allowing the indices 1 ≤ ?, @ < ∞ to vary. It follows
from [81, Theorem 12.2.2] that we have the estimate

‖ 5 ‖" ?2 ,@2 (R: ) ≤ �‖ 5 ‖" ?1 ,@1 (R: )

for some � > 0 whenever ?1 ≤ ?2 and @1 ≤ @2.
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Corollary A.5.3. Whenever ?1 ≤ ?2, @1 ≤ @2, and = ≤ < there exists a geometric
embedding from" ?1,@1 (R=) to" ?2,@2 (R<). In particular, there exists a geometric
embedding from the Feichtinger algebra S0(R) B "1,1(R) to any modulation
space " ?,@ (R=).

Hence the Feichtinger algebra is universal in the class of (non-weighted) mod-
ulation spaces on Euclidean spaces. Therefore, any (F -type) decomposition space
that embeds geometrically into S0(R) does in fact embed geometrically into all the
modulation spaces " ?,@ (R=).

A.5.2 Heisenberg Modulation Spaces

The STFT introduced in (A.5.1) is intimately related to the Heisenberg groupH2=+1
in the following way: Define the Schrödinger representation

d : H2=+1 →U(!2(R=))

by
d(G, l, C) B 4c8 (2C+G ·l))G"l ,

where G, l ∈ R=, C ∈ R andU(!2(R=)) denotes the unitary operators on !2(R=).
Then a short computations shows that the matrix coefficients of the Schrödinger
representation are (up to a phase factor) the STFT. The Stone-vonNeumann theorem
[81, Theorem 9.3.1] emphasizes the importance of the Schrödinger representation
as it is essentially the only interesting irreducible unitary representation of the
Heisenberg group.

Although it is clear fromDefinition A.5.1 that the Heisenberg groupH2=+1 play
a role in the traditional modulation spaces, the underlying covering of " ?,@ (R=)
has Z= as its associated metric space and not the discrete Heisenberg groups. Re-
cently, decomposition spaces originating from a coorbit description of a certain
nilpotent Lie group have been investigated in [64]. These decomposition spaces are
truly related to the large scale geometry of the Heisenberg group. We outline their
construction and extend one of their main results [64, Theorem 7.6] to geometric
embeddings in Proposition A.5.4 since all the hard work has already been done in
Section A.3 and Section A.4. We believe that our approach can make arguments
clearer and emphasize the importance of viewing coverings from a metric perspec-
tive. Thus we are able to approach some of the novel results in [64] from a different
angle because of our large scale machinery.

The (abstract) Dynin-Folland Lie algebra h=,2 is the nilpotent Lie algebra with
basis

〈-D1 , . . . , -D= , -E1 , . . . , -E= , -F , -G1 , . . . , -G= , -H1 , . . . , -H= , -I , -B〉, (A.5.3)
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and with non-vanishing commutation relations

[-D 9 , -E: ]h=,2 = X 9 ,:-F , [-D 9 , -G: ]h=,2 = X 9 ,:-B, [-D 9 , -I]h=,2 = −
1
2
-H 9 ,

[-E9 , -H: ]h=,2 = X 9 ,:-B, [-E9 , -I]h=,2 =
1
2
-G 9 , [-F , -I]h=,2 = -B,

where 9 , : = 1, . . . , =. The first 2=+1 basis vectors in (A.5.3) generate a subalgebra
that is isomorphic to the Lie algebra of the Heisenberg group H2=+1. We denote by
H=,2 the connected and simply connected Lie group corresponding to h=,2 called
the Dynin-Folland group.

In [64, Theorem 4.5 and Corollary 4.7] the authors classify all the irreducible
and projective representations of the Dynin-Folland group by using Kirillov’s orbit
method. One of these projective representations is used to define the Heisen-
berg modulation spaces similarly to how the Schrödinger representation is used
to define the modulation spaces " ?,@ (R=). We refer the reader to [64] for the
explicit description as we will only need the decomposition space description of
the Heisenberg modulation spaces.

In [64] they consider the lattice in H2=+1 ' R2=+1 defined by

Γ B
{
(0, 1, 2) ∈ R2=+1 : 0, 1 ∈ (2Z)=, 2 ∈ 2Z

}
.

From this a covering P on H2=+1 ' R2=+1 is induced by defining

P B
{
% ∗ W : % = (−n, 2 + n)2=+1, W ∈ Γ

}
,

where n ∈ (0, 1
2 ) and themultiplication %∗W is with the Heisenberg group structure.

Define the F -type decomposition spaces

� ?,@ (H2=+1) B DF (P, ! ?, ;@),

where 1 ≤ ?, @ < ∞ and the reservoir is the tempered distributions.
We remark that [64] consider the spaces with weights derived from the homo-

geneous Cygan-Koranyi norm

(?, @, C) ↦−→
(
( |? |2 + |@ |2)2 + 16C2

) 1
4
.

We omit this extension as all the geometric features are already present in the case
without weights. Moreover, we refer the reader to [64, Theorem 7.3] where the
authors show that the spaces � ?,@ (H2=+1) coincidewith theHeisenbergmodulation
spaces arising from the projective representations of the Dynin-Folland groupH=,2.

Proposition A.5.4. None of the spaces � ?,@ (H2=+1) , " ?,@ (R:), and �B?,@ (R;)
are geometrically isomorphic for any values =, :, ; ≥ 1, ?, @ ∈ [1,∞).
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Proof. It is clear from the results in Section A.3 that the covering P is the uniform
covering on H2=+1. Since any lattice in a stratified Lie group is uniform, the lattice
Γ is a net in (H2=+1, 3P). Thus Proposition A.3.4 implies that the uniform metric
space (H2=+1, 3P) is quasi-isometric to Γ equipped with any proper, left-invariant
metric.

The fact that � ?,@ (H2=+1) and " ?,@ (R:) are not geometrically isomorphic
follows from Proposition A.4.7. The order of the polynomial growth of Γ is
2= + 2 by Theorem A.3.6, while the growth of the underlying covering of the
Besov space �?,@ (R;) is linear. Hence the spaces � ?,@ (H2=+1) and �B?,@ (R;) are
not geometrically isomorphic by Proposition A.4.6 since growth type is a quasi-
isometric invariant. The modulation spaces " ?,@ (R:) and Besov spaces �B?,@ (R;)
are not geometrically isomorphic by Proposition A.4.6 and Example A.2.15. �

Notice that for ? = @ = 2, all three spaces "2,2(R2=+1), �2,2(R2=+1) and
�2,2 (H2=+1) are all simply !2(R2=+1) as Banach spaces by [148, Lemma 6.10].
However, the identity map

�3 : "2,2(R2=+1) −→ �2,2 (H2=+1)

is not a geometric isomorphism between F -type decomposition spaces since the
associatedmetric spaces of the underlying coverings are not quasi-isometric. Hence
geometric isomorphisms incorporate the coverings and thus treat decomposition
spaces as more than Banach spaces.

A.5.3 A Decomposition Space of Hyperbolic Type

So far, we have looked at several examples of decomposition spaces that have
already been present in the literature. We conclude by examining a new decom-
position space having an underlying covering whose associated metric space is
quasi-hyperbolic (and not infinite cyclic).

Definition A.5.5. We call the space

D ?,@ ((! (2,R)) B D((! (2,R), ! ?, ;@)

the hyperbolic decomposition space with parameters 1 ≤ ?, @ < ∞. Here ! ?
denotes the (equivalence classes of) ?’th integrable functions on (! (2,R) with
respect to the Haar measure on (! (2,R). Whenever ? = @ = 1, we call
D ((! (2,R)) B D1,1 ((! (2,R)) the standard hyperbolic decomposition space.

Since the group (! (2,R) is unimodular we do not need to distinguish between
the left and right Haar measure on (! (2,R). The terminology hyperbolic decom-
position space is motivated by Theorem A.3.11. We can take the reservoir to be
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A = �1 ((! (2,R),C) as this is of minor importance by [55, Theorem 1 (ii)]. It
follows from Proposition A.4.3 thatD ?,@ ((! (2,R)) is reflexive as a Banach space
whenever 1 < ?, @ < ∞.

Example A.5.6. Let us, for the sake of concreteness, give an example of an
element in the standard hyperbolic decomposition space D ((! (2,R)). Every
element U ∈ (! (2,R) has an Iwasawa decomposition

U =

(
cos(\) − sin(\)
sin(\) cos(\)

) (
H G

0 1
H

)
,

for 0 ≤ \ < 2c, G ∈ R, and H > 0 [31, Chapter 26]. We will write elements in
(! (2,R) as (\, G, H) according to their Iwasawa decomposition. In these coordi-
nates, the Haar measure on (! (2,R) is given by H−23G 3H 3\.

Consider the function 5 : (! (2,R) → R+ given by

5 (\, G, H) = H34−H−G
2
.

Then a short computation shows that

‖ 5 ‖!1 =

∫
(! (2,R)

5 (I)3`(I) =
∫ 2c

0

∫ ∞

0

∫ ∞

−∞
H34−H−G

2 3G 3H 3\

H2 = 2c
3
2 ,

by utilizing the value of the Gamma function at zero. Since 5 is positive, we have
the trivial estimate

‖ 5 ‖D((! (2,R)) ≤ #U2c
3
2 ,

where #U is the admissibility constant of the uniform coveringU.

We will now show that the hyperbolic decomposition space D ?,@ ((! (2,R))
is fundamentally different from the decomposition spaces we previously examined.

Proposition A.5.7. There are no geometric embeddings

q= : " ?,@ (R=) −→ D ?,@ ((! (2,R)) ,
k< : � ?,@ (H2<+1) −→ D ?,@ ((! (2,R)) ,

\3 : �B?,@ (R3) −→ D ?,@ ((! (2,R)) ,
[: : D ?,@ ((! (2,R)) −→ " ?,@ (R:),
g; : D ?,@ ((! (2,R)) −→ � ?,@ (H2;+1) ,
fA : D ?,@ ((! (2,R)) −→ �B?,@ (RA ),

for = ≥ 2 and <, 3, :, ;, A ≥ 1. However, for = = 1 the Feichtinger algebra S0(R)
embeds geometrically into D ((! (2,R)).
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Proof. The fact that q=, k<, and \3 can not be geometric embeddings for = > 1
and <, 3 ≥ 1 follows from the hyperbolicity of ((! (2,R), 3U) together with
Proposition A.4.6 and Lemma A.2.19 (a).

If we assume that [: is a geometric embedding, then Proposition A.4.6 and
Theorem A.3.11 imply that there is a quasi-isometric embedding between the
hyperbolic plane H2 and R: . Since R: is quasi-isometric to Z: and H2 is quasi-
isometric to c1(-) by Proposition A.3.11, where - is a compact Riemann surface
of genus 6 ≥ 2, we then have a quasi-isometric embedding

[̃: : c1(-) −→ Z: .

Any hyperbolic group that is not finite or contain Z as a finite index subgroup
does contains the free group on two generators as a subgroup [88]. The free group
is easily seen to have exponential growth type. Hence it follows that c1(-) also
has exponential growth type since any finitely generated group can have at most
exponential growth type. On the other hand, the growth type of Z: is, as we have
mentioned previously, polynomial. Hence the impossibility of [̃: follows from the
basic result [121, Proposition 6.2.4]. The same argument works for g; and fA since
the growth types of H2;+1(Z) and N0 are both polynomial.

For the case = = ? = @ = 1, we can define a map

q1 : S0(R) −→ D ((! (2,R))

given by

q1( 5 ) (U) = q1( 5 )
((

cos(\) − sin(\)
sin(\) cos(\)

) (
H G

0 1
H

))
B 5 (G)[(H), (A.5.4)

where 0 ≠ [ ∈ �∞2 (R) is supported in
[ 1

2 , 1
]
and we have used the Iwasawa

decomposition of U ∈ (! (2,R). The pointwise evaluation in (A.5.4) is well-
defined since every function in S0(R) is continuous [81, Proposition 12.1.4]. Let
Φ B (i8)8∈� be a U-BAPU for the uniform covering U on (! (2,R). Then a
computation similar to Example A.5.6 shows that q1( 5 ) · i8 ∈ !1 ((! (2,R)) for
every 8 ∈ � and{

‖q1( 5 ) · i8 ‖!1 ((! (2,R))
}
8∈� ∈ ;

1,
∑
8∈�

q1( 5 ) · i8 = q1( 5 ).

Hence we can conclude from Proposition A.4.3 that q1( 5 ) ∈ D ((! (2,R)) and

‖q1( 5 )‖D((! (2,R)) ≤ �‖ 5 ‖S0 (R) ,
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where the constant � > 0 does not depend on 5 ∈ S0(R). If 5 ∈ S0(R) with
C[ 5 ] ⊂ [= − :, = + :] for = ∈ Z and : ∈ N then

C [q1( 5 )] ⊂ (0, 2c) × [= − :, = + :] ×
[
1
2
, 1

]
,

with respect to the Iwasawa decomposition. Hence q1 satisfies (A.4.6) since

Z 3 = ↦−→
(
1 =

0 1

)
=

(
1 1
0 1

)=
∈ (! (2,R)

is a quasi-isometric embedding by Proposition A.2.19 (c).
Finally, the map q1 is injective since the bump function [ is assumed to be

non-zero. Thus q1 is a geometric embedding. It is not a geometric isomorphism
since the image of q1 does not contain any function that depends on the variable
\ with respect to the Iwasawa decomposition. Moreover, q1 is not a spatially
implemented geometric embedding since Z is not quasi-isometric to H2 as they
have different asymptotic dimension. �

Since every stratified Lie group � is diffeomorphic to R= for some = ∈ N
we can identify the uniform covering U(�) with a covering on R= where the
Fourier transform makes sense. Hence we can consider the decomposition space
DF (�, ! ?, ;@). Both " ?,@ (R=) and � ?,@ (H2<+1) are particular examples in this
class, and one might refer to them as F -type stratified decomposition spaces.

In the case where the stratified Lie group is realizable over the rationals, we
know fromTheoremA.3.6 that the uniformmetric space (�, 3U) is quasi-isometric
to a finitely generated group # with polynomial growth type. Hence the argument
used in the first part of the proof of Proposition A.5.7 carries through to show that
# is not hyperbolic unless # is quasi-isometric to Z. This is only possible for
� = R, so " ?,@ (R) is the only F -type stratified decomposition space built on a
quasi-hyperbolic covering.

Thus a straightforward extension of Proposition A.5.7 shows that there are no
geometric embeddings fromDF (�, ! ?, ;@) toD ?,@ ((! (2,R)) or vice versa when
� is a stratified Lie group realizable over the rationals that is not R. In particular,
this holds for the F -type stratified decomposition space where the stratified Lie
group is the Engel group introduced in Example A.3.7. Showing statements such as
these without using invariants from large scale geometry seems highly non-trivial
and highlights the usefulness of our approach.
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Paper B

U-Modulation Spaces for Step
Two Stratified Lie Groups

Abstract
We define and investigate U-modulation spaces"B,U

?,@ (�) associated to a step
two stratified Lie group� with rational structure constants. This is an exten-
sion of the EuclideanU-modulation spaces"B,U

?,@ (R=) that act as intermediate
spaces between the modulation spaces (U = 0) in time-frequency analysis
and the Besov spaces (U = 1) in harmonic analysis. We will illustrate that
the group structure and dilation structure on � affect the boundary cases
U = 0, 1 where the spaces "B

?,@ (�) and BB?,@ (�) have non-standard transla-
tion and dilation symmetries. Moreover, we show that the spaces "B,U

?,@ (�)
are non-trivial and generally distinct from their Euclidean counterparts.

Finally, we examine how the metric geometry of the coverings Q(�)
underlying the U = 0 case "B

?,@ (�) allows for the existence of geometric
embeddings

� : "B
?,@ (R: ) −→ "B

?,@ (�),

as long as : (that only depends on �) is small enough. Our approach
naturally gives rise to several open problems that is further elaborated at the
end of the paper.

B.1 Introduction

The modulation spaces "B
?,@ (R=) in time-frequency analysis and the (inhomoge-

neous) Besov spaces BB?,@ (R=) in harmonic analysis are invaluable in their own
fields. They are connected by the existence of a one-parameter family of Ba-
nach spaces "B,U

?,@ (R=) where 0 ≤ U ≤ 1 such that the aforementioned spaces
are the boundary cases U = 0 and U = 1. It was in the Ph.D. thesis [80] that
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the U-modulation spaces "B,U
?,@ (R=) were first introduced and they have subse-

quently been investigated for a plethora of reasons: The U-modulation spaces
"
B,U
?,@ (R=) are suitable spaces for studying diverse questions such as boundedness

of pseudo-differential operators [28], embedding questions [54, 148], and Banach
frame expansions [27]. Moreover, the spaces "B,U

?,@ (R=) have found applications
in non-linear approximation theory [30] and for studying the Cauchy problem for
nonlinear Schrödinger equations [94, 95].

The modulation spaces "B
?,@ (R=) are built out of a uniform covering U(R=)

on R=, while the Besov spaces BB?,@ (R=) have a dyadic covering B(R=) associated
to them. The intermediate spaces "B,U

?,@ (R=) have associated coverings QU (R=)
that interpolate between the extreme casesU(R=) and B(R=). It is advantageous
for several of the applications mentioned above to extend the U-modulation spaces
to a setting that include non-uniform translation and dilation symmetries.

Modulation spaces can be defined on locally compact abelian groups [58], while
the (homogeneous) Besov spaces have been generalized to stratified Lie groups in
[38] through integrability properties of the sub-Laplacian. Recently, the paper [83]
has extended certain modulation spaces to the nilpotent setting through a coorbit
theory viewpoint. We aim to extend all the U-modulation spaces "B,U

?,@ (R=) to the
setting of stratified Lie groups through a more geometric approach that emphasizes
the underlying coverings mentioned above.

The choice to extend the U-modulation spaces to stratified Lie groups is moti-
vated by the desire to obtain the following two properties for the resulting spaces
"
B,U
?,@ (�):

(i) We can realize all the elements in "B,U
?,@ (�) as distributions on R= where

= = dim(�). This will allow us to use the Euclidean Fourier transform in
the description of the spaces "B,U

?,@ (�).

(ii) The fact that any stratified Lie group possesses dilations and a (typically non-
abelian) group structure is needed for a satisfying definition of the boundary
cases U = 0, 1.

For a stratified Lie group � it is possible to identify � with (R=, ∗�) where
= = dim(�) and ∗� is a product that is polynomial in each component. The
initiated reader should have the Heisenberg groups H= in mind. The special case
"
B,0
?,@ (H=) has already been investigated in [64] with the help of representation

theory.
We are able to define the spaces "B,U

?,@ (�) for any stratified Lie group �.
However, we can only assure that the definition is not vacuous whenever the step
of � is less than or equal two. The reason for this will be explained and discussed
further in Subsection B.3.3. Although we expect the generalized U-modulation
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spaces "B,U
?,@ (�) to be well-defined for all stratified Lie groups �, we are not able

to show this with current methods. Moreover, for the most part we need to restrict
to the stratified Lie groups � being rational, meaning that there exists a lattice
# ⊂ �. This is a mild condition and is easily checked in practice. Whenever
possible, we will state results for arbitrary stratified Lie groups in the hope that the
restriction to rational stratified Lie groups with step less than or equal two will be
removed in the future.

The two properties (i) and (ii) above can be considered as necessary conditions
for studying the spaces "B,U

?,@ (�). However, two generalizations are not equally
rewarding and the reader should be skeptical whether this initial outset yields
satisfying results. Except for expecting the spaces "B,U

?,@ (�) to satisfy basic re-
sults regarding completeness, duality and so on, the following five questions seem
appropriate to answer:

1) Are there coverings QU (�) on R= associated to the spaces "B,U
?,@ (�) in the

same manner as in the Euclidean setting? Moreover, do these coverings
reflect some geometric property of the stratified Lie group � in the uniform
case U = 0?

2) Can one use the spaces "B,U
?,@ (�) for an application without extensive knowl-

edge of stratified Lie groups? That is, can someone with a time-frequency
analysis or harmonic analysis background effectively work with the spaces
"
B,U
?,@ (�)?

3) Have any of the spaces "B,U
?,@ (�) previously appeared in the literature? Are

the spaces "B,U
?,@ (�) interesting whenever � is not isomorphic to (R=, +) as

a Lie group?

4) Is the extension from "
B,U
?,@ (R=) to "B,U

?,@ (�) uninteresting in the sense that
the definitions need only be triviallymodified to obtain spaceswith analogous
properties? Do all the techniques used when studying the Euclidean U-
modulation spaces "B,U

?,@ (R=) extend in an obvious way to solve the same
problems for the spaces "B,U

?,@ (�)?

5) Are the new spaces "B,U
?,@ (�) distinct from their Euclidean counterparts

"
B,U
?,@ (R=)? More precisely, is it possible that

"B1,U1
?1,@1 (�) = "

B2,U2
?2,@2 (R

=),

for some parameters 1 ≤ ?1, ?2, @1, @2 ≤ ∞, B1, B2 ∈ R, and 0 ≤ U1, U2 ≤ 1?

We will not attempt to address the first four questions in the introduction, but
will answer them throughout the paper and return to them again in Section B.7.
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The fifth question turns out to be the most challenging and the answer given in
Theorem B.5.6 can be seen as the main technical achievement of the paper. Our
result will extend the known result for the modulation spaces on the Heisenberg
group given in [64, Theorem 7.6]. We say that the parameters ?, @, B, U with
1 ≤ ?, @ ≤ ∞, B ∈ R, and 0 ≤ U ≤ 1 are non-trivial if (?, @, B) ≠ (2, 2, 0).
Question 5) above has the following complete answer.

Theorem. (Main Theorem) Let (R=, ∗�) denote a rational stratified Lie group
with step less than or equal two. Consider two sets of non-trivial parameters
1 ≤ ?1, ?2, @1, @2 ≤ ∞, B1, B2 ∈ R, and 0 ≤ U1, U2 ≤ 1. We have equality

"B1,U1
?1,@1 (�) = "

B2,U2
?2,@2 (R

=)

with equivalent norms if and only if both

(?1, @1, B1, U1) = (?2, @2, B2, U2) and (R=, ∗�) ' (R=, +).

Given two stratified Lie groups � and � with dim(�) = dim(�), the spaces
"
B1,U1
?1,@1 (�) and "

B2,U2
?2,@2 (�) will both consist of distributions on R=. Hence it makes

sense to ask whether the inclusion"B1,U1
?1,@1 (�) ↩→ "

B2,U2
?2,@2 (�) is bounded for certain

parameters. However, when dim(�) ≠ dim(�) this approach is not possible as the
distributions in each space are not comparable.

As a substitute, we would like to understand when there exist embeddings

� : "B1,U1
?1,@1 (�) −→ "B2,U2

?2,@2 (�)

that preserve the underlying coverings QU (�) and QU (�) in a suitable sense.
These embeddings have recently been invented in [19] under the name geometric
embeddings. We will give the precise definitions in Section B.6. The existence of
geometric embeddings is at the moment to challenging to answer in its full gener-
ality. In Theorem B.6.4 we give a partial answer to when the Euclidean modulation
spaces "B,0

?,@ (R:) can embed geometrically into the generalized modulation spaces
"
B,0
?,@ (�).

Theorem. Let � be a rational stratified Lie group with step less than or equal two
and with rank : . There exists a geometric embedding

� : "B,0
?,@ (R:

′) −→ "B,0
?,@ (�)

for every : ′ ≤ : , 1 ≤ ?, @ < ∞ and B ∈ R. This is in general optimal as there are
no geometric embeddings from "

B,0
?,@ (R:

′) to "B,0
?,@ (R;) for ; < : ′.
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The structure of the paper is as follows: In Section B.2 we introduce stratified
Lie groups, admissible coverings, and related notions. Wewill also define the tradi-
tional U-modulation spaces "B,U

?,@ (R=) in Subsection B.2.3 to make the exposition
more self-contained. The coverings QU (�) associated to the group � are defined
in Section B.3 and we develop some of their basic properties. In Subsection B.3.3
we discuss when the elements in the covering QU (�) are images of a few reference
sets under well-behaved affine transformations. As one might expect, this depends
on how “polynomial” the group multiplication on (R=, ∗�) is.

In Section B.4 we define the spaces "B,U
?,@ (�) and investigate their duality

relations. We moreover show that the rapidly decaying smooth functions S(R=)
are contained in "B,U

?,@ (�). It is in Section B.5 that we answer the fifth question
regarding uniqueness of the spaces "B,U

?,@ (�) and develop a few auxiliary results.
We will study geometric embeddings in Section B.6. Finally, in Section B.7 we
look back on the five questions posted in the introduction and outline some open
problems and possible future directions.
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B.2 Preliminaries

Our notational conventions are fairly standard: We use the convention that N does
not contain zero and we will write N0 B N ∪ {0}. The Lebesgue measure of a
measurable set � ⊂ R= will be denoted by |�|, while the number of elements in a
finite or countably infinite set � will be denoted by #�. The Fourier transform on
R= will be denoted by F and we use the normalization convention

F ( 5 ) (l) B
∫
R=
5 (G) · 4−2c8G ·l 3G.

Wewill denote byS(R=) the space of smooth functions onR= with rapid decay.
Its topological dual space S′(R=) will be referred to as the tempered distributions.
Denote by ! ? B ! ? (R=) the ?’th integrable Lebesgue measurable functions for
1 ≤ ? ≤ ∞ with the usual modification for ? = ∞. The space ;@ (�) where � is a
countable index set will denote the @’th summable sequences indexed by � where
1 ≤ @ < ∞. Similarly, the space ;∞(�) denotes all bounded sequences on the index
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set �. When the index set � is clear from the context we will often simply write
;@ B ;@ (�) for 1 ≤ @ ≤ ∞.

Wewill use the notation ‖·‖� for the usual Euclidean normonR= and reserve the
notation ‖ · ‖ for the homogeneous quasi-norms on stratified Lie groups introduced
in Subsection B.2.1. Finally, the notation 08 � 18 between two quantities 08 and
18 that (possibly) depends on an index 8 ∈ � indicates that there exists an absolute
constant � > 0 such that

1
�
· 08 ≤ 18 ≤ � · 08 , 8 ∈ � .

B.2.1 Stratified Lie Groups

In this subsectionwe briefly outline the essence of stratified Lie groups and the basic
constructions on them we will need in subsequent sections. As our intended audi-
ence include people with a background in harmonic analysis and time-frequency
analysis, we have tried to keep the prerequisites at a minimum. Any statement that
is not justified in this subsection can be found in [65, Chapter 1.6 and Chapter 3.1].

Definition B.2.1. Let � be a connected and simply connected Lie group with Lie
algebra g. Then � is called stratified if there exists a stratification

g = +1 ⊕ · · · ⊕ +B, [+1, + 9] =
{
+ 9+1, if 9 = 1, . . . , B − 1
{0}, if 9 = B

. (B.2.1)

The number B is called the step of � while the number : B dim(+1) is called
the rank of�. Both numbers are invariant under different choices of stratifications.
Elements in +8 are said to be of degree 8 for 8 = 1, . . . , B and we use the notation
deg(-) = 8 for - ∈ +8 . It is clear that any stratified Lie group � is nilpotent, that
is, the adjoint map ad- : g → g given by ad- (. ) B [-,. ] is a nilpotent linear
map for all - ∈ g.

For stratified Lie groups the exponential map exp� : g → � is a global dif-
feomorphism and we denote its inverse by log� : � → g. The Baker-Campbell-
Hausdorff formula (BCH) gives the expression

log�
(
exp� (-) ∗� exp� (. )

)
= - +. + 1

2
[-,. ] − 1

12
[., [-,. ]] + · · · , (B.2.2)

where there are only finitely many terms due to the nilpotency and they all involve
iterated brackets between - and . .

An important feature of stratified Lie groups is that they admit dilations: Define
the maps �A : g→ g for A > 0 by

�A (-) B Adeg(- )-, - ∈ g.
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It is straightforward to see that the maps �A are all Lie algebra isomorphisms.
Since � is the connected and simply connected Lie group of g, there exist unique
Lie group automorphisms ��A : � → � lifting the maps �A for all A > 0. We
call the maps ��A : � → � for A > 0 dilations on the Lie group � and they are
explicitly given by

��A (6) B exp� ◦�A ◦ log� (6), 6 ∈ �.

Any stratified Lie group � is unimodular, that is, the right and left Haar
measures coincide. Let ` denote a choice of Haar measure on �. Then

`(�) B _(log� (�)), (B.2.3)

where _ is a corresponding choice of Lebesgue measure on the vector space g and
� ⊂ � is a Borel measurable set. Hence `(��A (�)) = A&`(�), where

& B
B∑
9=1

9 · dim(+ 9).

The number & satisfies dim(�) ≤ & and is the homogeneous dimension of �.
Recall that a lattice # in a Lie group � is a discrete subgroup such that there

exists a �-invariant Borel measure `�/# on the quotient �/# with

`�/# (�/#) < ∞.

Lattices in stratified Lie groups enjoy two properties that are not shared by lattices
in general Lie groups (or in general locally compact groups):

• Any lattice # in a stratified Lie group� is uniform, that is, the quotient space
�/# is compact. In fact, the compactness of �/# for a discrete subgroup
# is equivalent to the existence of a �-invariant Borel measure `�/# on the
quotient �/# with `�/# (�/#) < ∞ [139, Theorem 2.1].

• Any lattice in a stratified Lie group is a finitely generated nilpotent group
[139, Theorem 2.10].

Moreover, a stratified Lie group � admits a lattice if and only if there exists a basis
-1, . . . , -= for its Lie algebra g such that the structure constants 2:8 9 defined by the
relation

[-8 , - 9] =
=∑
:=1

2:8 9-: , 8, 9 = 1, . . . , =,

are all rational numbers [139, Theorem 2.12]. Such stratified Lie groups are called
realizable over the rationals or simply rational. The classification of nilpotent Lie
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algebras in [79] shows that every stratified Lie group of dimension less than seven
is rational. We will mostly be interested in stratified Lie groups � that are rational
and many results (such as Proposition B.3.5, Theorem B.5.6, and Theorem B.6.4)
require this.

We can identify � as a manifold with R= for = = dim(�) through the exponen-
tial map. The group operation ∗� on R= such that� is isomorphic to (R=, ∗�) as a
Lie group is polynomial by the BCH formula (B.2.2). Then relation (B.2.3) shows
that the Haar measure ` on � transported to R= through the exponential map is
simply the Lebesgue measure _ on R=. However, lattices # in � are not in general
identified with the standard lattices in R=, that is, the subgroups Γ ⊂ R= on the
form Γ = �Z=, where � ∈ �! (=,R). Our motivation for identifying stratified Lie
groups with R= comes from the need to use the Euclidean Fourier transform when
defining the generalized U-modulation spaces in Section B.4.

Let us now describe an alternative to the usual Euclidean norm ‖ · ‖� on R=
that is adapted to the stratified Lie group �: We say that a function 5 : � → C is
;-homogeneous for ; ∈ N0 if

5

(
��A (6)

)
= A ; 5 (6),

for every A > 0 and all 6 ∈ �. The function 5 : � → C is called symmetric if
5 (6) = 5

(
6−1) for every 6 ∈ �.

Definition B.2.2. A homogeneous quasi-norm on � is a 1-homogeneous continu-
ous function ‖ · ‖ that is symmetric and has the property that ‖6‖ = 0 only holds
when 6 is the identity element of �.

We will use the standard notation

� ‖ · ‖ (6, ') B
{
ℎ ∈ � : ‖6−1 ∗� ℎ‖ < '

}
, 6 ∈ �, ' > 0.

The following proposition is proved in [65, Proposition 3.1.35] and shows that the
choice of homogeneous quasi-norm is in many instances irrelevant.

Lemma B.2.3. Let � be a stratified Lie group. Then � admits a homogeneous
quasi-norm that is smooth away from the identity element. Moreover, any two
homogeneous quasi-norms ‖ · ‖1 and ‖ · ‖2 on � are equivalent in the sense that
there exists � > 0 such that

1
�
‖6‖1 ≤ ‖6‖2 ≤ �‖6‖1,

for every 6 ∈ �.
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The terminology “quasi-norm” is justified by [65, Proposition 3.1.38], showing
that homogeneous quasi-norms satisfy

‖6 ∗� ℎ‖ ≤ � (‖6‖ + ‖ℎ‖) , 6, ℎ ∈ �, (B.2.4)

where � ≥ 1 is a constant that does not depend on the elements 6, ℎ ∈ �. In fact,
it is always possible by [65, Proposition 3.1.39] to find a homogeneous norm, that
is, a homogeneous quasi-norm ‖ · ‖ that additionally satisfies

‖6 ∗� ℎ‖ ≤ ‖6‖ + ‖ℎ‖, 6, ℎ ∈ �.

When considering stratified Lie groups in the rest of this paper, we implicitly
assume the following standing assumption: We always chose the realization of� as
(R=, ∗�) where = = dim(�) through the exponential map. The triple (R=, ∗� , ‖ · ‖)
will for the rest of the paper denote the realization of � where ‖ · ‖ is a chosen
homogeneous quasi-norm on (R=, ∗�).
Example B.2.4. Consider the Heisenberg Lie algebra

h= B spanR{-1, . . . , -=, .1, . . . , .=, /}

with non-trivial bracket relations

[-8 , .8] = /, 8 = 1, . . . , =.

The connected and simply connected Lie group H= corresponding to h= is called
the Heisenberg group. It follows from the BCH formula (B.2.2) that

logH=
(
expH= (-) ∗H= expH= (. )

)
= - + . + 1

2
[-,. ], -,. ∈ h=.

Through the exponential map, the Heisenberg group H= is isomorphic as a Lie
group to (R2=+1, ∗H=) where

(G, l, C) ∗H= (G ′, l′, C) B
(
G + G ′, l + l′, C + C ′ + 1

2
(G ′l − Gl′)

)
,

for G, G ′, l, l′ ∈ R= and C, C ′ ∈ R. After this identification, the dilations �H=A for
A > 0 are given by

�H=A (G, l, C) = (AG, Al, A2C), (G, l, C) ∈ R2=+1.

The homogeneous dimension of H= is & = 2= + 2 and a concrete example of a
lattice in (R2=+1, ∗H=) is

# B
{
(G, l, C) ∈ R2=+1 : G, l ∈ 2Z=, C ∈ Z

}
.

Moreover, the homogeneous Cygan-Koranyi norm

(G, l, C) ↦−→
(
( |G |2 + |l |2)2 + 16C2

) 1
4 (B.2.5)

is an example of a homogeneous quasi-norm on the Heisenberg group.
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B.2.2 Admissible Coverings

We give a brief review of admissible coverings and some related notions that we
need in subsequent sections. Admissible coverings was originally formulated in
[59] as special coverings on an arbitrary set. However, we will restrict ourselves to
admissible coverings on R= since every stratified Lie group � has a realization as
(R=, ∗�) as explained in the previous section.

Definition B.2.5. A covering Q B (&8)8∈� consisting of non-empty sets on R= is
called admissible if we have the uniform bound

sup
8∈�

#
{
9 ∈ � : &8 ∩& 9 ≠ ∅

}
≤ #Q , (B.2.6)

for some #Q ∈ N. The admissible covering Q will be called a concatenation if we
additionally have the equality

R= =
∞⋃
:=1

&:∗8 , (B.2.7)

for some (and hence all) 8 ∈ �, where we use the notation

&∗8 B
{
& 9 ∈ Q : &8 ∩& 9 ≠ ∅

}
, &:∗8 B

(
&
(:−1)∗
8

)∗
,

for : ≥ 2 and 8 ∈ �.

Given an admissible covering Q B (&8)8∈� we call the elements in &∗
8
the

neighbours of the set &8 ∈ Q. Moreover, the smallest possible constant #Q in
(B.2.6) is called the admissibility constant of the admissible covering Q. The
admissibility condition (B.2.6) is needed to obtain non-trivial classes of functions
that have a prescribed frequency decay with respect to the covering Q. On the
other hand, the concatenation property (B.2.7) will be necessary when we examine
coverings from a metric space viewpoint in Section B.5 and Section B.6.

Wewill in Section B.5 need the notion ofweight functions that arewell-behaved
with respect to an admissible covering Q B (&8)8∈� on R=. To be precise, we will
say that a function l : � → (0,∞) is Q-moderate if we have the uniform bound

sup
{ 9:&8∩& 9≠∅}

l(8)
l( 9) ≤ Cl ,

where the constant Cl does not depend on the index 8 ∈ �.
Given two admissible coverings Q B (&8)8∈� and P B (% 9) 9∈� on R=, there

are two common ways of comparing them:
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• We say that Q is almost subordinate to P if there exists a : ∈ N such that for
every 8 ∈ � there is a 9 ∈ � with &8 ⊂ %:∗9 . We use the notation Q ≤ P and
say that the coverings Q and P are equivalent if both Q ≤ P and P ≤ Q are
satisfied.

• We say that Q is weakly subordinate to P if we have the bound

sup
8∈�

#
{
9 ∈ � : % 9 ∩&8 ≠ ∅

}
< ∞.

If Q is weakly subordinate to P and vice versa, we call the coverings weakly
equivalent.

It follows from [59, Proposition 3.5] that almost subordination implies weak
subordination, although the converse is not true in general. It is generally difficult
to show that one covering Q is almost subordinate to another covering P. However,
it is often easier to show thatQ is weakly subordinate toP. Whenever the coverings
consist of open and path-connected sets, then it follows from [59, Proposition 3.6]
that the two notions coincide.

An arbitrary admissible covering Q B (&8)8∈� on R= can have (at least) two
problematic features: Firstly, the index set � might not be countable. Secondly,
sets &8 ∈ Q are allowed repeat in the collection Q B (&8)8∈� , only with different
indices. The covering Q on R whose index set is � B R × {0, 1} and is given by
& (A ,0) = & (A ,1) B {A} for A ∈ R is a simple admissible covering that embodies both
problems simultaneously. Moreover, the covering Q is clearly not a concatenation
as it is a partition. The following lemma shows that these problems disappear once
we require the elements in the covering to be open sets.

Lemma B.2.6. Let Q B (&8)8∈� be an admissible covering on R= consisting of
open sets. Then � has to be countable and the covering Q is automatically a
concatenation. Moreover, we can remove repeated elements in Q B (&8)8∈� and
obtain an equivalent covering.

Proof. Since Q is an open covering on R= we can find a countable subcovering
Q ′ B (& 9) 9∈� of Q with � ⊂ �. Consider the sets

� 9 B
{
8 ∈ � : &8 ∩& 9 ≠ ∅

}
, 9 ∈ �.

Then for every 8 ∈ � we can find a set � 9 with 9 ∈ � such that 8 ∈ � 9 since Q ′
is a covering on R=. The set ∪ 9∈� � 9 is countable and we obtain that � has to be
countable as well.

The concatenation property (B.2.7) is equivalent to the following statement:
Given G, H ∈ R= we can find a sequence &81 , . . . , &8: ∈ Q of elements in Q with
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G ∈ &81 and H ∈ &8: such that &8; ∩ &8;+1 ≠ ∅ for every 1 ≤ ; ≤ : − 1. Such a
sequence is called a chain from G to H in [59]. To see that this is always possible to
find, consider the straight line

WG,H : [0, 1] → R=, WG,H (C) = CH + (1 − C)G, (B.2.8)

connecting G and H. Since the image of WG,H is compact and the elements in Q are
open, we can find a finite set of elements (& 9) 9∈� in Q such that

Im(WG,H) ⊂
⋃
9∈�

& 9 .

A standard topological argument using the openness of the elements (& 9) 9∈� shows
that we can reorder (& 9) 9∈� to obtain a chain from G to H. The final statement is
obvious from the definition of equivalent coverings. �

Remark. We would like to emphasize that the proof of Lemma B.2.6 goes through
if, instead of R=, we consider a path-connected topological space - where any
open covering on - has a countable subcover. The only modification is that we
would need to pick an abstract continuous path from G to H guaranteed by the path-
connectedness of - rather than the straight line given in (B.2.8). These conditions
hold for all connected manifolds and hence include most settings considered in the
literature.

B.2.3 U-Modulation Spaces

We now give the definitions of the Euclidean U-coverings and U-modulation spaces
"
B,U
?,@ (R=). This will serve as a motivation for the generalization to stratified Lie

groups described in the next sections.

Definition B.2.7. An admissible covering QU B (&U
8
)8∈� on R= consisting of

open and connected sets is called an U-covering for 0 ≤ U ≤ 1 if

• The sets&U
8
∈ QU satisfy |&U

8
| � (1+‖b8 ‖2� )

U=
2 for 8 ∈ � and for all b8 ∈ &U8 .

• For each 8 ∈ � we denote by A
(
&U
8

)
and '

(
&U
8

)
the numbers

A
(
&U8

)
B sup

{
A ∈ R : �(2A , A) ⊂ &U8 for some 2A ∈ R

}
,

'
(
&U8

)
B inf

{
' ∈ R : &U8 ⊂ �(�A , ') for some �A ∈ R

}
.

There should exist a constant  ≥ 1 such that

sup
8∈�

'
(
&U
8

)
A
(
&U
8

) ≤  . (B.2.9)
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There is much variation in the literature about the definition of U-coverings:
In [28] the authors do not require (B.2.9) to hold. In [148, Chapter 9], the author
considers a concrete covering that satisfies Definition B.2.7. Our definition is the
same as in [27] and is motivated by the following remark.
Remark. It follows from [27, Lemma B.2] that any two U-coverings on R= as we
have defined them are weakly equivalent. Thus they are in fact equivalent since
they consist of open and connected sets. To see that connectedness is a necessary
condition, we can take Q B (&=)=∈Z to be the covering &= B (= − 1, = + 1) and
P B (*:):∈N0 to be the covering

*0 B (−2, 2), *: B (−: − 2,−:) ∪ (:, : + 2), : ∈ N.

Both coverings are 0-coverings on R. However, they are clearly not equivalent
since P is not almost subordinate to Q.

Let Q B (&8)8∈� be an admissible covering on R=. A (smooth) bounded
admissible partition of unity subordinate to Q (Q-BAPU) is a family of non-
negative smooth functions Φ B (k8)8∈� on R= such that

supp(k8) ⊂ &8 ,
∑
8∈�

k8 ≡ 1, sup
8∈�



F −1k8



!1 < ∞. (B.2.10)

Definition B.2.8. Let QU B (&U
8
)8∈� be an U-covering on R= and letΦ B (k8)8∈�

be a QU-BAPU. Given the parameters 1 ≤ ?, @ ≤ ∞, B ∈ R, and 0 ≤ U ≤ 1 we
define the U-modulation space "B,U

?,@ (R=) to be tempered distributions 5 ∈ S′(R=)
satisfying

‖ 5 ‖" B,U
?,@

B

(∑
8∈�

(
1 + ‖b8 ‖2�

) @B
2 

F −1 (k8 · F ( 5 ))



@
!?

) 1
@

< ∞,

where b8 ∈ &U8 for every 8 ∈ �. If @ = ∞ we use the obvious modification from
summation to supremum.

The U-modulation spaces "B,U
?,@ (R=) were first introduced in [80]. Since two

U-coverings on R= are equivalent, we obtain from [59, Theorem 3.7] that the
resulting U-modulation spaces have equivalent norms. Moreover, one also obtain
equivalent norms by choosing another bounded admissible partition of unity by
[59, Theorem 2.3 B)]. The U-modulation spaces "B,U

?,@ (R=) are Banach spaces for
all the parameter values 1 ≤ ?, @ ≤ ∞, B ∈ R, and 0 ≤ U ≤ 1.

Example B.2.9. If U = 0 then an option for an U-covering on R= is the uniform
covering

U(R=) B (&<1,...,<=)<1,...,<=∈Z, &<1,...,<= B (−1, 1)= + (<1, . . . , <=).
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The resulting spaces "B
?,@ (R=) B "

B,0
?,@ (R=) are precisely the modulation spaces

with polynomial weights. They are typically denoted by "
?,@
EB (R=) or simply

"
?,@
B (R=) in the literature and we refer the reader to [81, Chapter 11] for more

information on them.

Example B.2.10. If U = 1 and = ≥ 2 we can use the dyadic covering given by
B(R=) B (�<)∞<=0 where �0 B �(0, 2) and

�< B
{
G ∈ R= : 2<−1 < ‖G‖� < 2<+1

}
, < ∈ N. (B.2.11)

The resulting spaces BB?,@ (R=) B "
B,1
?,@ (R=) are the (inhomogeneous) Besov

spaces. For = = 1 the covering given in (B.2.11) is not connected and we would
need to split each of the sets �< for < ≥ 1 into its two connected components and
consider them individually to obtain a 1-covering.

To summarize, the U-modulation spaces are a one-parameter class of Banach
spaces connecting the modulation spaces used in time-frequency analysis and the
Besov spaces used in harmonic analysis.

B.3 Generalized U-Coverings

We will in this section define generalized U-coverings for 0 ≤ U ≤ 1 on R= that
reflect the stratified Lie group structure (R=, ∗�) and extend theU-coverings defined
in Subsection B.2.3. We will emphasize the role of the homogeneous quasi-norms
and lattices in the stratified Lie group (R=, ∗�).

B.3.1 Definition and Equivalence

From now on, we identify a stratified Lie group � with (R=, ∗�) through the
exponential map and fix a homogeneous quasi-norm ‖ · ‖ on (R=, ∗�). By doing
this, we have to keep track of that R= is equipped with a both a group structure ∗�
and a Lie algebra structure R= ' g = +1 ⊕ · · · ⊕+B, where B is the step of �. When
writing elements G ∈ (R=, ∗�) in coordinates G = (G1, . . . , G=)we implicitly assume
that we have chosen a basis E1, . . . , E= for R= that is adapted to the stratification.
This means that E1, . . . , Edim(+1) is a basis for +1, Edim(+1)+1, . . . , Edim(+2) is a basis
for +2, and so on.

Definition B.3.1. Let (R=, ∗� , ‖ · ‖) be a stratified Lie group with homogeneous
dimension & where ‖ · ‖ is a chosen homogeneous quasi-norm. For a fixed
0 ≤ U ≤ 1 we call an admissible covering PU B (%U

8
)8∈� on R= consisting of open

and connected sets a generalized U-covering for the stratified Lie group (R=, ∗�)
if it satisfies the following two properties:
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• The sets %U
8
satisfy the estimates

|%U8 | �
(
1 + ‖b8 ‖2

) U&
2
, (B.3.1)

for each 8 ∈ � and for all b8 ∈ %U8 .

• For each 8 ∈ � we denote by A ‖ · ‖
(
%U
8

)
and ' ‖ · ‖

(
%U
8

)
the numbers

A ‖ · ‖
(
%U8

)
B sup

{
A ∈ R : � ‖ · ‖ (2A , A) ⊂ %U8 for some 2A ∈ R

}
,

' ‖ · ‖
(
%U8

)
B inf

{
' ∈ R : %U8 ⊂ � ‖ · ‖ (�A , ') for some �A ∈ R

}
.

There should exist a constant  ≥ 1 such that

sup
8∈�

' ‖ · ‖
(
%U
8

)
A ‖ · ‖

(
%U
8

) ≤  . (B.3.2)

Notice that the numbers A ‖ · ‖
(
%U
8

)
and ' ‖ · ‖

(
%U
8

)
are strictly positive since we

assume that the sets %U
8
are open. Condition (B.3.2) is necessary to obtain that

two generalized U-coverings are equivalent as will be shown in Proposition B.3.3.
Notice that Lemma B.2.6 implies that the index set � has to be countable and that
the covering PU is automatically a concatenation.

Remark. When � = (R=, +) the homogeneous dimension satisfies & = = and we
regain the definition of the U-coverings given in Definition B.2.7. The reason
for realizing generalized U-coverings corresponding to stratified Lie groups on
Euclidean space is to involve the Euclidean Fourier transform when we define
generalized U-modulation spaces in Section B.4. Moreover, the heuristic reason
we use the homogeneous dimension & in (B.3.1) instead of the dimension = is that
we would like to obtain “Besov type spaces” for U = 1 that incorporate the intrinsic
dilations ��A of the stratified Lie group (R=, ∗�). We will see later in Lemma B.3.7
that this intuition gives a concrete 1-covering that is similar to the dyadic covering
given in Example B.2.10.

Whenever U = 0 then condition (B.3.1) simply says that the Lebesgue measure
of the sets %0

8
is constant. One could wonder whether the uniform coveringU(R=)

in Example B.2.9 satisfies (B.3.2) and thus is a generalized U-covering for any
rational stratified Lie group (R=, ∗�) other than (R=, +). We will see in Proposi-
tion B.5.4 that this is not the case by using arguments from metric geometry. The
reader might get somemotivation for this approach by trying to prove this statement
directly without additional tools.
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Example B.3.2. For the Heisenberg group H3 with the homogeneous Cygan-
Koranyi norm (B.2.5) we have that generalized U-coverings PU B (%U

8
)8∈� for

0 ≤ U ≤ 1 satisfy

|%U8 | �
(
1 +

(
(G2 + l2)2 + 16C2

) 1
2
)2U

�
(
1 + G4 + l4 + 2G2l2 + 16C2

)U
,

for (G, l, C) ∈ %U
8
.

We give explicit examples of generalized U-coverings in Subsection B.3.2.
Before that, we turn to the question about equivalence. The following proposition
implies that the specific choice of homogeneous quasi-norm and generalized U-
covering does not matter when we define the generalized U-modulation spaces
"
B,U
?,@ (�) in Section B.4. The proof of the second statement in Proposition B.3.3

is inspired by the proof of the corresponding statement for Euclidean U-coverings
given in [27, Appendix B].

Proposition B.3.3. A covering PU on R= is a generalized U-covering for the
stratified Lie group (R=, ∗�) independently of the choice of the homogeneous
quasi-norm. Moreover, any two generalized U-coverings QU and PU for (R=, ∗�)
are equivalent.

Proof. Assume that ‖ · ‖1 and ‖ · ‖2 are two homogeneous quasi-norms on (R=, ∗�)
and that P B (%U

8
)8∈� is a covering that satisfies (B.3.1) with respect to ‖ · ‖1. It

follows from Lemma B.2.3 that

|%U8 | � (1 + ‖b8 ‖21)
U&

2 � (1 + ‖b8 ‖22)
U&

2 ,

for all b8 ∈ %U8 . Similarly, we have

A ‖ · ‖1 (%U8 ) � A ‖ · ‖2 (%U8 ), ' ‖ · ‖1 (%U8 ) � ' ‖ · ‖2 (%U8 )

independently of 8 ∈ �. Hence condition (B.3.2) is satisfied for ‖ · ‖2 when it is
satisfied for ‖ · ‖1 and the first statement follows.

For the last statement, it suffices by [59, Proposition 3.6] to show that QU and
PU are weakly equivalent since they both consist of connected and open sets. Let
us fix a homogeneous quasi-norm ‖ · ‖ on (R=, ∗�) and denote by ` B |� ‖ · ‖ (0, 1) |.
We first claim that

|%U8 | �
(
A ‖ · ‖ (%U8 )

)&
�

(
' ‖ · ‖ (%U8 )

)&
, (B.3.3)

where & denotes the homogeneous dimension of (R=, ∗�). Since the usual
Lebesgue measure is the Haar measure on (R=, ∗�) we have

|� ‖ · ‖ (G, ') | = |G ∗� � ‖ · ‖ (0, ') | = |� ‖ · ‖ (0, ') | = |��' �
‖ · ‖ (0, 1) | = '&`,
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where G ∈ R= is arbitrary and ' > 0. Hence

` ·
(
A ‖ · ‖ (%U8 )

)&
≤ |%U8 | ≤ ` ·

(
' ‖ · ‖ (%U8 )

)&
,

for every 8 ∈ �. This implies (B.3.3) since

` ≤
|%U
8
|(

A ‖ · ‖ (%U
8
)
)& =

(
' ‖ · ‖ (%U

8
)
)&(

A ‖ · ‖ (%U
8
)
)& · |%U

8
|(

' ‖ · ‖ (%U
8
)
)& ≤  &`,

where  ≥ 1 denotes the uniform bound in (B.3.2).
Assume that &U

9
∩ %U

8
≠ ∅ for some 8 ∈ � and some 9 ∈ �. Then (B.3.1)

together with (B.3.3) give the estimate

' ‖ · ‖ (&U9 ) � ' ‖ · ‖ (%U8 ) � A ‖ · ‖ (%U8 ).

Hence there exists a uniform constant ^ ≥ 1 such that

&U9 ⊂ � ‖ · ‖
(
28 , ^A

‖ · ‖ (%U8 )
)
, 28 ∈ %U8 . (B.3.4)

For every 8 ∈ � we consider the constants

�U (8) B #
{
&U9 ∈ QU : &U9 ∩ %U8 ≠ ∅

}
.

Assume that there exist a sequence 8: ∈ � with : ∈ N such that �U (8:) → ∞. Then
if &U

9:
∩ %U

8:
≠ ∅, we have

|&U
9:
|���� ‖ · ‖ (28: , ^A ‖ · ‖ (%U8: )) ��� �

(
1
^`

)&
. (B.3.5)

Notice that the right-hand side of (B.3.5) does not depend on : ∈ N. Thus (B.3.4)
and (B.3.5) give a contradiction since QU is assumed to be admissible. �

Notice that Proposition B.3.3 still leaves open the possibility that a generalized
U1-covering PU1 and a generalized U2-covering QU2 for a stratified Lie group
(R=, ∗�) might be equivalent whenever U1 ≠ U2. We will prove in Theorem B.5.1
that is not possible.

B.3.2 Concrete Examples

We now turn to giving concrete examples of generalized U-coverings. It will be
clear that we need to require that (R=, ∗�) is rational in the intermediate case
0 < U < 1. For U = 0, the existence of a lattice # ⊂ (R=, ∗�) is convenient but not
nessesary. For U = 1 the existence of a lattice is irrelevant. The main difference
from the Euclidean case is that we do not have the luxury of picking the “canonical”
lattice Z=.
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The Uniform Case: U = 0

We would like to find a concrete generalized 0-covering for (R=, ∗�) that, similarly
to the Euclidean case, reflects the group operation ∗� . Such a covering was
constructed for any locally compact group in [56] and we briefly review this in the
setting of stratified Lie groups realized on Euclidean space.

For every stratified Lie group (R=, ∗� , ‖ · ‖) there exists a covering U on
R= constructed in the following manner: Fix the set � ‖ · ‖ (0, 1) and consider the
collection {

G ∗� � ‖ · ‖ (0, 1)
}
G∈R=

=

{
� ‖ · ‖ (G, 1)

}
G∈R=

.

Lemma B.3.4. There exists a family of elements {G8}8∈� with G8 ∈ R= for every
8 ∈ � such that

U(�) B
{
� ‖ · ‖ (G8 , 1)

}
8∈�

is a generalized 0-covering for the stratified Lie group (R=, ∗�).

Proof. It follows from [56] that there exists a family of elements {G8}8∈� with
G8 ∈ R= for every 8 ∈ � such that U(�) is an admissible covering. To show that
any ball

� ‖ · ‖ (G, '), G ∈ R=, ' > 0

is path-connected, it suffices to consider the unit ball �0 B � ‖ · ‖ (0, 1) by applying
a left-translation and a scaling ��

'
. The path C ↦→ (CG1, . . . , C

E9G 9 , . . . , C
E=G=) for

C ∈ [0, 1], E 9 B deg(G 9), and G B (G1, . . . , G=) ∈ �0 connects the origin to G and
lies within �0 since

‖(CG1, . . . , C
E=G=)‖ = ‖��C (G1, . . . , G=)‖ = |C |‖G‖ < 1.

The balls � ‖ · ‖ (G, ') are also open due to the continuity of the homogeneous quasi-
norm ‖ · ‖.

We are left with checking the two conditions in the definition of a generalized
U-covering: The first condition (B.3.1) follows readily since���� ‖ · ‖ (G8 , ')��� = '& ���� ‖ · ‖ (0, 1)��� � (

1 + ‖b8 ‖2
) 0·&

2
,

where b8 ∈ � ‖ · ‖ (G8 , ') and & is the homogeneous dimension of (R=, ∗�). The
second condition (B.3.2) is clearly satisfied with  = 1 since the covering consists
of balls with respect to the homogeneous quasi-norm ‖ · ‖. �

Proposition B.3.3 implies that the choice of the family {G8}8∈� is largely irrel-
evant as different families will produce equivalent coverings. We refer to U(�)
as the uniform covering of the stratified Lie group (R=, ∗�). In the case where

118



B.3. Generalized U-Coverings

the stratified Lie group (R=, ∗�) is rational, we can be even more concrete: Fix a
lattice # ⊂ (R=, ∗�) and fix ' > 0 such that the collection

U(�; #) B
{
� ‖ · ‖ (=, ')

}
=∈# \{0}

is an admissible covering. This is possible since # is both uniform and discrete.
We can again apply Proposition B.3.3 to see that U(�; #) is equivalent to the
uniform covering U(�) and we consider U(�; #) as a concrete realization of
U(�). When � = (R=, +) and # = Z= then the covering U(�; #) is precisely
the covering introduced in Example B.2.9. Hence the uniform coveringU(�) is a
0-covering that incorporates information about the group structure ∗� .

The Intermediate Case: 0 < U < 1

We turn to the intermediate range 0 < U < 1 and give a concrete coveringmotivated
by the most commonly used U-covering in the Euclidean setting, see [135] for its
origin. This covering will require the existence of a lattice # ⊂ (R=, ∗�) and
extends the coveringU(�; #) introduced above.

Proposition B.3.5. Let (R=, ∗� , ‖ · ‖) be a rational stratified Lie group with a lattice
# ⊂ (R=, ∗�). We will use the notation

XV (b) B ‖b‖Vb, b ∈ R=, V B
U

1 − U ,

where we have fixed 0 ≤ U < 1. There exists A1 > 0 such that the collection

QUA (�; #) B
{
� ‖ · ‖

(
XV (:), A ‖: ‖V

)}
:∈# \{0}

is a generalized U-covering for any A > A1. For U = 0 the covering Q0
A (�; #) is

simplyU(�; #) introduced previously.

Proof. Since the statement about U = 0 is clear and already justified previously,
we will henceforth assume that 0 < U < 1. The topology induced on R= by the
balls with respect to the homogeneous quasi-norm ‖ · ‖ is equivalent to the usual
Euclidean topology by [65, Proposition 3.1.37]. Hence since # is uniform we have
that there exists A1 > 0 such that the covering QUA (�; #) is a covering for all A > A1.
The argument that QUA (�; #) is admissible is the same as in the Euclidean case
and is given in [27, Lemma 2.5 and Theorem 2.6]. We can duplicate the proof of
Lemma B.3.4 to deduce all the properties needed for QUA (�; #) to be a generalized
U-covering except for the proof of condition (B.3.1). To show this, we need to
make a few estimates:
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If we let & denote the homogeneous dimension of (R=, ∗�), then we have���� ‖ · ‖ (XV (:), A ‖: ‖V)��� = �����
A ‖: ‖V�

‖ · ‖ (0, 1)
��� � ‖: ‖ U&1−U , (B.3.6)

by the left-invariance and dilation properties of the Haar measure. By picking the
center point XV (:) in the ball � ‖ · ‖ (XV (:), A ‖: ‖V) we see that(

1 + ‖XV (:)‖2
) U&

2
=

(
1 + ‖: ‖2V+2

) U&
2
=

(
1 + ‖: ‖ 2

1−U
) U&

2
. (B.3.7)

Since we have excluded zero from the lattice # the estimate ‖: ‖ 2
1−U � 1+ ‖: ‖ 2

1−U is
valid. Comparing this observation with (B.3.6) and (B.3.7) shows that the covering
QUA (�; #) is a generalized U-covering since���� ‖ · ‖ (XV (:), A ‖: ‖V)��� 2

U& � ‖: ‖ 2
1−U � 1 + ‖: ‖ 2

1−U = 1 + ‖XV (:)‖2.

In the definition of a generalized U-covering, we need the above estimate for
every b: ∈ � ‖ · ‖ (XV (:), A ‖: ‖V) and not only the center point XV (:). This follows
from a straightforward computation using that

‖XV (:)‖ = ‖XV (:) − b: + b: ‖ ≤ � (A ‖: ‖V + ‖b: ‖),

where � > 0 is the constant appearing in (B.2.4). �

The Dyadic Case: U = 1

The covering given in Proposition B.3.5 is clearly not well-defined for U = 1. We
will give a concrete example of a generalized 1-covering that models the classical
dyadic intervals underlying the Besov spaces given in Example B.2.10.

Definition B.3.6. Let (R=, ∗� , ‖ · ‖) be a stratified Lie group. The covering

B(�) B {�<(�)}<∈N0

given by

�0(�) B � ‖ · ‖ (0, 2), �<(�) B � ‖ · ‖ (0, 2<+1) \ � ‖ · ‖ (0, 2<−1), < ∈ N,

is called the Besov covering with respect to the homogeneous quasi-norm ‖ · ‖ on
the stratified Lie group (R=, ∗�).
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The fact that the homogeneous quasi-norm ‖ · ‖ is not part of the notation B(�)
will be justified in Lemma B.3.7. The Besov covering is an admissible covering
consisting of open and connected sets. Hence it is a concatenation by LemmaB.2.6.
The most important property of the covering B(�) is the scaling invariance

��2:�<(�) = �<+: (�), < ≥ 1, : ≥ 0.

For an arbitrary homogeneous quasi-norm ‖ · ‖, one can not assure that
(2<, 0, . . . , 0) ∈ �<(�) for < ≥ 1. Although this is not a serious obstacle,
we can fix this by using the homogeneous quasi-norm

‖(G1, . . . , G=)‖2 B
©­«
=∑
9=1
|G 9 |

2
E9

ª®¬
1
2

, (B.3.8)

where E 9 denotes the degree of G 9 . We emphasize that we denote the usual
Euclidean norm by ‖ · ‖� to distinguish it from the homogeneous quasi-norm ‖ · ‖2
in (B.3.8). If (R=, ∗�) has rank : then

‖(G1, . . . , G: , 0, . . . , 0)‖2 = ‖(G1, . . . , G: , 0, . . . , 0)‖� .

With the homogeneous quasi-norm (B.3.8) it is clear that

(2<, 0, . . . , 0) ∈ �<(�), < ∈ N0. (B.3.9)

Moreover, the group structure between the elements in (B.3.9) is the same as
the Euclidean addition since they are in the first layer +1. The following lemma
shows that fixing the homogeneous quasi-norm ‖ · ‖2 is justified and that the Besov
covering is a concrete realization of a generalized 1-covering.

Lemma B.3.7. Assume that = > 1. The Besov covering B(�) is a 1-covering
for the stratified Lie group (R=, ∗�) independently of the choice of homogeneous
quasi-norm.

Proof. We first work with the homogeneous quasi-norm ‖ · ‖2 given in (B.3.8).
Let us begin by checking that the ratio property (B.3.2) is satisfied: For < = 0
we obviously have A ‖ · ‖2 (�0(�)) = ' ‖ · ‖2 (�0(�)) and hence the ratio is one. For
< ≥ 1 we claim that we have the estimates

' ‖ · ‖2 (�<(�)) ≤ 2<+1, A ‖ · ‖2 (�<(�)) ≥ 2<−1.

The first is clear from the definition of ' ‖ · ‖2 (�<(�)) while the second follows
from considering a ball centered at the point 2< = (2<, . . . , 0). In conclusion, this
gives

sup
<∈N

' ‖ · ‖2 (�<(�))
A ‖ · ‖2 (�<(�))

≤ sup
<∈N

2<+1

2<−1 = 4.
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To see that the size condition (B.3.1) is satisfied, we denote by ` B |� ‖ · ‖2 (0, 1) |
and estimate for < ≥ 1 that

|�<(�) | =
���� ‖ · ‖2 (0, 2<+1)��� − ���� ‖ · ‖2 (0, 2<−1)

���
=

�����2<+1� ‖ · ‖2 (0, 1)��� − �����2<−1�
‖ · ‖2 (0, 1)

���
=

(
`

4& − 1
2&

)
2&<.

On the other hand, for any b< ∈ �<(�) we have ‖b<‖ � 2< and hence

(1 + ‖b<‖22)
&
2 � 2&<.

Combining these estimates shows that the Besov covering B(�) with the homoge-
neous quasi-norm ‖ · ‖2 is a 1-covering. Then we can apply Proposition B.3.3 and
obtain that the choice of homogeneous quasi-norm defining the Besov covering
B(�) is irrelevant as they all produce equivalent coverings. Hence we can safely
use the homogeneous quasi-norm ‖ · ‖2 given in (B.3.8) without loss of generality.
When = = 1 we have that (R, ∗�) ' (R, +). In that case, we refer the reader to
Example B.2.10 for a trivial modification of the result. �

Let (R=, ∗�) be a rational stratified Lie group with a lattice # . We will use the
notation

QU (�) B QU (�; #) =


U(�; #), if U = 0
QUA (�; #), if 0 < U < 1
B(�), if U = 1

, (B.3.10)

where the number A > 0 is chosen large enough so thatQUA (�; #) is a concatenation.
The specific value of A > 0 needed will be suppressed as it is of no relevance in our
augments.
Remark. Wehave showed that the concatenationQU (�) depends (up to equivalence
of coverings) only on the parameter 0 ≤ U ≤ 1 and the stratified Lie group (R=, ∗�).
We can say evenmore by introducing the following terminology: The growth vector
of a stratified Lie group (R=, ∗�) is the multi-index

G(�) B (=1, . . . , =B), =8 B dim(+8), 8 = 1, . . . , B,

where +8 are as in (B.2.1). If (R=, ∗�) and (R=, ∗� ) are two stratified Lie groups
with G(�) = G(�) then the homogeneous quasi-norm ‖ · ‖2 given in (B.3.8)
are equal for both (R=, ∗�) and (R=, ∗� ). Moreover, they clearly have the same
homogeneous dimension as well. Hence by using the homogeneous quasi-norm
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‖ · ‖2 we see fromDefinition B.3.1 that a generalized U-covering for (R=, ∗�) is also
a generalized U-covering for (R=, ∗� ) and vice versa. From this we can conclude
from Proposition B.3.3 that any generalized U-covering PU can be described by
two parameters: The continuous parameter 0 ≤ U ≤ 1 and the discrete parameter
G(�) ∈ NB0 where B is the step of (R

=, ∗�).

B.3.3 Almost Structured Coverings and BAPU’s

Many coverings that arise in practice have the property that its elements are essen-
tially given by well-behaved affine transformations of a few reference sets. This
notion was studied in [29] and the following definition is a slight generalization
appearing in [148].

Definition B.3.8. Let Q B (&8)8∈� be an admissible covering on R=. We call Q
an almost structured covering if there exists a finite collection (PB)B∈� of bounded,
open subsets of R= called reference sets with the following properties:

• There is an invertible affine transformation �8 B )8 + 18 for every 8 ∈ � with
)8 ∈ �! (=,R) and 18 ∈ R= such that

&8 = �8 (%B) = )8 (%B) + 18 , (B.3.11)

for some B ∈ � depending on 8 ∈ �.

• If &8 ∩ & 9 ≠ ∅ for some 8, 9 ∈ � then we have the uniform compatibility
condition

‖)−1
8 )9 ‖ ≤ C& < ∞, (B.3.12)

where C& does not depend on 8, 9 ∈ �.

• There should exist a finite collection (%′B)B∈� of open sets with %′B ⊂ %B for
every B ∈ � such that (�8 (%

′
B))8∈� ,B∈� cover R=.

If the index set � = {B} is a singleton, then the covering Q is called a structured
covering.

Remarks.

• The elements in an almost structured coveringQ B (&8)8∈� are automatically
open by (B.3.11). Hence the index set � is always countable and Q is a
concatenation by Lemma B.2.6. The reason one needs to consider almost
structured coverings rather than structured coverings can be seen from the
dyadic covering B(R2) given in Example B.2.10.
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• Wewould also like to point out that structured or almost structured coverings
are not preserved under equivalence of coverings: It is straightforward to
construct an equivalent covering to, say, the uniform covering U(R2) that
is not even almost structured. Hence questions such as “are all generalized
U-coverings corresponding to a stratified Lie group (R=, ∗�) almost struc-
tured?” are not well-defined. To ask meaningful questions, we will have to
consider the specific representative coverings given in (B.3.10).

The following originates from [29] and shows that the standard realization of
the Euclidean U-coverings considered in the literature are indeed almost structured
coverings.

Lemma B.3.9. The coverings QU (R=;Z=) are structured for 0 ≤ U < 1, while the
coverings B(R=) for = ≥ 2 are only almost structured.

Hence one might expect that the coverings QU (�) are all at least almost
structured for any rational stratified Lie group (R=, ∗�). This is supported by
the fact that a small modification of [64, Proposition 6.2] shows that the uniform
coveringU(H=; #) is a structured covering where H= is the Heisenberg group and
# is the lattice # B (2Z)2= × Z. However, the following proposition shows that
this is not true in general and depends on the step of the stratified Lie group in
question.

Proposition B.3.10. Let (R=, ∗�) be a stratified Lie group where = > 1.

• The Besov covering B(�) is an almost structured covering that is never
structured unless the group (R=, ∗�) is isomorphic to (R, +).

• Assume that (R=, ∗�) is rational and let # be a lattice. The coverings
QU (�; #) are structured for 0 ≤ U < 1 whenever the step of (R=, ∗�) is less
than or equal two. However, the coverings QU (�; #) for 0 ≤ U < 1 are not
necessarily almost structured whenever the step of (R=, ∗�) is higher than
two.

Proof. For the Besov covering B(�) = (�<(�))∞<=0 given in Definition B.3.6 we
consider �0(�) and �1(�) as the reference sets. Define the matrices

�< = )< B
©­­«
2(<−1) ·E1

. . .

2(<−1) ·E=

ª®®¬ , E 9 B deg(G 9), < ≥ 1.

By setting �0 to be the identity matrix we then have that �0(�0(�)) = �0(�) and
�<(�1(�)) = �<(�) since

�<�1(�) = ��2<−1�1(�) = �<(�).
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Notice that two elements �<(�) and �; (�) can only intersect in the case when
< ∈ {; − 1, ;, ; + 1}. In any case, a straightforward computation gives that

‖)−1
; )<‖ ≤ 2E= ,

and the estimate (B.3.12) is satisfied. Finally, it is clear that the last requirement in
Definition B.3.8 is satisfied by shrinking �0(�) and �1(�) slightly.

The Besov covering B(�) is not a structured covering when = > 1 since
�0(�) is convex while the sets �<(�) for < ≥ 1 are not. When = = 1 the
stratification (B.2.1) has only one layer and hence (R, ∗�) ' (R, +). It is clear from
the construction given in Example B.2.11 that the modification of the covering
B(R) given by dividing each of the sets �<(R) for < ∈ N into its connected
components is structured.

Let us now turn to the second statement. If (R=, ∗�) has step one, then we are
in the Euclidean setting and the result follows from Lemma B.3.9. Assume that
(R=, ∗� , ‖ · ‖) has step two and write R= = R: ⊕ R; with ; = = − : according to
the decomposition given in (B.2.1). For (0, 1), (2, 3) ∈ R: ⊕ R; we can use the
BCH-formula (B.2.2) to write their product as

(0, 1) ∗� (2, 3) =
(
0 + 2, 1 + 3 + 1

2
%(0, 2)

)
,

where %(0, 2) is a linear polynomial in the components of 0 and 2. This can be
written as the block-matrix equation

(0, 1) ∗� (2, 3) =
(
�:×: 0;×:
d(2) �;×;

) (
0

1

)
+

(
2

3

)
,

where d(2) ∈ ";×: (R), each of the entries in d(2) depend linearly on the com-
ponents of 2, and d(2) · 0 = %(0, 2). Consider now the covering QU (�; #) for
0 ≤ U < 1 and write each element as

� ‖ · ‖
(
XV (:), A ‖: ‖V

)
= ‖: ‖ U

1−U : ∗�
(
��
A ‖: ‖

U
1−U
� ‖ · ‖ (0, 1)

)
, V B

U

1 − U ,

for every : ∈ # \ {0} where XV (:) B ‖: ‖V: . We set the reference set to be
� ‖ · ‖ (0, 1) and leave it to the reader to show that the affine transformations

�: (G) B ‖: ‖
U

1−U : ∗� ��
A ‖: ‖

U
1−U
(G), G ∈ R=, : ∈ # \ {0},

make QU (�; #) into a structured covering.
Since QU (�; #) is almost structured wheneverU(�; #) is almost structured,

it suffices find a stratified Lie group (R=, ∗�) such that U(�; #) is not almost
structured. Consider the stratified Lie group � whose Lie algebra g is given by

g B span{-1, -2, -3, -4},
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with bracket relations [-1, -2] = -3 and [-1, -3] = -4. This is a stratification
where +1 = span{-1, -2}, +2 = span{-3} and +3 = span{-4}. By using the
BCH-formula (B.2.2) we can identify � with (R4, ∗�), where the multiplication
(I1, I2, I3, I4) = (G1, G2, G3, G4) ∗� (H1, H2, H3, H4) has the form

I1 = G1 + H1,

I2 = G2 + H2,

I3 = G3 + H3 +
1
2
(G1H2 − G2H1) ,

I4 = G4 + H4 +
1
2
(G1H3 − G3H1) +

G1
12
(G1H2 − G2H1) .

Consider the lattice # B 12Z × 2Z × Z × Z in (R4, ∗�). Assume first that
Q(�; #) is a structured covering and let � be the reference set. Then for elements
:, : ′ ∈ # \ {0} we can find affine transformations �: and �:′ such that

�: (�) = ): (�) + 1: = � ‖ · ‖ (:, '), �:′ (�) = ):′ (�) + 1:′ = � ‖ · ‖ (: ′, '),

where ' > 0 is a fixed number so that Q(�; #) is an admissible covering. Then

):′)
−1
: � ‖ · ‖ (:, ') + (1:′ − ):′)−1

: 1:) = � ‖ · ‖ (: ′, ').

Hence if : = (12, 2, 1, 1) and : ′ = (12=, 2=, =, =) for = ∈ N we can increase = and
obtain a contradiction due to the quadratic term in G1 in the I4-entry of the group
product. This argument can easily be extended to show that Q(�; #) is not an
almost structured covering since infinitely many of the numbers : ′ = (12=, 2=, =, =)
for = ∈ N have to correspond to one of the (finite number of) reference sets. �

The fact that the coverings QU (�; #) are almost structured whenever the step
of (R=, ∗�) is less than or equal two is closely related to the existence ofQU (�; #)-
BAPU’s. The following proposition follows from [149, Theorem 2.8] which is a
slight generalization of the general existence result [29, Proposition 1].

Proposition B.3.11. Let (R=, ∗�) be a rational stratified Lie group with step less
than or equal two and fix a lattice # . Then there exists a QU (�; #)-BAPU for all
0 ≤ U ≤ 1.

Example B.3.12. Consider a rational stratified Lie group (R=, ∗� , ‖ · ‖) of step
less than or equal two with a lattice # .

• For 0 ≤ U < 1, then an explicit QU (�; #)-BAPU can be constructed by
adapting the argument in [27, Proposition A.1] as follows: Fix A > A1 where
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A1 is the number appearing in Proposition B.3.5. Consider a positive and
smooth function Φ : R= → R such that

supp(Φ) ⊂ � ‖ · ‖ (0, A), inf
b ∈�‖·‖ (0,A1)

Φ(b) > 0. (B.3.13)

To find the QUA (�; #)-BAPU we need, we simply scale the argument of Φ
correctly: Define

6: (b) B Φ

(
��‖2: ‖−U

(
2−1
: ∗� b

))
, 2: B ‖: ‖

U
1−U :, : ∈ # \ {0}.

Then 6: is smooth and unwinding its definition shows that

supp(6:) ⊂ � ‖ · ‖
(
XV (:), A ‖: ‖V

)
, : ∈ # \ {0}.

Moreover, the infimum bound in (B.3.13) ensures that for every b ∈ R= there
is a 6: such that 6: (b) > 0.

Define
k: (b) B

6: (b)∑
;∈# \{0} 6; (b)

.

The !1-bound in (B.2.10) is satisfied by an adaption of [28, Proposition 2.4].
For this to work it is essential that the step of (R=, ∗�) is less than or equal two
so that the groupmultiplication ∗� can be represented by linear maps. Hence
we obtain a QUA (�; #)-BAPU. The functions k: have compact support since
the balls induced by the homogeneous quasi-norm ‖ · ‖ are bounded (not
uniformly) with respect to the Euclidean metric.

• For U = 1 we can proceed as follows: Pick a positive and smooth function
Φ0 with supp(Φ0) ⊂ �0(�) and Φ0(G) = 1 for every G ∈ R= with ‖G‖ ≤ 3

2 .
Moreover, pick a positive and smooth function Φ1 with supp(Φ1) ⊂ �1(�)
and with Φ1(G) = 1 for every G ∈ R= with 3

2 ≤ ‖G‖ ≤
7
2 . The collection

(Φ<)∞<=0 given by

Φ<(G) B Φ1

(
��21−< (G)

)
, < ≥ 2, G ∈ R=, (B.3.14)

consists of smooth functions with supp(Φ<) ⊂ �<(�) that are never vanish-
ing simultaneously. Hence we define for G ∈ R= and < ∈ N0 the normalized
collection

k<(G) B
Φ<(G)∑∞
:=0Φ: (G)

=
Φ<(G)

Φ<−1(G) +Φ<(G) +Φ<+1(G)
,
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where we set Φ−1 ≡ 0 to make the last equality work for < = 0. The
!1-bound in (B.2.10) follows readily from the relation (B.3.14) and thus
(k<)∞<=0 is a B(�)-BAPU. Since the support of k< is closed and contained
in � ‖ · ‖ (0, 2<+1), it is clear that k< have compact support for every < ≥ 0.

Notice that the existence of a lattice in the above example is not nessesary for
the case U = 1. In fact, the B(�)-BAPU construction is valid for any stratified Lie
group regardless of its step. For the rest of the paper, we will refer to a rational
stratified Lie group with step less than or equal two as an admissible Lie group for
simplicity.

B.4 Generalized U-Modulation Spaces

In this section, we define the generalized U-modulation spaces "B,U
?,@ (�) associ-

ated to a stratified Lie group (R=, ∗�). The spaces "B,U
?,@ (�) are built on the

generalized U-coverings examined in the previous section. In many regards, the
spaces"B,U

?,@ (�) behave similarly to their Euclidean counterparts"B,U
?,@ (R=). How-

ever, we will show in later sections that they depend heavily on the stratified Lie
group (R=, ∗�) in question. Firstly, let us define the correct reservoir defining the
functions/distributions of interest.

Definition B.4.1. Consider the space / (R=) B F
(
�∞2 (R=)

)
consisting of Fourier

transforms of all smooth functions with compact support on R=. We equip the
space / (R=) with the unique topology ensuring that the Fourier transform is a
homeomorphism from �∞2 (R=) to / (R=). Define the Fourier type reservoir as the
dual space / ′(R=) equipped with the weak∗ topology.

The Fourier transform extends by duality to a homeomorphism

F : / ′(R=) −→ D ′(R=) B
(
�∞2 (R=)

) ′
.

Werefer the reader to [148, Chapter 3]where the danger of using the tempered distri-
butions S′(R=) as a reservoir instead of the more exotic space / ′(R=) is discussed.
This might seem contradictory as we defined the Euclidean U-modulation spaces
"
B,U
?,@ (R=) in Definition B.2.8 as subspaces of the tempered distributions S′(R=).

However, it follows from [148, Theorem 8.3] that the Euclidean U-modulation
spaces would embed into S′(R=) if we had defined them using the Fourier type
reservoir / ′(R=). Hence one might as well define the Euclidean U-modulation
spaces as subspaces of tempered distributions without loss of generality.

Definition B.4.2. Let (R=, ∗� , ‖ · ‖) be a stratified Lie group with a homogeneous
quasi-norm ‖ · ‖. Consider a generalized U-covering PU B (%U

8
)8∈� on R= where
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0 ≤ U ≤ 1 and assume that Φ B (k8)8∈� is a PU-BAPU. The generalized U-
modulation space "B,U

?,@ (�) for 1 ≤ ?, @ ≤ ∞ and B ∈ R consists of all Fourier
type distributions 5 ∈ / ′(R=) such that

‖ 5 ‖" B,U
?,@ (�) B




((1 + ‖b8 ‖2) B2 

F −1 (k8 · F ( 5 ))



!?

)
8∈�





;@ (� )

< ∞, (B.4.1)

where b8 ∈ %U8 for every 8 ∈ �. The number B will be referred to as the smooth-
ness parameter of the space "B,U

?,@ (�), while ? and @ are called the integrability
parameters.

If the stratified Lie group (R=, ∗�) is isomorphic to the Euclidean space (R=, +)
with its usual addition, then Definition B.4.2 reduces to the usual U-modulation
spaces "B,U

?,@ (R=). Notice that

"B+n ,U
?,@ (�) ⊂ "B,U

?,@ (�), "B,U
?,@1 (�) ⊂ "

B,U
?,@2 (�),

for all n > 0 and whenever @1 ≤ @2 due to the monotonicity of the ;@-norms. It
follows from Proposition B.3.3 that any two generalized U-coverings for the same
stratified Lie group are equivalent. Hence [59, Theorem 3.7] implies that "B,U

?,@ (�)
does not depend on the specific generalizedU-covering chosen. Moreover, it follows
from [59, Theorem 2.3 B)] that different choices of PU-BAPU’s in Definition B.4.2
yield equivalent norms.
Remarks.

• As we have discussed in Subsection B.3.3, we can only guarantee the ex-
istence of the BAPU’s needed in Definition B.4.2 in certain settings. This
setting include all admissible Lie groups, which is the most interesting class
when it comes to applications. However, will state some results for gen-
eralized U-modulation spaces on an arbitrary stratified Lie group with the
convention that this might be vacuous when we do not know the existence of
suitable BAPU’s. In that way, some of the results we prove can still be used
for a general stratified Lie group once the existence of a suitable BAPU has
been established.

• Let us briefly comment on why the expression (B.4.1) is well-defined: Since
5 ∈ / ′(R=) we have that F ( 5 ) ∈ D ′(R=). Then the product k8 · F ( 5 ) is
a compactly supported distribution. Hence we can consider k8 · F ( 5 ) as a
tempered distribution and thus

F −1 (k8 · F ( 5 )) ∈ S′(R=).

Moreover, the distribution F −1 (k8 · F ( 5 )) acts on rapidly decaying func-
tions by integrating themagainst an entire functionwith polynomially bounded
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derivatives [142, Theorem 7.23]. Hence the expression in (B.4.1) is well-
defined, although often infinite.

The generalized U-modulation spaces "B,U
?,@ (�) are complete for all values of

the parameters 1 ≤ ?, @ ≤ ∞, B ∈ R=, and 0 ≤ U ≤ 1 by [148, Theorem 3.21].
Motivated by the Euclidean setting, we will also refer to

"B
?,@ (�) B "B,0

?,@ (�)

as the modulation space corresponding to the stratified Lie group (R=, ∗�). The
modulation space "B

?,@ (H=) corresponding to the Heisenberg group H= has been
investigated in [64].

Similarly, we will also refer to

BB?,@ (�) B "B,1
?,@ (�)

as the Besov space corresponding to the stratified Lie group (R=, ∗�). One can
view the Besov spaces BB?,@ (�) as generalizations of the traditional Besov spaces
BB?,@ (R=) where the dilations are not uniform in different directions. The spaces

"?,@ (�) B "0,0
?,@ (�), B?,@ (�) B B0,1

?,@ (�)

will be called the standard modulation spaces and standard Besov spaces of
(R=, ∗�), respectively. We begin by giving concrete realizations of the gener-
alized U-modulation spaces.

Corollary B.4.3. Let (R=, ∗� , ‖ · ‖) be a rational stratified Lie group with a given
lattice # . Fix the parameters 1 ≤ ?, @ ≤ ∞ and B ∈ R.

• An equivalent norm on the modulation space "B
?,@ (�) is given by the ex-

pression

©­«
∑

:∈# \{0}

(
1 + ‖: ‖2

) @B
2 

F −1 (k: · F ( 5 ))



@
!?

ª®¬
1
@

, (B.4.2)

where {k: }:∈# \{0} is a U(�; #)-BAPU and the covering U(�; #) is de-
scribed in Subsection B.3.2.

• An equivalent norm on "B,U
?,@ (�) for 0 < U < 1 is given by the expression

©­«
∑

:∈# \{0}

(
1 + ‖: ‖

2
(1−U)

) @B
2 

F −1 (k: · F ( 5 ))



@
!?

ª®¬
1
@

, (B.4.3)

where {k: }:∈# \{0} is a QUA (�; #)-BAPU and the covering QUA (�; #) is
given in Subsection B.3.2.
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• An equivalent norm on the Besov space BB?,@ (�) is given by the expression( ∞∑
<=0

2<@B


F −1 (k< · F ( 5 ))



@
!?

) 1
@

, (B.4.4)

where {k<}∞<=0 is a B(�)-BAPU and the covering B(�) is described in
Subsection B.3.2.

If (R=, ∗� , ‖ · ‖) is an admissible Lie group, then we can pick the explicit BAPU’s
given in Example B.3.12.

Proof. Consider the intermediate case 0 < U < 1: Picking the center point XV (:)
in each of the balls in the covering QUA (�; #) gives(

1 + ‖XV (:)‖2
) 1

2
=

(
1 + ‖: ‖2(V+1)

) 1
2
=

(
1 + ‖: ‖ 2

1−U
) 1

2
, : ∈ # \ {0}.

Hence (B.4.3) follows and we obtain (B.4.2) since U(�; #) = Q0
A (�; #) as ex-

plained in Proposition B.3.5. For the Besov covering B(�) the choice of homoge-
neous quasi-norm in (B.4.1) is irrelevant due to Lemma B.3.7. Hence we can freely
choose the homogeneous quasi-norm ‖ · ‖2 given in (B.3.8) and use consequence
(B.3.9). Thus we obtain(

1 + ‖ (2<, 0, . . . , 0) ‖22
) 1

2
= (1 + 4<)

1
2 � 2<, < ∈ N0,

and the statement follows. �

Remark. Wewould like to emphasize that the expression (B.4.4) does not depend on
the lattice # and is hence valid whenever (R=, ∗�) is not rational. The expressions
(B.4.4) also shows the similarities with the classical Besov spaces BB?,@ (R=) in the
literature.

Let us introduce some notation that simplifies the expressions inCorollaryB.4.3
for admissible Lie groups when 0 ≤ U < 1: Consider the generalized U-covering
QU (�; #) and a smoothQU (�; #)-BAPU {k: }:∈# \{0} with compact support. Let
P(R=; #) denote sequences { 5: }:∈# \{0} where each 5: ∈ S′(R=) acts on rapidly
decaying functions by integrating against a polynomially bounded function. Define
the Fourier multiplier operator

�U,�
:

B F −1k:F ,
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and the space

;B,U?,@ (�; #)

B

{
{ 5: }:∈# \{0} ∈ P(R=; #) :





(1 + ‖: ‖ 2
1−U

) B
2 ‖ 5: ‖!?






;@ (# \{0})

< ∞
}
.

The generalizedU-modulation space"B,U
?,@ (�) for an admissible Lie group (R=, ∗�)

and parameters 0 ≤ U < 1, 1 ≤ ?, @ ≤ ∞ and B ∈ R can be written as

"B,U
?,@ (�) =

{
5 ∈ / ′(R=) : ‖�U,�

:
5 ‖;B,U?,@ (�;# ) < ∞

}
. (B.4.5)

We emphasize that this is only valid since the image of the Fourier type distributions
/ ′(R=) under the Fourier multiplier operator �U,�

:
for : ∈ # \ {0} and 0 ≤ U < 1

is contained in the tempered distributions.
The representation (B.4.5) is useful because it allows us to reduce certain

questions about the generalized U-modulation spaces "B,U
?,@ (�) to the sequence-

type spaces ;B,U?,@ (�; #). As an application, we now prove a duality relation between
the spaces "B,U

?,@ (�) for 1 ≤ ?, @ < ∞, B ∈ R, and 0 ≤ U < 1. This is more or less
a straightforward adaption of the Euclidean case given in [93, Theorem 2.1] with
some minor modifications resulting from using an arbitrary lattice # instead of the
concrete lattice Z= ⊂ R=.

Proposition B.4.4. Let (R=, ∗�) be an admissible Lie group and fix parameters
1 ≤ ?, @ < ∞, B ∈ R, and 0 ≤ U < 1. The dual space of "B,U

?,@ (�) can be
identified with "−B,U

?′,@′ (�), where ?′ and @′ are the conjugate variables of ? and @,
respectively.

Proof. Fix a lattice # ⊂ (R=, ∗�). Any 5 ∈ "−B,U?′,@′ (�) acts on 6 ∈ "
B,U
?,@ (�) by

〈 5 , 6〉 B
∑

:∈# \{0}

∫
R=
�U,�
:

5 · �U,�
:

6 3G.

A straightforward computation using Hölder’s inequality twice shows that

|〈 5 , 6〉| =

������ ∑
:∈# \{0}

∫
R=

(
1 + ‖: ‖ 2

1−U
) −B

2
�U,�
:

5 ·
(
1 + ‖: ‖ 2

1−U
) B

2
�U,�
:

6 3G

������
≤ ‖ 5 ‖"−B,U

?′,@′ (�)
‖6‖" B,U

?,@ (�) ,

where we have used the explicit expressions in (B.4.3) and (B.4.2). Hence the
action of 5 on "B,U

?,@ (�) is bounded and we have "−B,U?′,@′ (�) ⊂ ("
B,U
?,@ (�))∗.

132



B.4. Generalized U-Modulation Spaces

Conversely, an element ℎ ∈ ("B,U
?,@ (�))∗ induce an element ℎ̃ ∈

(
;
B,U
?,@ (�; #)

)∗
since we can identify "B,U

?,@ (�) with the image {�U,�
:

5 }:∈# \{0} ∈ ;B,U?,@ (�; #). A
standard argument similar to the one given in [151, Proposition 3.3] shows that we
have the duality relation(

;B,U?,@ (�; #)
)∗
' ;−B,U

?′,@′ (�; #), 1
?
+ 1
?′
=

1
@
+ 1
@′
= 1.

Hence we can find {ℎ: } ∈ ;−B,U?′,@′ (�; #) such that

〈ℎ̃, { 5: }〉 =
∑

:∈# \{0}

∫
R=
ℎ: (G) 5: (G) 3G, { 5: } ∈ ;B,U?,@ (�; #).

Thus for 6 ∈ "B,U
?,@ (�) we can use Plancherel to obtain

〈ℎ, 6〉 = 〈ℎ̃,�U,�
:

6〉 =
∫
R=

∑
:∈# \{0}

�U,�
:

ℎ: (G)6(G) 3G,

and we can conclude that
ℎ =

∑
:∈# \{0}

�U,�
:

ℎ: .

A straightforward generalization of [93, Lemma 2.1] shows that

‖ℎ‖"−B,U
?′,@′ (�)

� ‖{ℎ: }:∈# \{0}‖;−B,U
?′,@′ (�;# ) = ‖ℎ‖ (" B,U

?,@ (�))∗ ,

implying that ("B,U
?,@ (�))∗ ⊂ "−B,U?′,@′ (�). �

The duality relations for the Besov spaces are the obvious extensions of the
Euclidean Besov spaces, namely(

BB?,@ (�)
)∗
' �−B?′,@′ (�),

where 1 ≤ ?, @ < ∞, B ∈ R, and ?′, @′ are the conjugate variables of ? and @. We
omit the proof since it is straightforward.

Corollary B.4.5. Let (R=, ∗�) be an admissible Lie group. The modulation spaces
"B
?,@ (�) and Besov spaces BB?,@ (�) for 1 < ?, @ < ∞ and B ∈ R are two families

of reflexive Banach spaces that are closed under duality.

There is an abundance of properties one can prove when defining new func-
tion spaces. We will focus on two properties illustrating that the generalized
U-modulation spaces "B,U

?,@ (�) are not degenerate:
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(i) When = = dim(�) the spaces "B,U
?,@ (�) are large enough to contain the

rapidly decaying smooth functions S(R=) as subspaces.

(ii) The spaces "B1,U1
?1,@1 (�) are really new spaces in the sense that they do not

coincide with the traditional U-modulation spaces "B2,U2
?2,@2 (R=) for most of

the parameters 1 ≤ ?1, ?2, @1, @2 ≤ ∞, B1, B2 ∈ R, and 0 ≤ U1, U2 ≤ 1.

Property (i) relies on basic properties of lattices in stratified Lie groups and is
proved below. On the other hand, Property (ii) is more challenging and require
several preliminary results. The main aim of Section B.5 is to prove Property (ii).

PropositionB.4.6. Let (R=, ∗�) be a rational stratified Lie groupwith dim(�) = =.
Then the rapidly decaying smooth functions S(R=) is contained in "B,U

?,@ (�) for
all 1 ≤ ?, @ ≤ ∞, B ∈ R, and 0 ≤ U ≤ 1.

Proof. The embeddings "B,U
?,@1 (�) ⊂ "

B,U
?,@2 (�) for @1 ≤ @2 implies that it suffices

to show the inclusion S(R=) ⊂ "B,U

?,1 (�). We consider first the case 0 ≤ U < 1
and use the norms (B.4.2) and (B.4.3). Since the Fourier transform of a Schwartz
function is again a Schwartz function, we have that

n: B


F −1 (k: · F ( 5 ))




!?
< ∞, : ∈ # \ {0},

for each 5 ∈ S(R=) since S(R=) ⊂ ! ? for every 1 ≤ ? ≤ ∞.
Fix a homogeneous norm ‖ · ‖ on (R=, ∗�) as we have remarked previously

always exists. Define the metric

3� (G, H) B ‖G−1 ∗� H‖, G, H ∈ R=.

We claim that the number of points in # that are of distance less than ' > 0 away
from the origin with respect to the metric 3� grows with polynomial rate. It is clear
that 3� is a left-invariant metric on (R=, ∗�). It restricts to a proper, left-invariant
metric 3� |# on # . Since # is a finitely generated nilpotent group we know that
3� |# has polynomial growth by Gromov’s celebrated polynomial growth theorem
[87] and the claim follows.

It is straightforward to see that the numbers n: decay exponentially as the size
of : ∈ # \ {0} grows with respect to the metric 3� |# . The weight(

1 + ‖: ‖ 2
1−U

) B
2

only contributes polynomially since both U and B are fixed. Hence it follows that

S(R=) ⊂ "B,U

?,1 (�) ⊂ "
B,U
?,@ (�),

since ;1(# \ {0}) contains all rapidly decreasing sequences. The case U = 1 is an
elementary adaption of the classical proof of the inclusionS(R=) ⊂ BB?,@ (R=). �
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B.5 Uniqueness of the Generalized U-Modulation Spaces

B.5.1 Preliminary Results

We now turn to the question regarding the uniqueness of the spaces "B,U
?,@ (�)

for an admissible Lie group (R=, ∗�). To be able to answer this, we need a
stronger statement about the generalized U-coverings than what was proved in
Proposition B.3.3. In the Euclidean case, parts of Theorem B.5.1 have been proven
with different methods in [148, Lemma 9.5 and Lemma 9.12]. We remark that the
proof of Theorem B.5.1 does build on Proposition B.3.3 and most of Section B.3
in a non-trivial way.

Theorem B.5.1. Let (R=, ∗�) be a rational stratified Lie group and consider a
generalized U1-covering PU1 and a generalized U2-covering PU2 for parameters
0 ≤ U1, U2 ≤ 1. Then the following are equivalent:

• The covering PU1 is weakly subordinate to the covering PU2 ,

• The covering PU1 is almost subordinate to the covering PU2 ,

• The parameters satisfy U1 ≤ U2.

In particular, the coverings PU1 and PU2 are equivalent if and only if U1 = U2.

Proof. Since all the coverings in question consist of open and connected sets,
it suffices to show the second equivalence as pointed out previously. Moreover,
since we have proved in Proposition B.3.3 that any two generalized U-coverings
are equivalent, it suffices to consider the explicit coverings QU1 (�) and QU2 (�) in
(B.3.10). Let us fix a lattice # in (R=, ∗�) and a homogeneous quasi-norm ‖ · ‖.

We begin by considering the Besov case U2 = 1. We note that the size of the
sets �<(�) grows exponentially with respect to < ∈ N0. However, the size of the
elements in QU1 B (&U1

= (�))=∈# \{0} for 0 ≤ U1 < 1 grows polynomially when
we order the index set # \ {0} in a way such that < ≤ = whenever ‖<‖ ≤ ‖=‖.
Hence the number

#
{
= ∈ # \ {0} : �<(�) ∩&U1

= (�) ≠ ∅
}

will grow unbounded as < increases. Hence B(�) is not weakly subordinate to
any QU1 (�) for 0 ≤ U1 < 1.

Next, we need to show thatQU1 (�) is weakly subordinate to the Besov covering
B(�) whenever 0 ≤ U1 < 1. Pick the center point

XV (=) B =‖=‖
U1

1−U1 ∈ &U1
= (�) B � ‖ · ‖ (XV (=), A ‖=‖V), V B

U1
1 − U1

.
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Then if 2<−1 ≤ ‖XV (=)‖ ≤ 2<+1 for some < ∈ N we have that

2(<−1) (1−U1) ≤ ‖=‖ ≤ 2(<+1) (1−U1) .

Hence for all = ∈ # \ {0} where ‖=‖ is sufficiently large it follows that

#
{
< ∈ N0 : &U1

= (�) ∩ �<(�) ≠ ∅
}
∈ {1, 2}.

Since there are only a finite number of elements = ∈ # \ {0} with norm less
than a fixed tolerance, we have that QU1 (�) is weakly subordinate to the Besov
covering B(�). Showing that QU1 (�) is weakly subordinate to QU2 (�) whenever
0 ≤ U1 ≤ U2 < 1 is straightforward since the function

G ↦−→ G

1 − G , G ∈ [0, 1), (B.5.1)

is increasing. It only remains that QU2 (�) is not weakly subordinate to QU1 (�)
when 0 ≤ U1 < U2 < 1.

We use the notation

�U2
U1 (=) B #

{
; ∈ # \ {0} : &U2

= (�) ∩&
U1
;
(�) ≠ ∅

}
,

andwill give an iterated argument to show that there is no uniform bound on �U2
U1 (=)

for all = ∈ # \ {0}. The size of the elements in QU1 (�) is given by

|&U1
= (�) | =

���� ‖ · ‖ (XV (=), A ‖=‖V) ��� = (
A ‖=‖

U1
1−U1

)&
· `, ` B

���� ‖ · ‖ (0, 1)���,
where & is the homogeneous dimension of (R=, ∗�). Since the function given in
(B.5.1) is increasing there exists for every n > 0 a threshold ' > 0 such that for
‖=‖ ≥ ' we have

|&U1
= (�) |
|&U2
= (�) |

= ‖=‖&
(
U1

1−U1
− U2

1−U2

)
< n.

The fact that # is a uniform lattice gives that there is a number �# > 0 such that
‖<−1=‖ ≤ �# for every < ∈ # \ {0} that is a neighbor of = with respect to the
covering QU2 (�). Hence

|&U2
= (�) | � |&U2

< (�) |,

for all such <. Therefore we can, by increasing the threshold ', find a sequence
=: ∈ # \ {0} such that �U2

U1 (=:) → ∞. This implies that QU2 is not weakly
subordinate to QU1 (�) whenever 0 ≤ U1 < U2 < 1. �
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Before we turn to the uniqueness result we need to investigate the generalized
U-coverings in the two extreme cases U ∈ {0, 1} more thoroughly. To do this, we
will briefly review a procedure originating in [59] and more recently investigated
in [115] and [19] that associates a metric space to any concatenation. Although
investigating the extreme cases U ∈ {0, 1} could be done without this extra machin-
ery, we will need this approach in Section B.6 anyway and hence save our sanity
for later.

Associated to any concatenation Q on R= is a metric 3Q on R= that reflects the
global properties of Q. For two distinct points G, H ∈ R= we define the distance
3Q (G, H) to be the minimal number : such that there is a sequence &81 , . . . , &8:
connecting G and H. To be more formal, we require that G ∈ &81 , H ∈ &8: and that
&8 9 ∩ &8 9+1 ≠ ∅ for every 9 = 1, . . . , : − 1. Moreover, no such sequence of length
: −1 should exist. We extend the definition by 3Q (G, G) = 0 for all G ∈ R= and refer
to (R=, 3Q) as the associated metric space to the concatenation Q. Comparing two
metric spaces (R=, 3Q) and (R<, 3P) corresponding to different coverings Q and
P is done by employing the notion of quasi-isometric embeddings.

Definition B.5.2. A quasi-isometric embedding between (R=, 3Q) and (R<, 3P)
is a map 5 : (R=, 3Q) → (R<, 3P) with fixed parameters !, � > 0 such that

1
!
3Q (G, H) − � ≤ 3P ( 5 (G), 5 (H)) ≤ !3Q (G, H) + �,

for all G, H ∈ R=. We say that 5 is a quasi-isometry if additionally 5 (R=) is a net in
R<, that is, we have the uniform bound

sup
H∈R<

inf
G∈ 5 (R=)

3P (G, H) < ∞.

Proposition B.5.3. Let Q and P be two concatenations on R=. Then Q is almost
subordinate to P if and only if the identity map �3 : (R=, 3Q) → (R=, 3P) is
Lipschitz continuous. Moreover, the concatenations Q and P are equivalent if and
only if the identity map �3 : (R=, 3Q) → (R=, 3P) is a quasi-isometry.

The proposition above originates from [59, Proposition 3.8] and was phrased in
the language of quasi-isometries first for open sets of a Euclidean space in [115] and
for more general coverings in [19]. It shows that the metric space approach extends
the notion of almost subordination to coverings defined on different Euclidean
spaces. We now use the metric space viewpoint of coverings to examine the
boundary cases U ∈ {0, 1}.

Proposition B.5.4. Consider the rational stratified Lie group (R=, ∗�). The Besov
covering B(�) is equivalent to the Euclidean Besov covering B(R=) only when
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(R=, ∗�) is isomorphic to (R=, +). Similarly, the uniform covering U(�) is only
equivalent to the Euclidean uniform coveringU(R=) when (R=, ∗�) is isomorphic
to (R=, +).

Proof. We can by Lemma B.3.7 choose to work with the homogeneous quasi-norm
‖ · ‖2 given in (B.3.8). It is straightforward to check that the points

?(<) B (2<, 0, . . . , 0), @(<) B (0, . . . , 2B<+1)

are both in �<(�) for all < ∈ N, where B is the step of (R=, ∗�). Hence
3B(�) (?(<), @(<)) = 1. However, the distance 3B(R=) (?(<), @(<)) tends to
infinity as < increases as long as B > 1. Thus the identity map

�3 : (R=, 3B(�) ) → (R=, 3B(R=) )

is not a quasi-isometry and we can apply Proposition B.5.3 to obtain that the
concatenations B(�) and B(R=) are not equivalent. When B = 1 there is only one
layer in the stratification (B.2.1) and it is clear that (R=, ∗�) ' (R=, +) in that case.

The second statement follows from the more general statement [19, Theo-
rem 3.6] implying that the uniform coverings U(�) and U(�) of two rational
stratifiedLie groups (R=, ∗�) and (R=, ∗� ) can only be equivalent if the groups have
the same homogeneous dimension. The homogeneous dimension & of (R=, ∗�)
satisfies & = = only when the stratification (B.2.1) has only one layer. Hence we
conclude that (R=, ∗�) ' (R=, +) and the result follows. �

Remark. The Besov covering B(�) of a stratified Lie group (R=, ∗�) fits in a
larger class of coverings investigated in [36] known as inhomogeneous covering
induced by an expansive matrix. An expansive matrix � is a matrix such that
all its eigenvalues have norm strictly greater than one. Consider a collection
C B (� 9) 9∈N0 such that �0 and �1 are the closures of two bounded and open sets
and � 9 = � 9−1(�1) for 9 ≥ 1. If

∞⋃
9=0
� 9 = R

=,

then the collection C is called an inhomogeneous covering induced by the expansive
matrix �. For our Besov coverings B(�), we have �0 = �0(�), �1 = �1(�), and

� =
©­­«
2E1

. . .

2E=

ª®®¬ , E 9 B deg(G 9).
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The attentive reader will notice that there is a small discrepancy as the sets in the
covering B(�) are open, while the one described above consists of the closures
of these elements. This is of minor importance as the two versions are clearly
equivalent. Written in this framework, we could use [36, Lemma 6.1 (b)] to derive
the first statement in Proposition B.5.4.

We need a final lemma regarding the weights appearing in Corollary B.4.3
before answering the uniqueness of the generalized U-modulation spaces"B,U

?,@ (�).

LemmaB.5.5. Let (R=, ∗�) be an admissible Lie group with a lattice # and denote
by QU (�) the explicit generalized U-coverings given in (B.3.10). The weights

# \ {0} 3 : ↦−→
(
1 + ‖: ‖ 2

1−U
) B

2
, 0 ≤ U < 1,

are QU (�)-moderate and the weight

N0 3 < ↦−→ 2<B

is B(�)-moderate.

Proof. For the Besov case, recall that two elements �= (�) and �<(�) only
intersect whenever< ∈ {=−1, =, =+1}. Hence the weight is B(�)-moderate since

2(=+1)B/2=B = 2=B/2(=−1)B = 2B .

Let us consider the case U = 0; we omit the more cumbersome case 0 < U < 1
as it relies on the same idea along with computations that can be found in the proof
of [148, Lemma 9.2]. Assume that � ‖ · ‖ (:, ') ∩ � ‖ · ‖ (;, ') ≠ ∅ for :, ; ∈ # \ {0}
where ' > 0 is large enough so that U(�; #) is a covering. Then the triangle
inequality implies that ‖;−1 ∗� : ‖ ≤ 2�' where � ≥ 1 is the quasi-norm constant
in (B.2.4). Hence we obtain

l(:)
l(;) =

(
1 + ‖; ∗� ;−1 ∗� : ‖2

1 + ‖;‖2

) B
2

≤
(
1 + (‖;‖ + 2')2

1 + ‖;‖2

) B
2

=

(
1 + 4'2 1 + '−1‖;‖

1 + ‖;‖2

) B
2

≤ Cl ,

where the constant Cl does not depend on the choice of points ;, : ∈ # \ {0}. �
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B.5.2 Main Result

Wenow have all the tools needed to answer the question regarding uniqueness of the
spaces "B,U

?,@ (�). For the case � = H= and U = 0, this question has been settled in
[64, Theorem 7.6]. The authors showed that "B1

?1,@1 (H=) ≠ "
B2
?2,@2 (R2=+1) unless

(?1, @1, B1) = (?2, @2, B2) = (2, 2, 0), in which case

"0
2,2(H=) = "

0
2,2(R

2=+1) = !2(R2=+1).

We say that the parameters 1 ≤ ?, @ ≤ ∞, B ∈ R, and 0 ≤ U ≤ 1 are non-trivial if
(?, @, B) ≠ (2, 2, 0). We are now ready to state the uniqueness result.

Theorem B.5.6. Consider an admissible Lie group (R=, ∗�) and two sets of non-
trivial parameters (?1, @1, B1, U1) and (?2, @2, B2, U2). We have equality

"B1,U1
?1,@1 (�) = "

B2,U2
?2,@2 (R

=)

with equivalent norms if and only if both

(?1, @1, B1, U1) = (?2, @2, B2, U2) and (R=, ∗�) ' (R=, +).

Proof. Assume first that the data coincide, that is, (?1, @1, B1, U1) = (?2, @2, B2, U2)
and (R=, ∗�) ' (R=, +). We can apply Proposition B.3.3 to obtain that QU1 (�) is
equivalent to QU2 (R=). Then the first implication follows from [59, Theorem 3.7]
stating that two decomposition spaces are equal with equivalent norms whenever
we have equivalent underlying coverings and equal parameters. The difficult part
is the converse, and the rest of the proof is devoted to this direction.

Assume that we have equality"B1,U1
?1,@1 (�) = "

B2,U2
?2,@2 (R=) with equivalent norms.

We start by applying the very general result [148, Theorem 6.9] implying that
(?1, @1) = (?2, @2) and that the coverings QU1 (�) and QU2 (R=) are weakly equiv-
alent. We needed Lemma B.5.5 to invoke this result. Since both coverings consist
of open and path-connected sets, it follows that QU1 (�) and QU2 (R=) are equiva-
lent. Our strategy to show B1 = B2 is to use [148, Theorem 6.9 (4b)] showing that the
weights lU1,� and lU2,R= corresponding to the coverings QU1 (�) = (&U1

8
(�))8∈�

and QU2 (R=) = (&U2
9
(R=)) 9∈� are equivalent whenever "B1,U1

?1,@1 (�) = "
B2,U2
?2,@2 (R=).

Equivalence in this setting means that there exists a constant � > 0 such that

1
�
lU1,� (8) ≤ lU2,R= ( 9) ≤ �lU1,� (8), (B.5.2)

for all indices 8 and 9 such that &U1
8
(�) ∩&U2

9
(R=) ≠ ∅.

Let us begin with the Besov case: Assume that either U1 = 1 or U2 = 1. The first
part of the proof of TheoremB.5.1 regarding exponential versus polynomial growth
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goes through to show that it is nessesary that both U1 = U2 = 1. We can now apply
Proposition B.5.4 to obtain that (R=, ∗�) ' (R=, +). It remains to show that the
smoothness parameters B1 and B2 are equal. However, this is obvious using (B.5.2)
and Lemma B.5.5. Hence all the parameters coincide and (R=, ∗�) ' (R=, +).
This finishes the Besov case and we can now assume that 0 ≤ U1, U2 < 1.

Fix a lattice # in (R=, ∗�) and assume that either U1 = 0 or U2 = 0. Since
the elements in U(�; #) and U(R=;Z=) have constant size, it it is nessesary
then that both U1 = U2 = 0 since the coverings are equivalent. It follows from
Proposition B.5.4 that this forces (R=, ∗�) ' (R=, +). Since the choice of lattice
is irrelevant, we can choose the lattice Z= for both coverings. We then get from
(B.5.2) that there exists � > 0 such that

1
�
(1 + ‖: ‖2� )

B1
2 ≤ (1 + ‖: ‖2� )

B2
2 ≤ � (1 + ‖: ‖2� )

B1
2 ,

for all : ∈ Z= \ {0}. The equality B1 = B2 follows from considering the points
: = (<, 0, . . . , 0) ∈ Z= \ {0} for < ∈ N.

For the intermediate case 0 < U1, U2 < 1 we will first show that U1 = U2 with a
restriction argument. Let : denote the rank of (R=, ∗�) and let +1 be the first layer
in the stratification (B.2.1). Consider the restricted covering on R: given by

QU1 (� | R:) B
(
&
U1
;
(�) ∩

(
R: × {0}=−:

))
;∈# \{0}

.

To be a bit pedantic, we have defined coverings as consisting of non-empty subsets
so we would actually need to remove all the empty sets and renumber the index set
# \ {0} accordingly. However, this will play no role so we omit this insignificant
detail. It is straightforward to see that QU1 (� | R:) is an admissible covering. Each
element in QU1 (� | R:) is open and connected due to the subspace topology on
R: . It is clear when using the homogeneous quasi-norm ‖ · ‖2 given in (B.3.8) that
QU1 (� | R:) is an U1-covering on R: . It now follows from Proposition B.3.3 that
QU1 (� | R:) is equivalent to QU1 (R:). Since QU1 (�) is equivalent to QU2 (R=) we
obtain by restricting that QU1 (R:) is equivalent to QU2 (R:). We can now apply
Theorem B.5.1 to obtain that U B U1 = U2.

The next step is to show that the homogeneous dimension & of (R=, ∗�) is
actually equal to =. Fix a lattice on the form # B WZ: × # ′ for W > 0 and use the
notation ®; = (W;, 0, . . . , 0) for ; ∈ N. Then by using the homogeneous quasi-norm
‖ · ‖2 we have &U®; (�) ∩&

U
®;
(R=) ≠ ∅ and the estimates

|&U®; (�) | � ;
&U
1−U , |&U®; (R

=) | � ; =U1−U ,
|&U®; (�) |
|&U®; (R

=) | � ;
(&−=) U1−U . (B.5.3)
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Notice that for large ; the last expression in (B.5.3) tends to zero whenever & > =.
Recall that the neighbors of &U®; (R

:) are of roughly the same size as &U®; (R
:)

because of (B.3.1). This is a contradiction to the equivalence of the coverings
QU (�) and QU (R=). Thus we conclude that & = = and this implies as previously
mentioned that (R=, ∗�) ' (R=, +).

We can now use the standard lattice Z= and the standard Euclidean norm ‖ · ‖�
for both coverings. From (B.5.2) there exists a � > 0 such that

1
�

(
1 + ‖: ‖

2
1−U
�

) B1
2

≤
(
1 + ‖: ‖

2
1−U
�

) B2
2

≤ �
(
1 + ‖: ‖

2
1−U
�

) B1
2

,

for all : ∈ Z= \ {0}. By again considering : = (<, 0, . . . , 0) ∈ Z= \ {0} for < ∈ N
we see that B1 = B2. Thus all the parameters coincide and (R=, ∗�) ' (R=, +). �

Remarks.

• When the parameters are trivial we have the equality

"
0,U1
2,2 (�) = "

0,U2
2,2 (R

=) = !2(R=),

where = B dim(�) and 0 ≤ U1, U2 ≤ 1.

• Usually, we can treat the uniform coveringU(�; #) as a special case of the
covering QU (�; #) corresponding to U = 0. However, a careful inspection
of the proof of Theorem B.5.6 shows that the approach in (B.5.3) breaks
down for U = 0. This is why we treated the uniform case separately with
techniques from metric space geometry by invoking Proposition B.5.4. The
reader should be aware that we needed to use bothmetric geometry arguments
and the non-trivial results [148, Theorem 6.9] and [59, Theorem 3.7] to prove
Theorem B.5.6.

Corollary B.5.7. Consider a generalized U1-covering PU1 (�) and a general-
ized U2-covering PU1 (�) corresponding to admissible Lie groups (R=, ∗�) and
(R=, ∗� ), respectively. Then PU1 (�) can only be equivalent to PU1 (�) whenever
U1 = U2.

Proof. It suffices to consider the explicit coverings QU1 (�) and QU2 (�) given in
(B.3.10) due to Proposition B.3.3. We have remarked in the proof of TheoremB.5.6
that U1 = 0 implies that U2 = 0 and that U1 = 1 implies that U2 = 1. Hence
0 < U1, U2 < 1 and we can use the restriction trick in the proof of Theorem B.5.6
to reduce both coverings to R: , where

: B min{rank(R=, ∗�), rank(R=, ∗� )}.

Thus U1 = U2 follows from Theorem B.5.1. �
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B.6 Geometric Embeddings Between Modulation Spaces

Consider two admissible Lie groups (R=, ∗�) and (R<, ∗� ) together with the
spaces "B1,U1

?1,@1 (�) and "
B2,U2
?2,@2 (�). We would like to understand when "B1,U1

?1,@1 (�)
embeds into the space "B2,U2

?2,@2 (�) in a way that preserves the global features of the
underlying coverings QU1 (�) and QU2 (�).

When = = <, we can simply consider whether the inclusion

"B1,U1
?1,@1 (�) ⊂ "

B2,U2
?2,@2 (�)

is bounded. However, when = ≠ < we need to be able to compare the coverings
QU1 (�) and QU2 (�) even though they are not on the same space. Hence the com-
monly used notions of subordinate and weakly subordinate coverings introduced in
Subsection B.2.2 are no longer applicable. However, we see from Proposition B.5.3
that we should ask that the embedding

� : "B1,U1
?1,@1 (�) → "B2,U2

?2,@2 (�)

in some way induces a quasi-isometric embedding

�∗ :
(
R=, 3QU1 (�)

)
−→

(
R<, 3QU2 (� )

)
.

The correct formalization for this was investigated for a very general class of spaces
known as decomposition spaces in [19]. Wewill briefly review the technical details
adapted to our setting.

Definition B.6.1. Consider the generalized U-modulation space"B,U
?,@ (�) for some

1 ≤ ?, @ ≤ ∞, B ∈ R, and 0 ≤ U ≤ 1 corresponding to an admissible Lie group
(R=, ∗�). Fix a lattice # ⊂ (R=, ∗�). The essential support of an element
5 ∈ "B,U

?,@ (�) with respect to the generalized U-covering QU (�; #) = (&U
8
)8∈� is

defined to be

C[ 5 ] B
⋃
8∈�

{
&U8 : ‖F −1 (k8 · F ( 5 )) ‖!? ≠ 0

}
,

where (k8)8∈� is any choice of QU (�; #)-BAPU.

To clarify, the index set � in Definition B.6.1 is equal to # \{0}when 0 ≤ U < 1
and equal to N0 when U = 1. Although the essential support of 5 ∈ "B,U

?,@ (�)
does depend on the choice of lattice # and the QU (�)-BAPU, it will be clear that
specific choices are irrelevant. The reason we need to utilize this general notion of
support is that not every element in "B,U

?,@ (�) can be realized as a function on R=;
this is already the case for the Euclidean modulation spaces "?,@ (R=) for most
values of 1 ≤ ?, @ ≤ ∞.
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For every 8 ∈ � and : ∈ N0 we can find an element 68,: ∈ "B,U
?,@ (�) such

that the essential support of 68,: is contained in
(
QU
8

) :∗. We can even choose
the elements 68,: to be smooth functions with compact support since S(R=) is
contained in"B,U

?,@ (�) by Proposition B.4.6 and there exist smoothQU (�)-BAPU’s
with compact support for all 0 ≤ U ≤ 1. Hence the following definition is well-
defined.

Definition B.6.2. Consider the spaces "B1,U1
?1,@1 (�) and "

B2,U2
?2,@2 (�) associated to the

admissible Lie groups (R=, ∗�) and (R=, ∗� ), respectively. We say that a map

� : "B1,U1
?1,@1 (�) → "B2,U2

?2,@2 (�)

is a geometric embedding if � is an injective bounded map between normed spaces
with the following additional requirement: There should exist constants !, � > 0
such that for any : ∈ N0 and any 5 , 6 ∈ "B1,U1

?1,@1 (�) with C[ 5 ] ⊂ (&
U1
8
):∗ and

C[6] ⊂ (&U1
9
):∗, we have

1
!
3QU1 (�) (G, H) − � ≤ 3QU2 (� ) (I, F) ≤ !3QU1 (�) (G, H) + �,

where G ∈ (&U1
8
):∗, H ∈ (&U1

9
):∗, I ∈ C[� ( 5 )] and F ∈ C[� (6)] are arbitrary.

The spaces "B1,U1
?1,@1 (�) and "

B2,U2
?2,@2 (�) are said to be geometrically isomorphic

if there exists an invertible geometric embedding from "
B1,U1
?1,@1 (�) to "

B2,U2
?2,@2 (�)

whose inverse is also a geometric embedding.

Remark. Notice that we have left out the choice of the lattice in Definition B.6.2
although it implicitly appears in the essential supports and in the distances. The
fact that any two lattices in a stratified Lie group are quasi-isometric as metric
spaces [121, Corollary 5.5.9] implies that the choice of lattices are irrelevant
when discussing the existence or non-existence of geometric embeddings. It is
also straightforward to see that specific choices of BAPU’s does not change the
existence question. Hence we can treat existence of geometric embeddings as a
canonical property of generalized U-modulation spaces.

It is straightforward to see that a composition of geometric embeddings is again
a geometric embedding. The most important property of a geometric embedding

� : "B1,U1
?1,@1 (�) → "B2,U2

?2,@2 (�)

is that it induces a quasi-isometric embedding between the two metric spaces(
R=, 3QU1 (�)

)
and

(
R<, 3QU2 (� )

)
[19, Proposition 4.6]. In our case, this can be

described as follows: For G ∈ R= we pick 8 ∈ � such that G ∈ &U1
8

and choose
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a non-zero function 68 ∈ S(R=) with C[68] ⊂ &
U1
8
. There exists an element

H ∈ C[� (6)] since � is assumed to be injective. If we define

�∗ :
(
R=, 3QU1 (�)

)
−→

(
R<, 3QU2 (� )

)
, �∗(G) = H,

then �∗ is easily seen to be a quasi-isometric embedding.
The way to think about geometric embeddings is that they are Banach spaces

embeddings that do not “scramble” the frequency information to much. It might
change the frequency information slightly in some bounded region, but we have
global control over the displacements. We will focus on the geometric embeddings
of the generalized modulation spaces "B

?,@ (�) with underlying coverings U(�).
The following result was proved in [19, Theorem 5.2] and settles the question for
Euclidean modulation spaces.

Proposition B.6.3. For 1 ≤ ?, @ < ∞ there is a tower of compatible geometric
embeddings

"?,@ (R)
Γ2

1−−→ "?,@ (R2)
Γ3

2−−→ · · ·
Γ=
=−1−−−→ "?,@ (R=)

Γ=+1=−−−→ · · · ,

where there are no geometric embeddings in the other direction.

While Proposition B.6.3 was proved by using the short-time Fourier transform,
this is not available to us and we need to use the stratified structure of our group.
The following result can be seen as partly generalizing Proposition B.6.3 to our
setting.

Theorem B.6.4. Let (R=, ∗�) be an admissible Lie group with rank : . There exists
a geometric embedding

� : "B
?,@ (R:

′) −→ "B
?,@ (�)

for every : ′ ≤ : , 1 ≤ ?, @ < ∞, and B ∈ R. This is optimal in the sense that there
does not necessarily exists a geometric embedding from "B

?,@ (R;) to "B
?,@ (�)

whenever ; > : .

Proof. It suffices to prove the embedding statement only for : = : ′. Once this
has been shown, the general statement follows from Proposition B.6.3 and the fact
that the composition of two geometric embeddings is a geometric embedding. Let
us first set the stage by deciding the correct lattice, homogeneous quasi-norm and
BAPU. Through the exponential map, we can always find a lattice # such that
# = ;Z: × # ′, where ; is some integer. In the Heisenberg case H3, we can take
; = 2. In general however, we only know the existence of a ; ∈ N. We will work
with the specific homogeneous quasi-norm ‖ · ‖2 given in (B.3.8) and utilize that
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‖ · ‖2 agree with the usual Euclidean norm on the subspace R: × {0}=−: . Fix a
U(�; #)-BAPU (k<)<∈# \{0} such that

k<(G) = q<(G1, . . . , G:) · k
′
<′ (G:+1, . . . , G=)

where < denotes the projection onto ;Z: and (q<)<∈;Z: is a U(R:)-BAPU. For
the existence of such aU(�; #)-BAPU, we refer the reader to Example B.3.12.

Define the map � : S(R:) ⊂ "B
?,@ (R:) −→ "B

?,@ (�) given by

5 ↦−→ � ( 5 ) (G) = F −1
= (F: ( 5 ) (G1, . . . , G:) · b (G:+1) · · · b (G=)) ,

where b ∈ �∞2 (R) is a positive bump function supported in (−1/2, 1/2) and F: and
F= denote the Fourier transforms in : and = variables, respectively. It is clear from
our choice of homogeneous quasi-norm that the induced map of metric spaces

�∗ : (R: , 3U(R: ) ) −→
(
R=, 3U(�)

)
can be taken to be the inclusion into the first : coordinates. This is clearly a
quasi-isometric embedding since the first :-coordinates in (R=, ∗�) is an abelian
subgroup isomorphic to (R: , +). We will show boundedness of � on the Schwartz
space S(R:) and then use that S(R:) is dense in "B

?,@ (R:) for all 1 ≤ ?, @ < ∞
and B ∈ R [81, Proposition 11.3.4] to obtain boundedness on all of "B

?,@ (R:).
We first compute that

F −1
= (k< · F= (� ( 5 ))) = F −1

=

(
q< ⊗ k

′
<′ · F: ( 5 ⊗ b ⊗ · · · ⊗ b)

)
= F −1

: (q< · F: ( 5 )) · F
−1
=−:

(
k
′
<′ · b ⊗ · · · ⊗ b

)
for every 5 ∈ S(R:) and < ∈ # \ {0}. Due to the support condition on b, the
function k′< · b ⊗ · · · ⊗ b is only non-zero whenever <′ = (0, . . . , 0). Thus we
obtain

‖� ( 5 )‖@
" B
?,@ (�)

=
∑

<∈# \{0}

(
1 + ‖<‖22

) @B
2 

F −1

= (k< · F= (� ( 5 )))


@
!?

≤ �
∑
<∈;Z:

(
1 + ‖<‖2�

) @B
2 

F −1

: (q< · F: ( 5 ))


@
!?

= �‖ 5 ‖" B
?,@ (R: ) ,

where ‖ · ‖� denotes the Euclidean norm in the coordinates (G1, . . . , G:). Hence
� is a geometric embedding. The optimally statement follows immediately from
Proposition B.6.3. �
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The following consequence of Theorem B.6.4 is both aesthetically pleasing and
reveals the universality of the Feichtinger algebra on the real line.

Corollary B.6.5. The Feichtinger algebra S0(R) B "
0,0
1,1 (R) embeds geometri-

cally into "?,@ (�) for all 1 ≤ ?, @ < ∞ and any admissible Lie group (R=, ∗�).

Proof. It follows from [81, Theorem 12.2.2] that the inclusion S0(R) ↩→ "?,@ (R)
is bounded for every 1 ≤ ?, @ < ∞. This induces the identity map on the
metric spaces level and is hence a geometric embedding. Since every admissible
Lie group (R=, ∗�) have rank greater or equal to one, the result follows from
Theorem B.6.4. �

In [19, Theorem 3.6] the authors proved that, given two rational stratified
Lie groups (R=, ∗�) and (R=, ∗� ), the metric spaces (�, 3U(�) ) and (�, 3U(� ) )
are not quasi-isometric unless the growth vectors G(�) and G(�) are equal.
This shows that two generalized modulation spaces "B1

?1,@1 (�) and "
B2
?2,@2 (�)

can only be geometrically isomorphic whenever the growth vectors G(�) and
G(�) are the same. In particular, not only are the Heisenberg modulation spaces
"
B1
?1,@1 (H=) distinct from"

B2
?2,@2 (R2=+1) for any non-trivial values of the parameters

by Theorem B.5.6, they are also not geometrically isomorphic.

B.7 Looking Back and Ahead

Let us return and comment on the five questions raised in the introduction in the
setting of admissible Lie groups:

1) Wehave seen that the generalizedU-modulation spaces"B,U
?,@ (�) have natural

coverings associated to them. Moreover, we can choose the explicit coverings
QU (�) given in (B.3.10) for most purposes. How the coverings U(�; #)
underlying the modulation spaces "B

?,@ (�) is related to the polynomial
growth of the lattice # is further discussed in [19, Chapter 3].

2) We have seen that the elements in "B,U
?,@ (�) are rather exotic distributions on

R=. However, the containment of the Schwartz functions

S(R=) ⊂ "B,U
?,@ (�)

aswell as the explicit coveringsQU (�) in (B.3.10)make the spaces"B,U
?,@ (�)

more concrete. The coverings QU (�) are especially explicit in low dimen-
sions since lattices can be explicitly found and one can use the explicit
homogeneous quasi-norm ‖ · ‖2 given in (B.3.8).
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3) As we have mentioned, the modulation spaces on the Heisenberg group
"B
?,@ (H=) have been recently studied in [64]. This space have another

description through representations of a particular stratified Lie group known
as theDynin-Folland group. We refer the reader to [64] for more information
on this construction. Also in theHeisenberg case, theBesov spacesBB?,@ (H3)
are new and very concrete spaces where the non-Euclidean dilations on
R3 can be visualized. Moreover, the Besov coverings B(�) fits within
a previously examined framework as explained in the remark preceding
Theorem B.5.6.

4) In contrast with the Euclidean setting, the coverings QU (�) are not always
almost structured coverings when (R=, ∗�) is an arbitrary rational stratified
Lie group as we showed in Proposition B.3.10. Moreover, the methods we
have used depend more on geometric considerations (such as growth type)
than the more prevalent analytic approach used in the Euclidean setting.

5) The uniqueness of the generalized U-modulation space "B,U
?,@ (�) was com-

pletely settled in Theorem B.5.6. We showed that the spaces "B,U
?,@ (�) do

form new spaces when the parameters ?, @, B, U are non-trivial.

We hope that we have convinced the reader that the spaces"B,U
?,@ (�) are worthy

of further study. We have avoided the quasi-Banach regime where the integrability
parameters ?, @ are also allowed to take the values 0 < ?, @ < 1 to make the
exposition less technical. We refer the reader to [148, Chapter 9] where "B,U

?,@ (R=)
is investigated in the quasi-Banach setting.

Themost obvious further work on the topic of generalized U-modulation spaces
is to prove the existence of BAPU’s for the coverings QU (�) given in (B.3.10) for
an arbitrary rational stratified Lie group (R=, ∗�). This would remove the slightly
artificial restriction of having step less than or equal two. Secondly, in light of
the impressive results in [91], it would be interesting to investigate the validity of
complex interpolation results for the generalized U-modulation spaces "B,U

?,@ (�).
Let us also comment on a few other directions that have not yet been explored.

One of the main advantages of the traditional modulation spaces "B
?,@ (R=) is

that they admit a coorbit description in the following sense: For 5 , 6 ∈ !2(R=)
with 6 ≠ 0 we define the short-time Fourier transform (STFT) of 5 with respect to
the window 6 to be

+6 5 (G, l) B
∫
R=
5 (C)6(C − G)4−2c8C ·l 3C, (G, l) ∈ R2=.

One can extend the domain of the STFT to S(R=) × S′(R=) by duality. For an
element 6 ∈ S(R=) \ {0} we have an alternative description of the space "B

?,@ (R=)
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for 1 ≤ ?, @ ≤ ∞ and B ∈ R as follows: A tempered distribution 5 ∈ S′(R=)
belongs to the space "B

?,@ (R=) if and only if(∫
R=

(∫
R=
|+6 5 (G, l) |? (1 + |G | + |l |) ?B 3G

) @
?

3l

) 1
@

< ∞.

We refer the reader to [81, Chapter 11] for an approach to modulation spaces using
the coorbit description.

The name coorbit description comes from the fact that the STFT is a manifes-
tation of the unitary representation theory of the Heisenberg group [81, Chapter 9].
This falls within a larger framework developed in [61, 62] known as coorbit theory.
Many properties of the modulation spaces "B

?,@ (R=) are more easily understood
through the coorbit description. It would be advantageous to find a coorbit descrip-
tion for the modulation spaces "B

?,@ (�) where (R=, ∗�) is any rational stratified
Lie group.

We would like to emphasize that the theory we have built for the boundary
cases "B

?,@ (�) and BB?,@ (�) is interesting in itself. One can consider the Sobolev
spaces , B, ? (�) B �B?,? (�) associated to any stratified Lie group (R=, ∗�). We
have from Theorem B.5.6 that the spaces, B, ? (�) do not coincide with any of the
Euclidean Sobolev spaces, B, ? (R=) unless (B, ?) = (0, 2), in which case

,0,2(�) = ,0,2(R=) = !2(R=).

In particular, the spaces �: (�) B , :,2(�) for : ∈ N are alternatives to the
spaces �: (R=) that permeates PDE theory and nearby disciplines. There are many
notions of Sobolev spaces on stratified Lie groups in the literature, and it would be
interesting to see how our approach fit in.

The modulation spaces "B
?,@ (�) have not been considered previously in the

literature except on the groups R= and H=. In the Euclidean case, the Feichtinger
algebra S0(R=) B "

0,0
1,1 (R

=) has several interesting properties: Every element in
S0(R=) is a continuous function and S0(R=) is an algebra under both pointwise
multiplication and convolution. Similar questions could be asked for the nilpotent
Feichtinger algebra

S0(�) B "
0,0
1,1 (�),

where (R=, ∗�) is a rational stratified Lie group. Moreover, it would be interesting
to see whether the space S0(�) satisfies a minimality characterization similarly to
the Feichtinger algebra S0(R=), see [81, Theorem 12.1.8].

Finally, one can ask if S0(�) gives rise to a Banach Gelfand triple [63]

S0(�) ↩−→ !2(R=) ↩−→ (S0(�)) ′ ' "0
∞,∞(�),
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for any admissible Lie group (R=, ∗�). These and many more questions could be
illuminating even in a special case such as the free nilpotent Lie group F:,B with
rank : and step B whose Lie algebra is defined in [48, Example 1.5]. This would
generalize most of the known results as F=,1 = R= and F2,2 = H3. We encourage
the reader to explore these open questions and build on the work presented.
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Paper C

Interpolation in Wavelet Spaces
and the HRT-Conjecture

Abstract
We investigate the wavelet spacesW6 (Hc) ⊂ !2 (�) arising from square
integrable representations c : � → U(Hc) of a locally compact group
�. We show that the wavelet spaces are rigid in the sense that non-trivial
intersection between them imposes strong restrictions. Moreover, we use
this to derive consequences for wavelet transforms related to convexity and
functions of positive type.

Motivated by the reproducing kernel Hilbert space structure of wavelet
spaceswe examine an interpolation problem. In the setting of time-frequency
analysis, this problem turns out to be equivalent to the HRT-Conjecture.
Finally, we consider the problem of whether all the wavelet spacesW6 (Hc)
of a locally compact group � collectively exhaust the ambient space !2 (�).
We show that the answer is affirmative for compact groups, while negative
for the reduced Heisenberg group.

C.1 Introduction

In recent years there have been several fruitful connections between time-frequency
analysis and abstract notions in both representation theory [51, 84, 85] and non-
commutative geometry [8, 107, 122, 123]. This is mutually beneficial: The
abstract machinery can illuminate many results in time-frequency analysis. On
the other hand, the concrete setting of time-frequency analysis provides a useful
playground for testing general conjectures. Building on this viewpoint, we consider
a generalization of the Gabor spaces

+6 (!2(R=)) ⊂ !2(R2=),
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where +6 5 is the short-time Fourier transform (STFT) of 5 ∈ !2(R=) with respect
to a non-zero window function 6 ∈ !2(R=).

The Gabor spaces have appeared explicitly in the time-frequency literature
several times, e.g. [3, 105], as well as being implicitly present in much of the
literature concerning the STFT.We refer the reader to [81, Proposition 3.4.1] where
the connection between a certain Gabor space and the Bargmann-Fock space in
complex analysis is described. Despite their importance, it is only recently that
some of the basic properties of Gabor spaces have been examined in [124]. Our
goal is to derive results that are of interest both in the general setting and in the
case of Gabor spaces.

Let us briefly describe the general setup of the paper. Consider a square
integrable representation c : � → U(Hc) of a locally compact group � on a
Hilbert spaceHc . We investigate the wavelet spaces

W6 (Hc) ⊂ !2(�), W6 5 (G) B 〈 5 , c(G)6〉,

where 6 ∈ Hc is an admissible vector and G ∈ �. The Gabor space +6 (!2(R=)) is
up to a phase-factor the wavelet space corresponding to the Schrödinger represen-
tation of the reduced Heisenberg group H=A . Wavelet spaces have appeared in the
theory of coorbit spaces [60, 61, 62] and have been independently studied in e.g.
[77, 89, 156]. The following result illustrates the rigidity of wavelet spaces.

Theorem C.1.1. Let c : � → U(Hc) and d : � → U(Hd) be two square
integrable representations with admissible vectors 6 ∈ Hc and ℎ ∈ Hd. Assume
that the corresponding wavelet spaces intersect non-trivially, that is,

W6 (Hc) ∩Wℎ (Hd) ≠ {0}.

Then W6 (Hc) = Wℎ (Hd) and there exists a unitary intertwining operator
) : Hc →Hd satisfying ) (6) = ℎ.

A special case of Theorem C.1.1 reduces to the result in [77, Theorem 4.2].
There are also two other noteworthy consequences of Theorem C.1.1 related to
functions of positive type and convexity.

Corollary C.1.2. Let c : � →U(Hc) and d : � →U(Hd) be square integrable
representations with admissible vectors 6 ∈ Hc and ℎ ∈ Hd, respectively. Then
W66 −Wℎℎ is never a non-zero function of positive type.

Corollary C.1.3. Let c : � → U(Hc) be a square integrable representation of a
unimodular group� with admissible vectors 6, 61, 62 ∈ Hc . Assume we can write
W66 as a convex combination

W66 = C · W6161 + (1 − C) · W6262,

for some C ∈ [0, 1]. Then we either have 6 = 261 or 6 = 262 for some 2 ∈ T.
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It is well known that any wavelet space carries the structure of a reproducing
kernel Hilbert space. This allows us to consider an interpolation problem for
the wavelet spaces as follows: Consider distinct points {G1, . . . , G<} ⊂ � and
possibly non-distinct scalars _1, . . . , _< ∈ C. We investigate whether there exists
a function � ∈ W6 (Hc) that interpolates these points, that is, � (G8) = _8 for all
8 = 1, . . . , <. When this problem is always solvable the wavelet spaceW6 (Hc) is
called fully interpolating. This is a notion that has been extensively investigated in
the reproducing kernel Hilbert space literature, see [137, Chapter 3]. However, in
the case of the wavelet spaces the interpolation problem is to our knowledge only
briefly mentioned in [89].

We show in Proposition C.5.3 that no wavelet space corresponding to a compact
or abelian group can be fully interpolating. In the Gabor case, the interpolation
problem turns out to be equivalent to the HRT-Conjecture regarding independence
of time-frequency shifts. We will review the HRT-Conjecture in Section C.6 and
show how it relates to the interpolation problem in Proposition C.6.1. The partial
results obtained for the HRT-Conjecture in the literature gives concrete examples
of wavelet spaces that are fully interpolating. On the other hand, the interpolation
problem gives an alternative view of the HRT-Conjecture that allows the tools from
reproducing kernel Hilbert space theory to be applied.

A theme throughout the paper is to utilize the theory of reproducing kernel
Hilbert spaces to deduce properties of wavelet spaces. As an illustration of this, we
will give a short proof of the following folklore result showing that tensor products
are naturally incorporated in our setting.

Proposition C.1.4. Let c : � → U(Hc) and d : � → U(Hd) be two square
integrable representations with admissible vectors 6 ∈ Hc and ℎ ∈ Hd. There is
an isomorphism of reproducing kernel Hilbert spaces

W6⊗ℎ (Hc ⊗̂Hd) ' W6 (Hc)⊗̂Wℎ (Hd).

Finally, we would like to mention a problem where we are only able to obtain
partial results. For a square integrable representation c : � → U(Hc) we let
Ac denote the equivalence classes of admissible vectors in Hc modulo rotations
by elements of T. We let �̂B denote the equivalence classes of square integrable
representations of � and consider the possibly non-direct sum of vector spaces⊕

c∈�̂B

span
6∈Ac

{
W6 5 : 5 ∈ Hc

}
⊂ !2(�).

Is this sum dense in !2(�) when �̂B ≠ ∅? Phrased conceptually, we question
whether the wavelet spaces are collectively large enough to approximate any square
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integrable function. We say that a locally compact group � is wavelet complete
when ⊕

c∈�̂B

span
6∈Ac

{
W6 5 : 5 ∈ Hc

}
= !2(�).

For compact groups the affirmative answer follows directly from Peter-Weyl theory.
Since commutative locally compact groups � only have �̂B ≠ ∅ whenever they
are compact, the conjecture is primarily interesting for non-abelian groups. The
following result shows that wavelet completeness is a non-trivial notion.

Proposition C.1.5. The reduced Heisenberg groups H=A are not wavelet complete.

The structure of the paper is as follows: In Section C.2 we review the nessesary
material regarding square integrable representations and reproducing kernel Hilbert
spaces. The examination of wavelet spaces starts in Section C.3 where we discuss
basic properties. In Section C.4 we show the disjointedness of the wavelet spaces
and the resulting convexity consequence by utilizing abstract notions from the
theory of functions of positive type.

The interpolation problem for the wavelet spaces will be taken up in Sec-
tion C.5. We present the connection between the interpolation problem and the
HRT-Conjecture in Section C.6. Finally, we examine wavelet completeness in Sec-
tion C.7. The author would like to thank Are Austad, Stine M. Berge, Franz Luef,
Eirik Skrettingland, Keith Taylor, Jordy Timo van Velthoven, and the anonymous
referee for valuable input.

C.2 Preliminaries

We will begin by reviewing the two settings of interest, namely square integrable
representations of locally compact groups and reproducing kernel Hilbert spaces.
This is done to fix notation and terminology, as well as to make the rest of the paper
accessible to a broader audience. Background information for both topics can be
found respectively in the books [43, 44, 47, 67] and [23, 137].

C.2.1 Square Integrable Representations

Let� be a locally compact group, that is, a Hausdorff topological space that is also
a group such that the multiplication map (G, H) ↦→ GH and inversion map G ↦→ G−1

are both continuous. The most important result when it comes to locally compact
groups is the existence of a unique left-invariant Radon measure `! on� called the
(left)Haarmeasure on�. Whenever there is anymeasure-theoretic construction on
� mentioned, it will always be with respect to the left Haar measure. In particular,
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the integrability spaces ! ? (�) for 1 ≤ ? ≤ ∞ consist of measurable functions
5 : � → C such that

‖ 5 ‖!? (�) B
(∫
�

| 5 (G) |? 3`! (G)
) 1
?

< ∞.

Moreover, given 5 , 6 ∈ !1(�) the convolution between 5 and 6 is given by

( 5 ∗� 6) (G) B
∫
�

5 (H)6(H−1G) 3`! (H), G ∈ �.

We mention that the convolution product on !1(�) is commutative if and only if
the group � is abelian.

Analogously to the left Haar measure, there exists a right Haar measure `'
on � that is right-invariant. How much the two measures `! and `' deviate is
captured in the modular function Δ on �. Its precise definition [67, Section 2.4]
need not concern us. However, it is worth knowing that `! = `' precisely when Δ
is identically one. In this case, wewrite ` B `! = `' and say that� is unimodular.
Unimodular groups are abundant as they include abelian groups, compact groups,
and discrete groups.

Definition C.2.1. Let U(Hc) denote the unitary operators on the Hilbert space
Hc . A group homomorphism c : � → U(Hc) of a locally compact group � is
said to be a unitary representation if the function

W6 5 (G) B 〈 5 , c(G)6〉Hc

is continuous on � for any fixed 5 , 6 ∈ Hc . We refer to W6 5 as the wavelet
transform of 5 with respect to 6.

The terminology for the wavelet transform is motivated by the classical contin-
uous wavelet transform in wavelet analysis, see e.g. [44]. It is clear thatW6 5 is a
bounded function on � since

|W6 5 (G) | ≤ ‖ 5 ‖Hc ‖c(G)6‖Hc = ‖ 5 ‖Hc ‖6‖Hc , G ∈ �, 5 , 6 ∈ Hc .

We will often fix 6 ∈ Hc and consider the map W6 : Hc → �1 (�) given by
W6 ( 5 ) BW6 5 , where �1 (�) denotes the bounded continuous functions on �.

The spaces of primary interest for us will beW6 (Hc) as 6 varies. However,
as it stands now the conditions are to loose to deduce nice properties of the spaces
W6 (Hc). Firstly, we will require that the representation c is irreducible, that
is, there does not exist any non-trivial closed subspaces M ⊂ Hc such that
c(G)[ ∈ M for every G ∈ � and [ ∈ M. The main tool when working with
irreducible representations is Schur’s lemma [67, Chapter 3]:
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Lemma C.2.2. Let c : � → U(Hc) be a unitary representation of a locally
compact group �. Then c is irreducible if and only if every bounded linear
operator ) : Hc → Hc satisfying ) ◦ c(G) = c(G) ◦ ) for all G ∈ � is in fact a
constant multiple of the identity transform �3Hc .

Bounded linear operators ) : Hc →Hc satisfying ) ◦ c(G) = c(G) ◦ ) for all
G ∈ � are called intertwining operators. The second requirement we need on c is
one of integrability.

Definition C.2.3. Let c : � → U(Hc) be an irreducible unitary representation
of a locally compact group �. We say that a non-zero vector 6 ∈ Hc is square
integrable ifW66 ∈ !2(�). Similarly, we say that c is square integrable if there
exists a square integrable vector inHc .

If 6 ∈ Hc is square integrable, then it actually follows thatW6 5 ∈ !2(�)
for all 5 ∈ Hc . Moreover, the irreducibility of c implies with little effort that the
mapW6 : Hc → �1 (�) is one-to-one. An improvement of these remarks is the
following result ofM. Duflo and C. C.Moore [50] showing that the map 5 ↦→ W6 5

is essentially an isometry.

Proposition C.2.4. Let c : � → U(Hc) be a square integrable representation.
There exists a unique positive, densely defined operator

�c : dom(�c) ⊂ Hc →Hc

with a densely defined inverse such that

• A non-zero element 6 ∈ Hc is square integrable if and only if 6 ∈ dom(�c).

• For 61, 62 ∈ dom(�c) and 51, 52 ∈ Hc we have the orthogonality relation

〈W61 51,W62 52〉!2 (�) = 〈 51, 52〉Hc 〈�c61, �c62〉Hc . (C.2.1)

• The operator �c is injective and satisfies the invariance relation

c(G)�c =
√
Δ(G)�cc(G),

for all G ∈ � where Δ denotes the modular function on �.

The operator �c is called the Duflo-Moore operator.

We can always normalize a square integrable vector 6 ∈ Hc such that

‖�c6‖Hc = 1.
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A square integrable vector 6 ∈ Hc satisfying ‖�c6‖Hc = 1 is said to be admissible.
This condition is mainly one of convenience, and we will primarily work with
admissible vectors. When � is a unimodular group, then any square integrable
representation c of � satisfies dom(�c) = Hc and �c = 2c · �3Hc for some
2c > 0. In this case, any non-zero vector 6 ∈ Hc is square integrable and
admissibility simply reads ‖6‖Hc = 2−1

c .

C.2.2 Reproducing Kernel Hilbert Spaces

A Hilbert space H consisting of functions 5 : - → C on a set - does not need
to relate pointwise notions with the abstract Hilbert space structure. For instance,
convergence of a sequence 5= → 5 in the norm on H does not need to imply
pointwise convergence 5= (G) → 5 (G) for every G ∈ - . However, by imposing that
the natural evaluation functionals �G ( 5 ) B 5 (G) for 5 ∈ H and fixed G ∈ - are
bounded one obtains a strong relation between pointwise notions and the Hilbert
space structure.

Definition C.2.5. A reproducing kernel Hilbert space is a Hilbert space H con-
sisting of functions 5 : - → C on a set - such that, for each G ∈ - , the evaluation
functionals

�G ( 5 ) B 5 (G), 5 ∈ H ,

are well-defined and bounded. If the collection {�G}G∈- is uniformly bounded in
norm we refer toH as uniform.

Examples of well known reproducing kernel Hilbert spaces are the Paley-
Wiener spaces %,[−�,�] for � > 0 and the Hardy space�2(D). We refer the reader
to [137] for a detailed discussion of these examples, while [23] gives examples of
reproducing kernel Hilbert spaces related to stochastic processes.

There exists for each G ∈ - a function :G ∈ H such that �G ( 5 ) = 〈 5 , :G〉H
for all 5 ∈ H . We refer to :G as the point kernel corresponding to G ∈ - . The
function  : - × - → C given by

 (G, H) B 〈:H , :G〉H = :H (G)

is called the reproducing kernel ofH . If 5= → 5 in the norm onH , then

| 5= (G) − 5 (G) | = |〈 5= − 5 , :G〉| ≤ ‖ 5= − 5 ‖H ‖�G ‖H∗ → 0. (C.2.2)

There are two general properties of reproducing kernel Hilbert spaces we will need
in the sequel:
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• [137, Proposition 2.13] The reproducing kernel  of a reproducing kernel
Hilbert space is a kernel function: Given Ω B {G1, . . . , G<} ⊂ - the matrix

 Ω B { (G8 , G 9)}<8, 9=1 (C.2.3)

is positive semi-definite, that is, the eigenvalues of  Ω are all non-negative.

• [137, Proposition 2.3 and Theorem 2.4] The reproducing kernel uniquely
determines the resulting reproducing kernel Hilbert space: IfH1 andH2 are
both reproducing kernel Hilbert spaces on a set - with the same reproducing
kernel  , thenH1 = H2 and ‖ · ‖H1 = ‖ · ‖H2 . Conversely, if two reproduc-
ing kernel Hilbert spaces H1 and H2 coincide with equal norms, then the
reproducing kernels for the spacesH1 andH2 are equal.

Remark. The reader should be aware that there is little consensus in the literature
regarding the terminology positive definite: Some authors, e.g. [137], use the
term positive definite for the case  Ω ≥ 0, while the majority will use the term
positive definite to indicate that  Ω > 0. Hence we adopt the terminology positive
semi-definite for  Ω ≥ 0 and strictly positive definite for  Ω > 0 to minimize the
possibility for any confusion.

It is important to note that thematrices Ω in (C.2.3) do not need to be invertible.
If all the matrices  Ω are strictly positive definite, then we refer to the reproducing
kernel Hilbert spaceH as fully interpolating. The reason for this terminology will
be clear in Section C.5.

C.3 Basic Properties of Wavelet Spaces

In this section we will define wavelet spaces and give their basic properties. This
will connect the two topics reviewed in Section C.2 as the wavelet spaces have a
natural reproducing kernel Hilbert space structure.

Definition C.3.1. Let c : � → U(Hc) be a square integrable representation of a
locally compact group � and fix an admissible vector 6 ∈ Hc . The space

W6 (Hc) ⊂ !2(�)

is called the (generalized) wavelet space corresponding to the representation c and
the admissible vector 6.

The terminology is again motivated by the continuous wavelet transform in
classical wavelet analysis. Notice that the wavelet space W6 (Hc) is a Hilbert
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space since it is a closed subspace of !2(�). Moreover, the norm W6 (Hc)
inherits from !2(�) can be written by using (C.2.1) as

‖W6 5 ‖!2 (�) = ‖ 5 ‖Hc , 5 ∈ Hc .

An important property of the wavelet transform is that W6 is a unitary in-
tertwining operator between c and the left-regular representation on the space
W6 (Hc): Let !G denote the left translation on functions � ∈ W6 (Hc) by G ∈ �,
that is, !G� (H) B � (G−1H) for H ∈ �. Then

W6 (c(H) 5 ) (G) = 〈c(H) 5 , c(G)6〉 =W6 ( 5 ) (H−1G) = !HW6 ( 5 ) (G),

for G, H ∈ � and 5 ∈ Hc . This shows that the wavelet spaces are left-invariant
subspaces of !2(�).

Example C.3.2. Consider the reduced Heisenberg group H=A B R= ×R= × T with
the product(

G, l, 42c8g
)
·
(
G ′, l′, 42c8g′

)
B

(
G + G ′, l + l′, 42c8 (g+g′)4c8 (G

′ ·l−G ·l′)
)
,

for G, G ′, l, l′ ∈ R= and g, g′ ∈ R. The group H=A is non-abelian and unimod-
ular with Haar measure equal to the usual product measure on R= × R= × T.
The Schrödinger representation dA : H=A → U(!2(R=)) is the irreducible unitary
representation given by

dA

(
G, l, 42c8g

)
B 42c8g4c8G ·l)G"l ,

(
G, l, 42c8g

)
∈ H=A , (C.3.1)

where )G and "l are the time-shift and frequency-shift operators on !2(R=) given
by

)G 5 (H) B 5 (H − G), "l 5 (H) B 42c8H ·l 5 (H), G, l ∈ R=.

A straightforward computation shows that the =-dimensional Gaussian function
6= (G) B 4−

c
2 G

2 for G ∈ R= is square integrable for the Schrödinger representation.
Hence the Duflo-Moore operator satisfies �c = 2c · �3!2 (R=) for some 2c > 0
since H=A is unimodular. In fact, we have 2c = 1 due to [81, Theorem 3.2.1]. Thus
any normalized function in !2(R=) is admissible.

It is common in time-frequency analysis to consider the short-time Fourier
transform (STFT)

+6 5 (G, l) B
∫
R=
5 (C)6(C − G)4−2c8C ·l 3C,
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for (G, l) ∈ R2= and 5 , 6 ∈ !2(R=). The STFT is related to the wavelet transform
of the reduced Heisenberg group by the formula

W6 5

(
G, l, 42c8g

)
= 4−2c8g4c8G ·l+6 5 (G, l),

(
G, l, 42c8g

)
∈ H=A . (C.3.2)

The phase-factor 4−2c8g4c8G ·l in (C.3.2) is often irrelevant. Hence we will for the
most part consider the STFT and the Gabor spaces

+6 (!2(R=)) ⊂ !2(R2=),

for 6 ∈ !2(R=) with ‖6‖!2 (R=) = 1.

C.3.1 Wavelet Spaces as Reproducing Kernel Hilbert Spaces

The fact that the wavelet spaces have a reproducing kernel Hilbert space structure
originally appeared in the influential paper [89]. Since then, it has been used in
both special cases [3] and in the general setting [141]. We provide the statement
and brief proof for completeness as our assumptions are slightly different than in
[89] and include minor additions.

PropositionC.3.3. Let c : � →U(Hc) be a square integrable representationwith
admissible vector 6 ∈ Hc . The wavelet spaceW6 (Hc) is a uniform reproducing
kernel Hilbert space. The point kernel :G corresponding to G ∈ � is the function
:G =W6 (c(G)6), while the reproducing kernel  : � × � → C is given by

 (G, H) = 〈c(H)6, c(G)6〉 =W6 (c(H)6) (G), G, H ∈ �.

If 5= → 5 in the norm onHc , then

W6 5= (G) →W6 5 (G) (C.3.3)

uniformly for all G ∈ �. Moreover, if ℎ ∈ Hc is another admissible vector then
Ψ6,ℎ : W6 (Hc) →Wℎ (Hc) given by

Ψ6,ℎ
(
W6 5

)
BWℎ 5 , 5 ∈ Hc , (C.3.4)

is an isomorphism of Hilbert spaces.

Proof. For � ∈ W6 (Hc) we have that � (G) = W6

(
W∗

6�

)
(G) sinceW6 is an

isometry. Hence

� (G) =W6

(
W∗

6�

)
(G) =

〈
W∗

6�, c(G)6
〉
=

〈
�,W6 (c(G)6)

〉
.
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Since :G BW6 (c(G)6) ∈ W6 (Hc) the wavelet spaceW6 (Hc) is a reproducing
kernel Hilbert space. The reproducing kernel  can be written by using the
orthogonality relations (C.2.1) as

 (G, H) = 〈:H , :G〉 =
〈
W6 (c(H)6) ,W6 (c(G)6)

〉
= 〈c(H)6, c(G)6〉.

If �G is the evaluation functional at the point G ∈ � then

‖�G ‖ = ‖:G ‖ = ‖W6 (c(G)6) ‖ = ‖c(G)6‖ = ‖6‖.

Thus W6 (Hc) is uniform since the admissible vector 6 ∈ Hc is fixed. The
computation (C.2.2) shows that the convergence in (C.3.3) is uniform. The map
Ψ6,ℎ is an isometry since

‖Wℎ 5 ‖Wℎ (Hc ) = ‖ 5 ‖Hc = ‖W6 5 ‖W6 (Hc ) ,

for all 5 ∈ Hc . Finally, Ψ6,ℎ is surjective as every element inWℎ (Hc) is of the
formWℎ 5 for some 5 ∈ Hc . �

Remark. The fact that the map Ψ6,ℎ in (C.3.4) is an isomorphism shows that
the wavelet spaces corresponding to different admissible vectors can not be too
different, e.g. their dimensions coincide. However, the wavelet spaces are still
different as reproducing kernel Hilbert spaces since the map Ψ6,ℎ does not in
general preserve the reproducing kernels.

The wavelet transformW6 : Hc → !2(�) is an isometry when 6 ∈ Hc is
an admissible vector. Hence the projection from !2(�) toW6 (Hc) is precisely
given byW6 ◦W∗

6 . A classical result in coorbit theory [61] known as the repro-
ducing formula describes this projection in terms of convolutions: The orthogonal
projection from !2(�) toW6 (Hc) is explicitly given by

W6 ◦W∗
6 (�) = � ∗� :4, � ∈ !2(�),

where :4 (G) BW66(G) is the point kernel corresponding to the identity element
4 ∈ �. The following basic result shows that the wavelet spaces automatically
exhibit integrability properties that are not shared by general subspaces of !2(�).

Proposition C.3.4. Let c : � → U(Hc) be a square integrable representation
and fix an admissible vector 6 ∈ Hc . The wavelet spaceW6 (Hc) is continuously
embedded into ! ? (�) for all ? ∈ [2,∞]. However, the wavelet spaceW6 (Hc) is
not in general contained in !1(�).

Proof. Notice thatW6 (Hc) is continuously embedded in both !2(�) and !∞(�):
The first claim is obvious, while the second follows from the computation

‖�‖!∞ (�) = sup
G∈�
|〈:G , �〉| ≤ sup

G∈�
‖:G ‖W6 (Hc ) ‖�‖W6 (Hc ) = ‖6‖Hc ‖�‖W6 (Hc ) ,
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for � ∈ W6 (Hc). This observation implies thatW6 (Hc) is continuously embed-
ded into the intermediate spaces ! ? (�) for ? ∈ (2,∞) as well since

‖�‖!? (�) =
(∫
�

|� (G) |?−2 |� (G) |2 3`! (G)
) 1
?

≤ ‖�‖
?−2
?

!∞ (�) ‖�‖
2
?

W6 (Hc )

≤ ‖6‖
?−2
?

Hc ‖�‖W6 (Hc ) .

Counterexamples to the last statement can be found in the time-frequency setting
since the STFT satisfies +66 ∈ !1(R2=) only when 6 is a continuous function on
R= by [81, Proposition 12.1.4]. �

Throughout the paper, we aim to emphasize how the reproducing kernel Hilbert
space structure of the wavelet spaces is paramount. As a first example, we have the
following existence result.

Proposition C.3.5. Let c : � → U(Hc) be a square integrable representation of
a second countable locally compact group � and fix an admissible vector 6 ∈ Hc .
There exists a countable setΛ ⊂ � such that the discrete set of vectors {c(_)6}_∈Λ
is complete inHc .

Proof. The second countability of � is by [150, Theorem 2] equivalent to the
requirement that !2(�) is separable. Whence the subspaceW6 (Hc) ⊂ !2(�) is
also separable. By [23, Lemma 11] there exists a countable set Λ ⊂ � such that
the collection of point kernels :_ =W6 (c(_)6) for _ ∈ Λ is dense inW6 (Hc).
Hence for 5 ∈ Hc the criterion

〈W6 5 ,W6 (c(_)6)〉 = 0

for all _ ∈ Λ forces W6 5 ≡ 0. The orthogonality relations (C.2.1) and the
injectivity of the Duflo-Moore operator implies that 〈 5 , c(_)6〉 = 0 for all _ ∈ Λ
only when 5 = 0. �

Remark. The second countability condition in Proposition C.3.5 is only a sufficient
requirement. In the proof of Proposition C.3.5 we need that the wavelet spaces
W6 (Hc) are separable. This can happen when the ambient space !2(�) is not
separable. In particular, the conclusion of Proposition C.3.5 holds for all square in-
tegrable representations corresponding to compact groups since the wavelet spaces
are then finite-dimensional by [67, Theorem 5.2].
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C.3.2 Tensor Product of Wavelet Spaces

Our setting involves both square integrable representations of locally compact
groups as well as reproducing kernel Hilbert spaces. Both of these categories have
a natural notion of a tensor product. We will use reproducing kernel Hilbert space
arguments to show that these operations are compatible. Let us first briefly recall
the different notions or tensor products involved.

Consider two reproducing kernel Hilbert spacesH8 of functions on sets -8 with
reproducing kernels  8 : -8 × -8 → C for 8 = 1, 2. We can form the tensor product
H1 ⊗ H2 of Hilbert spaces in the usual way by requiring that

〈 51 ⊗ 52, 61 ⊗ 62〉H1⊗H2 B 〈 51, 61〉H1 〈 52, 62〉H2 ,

where 51, 61 ∈ H1 and 52, 62 ∈ H2. This extends to an inner product onH1 ⊗ H2
that is not in general complete. The completion of H1 ⊗ H2 with this inner
product is denoted by H1⊗̂H2 and called the tensor product of the Hilbert spaces
H1 and H2. Not surprisingly, the tensor product H1⊗̂H2 can be identified with
a reproducing kernel Hilbert space on the set -1 × -2 as follows: Any element
D =

∑=
8=1 58 ⊗ 68 ∈ H1 ⊗ H2 can be identified with the function on -1 × -2 given

by D̃(G, H) B ∑=
8=1 58 (G)68 (H). This association extends to the completionH1⊗̂H2

and gives a well-defined linear isometry between H1⊗̂H2 and the reproducing
kernel Hilbert space on -1 × -2 with reproducing kernel

 ((G1, H1), (G2, H2)) B  1(G1, G2) 2(H1, H2), G1, G2 ∈ -1, H1, H2 ∈ -2.

In the setting of unitary representations of locally compact groups we also have
a notion of a tensor product. Consider two unitary representations c : � →U(Hc)
and d : � →U(Hd) where� and � are locally compact groups. We can consider
the tensor product representation c ⊗ d given on elementary tensors 51 ⊗ 52 by

(c ⊗ d) (G, H) ( 51 ⊗ 52) B c(G) 51 ⊗ d(H) 52,

for G ∈ �, H ∈ �, 51 ∈ Hc , and 52 ∈ Hd. This extends to arbitrary elements in
Hc ⊗̂Hd and hence defines a unitary representation c⊗ d : �×� →U(Hc ⊗̂Hd).
The following result shows that the two tensor product constructions we have
described are compatible in a natural way.

Proposition C.3.6. Let c : � → U(Hc) and d : � → U(Hd) be two square
integrable representations with admissible vectors 6 ∈ Hc and ℎ ∈ Hd. There is
an isomorphism of reproducing kernel Hilbert spaces

W6⊗ℎ (Hc ⊗̂Hd) ' W6 (Hc)⊗̂Wℎ (Hd).
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Proof. The tensor product representation c⊗d is irreducible by [67, Theorem7.12].
Let us check that c ⊗ d is square integrable and that 6 ⊗ ℎ ∈ Hc ⊗̂Hd is admissible.
For G ∈ � and H ∈ � we have

W6⊗ℎ6 ⊗ ℎ



2
!2 (�×� ) =

∫
�×�

|〈6 ⊗ ℎ, (c ⊗ d) (G, H) (6 ⊗ ℎ)〉|2 3`�×�! (G, H)

=

∫
�×�

|〈6, c(G)6〉〈ℎ, d(H)ℎ〉|2 3`�×�! (G, H)

=

∫
�

|〈6, c(G)6〉|2 3`�! (G)
∫
�

|〈ℎ, d(H)ℎ〉|2 3`�! (H)

= ‖W66‖2!2 (�) ‖Wℎℎ‖2!2 (� ) < ∞.

Moreover, we see from the above computation that we have the pointwise equality

W6⊗ℎ6 ⊗ ℎ(G, H) =W66(G)Wℎℎ(H), G ∈ �, H ∈ �,

as functions on�×�. Since the reproducing kernels for the spaceW6⊗ℎ (Hc ⊗̂Hd)
and the spaceW6 (Hc)⊗̂Wℎ (Hd) coincide, the result follows from the uniqueness
of reproducing kernels given in Subsection C.2.2. �

Example C.3.7. Consider the Gabor space +6= (!2(R=)) where 6= (G) = 4−
c
2 G

2 is
the =-dimensional Gaussian function. Then Theorem C.3.6 implies that

+6=

(
!2(R=)

)
⊗̂+6=

(
!2(R=)

)
' +6=⊗6=

(
!2(R=) ⊗ !2(R=)

)
' +62=

(
!2(R2=)

)
,

where 62= is the 2=-dimensional Gaussian function. Although this is folklore
knowledge, we emphasize the the simplicity of its derivation from the theory of
reproducing kernel Hilbert spaces. Many function spaces in complex analysis, e.g.
the Hardy spaces and Bergman spaces, satisfy similar tensorization rules, see e.g.
[137, Proposition 5.13 and Proposition 5.14]. This is maybe not so surprising given
the connection between the Gabor space +6= (!2(R=)) and complex analysis given
in [81, Proposition 3.4.1].

C.4 Rigidity of Wavelet Spaces

In this section we will investigate how wavelet spaces associated with (potentially)
different representations are related. Themain result in TheoremC.4.2 have several
noteworthy consequences. The first consequence in Corollary C.4.3 is a new
proof of one of the main results in [77, Theorem 4.2]. The other consequences,
Corollary C.4.5 and Corollary C.4.6, are new and illustrate the broad utility of
Theorem C.4.2. Let us first consider an example of the general setting where things
are greatly simplified.
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Example C.4.1. Let � be a locally compact group that is abelian and consider
a square integrable representation c : � → U(Hc). It follows from Schur’s
Lemma C.2.2 that Hc ' C and U(Hc) ' T. We make these identifications and
view c as a map from � to T. What requirements do the square integrability
impose? For I ∈ C \ {0} we have that∫

�

|〈I, c(G)I〉|2 3`(G) = |I |4`(�).

Hence c is square integrable if and only if `(�) < ∞. This is the case precisely
when � is compact.

Since � is unimodular, it follows from Proposition C.2.4 that the Duflo-Moore
operator �c is a positive constant multiple of the identity. That the constant is
equal to one can be seen by direct verification, or by an application of Peter-Weyl
theory [47, Example 12.2.7]. Hence a complex number I ∈ C is admissible if and
only if I ∈ T. The wavelet spacesWI (C) for I ∈ T are one-dimensional subspaces
of !2(�) that are spanned by the elementsWII. Moreover, all the wavelet spaces
WI (C) coincide sinceWII =W11 for all I ∈ T.

Notice that everything said in Example C.4.1 is independent of the represen-
tation in question: In the abelian case, all the wavelet spaces coincide even when
we have two different representations c : � → T and d : � → T. On the other
hand, we always have that any two admissible vectors I, F ∈ T (regardless of the
choice of representations) are related by I = 2F for some 2 ∈ T. These elementary
remarks motivate the following general result.

Theorem C.4.2. Let c : � → U(Hc) and d : � → U(Hd) be two square
integrable representations with admissible vectors 6 ∈ Hc and ℎ ∈ Hd. Assume
that the corresponding wavelet spaces intersect non-trivially, that is,

W6 (Hc) ∩Wℎ (Hd) ≠ {0}.

ThenW6 (Hc) =Wℎ (Hd) and there exists a unitary intertwining operator ) from
Hc toHd satisfying ) (6) = ℎ.

Proof. Notice that the subspaceWℎ (Hd) ∩W6 (Hc) ⊂ W6 (Hc) is invariant un-
der translations. Since c is irreducible andW6 : Hc →W6 (Hc) is a unitary in-
tertwiner we have thatWℎ (Hd) =W6 (Hc). The norms onW6 (Hc) =Wℎ (Hd)
both coincide with the restriction of the !2(�)-norm. Hence W6 (Hc) and
Wℎ (Hd) are reproducing kernel Hilbert spaces that coincide with equal norms. By
the uniqueness statements given in Subsection C.2.2 the two reproducing kernels
coincide

W6 (c(H)6) (G) =Wℎ (d(H)ℎ) (G), G, H ∈ �.
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Since W6 (c(H)6) (G) = !HW66(G) and Wℎ (d(H)ℎ) (G) = !HWℎℎ(G), all the
information we need is contained in the equality

W66(G) =Wℎℎ(G), G ∈ �. (C.4.1)

To define the map ) : Hc → Hd we first require that ) (6) = ℎ. Moreover, for
) to be an intertwining operator, we need that

) (c(G)6) = d(G)ℎ, G ∈ �.

Since c is irreducible the setM6 B span{c(G)6}G∈� is dense inHc . To see that
) extends to all ofHc we will show that it is an isometry on the subspaceM6: For
G, H ∈ � we have

〈) (c(G)6), ) (c(H)6)〉Hc = 〈d(G)ℎ, d(H)ℎ〉Hc
= 〈ℎ, d(G−1H)ℎ〉Hc
=Wℎℎ(G−1H).

Hence we obtain from (C.4.1) that

〈) (c(G)6), ) (c(H)6)〉Hc =W66(G−1H) = 〈c(G)6, c(H)6〉Hc .

Themap) is surjective since span{d(G)ℎ}G∈� is dense inHd due to the irreducibil-
ity of d. Hence ) is a unitary map. For 6 ∈ Hc we can write 6 =

∑∞
8=1 28c(G8)6

for constants 28 ∈ C and elements G8 ∈ �. Then for G ∈ � it follows that

) (c(G)6) = )
(
c(G)

∞∑
8=1

28c(G8)6
)

=

∞∑
8=1

28) (c(GG8)6)

=

∞∑
8=1

28d(GG8)ℎ = d(G)) (6). �

Notice that Theorem C.4.2 trivially implies that whenever c and d are not
equivalent, then we necessarily have trivial intersection

W6 (Hc) ∩Wℎ (Hd) = {0},

for any admissible vectors 6 ∈ Hc and ℎ ∈ Hd. The first application of The-
orem C.4.2 is a new proof of the result [77, Theorem 4.2] which we state in
Corollary C.4.3 below. This was originally proved by utilizing the orthogonality
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relations (C.2.1) for the wavelet transform. Recently, the result has been re-proven
in the Gabor case in [124, Lemma 3.3] with the use of quantum harmonic anal-
ysis. For us, the result follows immediately from Theorem C.4.2 together with
Lemma C.2.2.

Corollary C.4.3. Let c : � →U(Hc) be a square integrable representation with
admissible vectors 6, ℎ ∈ Hc . If Wℎ (Hc) ∩ W6 (Hc) ≠ {0} then we have
Wℎ (Hc) =W6 (Hc) and ℎ = 26 for some 2 ∈ T.
Remark. The orthogonality relations (C.2.1) shows that thewavelet spacesW6 (Hc)
andWℎ (Hc) are orthogonal if and only if

〈�c6, �cℎ〉 = 0,

where �c is the Duflo-Moore operator. When 〈�c6, �cℎ〉 ≠ 0 the wavelet spaces
still intersect trivially by Corollary C.4.3 except in the case ℎ = 26 with 2 ∈ T.

Before moving on, we show how we can combine Corollary C.4.3 with abstract
results regarding functions of positive type to deduce concrete results for thewavelet
transform.

Definition C.4.4. A function 5 : � → C on a locally compact group� is said to be
a function of (strictly) positive type if for any finite subset Ω B {G1, . . . , G<} ⊂ �,
the matrix {

5

(
G−1
9 G8

)}<
8, 9=1

is (strictly positive definite) positive semi-definite.

Let c : � →U(Hc) be a square integrable representation with an admissible
vector 6 ∈ Hc . ThenW66 is a function of positive type due to Proposition C.3.3
and the equality

W66(G−1
9 G8) = !G 9W66(G8) =W6 (c(G 9)6) (G8), G8 , G 9 ∈ �. (C.4.2)

Corollary C.4.5. Let c : � →U(Hc) and d : � →U(Hd) be square integrable
representations with admissible vectors 6 ∈ Hc and ℎ ∈ Hd, respectively. Then
W66 −Wℎℎ is never a non-zero function of positive type.

Proof. Assume thatW66 −Wℎℎ is a function of positive type. Then Aronszajn’s
inclusion theorem [6, Theorem 1.7.1] in reproducing kernel Hilbert space theory
implies thatWℎ (Hd) ⊂ W6 (Hc). Hence Theorem C.4.2 shows that ℎ = ) (6) for
some unitary intertwining operator ) : Hc →Hd. For G ∈ � we thus have

W66(G) −Wℎℎ(G) = 〈6, c(G)6〉 − 〈) (6), d(G)) (6)〉
= 〈6, c(G)6〉 − 〈) (6), ) (c(G)6)〉
= 〈6, c(G)6〉 − 〈6, c(G)6〉
= 0. �
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For a locally compact group � we let P2 denote the functions 5 : � → C of
positive type such that 5 (4) = 2 ∈ C, where 4 is the identity element of �.

Corollary C.4.6. Let c : � → U(Hc) be a square integrable representation of a
unimodular group� with admissible vectors 6, 61, 62 ∈ Hc . Assume we can write
W66 as a convex combination

W66 = C · W6161 + (1 − C) · W6262,

for some C ∈ [0, 1]. Then we either have 6 = 261 or 6 = 262 for some 2 ∈ T.

Proof. Notice thatW66 ∈ P2−1
c
(�) where �c = 2c · �3Hc since

W66(4) = ‖6‖Hc = 2−1
c .

It follows from [11, TheoremC.5.2] that the functionsW66 are extreme points in the
bounded convex set %2−1

c
(�). This implies thatW66 =W6161 orW66 =W6262.

We can now apply Corollary C.4.3 to conclude that 6 = 261 or 6 = 262 for some
2 ∈ T. �

Example C.4.7. Let us check that everything works out for the STFT. Assume for
normalized vectors 6, 61, 62 ∈ !2(R=) that

+66(G, l) = C · +6161(G, l) + (1 − C) · +6262(G, l), (C.4.3)

for some C ∈ [0, 1] and for all (G, l) ∈ R2=. Then bymultiplyingwith 4−2c8g4c8G ·l

on both sides we obtain

W66

(
G, l, 42c8g

)
= C · W6161

(
G, l, 42c8g

)
+ (1 − C) · W6262

(
G, l, 42c8g

)
,

for
(
G, l, 42c8g ) ∈ H=A . We can now apply Corollary C.4.6 to see that 6 = 261 or

6 = 262 for some 2 ∈ T.
In this specialized setting we describe an alternative proof using quantum

mechanical reasoning. Assume again that (C.4.3) holds for some C ∈ [0, 1]. For
6 ∈ !2(R=) the Wigner distribution ,6 in quantum mechanics can be defined
through the STFT by the formula

,6(G, l) B 2=44c8G ·l+% (6)6(2G, 2l), %(6) (G) B 6(−G).

Hence (C.4.3) is equivalent to

,6(G, l) = C ·,61(G, l) + (1 − C) ·,62(G, l),

for all (G, l) ∈ R2=. One can now use the Weyl-quantization to go between
functions on R2= and operators on !2(R=). In this correspondence the Wigner
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distributions ,6 for 6 ∈ !2(R=) correspond to the positive rank-one operators
6 ⊗ 6 given by

(6 ⊗ 6) ( 5 ) B 〈 5 , 6〉 · 6, 5 ∈ !2(R=).

Hence we obtain
6 ⊗ 6 = C · 61 ⊗ 61 + (1 − C) · 62 ⊗ 62.

One can easily see by evaluation that this forces the same conclusion, namely that
6 = 261 or 6 = 262 for some 2 ∈ T.

C.5 Interpolation in Wavelet Spaces

We have seen on multiple occasions that the reproducing kernel Hilbert space
structure of the wavelet spaces is immensely useful. We now focus in on that
structure by considering a non-trivial interpolation problem. In this section we
will describe the interpolation problem and show that the answer is not always
affirmative. As we will see in the Section C.6, the interpolation problem turns out
to be equivalent to the HRT-Conjecture for the Gabor spaces.

DefinitionC.5.1. Let - be a set and consider the pointsΩ B {G1, . . . , G<} ⊂ - and
possibly non-distinct scalars _1, . . . , _< ∈ C. We say that a function � : - → C
interpolates these points whenever � (G8) = _8 for all 8 = 1, . . . , <. The function �
is called an interpolating function.

The question in interpolation theory is whether we can find an interpolating
function with additional requirements. Typically, we have a Hilbert space H of
functions on - and ask whether we can choose � ∈ H as an interpolating function.
When H is a reproducing Hilbert space, we can give an explicit criterion through
the reproducing kernel. We state this result for the case we have investigated.

Proposition C.5.2. Let c : � →U(Hc) be a square integrable representation and
fix an admissible vector 6 ∈ Hc . Consider distinct points Ω B {G1, . . . , G<} ⊂ �
and possibly non-distinct scalars _1, . . . , _< ∈ C. There exists an interpolating
function � ∈ W6 (Hc) if and only if the vector (_1, . . . , _<)) ∈ C< is in the
image of the < × < matrix

 Ω B
{
 (G8 , G 9)

}<
8, 9=1 ,

where  is the reproducing kernel for the wavelet spaceW6 (Hc).

171



Paper C. Interpolation in Wavelet Spaces and the HRT-Conjecture

The proof of Proposition C.5.2 follows from Proposition C.3.3 together with
[137, Theorem 3.4]. We remarked in Subsection C.2.2 that the matrices  Ω are
always positive semi-definite. The interpolation problem in Proposition C.5.2 have
a unique solution for all Ω = {G1, . . . , G<} ⊂ � and _1, . . . , _< ∈ C if and only if
the matrices  Ω are all strictly positive definite. This is the case if and only if the
functionW66 is a function of strictly positive type. This is the motivation for the
terminology fully interpolating given in Subsection C.2.2. Notice that for the point
kernels :G1 , . . . , :G< we can write

<∑
8, 9=1

U8U 9 :G 9 (G8) =
〈
<∑
9=1
U 9 :G 9 ,

<∑
8=1

U8:G8

〉
=






 <∑
8=1

U8:G8






2

≥ 0,

for U1, . . . , U< ∈ C. HenceW6 (Hc) is fully interpolating precisely when there
are no non-trivial linear combinations between the point kernels :G1 , . . . , :G< for
any points G1, . . . , G< ∈ �.
Remark. It is straightforward to check that Proposition C.5.2 is also valid for
the Gabor spaces +6 (!2(R=)). In that case, the point kernel corresponding to
(G, l) ∈ R2= is : (G,l) = +6 ("l)G6). Notice however that we get the extra
phase-factor

+6 ("l)G6) (B, C) = 4−2c8G · (C−l)+66(B − G, C − l), (B, C) ∈ R2=, (C.5.1)

in contrast with (C.4.2).
When� = {4} the only wavelet space associated with� is the one-dimensional

space !2(�). This is fully interpolating for trivial reasons. We exclude this case in
future examples and refer to a locally compact group � as non-trivial when � has
more than one element. The next result shows that a large class of wavelet spaces
are not fully interpolating.

Proposition C.5.3. Let � be a non-trivial locally compact group. If � is either
abelian or compact then no wavelet space associated to � is fully interpolating.

Proof. An abelian locally compact group � possesses square integrable represen-
tations if and only if the group is compact. In this case, the representation theory
of compact groups shows that any irreducible unitary representation of � is finite-
dimensional [67, Theorem 5.2]. Any irreducible unitary representation of� is also
automatically square integrable due to the compactness of �.

If � is an infinite group, then we can always pick Ω = {G1, . . . , G<} ⊂ � to
have larger cardinality than the dimension of the representation considered. Then
there is no way that :G1 , . . . , :G< can be linearly independent. If� is a finite group,
then the same argument goes through unless � have an irreducible representation
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whose dimension is greater or equal to the order of the group�. This is not possible
since the class equation in finite representation theory gives that

|� | =
∑
[c ]

dim(Hc)2,

where the sum runs over all equivalence classes of irreducible representation c of
�. Since we have excluded � from being the trivial group, the result follows. �

Example C.5.4. For the =-dimensional Gaussian function 6= (G) B 4−
c
2 G

2 we will
show that the Gabor space +6= (!2(R=)) is fully interpolating. A straightforward
computation reveals that

+6=6= (G, l) = 4−c8G ·l4−
c
4 G

2
4−cl

2
, (G, l) ∈ R2=.

Assume by contradiction that there is a linear dependence between the point kernels
: (G: ,l: ) corresponding to distinct points (G: , l:) ∈ R2= for : = 1, . . . , <. The
linear dependence explicitly gives

<∑
:=1

U:4
2c8G: ·l: 4−2c8G: ·l4−c8 (G−G: ) ·(l−l: )4−

c
4 (G−G: )

2
4−c (l−l: )

2
= 0,

where U1, . . . , U= ∈ C are not all zero. By setting

V: B U:4
c8G: ·l: 4−

c
4 G

2
: 4−cl

2
:

we obtain

4−c8G ·l4−
c
4 G

2
4−cl

2
<∑
:=1

V:4
−2c8G: ·l4c8 (G ·l:+l ·G: )4

c
2 G ·G: 42cl ·l: = 0.

We can divide by the non-zero function 4−c8G ·l4− c4 G2
4−cl

2 and set l = 0 to get
the simplified equation

<∑
:=1

V:4
G ·( c2 G:+8l:) = 0. (C.5.2)

Notice that the coefficients V: satisfy V: = 0 if and only if U: = 0. The equation
(C.5.2) contradicts the independence of the exponential functions G ↦→ 4G ·_: , see
e.g. [35, Lemma 13.1], since _: = c

2 G: + 8l: are distinct complex numbers.

Example C.5.5. To illustrate that the Gabor space +61 (!2(R)) ⊂ !2(R2) is fully
interpolating we consider the points G1 = (0, 0), G2 = (1, 0), and G3 = (0, 1) in
R2 along with _1 = _2 = _3 = 1. Then there exists � ∈ +61 (!2(R)) such that
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� (G8) = _8 for 8 = 1, 2, 3. Moreover, the function � ∈ +61 (!2(R)) with minimal
norm that interpolates these points will be on the form

� (G, l) = U1+6161(G, l) + U2+6161(G − 1, l) + U2+6161(G, l − 1),

for some U1, U2, U3 ∈ C by [137, Theorem 3.4]. It follows by straightforward
computations that U1 ' 0.6218, U2 ' 0.7360, and U3 ' 0.9876.

Figure C.1: The real part of the interpolating function � (G, l) in Example C.5.5.

Remark. The function +6=6= on R2= is not strictly positive definite even though
the Gabor space +6= (!2(R=)) is fully interpolating. This discrepancy is due to the
extra phase-factor in (C.5.1). In fact, the function +66(G, l) is not even positive
definite: If this were the case, then the Fourier inverse F −1(+66) would be a
positive function on R2= by Bochner’s Theorem [137, Theorem 10.4]. However,
the function F −1(+66) (G, l) = 4−c (G

2+l2)42c8G ·l is clearly not even real-valued.

C.6 Connection With the HRT-Conjecture

The question of whether the Gabor spaces are fully interpolating turns out to be
equivalent to the infamous HRT-Conjecture. Recall that a subset A ⊂ H of a
vector space H is said to be linearly independent if every finite subset � ⊂ A is
linearly independent in the classical sense. The following open conjecture reveals
how little is understood about time-frequency shifts.

Conjecture (HRT). Is the set

{"l)G6} (G,l) ∈R2=

linearly independent in !2(R=) for all non-zero 6 ∈ !2(R=)?
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The HRT-Conjecture was originally posed back in 1996 by C. Heil, J. Ra-
manathan, and P. Topiwala in the paper [97]. There have been many significant
developments on the conjecture during the years, where techniques from von Neu-
mann algebras [120], spectral theory [9], ergodic theory [96], and representation
theory of the Heisenberg groups [42] have been used. We refer the reader to the
introduction of the paper [134] for a reasonably extensive list of contributions to
the HRT conjecture. Moreover, we recommend the survey papers [96, 98] on the
HRT-Conjecture written by one of its founders. The following result shows that the
HRT-Conjecture can be reformulated to a problem regarding reproducing kernel
Hilbert spaces.

Proposition C.6.1. The HRT-Conjecture is equivalent to the statement that the
Gabor spaces are fully interpolating.

Proof. Let us fix elements (G1, l1), . . . , (G<, l<) ∈ R2= and consider the collec-
tion

{"l:)G:6}<:=1. (C.6.1)

We henceforth assume that ‖6‖!2 (R=) = 1 since normalizing 6 ∈ !2(R=) does not
change whether the collection (C.6.1) is linearly independent.

Assume first that the collection (C.6.1) is linearly dependent, that is, there exist
U1, . . . , U< ∈ C not all zero such that

<∑
:=1

U:"l:)G:6 = 0.

We can take the inner product with the function "l)G6 to obtain
<∑
:=1

U:
〈
"l:)G:6, "l)G6

〉
=

<∑
:=1

U:+6 ("l:)G:6) (G, l)

=

<∑
:=1

U: : (G: ,l: ) (G, l)

= 0.

This gives a linear dependence between : (G1,l1) , . . . , : (G<,l<) , showing that
+6 (!2(R=)) is not fully interpolating.

Conversely, assume that +6 (!2(R=)) is not fully interpolating. Then there
exists a linear dependence between the point kernels : (G1,l1) , . . . , : (G<,l<) for
some points (G1, l1), . . . , (G<, l<) ∈ R2=. Retracing the steps we took previously
we conclude that

<∑
:=1

U:
〈
"l:)G:6, "l)G6

〉
= 0,
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where U1, . . . , U< ∈ C are not all zero. The proof of Proposition C.3.5 shows that
the collection {"l)G6} (G,l) ∈R2= is complete in !2(R=). This implies the linear
dependence

<∑
:=1

U:"l:)G:6 = 0. �

Proposition C.6.1 allows us to use the partial results available on the HRT-
Conjecture in the literature to deduce that certain Gabor spaces are fully interpo-
lating. In particular, it was known from the beginning [97, Proposition 4] that the
HRT-Conjecture is true for the =-dimensional Gaussian function. In Example C.5.4
we proved, in light of Proposition C.6.1, the same thing by brute-force calculations
with the short-time Fourier transform. We can use [97, Proposition 4] and Propo-
sition C.6.1 to conclude that the Gabor spaces +6 (!2(R=)) are fully interpolating
whenever 6 is a Hermite function. It was shown in [97, Theorem 1] that the collec-
tion in (C.6.1) is linearly independent when < ≤ 3. In light of Proposition C.6.1,
this implies the following consequence for interpolation in Gabor spaces:

CorollaryC.6.2. Consider three arbitrary points (G1, l1), (G2, l2), (G3, l3) ∈ R2=,
three arbitrary values _1, _2, _3 ∈ C, and any normalized 6 ∈ !2(R=). One can
always find 5 ∈ !2(R=) such that

+6 5 (G8 , l8) = _8 , 8 = 1, 2, 3.

Remark. A careful read of the proof of Proposition C.6.1 reveals that the statement
is true in the generalized setting. More precisely, let c : � → U(Hc) be a
square integrable representation with an admissible vector 6 ∈ Hc . Then the
collection {c(G)6}G∈� is linearly independent in Hc if and only if the wavelet
spaceW6 (Hc) ⊂ !2(�) is fully interpolating. Hence the problem of whether
the wavelet space W6 (Hc) is fully interpolating is a convenient generalization
of the HRT-Conjecture. In this reformulation, Proposition C.5.3 states that the
generalized HRT-Conjecture is false for compact or abelian groups. Moreover, the
generalized HRT-Conjecture is also false in the classical wavelet setting [98] as
a result of the scaling relation in wavelet theory. Another generalization of the
HRT-Conjecture is considered in [117].

Recently there has been an effort to prove theHRT-Conjecture forwidely spaced
index sets [116, 132]. In particular, it is showed in [116, Theorem 1] that the HRT-
Conjecture holds for 6 ∈ �0(R=) and points Ω B {(G1, l1), . . . , (G<, l<)} ⊂ R2=

that are widely spaced apart relative to the decay of 6. Through our approach, we
can deduce a similar result without the assumption that 6 ∈ �0(R=) since the STFT
satisfies +66 ∈ �0(R2=) for all 6 ∈ !2(R=).
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Corollary C.6.3. Let 6 ∈ !2(R=) be a non-zero function. There exists a constant
' > 0 (depending only on 6 and < ∈ N) such that for any collection of points
(G1, l1), . . . , (G<, l<) ∈ R2= with

min
8≠ 9

√
(G 9 − G8)2 + (l 9 − l8)2 ≥ ', 8, 9 = 1, . . . , <, (C.6.2)

the time-frequency shifts {"l:)G:6}<:=1 are linearly independent.

Proof. We assume that ‖6‖!2 (R=) = 1 as we can normalize 6 without altering the
linear independence. The claim is equivalent, by Proposition C.6.1, to the fact that
the matrix

Ω6 B
{〈
+6 ("l 9)G 96), +6 ("l8)G86)

〉}<
8, 9=1

=
{
4−2c8G 9 · (l8−l 9 )+66(G8 − G 9 , l8 − l 9)

}<
8, 9=1

is invertible. Notice that the diagonal terms of Ω6 are all 1’s. Since +66 is
continuous and vanishes at infinity, we can find ' > 0 such that

<∑
9=1
|+66(G8 − G 9 , l8 − l 9) | ≤ 1, 8 = 1, . . . , <,

for all points (G1, l1), . . . , (G<, l<) satisfying the condition (C.6.2). This guaran-
tees that the matrix Ω6 is diagonally dominant and hence invertible. �

Remark. Wewould like to bring up that Proposition C.6.1 is implicitly commented
on in the paper [82] through frame theory terminology. More precisely, the au-
thor investigates the Grammian matrix corresponding to the time-frequency shifts
{"l:)G:6}<:=1. The invertibility of the Grammian matrix is easily seen to be
equivalent to the statement that the corresponding Gabor space+6 (!2(R=)) is fully
interpolating. We hope the connection with reproducing kernel Hilbert spaces adds
a machinery that can help shed light on some aspects of the HRT-Conjecture.

C.7 Wavelet Completeness

In this final sectionwewill look at howmuch of !2(�) the wavelet spacesW6 (Hc)
collectively fill up. Let c : � →U(Hc) be a square integrable representation and
letAc denote the equivalence classes of admissible vectors inHc modulo rotations
by elements of T. From Example C.4.1 we see that the collection

span
6∈Ac

{
W6 5 : 5 ∈ Hc

}
⊂ !2(�)
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does not need to be dense in !2(�). To combat this we will start to vary the square
integrable representation c as well. If �̂B denotes the equivalence classes of square
integrable representations of �, then we consider⊕

c∈�̂B

span
6∈Ac

{
W6 5 : 5 ∈ Hc

}
⊂ !2(�). (C.7.1)

It is straightforward to check that (C.7.1) is a well-defined direct sum, we refer to
[69, Lemma 2.24] for details.

Example C.7.1. To make matters more concrete, let us first consider the group
� = T. Any unitary representation ofT is equivalent through a unitary intertwining
operator to one of the representations c= : T→ T for = ∈ Z given by

c=
(
48 \

)
B 48=\ , \ ∈ R.

For the representation c= we see that

W11
(
48 \

)
=

〈
1, c=

(
48 \

)
1
〉
= 4−8=\ .

This gives precisely the Fourier expansion of square integrable periodic functions
since ⊕

c∈�̂B

span
6∈Ac

{
W6 5 : 5 ∈ Hc

}
=

⊕
=∈Z

span
{
48=\ : \ ∈ R

}
= !2(T).

Based on the observations above we formulate the following conjecture for a
general locally compact group.

Conjecture (Wavelet Completeness). Characterize the locally compact groups �
that satisfy ⊕

c∈�̂B

span
6∈Ac

{
W6 5 : 5 ∈ Hc

}
= !2(�). (C.7.2)

We say that a locally compact group� iswavelet complete if (C.7.2) holds for�.
For wavelet complete groups we can view the decomposition (C.7.2) conceptually
as a generalized multiresolution analysis. An obvious condition that needs to be
satisfied for � to be wavelet complete is �̂B ≠ ∅. Hence the integers Z and any
other abelian non-compact group can not be wavelet complete. Any compact group
is easily seen to be wavelet complete from Peter-Weyl theory [67, Theorem 5.11].
The following example illustrates that wavelet completeness is a non-trivial notion.

Proposition C.7.2. The reduced Heisenberg groups H=A are not wavelet complete.

178



C.7. Wavelet Completeness

Proof. A variant of the Stone-von Neumann Theorem [81, Corollary 9.3.5] im-
plies that the only square integrable representations of H=A are the Schrödinger
representation dA given in (C.3.1) along with appropriate dilations

dA ,<

(
G, l, 42c8g

)
B 42c8<g4c8<G ·l)<G"l ,

for < ∈ Z \ {0}. We will show that any ℎ ∈ !2(H=A ) on the form

ℎ
(
G, l, 42c8g ) = ℎ(G, l)

is orthogonal toW6 5 for all 5 , 6 ∈ !2(R=) and all the representations dA ,<. We
compute that

〈ℎ,W6 5 〉!2 (H=A ) =

∫
H=A

ℎ(G, l)W6 5 (G, l, 42c8g) 3G 3l 3g

=

∫ 1

0
42c8<g 3g

∫
R2=

ℎ(G, l)4−c8<G ·l+6 5 (<G, l) 3G 3l

= 0,

since < ∈ Z \ {0}. �
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Paper D

The Affine Wigner Distribution

Abstract
We examine the affine Wigner distribution from a quantization perspective
with an emphasis on the underlying group structure. One of our main
results expresses the scalogram as (affine) convolution of affine Wigner
distributions. We strive to unite the literature on affine Wigner distributions
and we provide the connection to the Mellin transform in a rigorous manner.
Moreover, we present an affine ambiguity function and show how this can be
used to illuminate properties of the affine Wigner distribution. In contrast
with the usual Wigner distribution, we demonstrate that the affine Wigner
distribution is never an analytic function.

Our approach naturally leads to several applications, one of which is an
approximation problem for the affine Wigner distribution. We show that the
deviation for a symbol to be an affine Wigner distribution can be expressed
purely in terms of intrinsic operator-related properties of the symbol. Finally,
we present a positivity conjecture regarding the non-negativity of the affine
Wigner distribution.

D.1 Introduction

Themost studied quadratic time-frequency representation is theWigner distribution
defined by

, 5 (G, l) B
∫
R3
5

(
G + C

2

)
5

(
G − C

2

)
4−2c8lC 3C, (G, l) ∈ R23 . (D.1.1)

Originally invented by Wigner in [154] almost a century ago, the Wigner distribu-
tion is essential in quantum mechanics as it gives the expectation values for Weyl
quantization of symbols [52]. In recent decades, the Wigner distribution has found
many applications in time-frequency analysis [81, Chapter 4] due to its connections
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with the short-time Fourier transform +6 5 defined precisely in (D.2.4). One of the
more surprising connections is the convolution relation

|+6 5 (G, l) |2 = ,% (6) ∗, 5 (G, l), (D.1.2)

where % is the reflection operator %(6) (G) B 6(−G). The function

Spec6 5 B |+6 5 (G, l) |2

is called the spectrogram of 5 with window 6. The spectrogram is an important
tool for analyzing time-frequency content and has been used extensively in the
engineering literature since its introduction.

Affine Wigner Distribution

Parallel to the theory of time-frequency analysis is the time-scale (or wavelet)
paradigm. Although there have been many attempts at finding a suitable Wigner
distribution in the time-scale setting, there is no general consensus in the literature.
We will motivate the particular choice of a time-scale Wigner transform

,
k,q

Aff (G, 0) B
∫ ∞

−∞
k

(
0D4D

4D − 1

)
q

( 0D

4D − 1

)
4−2c8GD 3D, (G, 0) ∈ Aff. (D.1.3)

The function ,k

Aff B ,
k,k

Aff is called the affine Wigner distribution due to its
relation to the affine group Aff B R × R+. It was derived through a quantization
procedure in [73]. The authors showed that the affine Wigner distribution satisfies
,
k

Aff ∈ !
2
A (Aff) for every k ∈ !2(R+) B !2(R+, 0−1 30), where !2

A (Aff) denotes
all measurable functions on Aff that are square integrable with respect to the
measure 0−1 30 3G.

The affine Wigner distribution,k

Aff has appeared in the literature several times
throughout the years; as a particular Bertrand distribution in [136], and as a tool
for studying the quantum mechanics of the Morse potential in [130]. The basic
properties of the affine Wigner distribution will be developed in a rigorous manner
to fill gaps in the literature. In particular, for all sufficiently nice k ∈ !2(R+) we
have the marginal properties∫ ∞

−∞
,
k

Aff (G, 0) 3G = |k(0) |
2 and

∫ ∞

0
,
k

Aff (G, 0)
30

0
= |M(k) (G) |2.

The symbol M(k) (G) denotes the Mellin transform of k ∈ !2(R+) at the point
G ∈ R given by

M(k) (G) =M0 (k) (G) B
∫ ∞

0
k(0)0−2c8G 30

0
.

184



D.1. Introduction

Scalogram Representation and the Affine Ambiguity Function

The first significant contribution is to develop a connection between the affine
Wigner distribution and the scalogram defined by

Scal6 5 (G, 0) B |W6 5 (G, 0) |2, (G, 0) ∈ Aff, (D.1.4)

where W6 5 denotes the continuous wavelet transform of 5 with respect to 6
defined precisely in (D.2.8). By comparing with (D.1.2) in the time-frequency
setting, one would expect a simple convolution relation to hold. However, as the
group underlying the symmetries in the time-scale case is the non-unimodular affine
group, we obtain the following result.

Theorem. Let 5 , 6 ∈ !2(R) be such that their Fourier transforms 5̂ and 6̂ are
supported in R+ and satisfy 5̂ , 6̂ ∈ !2(R+). Then

Scal6 5 (G, 0) =
(
�

(
,
6̂

Aff

)
∗Aff Δ,

5̂

Aff

) (
G

0
,

1
0

)
, (G, 0) ∈ Aff,

where Δ and � denote the modular function and the involution on the affine group,
respectively.

We introduce the affine ambiguity function �kAff for k ∈ !2(R+) given by

�
k

Aff (G, 0) B
∫ ∞

0
k

(
A
√
0
)
k

(
A
√
0

)
A−2c8G 3A

A
, (G, 0) ∈ Aff.

The affine ambiguity function is intimately related to the radar ambiguity function
in time-frequency analysis [81, Chapter 4.2]. We will show that the affine Wigner
distribution and the affine ambiguity function are related through the Mellin trans-
form by

,
k

Aff (G, 0) =M
−1
H ⊗M1


(√
1 log(1)
1 − 1

)2c8H

�
k

Aff (H, 1)
 (G, 0). (D.1.5)

The relation (D.1.5) is used to show that the affine Wigner distribution preserves
Schwartz functions.

Analyticity and an Approximation Problem

It turns out that affine Wigner distributions are never analytic functions on the
upper half-plane. However, the space !2

A (Aff) can be completely decomposed into
“almost analytic” functions as the following result shows.
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Proposition. We have the orthogonal decomposition

!2
A (Aff) =

∞⊕
==2
A= (Aff) ⊕ A⊥,= (Aff), (D.1.6)

where A= (Aff) and A⊥,= (Aff) denote the spaces of pure poly-analytic and pure
anti-poly-analytic functions of order =, respectively.

As an application to the theory developed we consider the approximation prob-
lem of understanding, for a given 5 ∈ !2

A (Aff), the quantity

inf
k∈!2 (R+)




 5 −,k

Aff





!2
A (Aff)

. (D.1.7)

Notice that (D.1.7) measures how far 5 is from being an affineWigner distribution.
The analogous problem in time-frequency analysis has been recently studied in
[12]. For each symbol 5 ∈ !2

A (Aff) there is a Hilbert-Schmidt operator � 5 on
!2(R+) that is weakly defined by the relation〈

� 5 k, q
〉
!2 (R+) =

〈
5 ,,

q,k

Aff

〉
!2
A (Aff)

, k, q ∈ !2(R+). (D.1.8)

The following result shows that the quantity (D.1.7) is linked to how much � 5
deviates from being a rank-one operator.

Theorem. Let 5 ∈ !2
A (Aff) be real-valued. Under a mild eigenvalue assumption

on � 5 we have

inf
k∈!2 (R+)




 5 −,k

Aff





!2
A (Aff)

=

√
‖� 5 ‖2HS − ‖� 5 ‖

2
>?,

where ‖ · ‖HS and ‖ · ‖>? are the Hilbert-Schmidt norm and operator norm,
respectively. Moreover, the precise number of distinct minimizers can be deduced
from the spectrum of � 5 .

Motivation for the Affine Wigner Distribution

It is not immediately obvious why a Wigner distribution ,Aff in the affine setting
should have the form given in (D.1.3). In [5] the authors define a Wigner distribu-
tions,� on a general Lie group�. In the case of� = Aff we indeed have that,�
reduces to,Aff . The general Wigner distribution,� is the canonical choice for a
Wigner distribution on � since it naturally related with Fourier transforms on the
group. For the affine group, this relation [18, Section 5.1] takes the elegant form

� 5 = F −1
, F −1

KO ( 5 ), 5 ∈ !2
A (Aff),
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where F, is the affine Fourier-Wigner transform and FKO is the affine Fourier-
Kirillov transform. Since the affine Wigner distribution determines the affine Weyl
quantization completely, this motivates further investigation into the affine Wigner
distribution,Aff .

Further Results

The affine Wigner distribution is developed further in the follow-up paper [18].
Let us mention two results in [18] that can help to additionally motivate the affine
Wigner distribution:

Quantization of Coordinate Functions: In [18, Section 3.3] we extend the affine
Weyl quantization 5 ↦→ � 5 to tempered distributions 5 ∈ �

′(Aff). This
offers the possibility of rigorously determining the quantizations � 5G and
� 50 of the coordinate functions 5G (G, 0) B G and 50 (G, 0) B 0. We prove
in [18, Theorem 3.11] the commutation relation

[� 5G , � 50 ] =
1

2c8
� 50 .

This is, up to re-normalization, precisely the infinitesimal structure of the
affine group. Hence the affine Weyl quantization, and thus the affine Wigner
distribution, is intimately linked with the Lie group structure of the affine
group.

Cohen Class Operators: In [18, Section 6.3] we develop a theory affine Cohen
class operators. This is motivated by the classical Cohen class operators on
phase space [81, Section 4.5]. For a reasonable function 5 on Aff we define
the associated affine Cohen class function as

& 5 (k, q) B ,
k,q

Aff ∗Aff 5̌ , 5̌ (G, 0) B 5 ((G, 0)−1).

This is a special case of an affine Cohen class function &( associated to an
operator (, where one considers ( = � 5 . It turns out that any bilinear form
& : !2(R+) × !2(R+) → !∞(Aff) is, under a mild continuity requirement,
on the form & = &( for some bounded operator ( : !2(R+) → !2(R+) by
[18, Proposition 6.11]. As such, the affine Wigner distribution is essential in
developing a well-behaved Cohen class theory on the affine group.

In addition to the two topics above, we show in [18, Proposition 6.2] that the
affineWigner distribution is also related to the localization operators of Daubechies
and Paul given in [46]. Finally, in [18, Section 6.2] we relate the affine Wigner
distribution to covariant integral quantizations developed by Gazeau and his col-
laborators in [4, 20, 21, 74, 75, 76].
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Structure of the Paper

In Section D.2 we outline necessary definitions and briefly review the affine group
as it will be central for many of the results we develop. In Section D.3 we derive
basic properties of the affineWigner distribution. We devote Section D.4 to uniting
the literature and pointing out how the affine Wigner distribution can be derived
by emphasizing symmetry. The convolution relation between the affine Wigner
distribution and the scalogram will be proved in Section D.5.

In Section D.6 we define the affine ambiguity function and show how this al-
lows us to extend the affine Weyl quantization (D.1.8) to the distributional setting.
We prove the decomposition (D.1.6) of !2

A (Aff) in Section D.7. In addition to
the approximation problem described above, we show in Section D.8 how basic
questions regarding operators on R+ can be answered with our framework. Finally,
we discuss the affine Grossmann-Royer operator and the affine positivity conjec-
ture in Section D.9. The authors are grateful for helpful suggestions from Eirik
Skrettingland and Luís Daniel Abreu.

D.2 Preliminaries

The notation�(R3) will be used for the Schwartz space of rapidly decaying smooth
functions on R3 . We write �(R+) for the smooth functions k : R+ → C such that
Ψ(G) B k(4G) ∈ �(R). The corresponding dual spaces of tempered distributions
are denoted by �

′(R3) and �
′(R+), respectively. The Fourier transform of a

function 5 ∈ !2(R3) is given by

F 5 (l) = 5̂ (l) B
∫
R3
5 (G)4−2c8Gl 3G, l ∈ R3 .

Wewill frequently use !2(R+) B !2(R+, 0−1 30) since 0−1 30 is the Haar measure
on R+.

D.2.1 The Classical Wigner Distribution

We begin by recalling basic definitions from time-frequency analysis and their
connection with the Heisenberg group. The cross-Wigner transform , ( 5 , 6) of
5 , 6 ∈ !2(R3) is defined to be

, ( 5 , 6) (G, l) B
∫
R3
5

(
G + C

2

)
6

(
G − C

2

)
4−2c8lC 3C, (G, l) ∈ R23 .

Notice that the Wigner distribution , 5 given in (D.1.1) is precisely the diagonal
term, ( 5 , 5 ). The cross-Wigner transform satisfies the orthogonality property

〈, ( 51, 61),, ( 52, 62)〉!2 (R23) = 〈 51, 52〉!2 (R3) 〈61, 62〉!2 (R3) . (D.2.1)

188



D.2. Preliminaries

A key feature of the Wigner distribution is its connection with the Weyl cal-
culus: For a symbol f ∈ �

′(R23) the Weyl (pseudo-differential) operator !f
corresponding to the symbol f is the operator

!f 5 B

∫
R23

4−c8 bDf̂(b, D))−D"b 5 3D 3b. (D.2.2)

The operators )−D and "b in (D.2.2) are respectively the time-shift operator and
the frequency-shift operator defined by

)G 5 (C) B 5 (C − G), "l 5 (C) B 42c8lC 5 (C), G, l, C ∈ R3 .

The association f ↦→ !f is called the Weyl transform and the operator !f maps
�(R3) into �

′(R3) by [81, Lemma 14.3.1]. Moreover, the Weyl transform is a
bĳection between square integrable symbols f ∈ !2(R23) and Hilbert-Schmidt
operators !f : !2(R3) → !2(R3) by a result of Poole [138, Proposition V.1].

The connection between the Weyl calculus and the cross-Wigner transform is
the relation

〈!f 5 , 6〉!2 (R3) = 〈f,, (6, 5 )〉!2 (R23) ,

for f ∈ !2(R23) and 5 , 6 ∈ !2(R3). Since the Weyl transform is a quantization
procedure, one can think of the inverse transformation !f ↦→ f as dequanti-
zation. In this terminology, the Wigner distribution , 5 for 5 ∈ !2(R3) is the
dequantization of the rank-one operator

!, 5
6 B 〈6, 5 〉 5 , 6 ∈ !2(R3). (D.2.3)

The reader can consult [92, Chapter 13] and [78, Chapter 4] for more details about
the Weyl transform from a quantum mechanical perspective.

Central to time-frequency analysis is the short-time Fourier transform +6 5 of
5 , 6 ∈ !2(R3) given by

+6 5 (G, l) B 〈 5 , "l)G6〉!2 (R3) =

∫
R3
5 (C)6(C − G)4−2c8lC 3C. (D.2.4)

We have from [81, Lemma 4.3.1] that the cross-Wigner transform and the short-time
Fourier transform is related by the formula

, ( 5 , 6) (G, l) = 2344c8Gl+% (6) 5 (2G, 2l),

where %(6) (G) B 6(−G). The short-time Fourier transform originates from the
Schrödinger representation of the Heisenberg group, see [81, Chapter 9] for details.
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D.2.2 The Affine Group

The two main operators in time-scale analysis are the time-shift operator )G and
the dilation operator �0 given by

�0 5 (G) B
1
√
0
5

( G
0

)
, (D.2.5)

for 0 > 0 and 5 ∈ !2(R). One defines the affine group as Aff B (R × R+, ·Aff),
where the group operation is given by

(G, 0) ·Aff (H, 1) B (G + 0H, 01), (G, 0), (H, 1) ∈ Aff.

The motivation for the group operation stems from calculation

()G�0) ()H�1) = )G)0H�0�1 = )G+0H�01 .

We can represent the affine group Aff and its Lie algebra aff in the matrix form

Aff =
{(
0 G

0 1

)
: 0 > 0, G ∈ R

}
, aff =

{(
D E

0 0

)
: D, E ∈ R

}
.

Essential for computations is the fact that the exponential map exp: aff→ Aff
given by

exp
(
D E

0 0

)
=

(
4D

E (4D−1)
D

0 1

)
is a global diffeomorpism. The left Haar measure on Aff is given by 0−2 30 3G,
while the right Haar measure is 0−1 30 3G. We will use the notation !2

A (Aff) and
!2
;
(Aff) to indicate if we are using the right or left Haar measure, respectively. The

left and right Haar measures on Aff can be written in the coordinates induced by
the exponential map as

30 3G

02 =
3D 3E

_(D) ,
30 3G

0
=
3D 3E

_(−D) ,

where the function _ is given by

_(D) B D4D

4D − 1
=

D4
D
2

2 sinh( D2 )
. (D.2.6)

A natural way the affine group can act on !2(R) is by translations and dilations,
namely as

5 ↦−→ )G�0 5 , 5 ∈ !2(R). (D.2.7)
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This is a unitary representation, although it is not irreducible. The matrix coeffi-
cients of this representation are given by

W6 5 (G, 0) B 〈 5 , )G�06〉!2 (R) =
1
√
0

∫ ∞

−∞
5 (H)6

( H − G
0

)
3H. (D.2.8)

One typically refer to the map (G, 0) ↦→ W6 5 (G, 0) as the (continuous) wavelet
transform of 5 with respect to 6. The continuous wavelet transform is analogous
to the short-time Fourier transform and incorporates the possibility of observing 5
at different scales through 6. Moreover, the magnifying aspect coming from the
change of scales can characterize local regularity through decay properties of the
wavelet transform, see [44, Theorem 2.9.2].

D.2.3 A Quantization Approach

Wewill briefly outline a procedure described in [73] to determine the affineWigner
distribution. The theory is based on Kirillov’s theory of coadjoint orbits and we
refer further explanations to the aforementioned paper.

The affine group Aff acts on its Lie algebra aff through the adjoint action

Ad(G,0) (-) B
(
D 0E − GD
0 0

)
, - =

(
D E

0 0

)
∈ aff, (G, 0) ∈ Aff. (D.2.9)

A representation Φ of a Lie group � on a vector space + is always accompanied
by a representation Φ∗ of � on the dual space +∗ defined by

〈Φ(6)∗[, E〉 B 〈[,Φ(6−1)E〉, 6 ∈ �, E ∈ +, [ ∈ +∗,

where the bracket denotes the natural pairing between + and +∗. In the case of the
adjoint action in (D.2.9) we denote the accompanied representation on aff∗ by Ad∗
and call it the coadjoint representation of the affine group. We can realize aff∗ as
matrices on the form

aff∗ '
{
(G, H) B

(
G 0
H 0

)
: G, H ∈ R

}
.

Any point on the form (G, 0) ∈ aff∗ is a fixed point for the coadjoint represen-
tation. The upper and lower half-planes

H+ B {(G, H) ∈ aff∗ : H > 0} , H− B {(G, H) ∈ aff∗ : H < 0} ,

both constitute distinct orbits. For reasons of symmetry it suffices to understand the
representation corresponding to H+. It is convenient to identify H+ ' Aff as sets
and use the notation (G, 0) for a general element in H+. From general coadjoint
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orbit theory [112, Chapter 1.2] it follows that Aff is equipped with a canonical
symplectic structure. In fact, this symplectic structure is simply the right Haar
measure 0−1 30 3G on Aff.

The main idea of Kirillov’s theory is to associate irreducible representations
of the Lie group to orbits of the coadjoint representation in a one-to-one manner.
A realization of the representation corresponding to H+ is given by acting on
k ∈ !2(R+) by

* (G, 0)k(A) B 42c8GAk(0A) = 1
√
0
"G� 1

0
k(A). (D.2.10)

The representation * is (up to a normalization) the representation (D.2.7) on the
Fourier side. Define the Stratonovich -Weyl operator on !2(R+) by the formula

Ω(G, 0)k(A) B 0

∫
R2
4−2c8 (GD+0E)*

(
E4D

_(D) , 4
D

)
k(A) 3D 3E,

where k ∈ !2(R+), (G, 0) ∈ Aff, and _ is the function defined in (D.2.6). The
following result is given in [73, Corollary 4.3].

Proposition D.2.1. There is an isometric isomorphism between !2
A (Aff) and the

space of Hilbert-Schmidt operators on !2(R+). The isomorphism sends the func-
tion 5 ∈ !2

A (Aff) to the operator � 5 on !2(R+) defined by

� 5 k(A) B
∫ ∞

−∞

∫ ∞

0
5 (G, 0)Ω(G, 0)k(A) 30 3G

0
.

The association 5 ↦→ � 5 is called affine Weyl quantization, while the direction
� 5 ↦→ 5 is referred to as affine dequantization. Moreover, we call 5 the (affine)
symbol of � 5 . Recall that any Hilbert-Schmidt operator � on !2(R+) has an
associated integral kernel � ∈ !2(R+ × R+) so that

�k(A) =
∫ ∞

0
� (A, B)k(B)

3B

B
,

for all k ∈ !2(R+). If � = � 5 , then one can recover 5 ∈ !2
A (Aff) from the formula

5 (G, 0) =
∫ ∞

−∞
� (0_(D), 0_(−D)) 4−2c8GD 3D.

Motivated by (D.2.3), the affine Wigner distribution should be defined as the affine
dequantization of a rank-one operator. Hence we have the following definition.
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Definition D.2.2. The affine cross-Wigner transform acts on k, q ∈ !2(R+) by

,
k,q

Aff (G, 0) B
∫ ∞

−∞
k(0_(D))q(0_(−D))4−2c8GD 3D

for (G, 0) ∈ Aff. We refer to the diagonal ,k

Aff B ,
k,k

Aff as the affine Wigner
distribution of k.

If 5 ∈ !2
A (Aff) is the symbol of the Hilbert-Schmidt operator � 5 acting on

!2(R+), then〈
� 5 k, q

〉
!2 (R+) =

〈
5 ,,

q,k

Aff

〉
!2
A (Aff)

, k, q ∈ !2(R+). (D.2.11)

D.3 Basic Properties

We now derive some basic properties of the affine cross-Wigner transform. The
affine cross-Wigner transform is related to the isometry

Π : !2(R+ × R+, (AB)−1 3A 3B) → !2
A (Aff)

given by
Π(�) (D, 0) B � (0_(D), 0_(−D)).

Lemma D.3.1. The affine cross-Wigner transform can be factorized as

,
k,q

Aff = F1Π(k ⊗ q), k, q ∈ !2(R+),

whereF1 is the Fourier transform in the first component andk⊗q(A, B) B k(A)q(B)
for A, B ∈ R+.

The factorization in Lemma D.3.1 is key for understanding essential proper-
ties of the affine cross-Wigner transform. We illustrate its use by extending the
orthogonality property of the classical Wigner distribution in (D.2.1) to the affine
setting.

Proposition D.3.2. The affine Wigner distribution satisfies the orthogonality rela-
tion ∫ ∞

−∞

∫ ∞

0
,
k

Aff (G, 0),
q

Aff (G, 0)
30 3G

0
= |〈k, q〉|2, (D.3.1)

for k, q ∈ !2(R+).
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Proof. We use the factorization in Lemma D.3.1 and obtain〈
,
k

Aff ,,
q

Aff

〉
!2
A (Aff)

=

〈
F1Π

(
k ⊗ k

)
, F1Π

(
q ⊗ q

)〉
!2
A (Aff)

=

〈
Π

(
k ⊗ k

)
,Π

(
q ⊗ q

)〉
!2
A (Aff)

=
〈
k ⊗ k, q ⊗ q

〉
!2 (R+×R+, (AB)−1 3A 3B)

= |〈k, q〉|2. �

We will refer to (D.3.1) as the affine orthogonality relation motivated by the
analogous result for the classicalWigner distribution in (D.2.1). Through a different
(but ultimately equivalent) approach to the affine Wigner distribution taken in [24]
and [130], the affine orthogonality relation is already known. The usefulness of the
affine orthogonality relation can be readily demonstrated with the following two
corollaries.

Corollary D.3.3. Let {k=}=∈N be an orthonormal basis for !2(R+). Then the
collection {,k= ,k<

Aff }=,<∈N is an orthonormal basis for !2
A (Aff). In particular, we

can expand any 5 ∈ !2
A (Aff) as

5 =

∞∑
=,<=0

〈
5 ,,

L= ,L<
Aff

〉
,
L= ,L<
Aff ,

where {L=}∞==0 is given by

L= (G) B
4
G
2

=!
√
= + 1

3=

3G=

(
4−GG=+1

)
. (D.3.2)

Proof. The orthonormality of the functions ,k= ,k<
Aff clearly follows from Propo-

sition D.3.2. To see the completeness in !2
A (Aff) we assume that 5 ∈ !2

A (Aff)
satisfies 〈

5 ,,
k= ,k<
Aff

〉
!2
A (Aff)

= 0

for every =, < ∈ N. Then equation (D.2.11) implies that � 5 = 0 and hence
5 ≡ 0. �

Corollary D.3.4. We have,k

Aff = ,
q

Aff for k, q ∈ !2(R+) if and only if k = 2 · q
with |2 | = 1.

Proof. It is clear from the definition of ,Aff that k = 2 · q with |2 | = 1 implies
that ,k

Aff = ,
q

Aff . Conversely, if we assume that ,k

Aff = ,
q

Aff then the affine
orthogonality relation (D.3.1) shows that

|〈k, q〉|2
!2 (R+) = ‖k‖

4
!2 (R+) = ‖q‖

4
!2 (R+) .
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Hence ‖q‖!2 (R+) = ‖k‖!2 (R+) and |〈k, q〉|!2 (R+) = ‖k‖!2 (R+) ‖q‖!2 (R+) . This can
only happen when k = 2 · q for some |2 | = 1. �

Themarginal properties [81, Lemma4.3.6] for the classicalWigner distribution
strengthen a quantummechanical interpretation of theWigner distribution. For the
affine Wigner distribution, we need an analogue of the Fourier transform on the
group R+. This is the Mellin transform given by

M(k) (G) =M0 (k) (G) B
∫ ∞

0
k(0)0−2c8G 30

0
,

for G ∈ R and k ∈ !2(R+). There is little consensus regarding the exponent of 0
in the literature and we recommend checking carefully which convention is used
whenever the Mellin transform is encountered. The Mellin transform is a unitary
mapM : !2(R+) → !2(R) with inverse

M−1( 5 ) (0) =M−1
G ( 5 ) (0) =

∫ ∞

−∞
5 (G)02c8G 3G, (D.3.3)

for 0 ∈ R+ and 5 ∈ !2(R). Moreover, the Mellin transform of a dilated function
satisfies

M(�Ak) (G) = A−2c8G− 1
2M(k) (G). (D.3.4)

The following marginal properties have been stated in [143] where the proofs
are referred to the unpublished Ph.D. thesis of R. G. Shenoy. We provide a new
proof of this remarkable fact to fill in gaps in the original sources.

Proposition D.3.5. The affine Wigner distribution satisfies for k ∈ �(R+) the
marginal properties ∫ ∞

−∞
,
k

Aff (G, 0) 3G = |k(0) |
2,∫ ∞

0
,
k

Aff (G, 0)
30

0
= |M(k) (G) |2.

Proof. The first marginal property follows from Lemma D.3.1 and the realization
that ∫ ∞

−∞
,
k

Aff (G, 0) 3G = F
−1

1

(
,
k

Aff

)
(0, 0).

The validity of the pointwise convergence in the Fourier inversion step is clear
since k ∈ �(R+).

For the second marginal property, we utilize a change of variables in the
definition of the affine Wigner distribution to get the alternative form

,
k,q

Aff (G, 0) =
∫ ∞

0
D−2c8Gk

(
0
D log(D)
D − 1

)
q

(
0

log(D)
D − 1

)
3D

D
.
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The isometry property of the Mellin transform can then be used to obtain∫ ∞

0
,
k

Aff (G, 0)
30

0
=∫ ∞

0

∫ ∞

−∞
D−2c8GM0

(
k

(
0
D log(D)
D − 1

))
(V)M0

(
k

(
0

log(D)
D − 1

))
(V) 3V 3D

D
.

By using the dilation relation (D.3.4) and the inverse Mellin transform (D.3.3) we
end up with∫ ∞

0
,
k

Aff (G, 0)
30

0
=

∫ ∞

0

∫ ∞

−∞
D−2c8GD2c8V |M0 (k) (V) |2

3V 3D

D

=

∫ ∞

0
D−2c8GM−1

V ( |M0 (k) (V) |2) (D)
3D

D

=MD (M−1
V ( |M0 (k) (V) |2) (D)) (G)

= |M(k) (G) |2.
Interchanging the order of integration and the pointwise convergence of the Mellin
transform is easily justified under the assumption that k ∈ �(R+). �

Remark. It follows from Proposition D.3.5 that∫ ∞

0

∫ ∞

−∞
,
k

Aff (G, 0)
30 3G

0
=

∫ ∞

0
|k(0) |2 30

0
= ‖k‖2

!2 (R+) ,

for all k in the dense subspace �(R+) ⊂ !2(R+). If ‖k‖!2 (R+) = 1 and ,k

Aff is
everywhere non-negative, then the affineWigner distributionwould be a probability
density function on the upper half-plane. We will elaborate on this in Section D.9.

If k ∈ �(R+) has compact support and 0 ∈ R+ is outside the support of k, then
Proposition D.3.5 shows that ∫ ∞

−∞
,
k

Aff (G, 0) 3G = 0.

This extreme case can be improved with the following finite support property.
PropositionD.3.6. Assumek ∈ !2(R+) is continuous and supported in the interval
[A, B] ⊂ R+. Then,k

Aff (G, 0) = 0 for all G ∈ R whenever 0 ∉ [A, B] .
Proof. The functions k(0_(D)) and k(0_(−D)) are both non-zero if and only if

_(D), _(−D) ∈ ! B
[ A
0
,
B

0

]
.

If 0 > B then ! ⊂ (0, 1). Hence it suffices to show that _(D) and _(−D) can not take
values in (0, 1) simultaneously. This follows since _(D) is an increasing function
that only takes values in (0, 1) whenever D < 0. If 0 < A then ! ⊂ (1,∞). In this
case, the result follows from the fact that _(D) > 1 if and only if D > 0. �
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D.4 Alternative Descriptions

Although the affine Wigner distribution was constructed rather recently, it has
appeared in the literature several times in different disguises. We outline two
instances of this and see how this enriches our understanding of the more subtle
properties of the affine Wigner distribution.

Consider a function k ∈ !2(R) ∩ !2(R+) that is supported on R+ and let
5 ∈ !2(R) be such that 5̂ = k. The affine Wigner distribution ,k

Aff is related to
the Bertrand % B (%0, 1) distribution described in [136] by the formula

,
k

Aff (G, 0) =
1
0
% 5

(
0,− G

0

)
.

One refers to % as the Bertrand %0 distribution and it is in both the affine class and
the hyperbolic class described in [136]. From this we can gauge several invariance
properties of the affine Wigner distribution:

• The fact that % is in the affine class gives the invariance properties

,
"lk

Aff (G, 0) = ,k

Aff (G − 0l, 0)

and
,
�A k

Aff (G, 0) =
1
A
,
k

Aff

(
G,
0

A

)
. (D.4.1)

These invariance properties can be summarized as

,
* (G,0)k
Aff (H, 1) = ,k

Aff (H − 1G, 01), (D.4.2)

where* is the action of the affine group on !2(R+) given in (D.2.10).

• The fact that % is in the hyperbolic class gives the invariance property

,
H(2, 5A )k
Aff (G, 0) = ,k

Aff (G + 2, 0), (D.4.3)

whereH(2, 5A ) is the transformation

H(2, 5A )k(A) B 4
−2c82 ln

(
A
5A

)
k(A), A, 5A > 0, 2 ∈ R.

Notice that the positive reference frequency 5A only appears on the left-hand
side of (D.4.3).

The affine Wigner distribution,Aff can be derived in another way by empha-
sizing invariance properties as done in [24] and [130]. From this perspective, one
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starts with a general quadratic distribution and require invariance under a group
extension of the affine group. This will produce the distribution

,k (G, 0) B
∫ ∞

−∞
k(0_(D))k(0_(−D))4−2c8DG`(D) 3D,

where `(D) is a weight function that satisfies `(D) = `(−D). The requirement
that ,k satisfies the affine orthogonality relation in (D.3.1) forces ` ≡ 1 so that
,k = ,

k

Aff . Although one gets the orthogonality relation (D.3.1) for free with
this approach, the connection with the affine Weyl quantization in (D.2.11) is then
obscured. The affine Wigner distribution ,Aff is a special case of a family of
distributions that are called tomographic distributions in [24].

Remark. There have been other attempts at defining a notion of affine Wigner
distribution that do not coincide with our definition. As an example, we refer
the reader to [76] and the recent successor paper [75] where an affine Wigner-
like quasi-probability is defined through a semi-classical quantization approach.
Although this is different from the approach in [73] that our work is based on, it
has similarities in both motivation and properties.

D.5 Affine Convolution Representation of the Scalogram

Recall from the introduction that the classical Wigner distribution can represent
the spectrogram through convolution

Spec6 5 (G, l) = ,% (6) ∗, 5 (G, l) = ,% (6̂) ∗, 5̂ (l,−G), (D.5.1)

where %(6) (G) B 6(−G). This relation was mentioned in [129, Eq 85] where
the Wigner distribution went under the name (instantaneous) spectrum-smoothing
function. It later appeared in [39, Eq 4.5], where it was used to show that the
spectrogram is a Cohen class distribution. Finally, it was put on more rigorous
foundations in [68, Proposition 1.99]. By attempting to use the classical Wigner
distribution to represent the scalogram in (D.1.4) one obtains

Scal6 5 (G, 0) =
∫
R2
, 5 (g, b),6

( g − G
0

, 0b

)
3g 3b.

However, this only superficially looks like convolution as it does not incorporate
one of the Haar measures on Aff.

We will use the affine Wigner distribution to get a proper convolution rep-
resentation of the scalogram. Before stating the precise result, we recall some
generalities from the theory of locally compact groups applied to the affine group:
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The affine convolution between two functions 5 , 6 on the affine group is given
whenever it is well-defined by

5 ∗Aff 6(G, 0) B
∫ ∞

−∞

∫ ∞

0
5 (H, 1)6

(
(H, 1)−1 ·Aff (G, 0)

) 31 3H
12 .

A departure from the usual Euclidean convolution is that the affine convolution is
not commutative.

The modular function Δ on any locally compact group measures the difference
between the right and left Haar measure. We refer the reader to a precise definition
in [67, Chapter 2.4] as we only need that the modular function on the affine group
is

Δ(G, 0) = 1
0
, (G, 0) ∈ Aff.

Finally, the (right) involution of a function 5 on the affine group is given by

� ( 5 ) (G, 0) B Δ(G, 0) 5 ((G, 0)−1) = 1
0
5

(
− G
0
,

1
0

)
, (G, 0) ∈ Aff.

The following convolution result should be compared with (D.5.1).

Theorem D.5.1. Let 5 , 6 ∈ !2(R) be such that their Fourier transforms 5̂ and 6̂
are supported in R+ and satisfy 5̂ , 6̂ ∈ !2(R+). Then

Scal6 5 (G, 0) =
(
�

(
,
6̂

Aff

)
∗Aff Δ,

5̂

Aff

) (
G

0
,

1
0

)
, (G, 0) ∈ Aff.

Proof. By using Parseval’s identity and that the support of the Fourier transforms
are in R+ we obtain

Scal6 5 (G, 0) =
��〈 5 , )G�06〉!2 (R)

��2 = ���〈 5̂ ,√0 ·* (G, 0)6̂ 〉!2 (R+)

���2 ,
where * (G, 0) is given in (D.2.10). The affine orthogonality relation given in
Proposition D.3.2 and the invariance property given in (D.4.2) together show that

Scal6 5 (G, 0) =
∫ ∞

−∞

∫ ∞

0
,
5̂

Aff (H, 1) · 0 ·,
* (G,0) 6̂
Aff (H, 1) 31 3H

1

=

∫ ∞

−∞

∫ ∞

0
,
5̂

Aff (H, 1) · 0 ·,
6̂

Aff (H − 1G, 01)
31 3H

1

=

∫ ∞

−∞

∫ ∞

0
,
5̂

Aff (H, 1) · 01 ·,
6̂

Aff ((H, 1) ·Aff (−G, 0))
31 3H

12 .

We use the involution on the affine group to write

01 ·, 6̂

Aff ((H, 1) ·Aff (−G, 0)) = �
(
,
6̂

Aff

) (
(−G, 0)−1 ·Aff (H, 1)−1

)
.
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Combining these observations shows that

Scal6 5 (G, 0) =
∫ ∞

−∞

∫ ∞

0

,
5̂

Aff (H, 1)
1

· �
(
,
6̂

Aff

) ((
G

0
,

1
0

)
·Aff (H, 1)−1

)
31 3H

1

=

(
�

(
,
6̂

Aff

)
∗Aff Δ,

5̂

Aff

) (
G

0
,

1
0

)
. �

D.6 The Affine Ambiguity Function

The cross-ambiguity function in time-frequency analysis of 5 , 6 ∈ !2(R) is defined
to be

�( 5 , 6) (G, l) B
∫ ∞

−∞
5

(
C + G

2

)
6

(
C − G

2

)
4−2c8Cl 3C, (G, l) ∈ R2.

The ambiguity function � 5 B �( 5 , 5 ) of 5 ∈ !2(R) has been frequently used in
radar applications [81, Chapter 4.2]. In the affine setting, we suggest the following
analogue.

Definition D.6.1. The affine cross-ambiguity function of k, q ∈ !2(R+) is the
function �k,qAff on Aff defined by

�
k,q

Aff (G, 0) B
∫ ∞

0
k

(
A
√
0
)
q

(
A
√
0

)
A−2c8G 3A

A
, (G, 0) ∈ Aff.

Similarly as before, we call the function �kAff B �
k,k

Aff the affine ambiguity function.

In [143] the authors define a different notion of affine ambiguity function
under the name wide-band ambiguity function. Notice that the definition of �k,qAff
incorporates the Haar measure on R+ in a natural way. Moreover, we will show that
our definition possesses properties that justifies the terminology affine ambiguity
function.

Lemma D.6.2. For k, q ∈ !2(R+) we define the functions Ψ(G) B k(4G) and
Φ(G) B q(4G) for G ∈ R. Then

�
k,q

Aff (l, 4
G) = �(Ψ,Φ) (G, l), (G, l) ∈ R2.

Moreover, the affine ambiguity function satisfies

|�kAff (G, 0) | < �
k

Aff (0, 1) = ‖k‖
2
!2 (R+) ,

for every (G, 0) ≠ (0, 1).
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The last statement in Lemma D.6.2 is a consequence of [81, Lemma 4.2.1].
We will use Lemma D.6.2 in the proof of the following result.

Proposition D.6.3. The affine cross-ambiguity function satisfies the orthogonality
relation 〈

�
k1,q1
Aff , �

k2,q2
Aff

〉
!2
A (Aff)

= 〈k1, k2〉!2 (R+) 〈q1, q2〉!2 (R+) ,

for k1, k2, q1, q2 ∈ !2(R+).

Proof. Let Ψ8 (G) B k8 (4G) and Φ8 (G) B q8 (4G) for 8 = 1, 2. Then Lemma D.6.2
gives that〈

�
k1,q1
Aff , �

k2,q2
Aff

〉
!2
A (Aff)

=

∫ ∞

−∞

∫ ∞

−∞
�(Ψ1,Φ1) (D, G)�(Ψ2,Φ2) (D, G) 3D 3G.

From [81, Lemma 4.3.4] it follows that the ambiguity function is related to the
classical cross-Wigner transform by

, (Ψ8 ,Φ8) = FU�(Ψ8 ,Φ8), 8 = 1, 2,

where F is the Fourier transform andU is the rotationU� (G, l) B � (l,−G) for
a function � on R2. Hence from (D.2.1) we obtain that〈

�
k1,q1
Aff , �

k2,q2
Aff

〉
!2
A (Aff)

= 〈k1, k2〉!2 (R+) 〈q1, q2〉!2 (R+) . �

Corollary D.6.4. Let k ∈ !2(R+) be normalized and let * ⊂ Aff be a Borel set.
Assume there exists n > 0 such that∬

*

|�kAff (G, 0) |
2 30 3G

0
≥ 1 − n . (D.6.1)

Then the right Haar measure `A (*) of* satisfies

`A (*) ≥ (1 − n)
?

?−2
( ?

2

) 2
?−2

, ? > 2.

In particular, we have `A (*) ≥ max(2(1 − n)2, 1 − n).

Proof. Notice that the assumption (D.6.1) is by Lemma D.6.2 equivalent to∫
*1

∫
ln(*2)

|�Ψ(D, G) |2 3D 3G ≥ 1 − n,

where Ψ(G) B k(4G). We can write �Ψ(D, G) = 4c8DG+ΨΨ(D, G), where + is the
short-time Fourier transform given in (D.2.4). The assumption∫

*1

∫
ln(*2)

|+ΨΨ(D, G) |2 3D 3G ≥ 1 − n
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implies by Lieb’s uncertainty principle [81, Theorem 3.3.3] that we have

`A (*) = |*1 × ln(*2) | ≥ (1 − n)
?

?−2
( ?

2

) 2
?−2

, ? > 2.

The final claim follows from considering ? = 4 and ? →∞. �

We now relate the affine ambiguity function to the affine Wigner distribution.
Define

Θ(H, 1) B
(√
1 log(1)
1 − 1

)2c8H

,

for H ∈ R and 1 > 0 with the convention that Θ(H, 1) = 1 for all H ∈ R. If we write
1 = 4D for D = log(1), then

√
1 log(1)
1 − 1

=
√
_(D)_(−D),

where _ is the function given in (D.2.6). Hence we can think of Θ(H, 1) as arising
from a symmetrization of the function _. We leave the verification of the following
result to the reader as it is straightforward.

Lemma D.6.5. For k, q ∈ !2(R+) we have the equality

,
k,q

Aff (G, 0) =M
−1
H ⊗M1

[
Θ(H, 1) · �k,qAff (H, 1)

]
(G, 0),

where (G, 0) ∈ Aff andM is the Mellin transform.

It is of importance to extend the affine Weyl quantization to tempered distribu-
tions. To do this, we first need the following definition.

Definition D.6.6. Let�(Aff) denote the smooth functions 5 : Aff → C that satisfy

(G, l) ↦−→ 5 (G, 4l) ∈ �(R2).

The space�(Aff) is called the rapidly decaying smooth functions on Aff. The dual
space of �(Aff) will be denoted by �′(Aff) and called the tempered distributions
on Aff.

The following result illustrates how we can use the Mellin transform and the
affine ambiguity function to deduce properties of the affine Wigner distribution.

Proposition D.6.7. For k, q ∈ �(R+) the affine Wigner distribution satisfies
,
k,q

Aff ∈ �(Aff).
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Proof. LetΨ(G) B k(4G) andΦ(G) B q(4G). By LemmaD.6.2 and LemmaD.6.5
we want to show that

(G, l) ↦−→ M−1
H ⊗M1

[
Θ(H, 1) · �Ψ,Φ(log(1), H)

]
(G, 4l) ∈ �(R2).

The cross-ambiguity function � is by [81, Theorem 11.2.5] a map

� : �(R) ×�(R) → �(R2).

Hence �(H, 1) B �Ψ,Φ(log(1), H) ∈ �(Aff). Since Θ(H, 1) is a smooth function
with polynomially bounded derivatives, the same is true for Θ(H, 1) · �(H, 1). The
claim follows since the Mellin transform is related to the Fourier transform by the
formulaM(k) (G) = F (Ψ) (G). �

Corollary D.6.8. The affine Weyl quantization � 5 of 5 ∈ �′(Aff) is well-defined
as an operator

� 5 : �(R+) → �
′(R+).

Example D.6.9. Consider the point measure XAff (G, 0) ∈ �′(Aff) defined by

〈XAff (G, 0), 5 〉 = 5 (G, 0),

for 5 ∈ �(Aff) and (G, 0) ∈ Aff. We compute for k, q ∈ �(R+) that〈
�XAff (G,0)k, q

〉
=

〈
XAff (G, 0),, q,k

Aff

〉
= ,

q,k

Aff (G, 0) = ,
k,q

Aff (G, 0).

Hence the operator �XAff (G,0) is weakly defined through the values of the affine
Wigner distribution.

D.7 An Almost Analytic Decomposition

Recall that analytic and anti-analytic functions 5 are characterized by the equations
mĪ 5 (I) = 0 and mI 5 (I) = 0, respectively. The fact that ,k,q

Aff ∈ !2
A (Aff) when

k, q ∈ !2(R+) allows us to exclude (anti-)analytic functions from being affine
Wigner distributions.

Proposition D.7.1. There are no analytic or anti-analytic functions in !2
A (Aff).

Proof. The conclusion is easier to obtain by looking at the isomorphic spaces in
the unit discD by applying the standard linear fractional transformation. Under this
transformation, the analytic functions in !2

A (Aff) are transformed to the analytic
functions 5 in the unit disc satisfying the integrability condition∫

D

| 5 (I) |2
1 − |I |2

3I < ∞.
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Any such analytic function will have to vanish as it approaches the boundary circle.
Thus they are identically zero inside the unit disc as well by the unique continuation
principle for analytic functions. The case of anti-analytic functions is similar. �

Remark. Proposition D.7.1 shows a big difference between the affine Wigner dis-
tribution and both the classical Wigner distribution and the wavelet transform; the
classical Wigner distribution can produce Gaussians, while one can obtain plenty
of analytic functions from the wavelet transform [44, Chapter 2.5].

Definition D.7.2. Consider a function 5 : Aff → C.

• The function 5 is called poly-analytic of order if = ∈ N if m=
I
5 = 0. We

write 5 ∈ A= (Aff) to signify that 5 is poly-analytic of order =, but not
poly-analytic of order = − 1.

• The function 5 is called anti-poly-analytic of order if = ∈ N if m=I 5 = 0. We
write 5 ∈ A⊥,= (Aff) to signify that 5 is anti-poly-analytic of order =, but
not anti-poly-analytic of order = − 1.

The following result is inspired by [146] and shows that !2
A (Aff) decomposes

completely into poly-analytic and anti-poly-analytic functions.

Proposition D.7.3. The space !2
A (Aff) has the orthogonal decomposition

!2
A (Aff) =

∞⊕
==2

(
A= (Aff) ⊕ A⊥,= (Aff)

)
.

Proof. Notice first that

!2
A (Aff) '

(
!2(R+, 3G) ⊗ !2(R+, 0−1 30)

)
⊕

(
!2(R−, 3G) ⊗ !2(R+, 0−1 30)

)
.

Hence for = ≥ 2 it suffices to show the decompositions

A= (Aff) ' !2(R+, 3G)⊗span {L=−2} , A⊥,= (Aff) ' !2(R−, 3G)⊗span {L=−2} ,

where {L=}∞==0 is the orthogonal basis for !2(R+) defined in (D.3.2). We will
only show the decomposition of A= (Aff) since the decomposition of A⊥,= (Aff)
is similar.

Consider the map Φ : !2
A (Aff) → !2

A (Aff) given by

Φ 5 (G, 0) B F1( 5 )
(
G,

0

2|G |

)
,
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where F1 is the Fourier transform in the first component. It is straightforward to
check that Φ is a unitary map. The image of A= (Aff) under Φ consists of all
functions in !2

A (Aff) that satisfy

Φ ◦ m=
I
◦Φ−1 5 = Φ(mG + 8m0)=Φ−1 5 = 0, (D.7.1)

but do not satisfy (D.7.1) for =−1. A computation shows that functions 5 ∈ !2
A (Aff)

satisfying (D.7.1) are precisely those that satisfy the homogeneous equation

|G |= (sign(G) + 2m0)= 5 (G, 0) = 0, (D.7.2)

but do not satisfy (D.7.2) for = − 1. It is well known that the solution is precisely

5 (G, 0) = 6(G)L=−2(0), 6 ∈ !2(R+, 3G).

Hence we obtain the decomposition for A= (Aff) and the result follows. �

Remark. Notice that Proposition D.7.3 does not claim thatA= (Aff) andA⊥,= (Aff)
are orthogonal as A= (Aff) ∩ A⊥,= (Aff) ≠ {0} for all = ≥ 2. The poly-analytic
functions have appeared prominently in the work of Abreu, see e.g. [1], in the
context of wavelet analysis and sampling theory.

D.8 Applications

D.8.1 An Approximation Problem

Let us use the notation

W(Aff) B
{
,
k

Aff : k ∈ !2(R+)
}
⊂ !2

A (Aff),

and callW(Aff) the affine Wigner space. The affine orthogonality relation (D.3.1)
implies that W(Aff) is a closed subset of !2

A (Aff). Although we can create or-
thonormal bases for !2

A (Aff) by using the affine cross-Wigner transform as done in
Corollary D.3.3, the spaceW(Aff) is a proper subset of !2

A (Aff).
It is natural to ask how far a function 5 ∈ !2

A (Aff) is from being in W(Aff).
Hence we are interested in the following affine Wigner approximation problem

inf
6∈W(Aff)

‖ 5 − 6‖!2
A (Aff) . (D.8.1)

The analogous problem for the classical Wigner distribution has been recently
investigated in [12]. Our quantization based approach will as a byproduct produce
a new proof of the classical Wigner approximation problem in [12].
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For 6 = ,
k

Aff it follows from (D.2.11) and the affine orthogonality relation
(D.3.1) that �6 is the rank-one operator

�6q = 〈q, k〉k.

The converse is also clear, so there is a one-to-one correspondence between affine
Wigner distributions and positive rank-one operators. Hence the distance (D.8.1)
should somehow be related to how far � 5 is from being a rank-one operator. In
Corollary D.8.2 we will see that this heuristic is correct for a large class of functions
5 ∈ !2

A (Aff). We use the notation

_+max(� 5 ) B max
{

max
_∈Spec(� 5 )

_, 0
}
.

Theorem D.8.1. The affine Wigner approximation problem for a real-valued func-
tion 5 ∈ !2

A (Aff) has the explicit solution

inf
6∈W(Aff)

‖ 5 − 6‖!2
A (Aff) =

√
‖ 5 ‖2

!2
A (Aff) − _

+
max(� 5 )2. (D.8.2)

A minimizing function ℎ ∈ W(Aff) to the affine Wigner approximation problem
always exists. Moreover, when _+max(� 5 ) > 0 the number of minimizers is equal to
the multiplicity of _+max(� 5 ).

Proof. Notice that � 5 is self-adjoint since〈
� 5 k, q

〉
=

〈
�
5
k, q

〉
=

〈
5 ,,

q,k

Aff

〉
=

〈
5 ,,

k,q

Aff

〉
=

〈
k, � 5 q

〉
,

for k, q ∈ !2(R+). Thus the spectral theory for compact, self-adjoint operators im-
plies that the spectrumSpec(� 5 ) = {_: }∞:=0 of � 5 is countable with 0 ∈ Spec(� 5 )
as the only possible accumulation point. Moreover, there is by [67, Theorem 1.52]
an orthonormal basis {q: }∞:=0 for !2(R+) such that q: is an eigenvector for � 5
corresponding to the eigenvalue _: . The convention is that eigenvalues are repeated
according to their multiplicity.

We claim that we can write

� 5 =

∞∑
:=0

_:q: ⊗ q: ,

where the convergence is in the Hilbert-Schmidt norm. Notice that convergence
of

∑∞
:=0 _:q: ⊗ q: to � 5 is guaranteed in the operator norm from the theory of

compact operators [32, Theorem3.5]. Hence it suffices to show that
∑∞
:=0 _:q:⊗q:

converges in the Hilbert-Schmidt norm; this will imply together with the norm
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inequality ‖ · ‖>? ≤ ‖ · ‖HS that
∑∞
:=0 _:q:⊗q: must converge to � 5 in the Hilbert-

Schmidt norm. Due to completeness, it suffices to show that
∑∞
:=0 _:q: ⊗ q: is a

Cauchy sequence. For =, < ∈ N with = < < we have




 <∑
:==

_:q: ⊗ q:






2

HS

=

<∑
:,:′==

_:_:′
〈
q: ⊗ q: , q:′ ⊗ q:′

〉
HS =

<∑
:==

|_: |2,

where ‖ · ‖HS denotes the Hilbert-Schmidt norm. The claim follows since � 5 is
Hilbert-Schmidt.

We can now by Proposition D.2.1 write

inf
6∈W(Aff)

‖ 5 − 6‖!2
A (Aff) = inf

k∈!2 (R+)






 ∞∑
:=0

_:q: ⊗ q: − k ⊗ k






HS

. (D.8.3)

Assume that _ 9 = _+max(� 5 ). Then (D.8.3) is clearly minimized when k =
√
_ 9q 9 .

By orthogonality, we can rewrite (D.8.3) and obtain

inf
6∈W(Aff)

‖ 5 − 6‖!2
A (Aff) =

√
‖� 5 ‖2HS − _

+
max(� 5 )2 =

√
‖ 5 ‖2

!2
A (Aff) − _

+
max(� 5 )2.

We always have a minimizer as we can take ℎ = ,
k

Aff . The statement about
uniqueness of minimizers is clear from (D.8.3). �

Remarks.

• From the spectral theory of compact, self-adjoint operators, it also fol-
lows that the eigenspaces corresponding to non-zero eigenvalues are finite-
dimensional. Hence, for a given 5 ∈ !2

A (Aff), there is at most a finite number
of minimizers ℎ1, . . . , ℎ: ∈ W(Aff) so that

inf
6∈W(Aff)

‖ 5 − 6‖!2
A (Aff) = ‖ 5 − ℎ8 ‖!2

A (Aff) , 8 = 1, . . . , : .

• The proof of Theorem D.8.1 goes through almost verbatim to show the
analogous result for the classicalWigner distribution. The analogous formula
to (D.8.2) for the classicalWigner distribution was shown in [12, Theorem 3]
using a variational calculus approach. That the number of minimizers can
be easily deduced from the spectrum of the quantized operator seems new
even for the classical Wigner distribution.

• Assume that 5 ∈ !2
A (Aff) is such that � 5 is a negative operator. Then

_+max(� 5 ) = 0 and it is clear from (D.8.3) that the zero function is the unique
minimizer.
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Corollary D.8.2. Let 5 ∈ !2
A (Aff) be real-valued and assume that

_+max(� 5 ) = max
_∈Spec(� 5 )

|_ |.

Then
min

6∈W(Aff)
‖ 5 − 6‖!2

A (Aff) =
√
‖� 5 ‖2HS − ‖� 5 ‖

2
>? . (D.8.4)

Proof. Since � 5 is self-adjoint it follows from [67, Proposition 1.24] that

‖� 5 ‖>? = max
_∈Spec(� 5 )

|_ |. �

Remark. Notice that under the assumptions in Corollary D.8.2, the heuristic we
presented regarding rank-one operators holds true: If � 5 is a rank-one operator,
then the Hilbert-Schmidt norm and the operator norm coincide. Hence (D.8.4) is
zero and thus 5 is in the affine Wigner spaceW(Aff). Conversely, the equations

‖� 5 ‖2>? = max
_∈Spec(� 5 )

_2, ‖� 5 ‖2HS =
∑

_∈Spec(� 5 )
_2 (D.8.5)

imply that (D.8.4) is zero precisely when � 5 is a rank-one operator.

Example D.8.3. Let 5 ∈ !2
A (Aff) be such that � 5 is a positive operator with rank

: > 0. Then (D.8.5) implies that

‖� 5 ‖2>? ≥
‖� 5 ‖2HS

:
.

Hence we obtain from (D.8.4) that

min
6∈W(Aff)

‖ 5 − 6‖!2
A (Aff) =

√
‖� 5 ‖2HS − ‖� 5 ‖

2
>? ≤

√
: − 1
:
‖ 5 ‖!2

A (Aff) .

This has the following consequence: Let 51, 52 ∈ !2
A (Aff) both correspond to

positive operators � 51 and � 52 with finite rank. If rank(� 51) � rank(� 52), then
51 will be closer to the affine Wigner space than 52, unless the energy of 52 is
significantly smaller than that of 51.

D.8.2 Dilation Invariant Operators

An operator � : !2(R+) → !2(R+) is said to be dilation invariant if

� = �A ◦ � ◦ �∗A , (D.8.6)

for all A > 0 where �A is the dilation operator in (D.2.5). We use the affine Weyl
quantization to show the following result.
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Proposition D.8.4. There are no non-zero dilation invariant Hilbert-Schmidt op-
erators on !2(R+).

Proof. Assume by contradiction that � : !2(R+) → !2(R+) is a dilation invariant
Hilbert-Schmidt operator and write � = � 5 for 5 ∈ !2

A (Aff). It follows from
(D.4.1) and that

,
� 1
A
k,� 1

A
q

Aff (G, 0) = A ·,k,q

Aff (G, A0), k, q ∈ !2(R+),

for A > 0 and (G, 0) ∈ Aff. Hence (D.2.11) implies that〈
�A � 5 � 1

A
k, q

〉
=

〈
5 ,,

� 1
A
q,� 1

A
k

Aff

〉
=

∫ ∞

−∞

∫ ∞

0
A 5

(
G,
0

A

)
,
k,q

Aff (G, 0)
30 3G

0
.

On the other hand, since � 5 is dilation invariant we also have〈
�A � 5 � 1

A
k, q

〉
=

〈
� 5 k, q

〉
=

∫ ∞

−∞

∫ ∞

0
5 (G, 0),k,q

Aff (G, 0)
30 3G

0
.

This forces 5 ∈ !2
A (Aff) by Corollary D.3.3 to satisfy the homogeneity relation

5 (G, 0) = A 5
(
G,
0

A

)
,

for all A > 0 and almost every (G, 0) ∈ Aff. However, this implies that

‖ 5 ‖2
!2
A (Aff) =

∫ ∞

−∞

∫ ∞

0
| 5 (G, 0) |2 30 3G

0

= A2
∫ ∞

−∞

∫ ∞

0

��� 5 (
G,
0

A

)���2 30 3G
0

= A2‖ 5 ‖2
!2
A (Aff) .

Hence 5 is not in !2
A (Aff) unless 5 = 0, in which case � 5 is the zero operator. �

Remark. Notice that the proof of Proposition D.8.4 actually shows that there can
be no non-zero Hilbert-Schmidt operator � that satisfies (D.8.6) even for a single
A ≠ 1.

Example D.8.5. Although we showed in Proposition D.8.4 that there are no non-
zero dilation invariant Hilbert-Schmidt operators on !2(R+), there are non-zero
projections in !2(R+) that are dilation invariant. As an example, consider the
orthogonal projection % : !2(R+) → M (0,∞) where M (0,∞) is the space of all
k ∈ !2(R+) such that the Mellin transform of k satisfies

supp(M(k)) ⊂ R+.

The projection % is dilation invariant due to (D.3.4).
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D.8.3 Trace-Class Operators

Finally, we give an application to trace-class operators motivated by the elegant
result [78, Proposition 162].

Proposition D.8.6. Let ) : !2(R+) → !2(R+) be a trace-class operator. Then
we can write ) = � 5 ◦ �6 for 5 , 6 ∈ !2

A (Aff). Moreover, the trace of ) can be
calculated by the formula

Tr()) = Tr(� 5 ◦ �6) =
∫ ∞

−∞

∫ ∞

0
5 (G, 0)6(G, 0) 30 3G

0
.

Proof. Any trace-class operator ) on !2(R+) can be written as a composition
of two Hilbert-Schmidt operators ) = � ◦ �. The bĳective correspondence in
Proposition D.2.1 shows that � = � 5 and � = �6 for 5 , 6 ∈ !2

A (Aff). Finally, we
have

Tr()) = Tr(� 5 ◦ �6)

=

〈
�6, �

∗
5

〉
HS

=

〈
6, 5

〉
!2
A (Aff)

=

∫ ∞

−∞

∫ ∞

0
5 (G, 0)6(G, 0) 30 3G

0
. �

Remark. Notice that

Tr ()) = Tr
(
�∗6 ◦ �∗5

)
= Tr

(
�6 ◦ � 5

)
=

∫ ∞

−∞

∫ ∞

0
5 (G, 0)6(G, 0) 30 3G

0
.

In particular, the trace of ) is real-valued whenever 5 and 6 are real-valued.

D.9 Further Research

D.9.1 The Affine Grossmann-Royer Operator

A standard tool for deriving properties of the classical Wigner distribution is the
Grossmann-Royer operator '̂(G, l) defined by the relation

, ( 5 , 6) (G, l) =
〈
'̂(G, l) 5 , 6

〉
!2 (R3)

,

for 5 , 6 ∈ !2(R3) and (G, l) ∈ R23 . An essential property of theGrossmann-Royer
operator '̂(G, l) is that


'̂(G, l) 5 




!2 (R3)
= 23 · ‖ 5 ‖!2 (R3) ,
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for all 5 ∈ !2(R3) and (G, l) ∈ R23 . This is immensely useful; to see that the
classical cross-Wigner transform is bounded one simply needs to apply Cauchy-
Schwarz inequality to obtain

sup
(G,l) ∈R23

|, ( 5 , 6) (G, l) | ≤ 23 · ‖ 5 ‖!2 (R3) ‖6‖!2 (R3) . (D.9.1)

Analogously, we define the affine Grossmann-Royer operator '̂Aff (G, 0) by the
relation

,
k,q

Aff (G, 0) =
〈
'̂Aff (G, 0)k, q

〉
!2 (R+)

,

for k, q ∈ �(R+) and (G, 0) ∈ Aff. We restrict our attention to Schwartz functions
for convenience since then ,k,q

Aff ∈ �(Aff) and hence have well-defined point
values. Notice that the affine Grossmann-Royer operator '̂Aff (G, 0) is precisely the
affine Weyl quantization of the point mass XAff (G, 0) given in Example D.6.9. The
affine Grossmann-Royer operator have the explicit form

'̂Aff (G, 0)k(A) =
42c8G_−1( A0 )_−1 (

A
0

) (
1 − 4_−1( A0 )

)
1 + _−1 (

A
0

)
− 4_−1( A0 )

· k
(
A4−_

−1( A0 )
)
,

for k ∈ �(R+), A > 0, and (G, 0) ∈ Aff where _ is the function given in (D.2.6).
Trying to generalize the strategy in (D.9.1) runs into a problem: The affine

Grossmann-Royer operator is not a bounded operator on �(R+) ⊂ !2(R+) with
respect to the norm ‖ · ‖!2 (R+) . However, if k ∈ �(R+) is supported in the interval[ 1
:
, :

]
for some : > 0, then there is a constant �: > 0 such that


'̂Aff (G, 0)k





!2 (R+)

≤ �: · ‖k‖!2 (R+) .

We call the optimal constant �: in the inequality above the :-support constant.
Hence if q ∈ �(R+) we have

sup
(G,0) ∈Aff

���,k,q

Aff (G, 0)
��� ≤ �: · ‖k‖!2 (R+) ‖q‖!2 (R+) .

A trivial adaption of [81, Lemma 4.3.7] gives the following relative uncertainty
principle.

Proposition D.9.1. Let k ∈ �(R+) be supported in the interval
[ 1
:
, :

]
for some

: > 0 and let* ⊂ Aff be a Borel set. Assume there exists n ≥ 0 such that∫
*

,
k

Aff (G, 0)
30 3G

0
≥ (1 − n)‖k‖2

!2 (R+) .

Then the right Haar measure of* satisfies `A (*) ≥ (1 − n)�−1
:
.
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Motivated by Proposition D.9.1, it is of interest to investigate the :-support
constant �: both numerically and asymptotically. The affine Grossmann-Royer
operator is investigated more thoroughly in the follow-up paper [18].

D.9.2 The Affine Positivity Conjecture

One of themajor results about the classicalWigner distribution is regarding positiv-
ity; when is, 5 a non-negative function onR23? Normalized functions 5 ∈ !2(R3)
such that, 5 is non-negative would generate probability density functions on R23

that represent the time-frequency distribution of 5 . However, a well known result of
Hudson [81, Theorem 4.4.1] shows that this can only happen for suitably perturbed
Gaussians.

Turning to the affine setting, we would like to determine the normalized func-
tions k ∈ !2(R+) such that,k

Aff is a non-negative function on the affine group. In
[130] the authors showed that the affine Wigner distribution ,kB

Aff is non-negative
if kB is the so called Morse ground state

kB (A) B
AB4−

A
2

Γ(2B) , B ≥ 0.

We will only consider kB for B > 0 as k0 ∉ !2(R+). More generally, one can
use the invariance properties (D.4.2) and (D.4.3) to show that the affine Wigner
distribution,k

Aff of

k(A) = �A−8 (G+80)48 (H+81)A � ∈ C, (G, 0), (H, 1) ∈ Aff, (D.9.2)

is non-negative. The functions (D.9.2) are called the generalized Klauder wavelets
in [66, Equation (41)] that are in !2(R+).

It is of interest to determine the following affine positivity conjecture, which is
a reformulation of an open question in [66]:

If,k

Aff is non-negative for k ∈ !2(R+), then k is a generalized Klauder wavelet.

The Klauder wavelets have in [99] been shown to be the only functions that gen-
erate analytic spaces for the continuous wavelet transform. This gives a concrete
connection between Klauder wavelets and Gaussians, since Gaussians are the only
functions in the classical case that generate analytic spaces for the short-time
Fourier transform by [7, Theorem 3.1].
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Paper E

Affine Quantum Harmonic
Analysis

Abstract
We develop a quantum harmonic analysis framework for the affine group.
This encapsulates several examples in the literature such as affine localiza-
tion operators, covariant integral quantizations, and affine quadratic time-
frequency representations. In the process, we develop a notion of admissi-
bility for operators and extend well known results to the operator setting. A
major theme of the paper is the interaction between operator convolutions,
affine Weyl quantization, and admissibility.

E.1 Introduction

The affine group and the Heisenberg group play prominent roles in wavelet theory
and Gabor analysis, respectively. As is well known, the representation theory of
the Heisenberg group is intrinsically linked to quantization on phase space R2=.
Similarly, the relation between quantization schemes on the affine group and its
representation theory has received some attention and several schemes have been
proposed, e.g. [17, 73, 76]. However, there are still many open questions awaiting
a definite answer in the case of the affine group.

As has been shown by two of the authors in [125], the theory of quantum
harmonic analysis on phase space introduced byWerner [153] provides a coherent
framework for many aspects of quantization and Gabor analysis associated with
the Heisenberg group. Based on this connection, advances in the understanding
of time-frequency analysis have been made [124, 126, 127]. In this paper we aim
to develop a variant of Werner’s quantum harmonic analysis in [153] for time-
scale analysis. This is based on unitary representations of the affine group in a
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similar way to the Schrödinger representation of the Heisenberg group being used
in Werner’s framework. We will refer to this theory on the affine group as affine
quantum harmonic analysis.

Affine Operator Convolutions

In Werner’s quantum harmonic analysis on phase space, a crucial component is
extending convolutions to operators. Recall that the affine group Aff has the
underlying set R × R+ and group operation modeling composition of affine trans-
formations. A key feature of this group is that the left Haar measure 0−23G 30 and
the right Haar measure 0−13G 30 are not equal, making the group non-unimodular.
Both measures play a role in affine quantum harmonic analysis, making the theory
more involved than the case of the Heisenberg group. In addition to the standard
function (right-)convolution on the affine group

5 ∗Aff 6(G, 0) B
∫

Aff
5 (H, 1)6((G, 0) · (H, 1)−1) 3H 31

1
,

we introduce the following operator convolutions for operators on the space
!2(R+) B !2(R+, A−1 3A) in Section E.3:

• Let 5 ∈ !1
A (Aff) B !1(Aff, 0−13G 30) and let ( be a trace-class operator

on !2(R+). We define the convolution 5 ★Aff ( between 5 and ( to be the
operator on !2(R+) given by

5 ★Aff ( B

∫
Aff

5 (G, 0)* (−G, 0)∗(* (−G, 0) 3G 30
0

,

where* is the unitary representation of Aff on !2(R+) given by

* (G, 0)k(A) B 42c8GAk(0A).

• Let ( be a trace-class operator and let ) be a bounded operator on !2(R+).
Then we define the convolution ( ★Aff ) between ( and ) to be the function
on Aff given by

( ★Aff ) (G, 0) B tr((* (−G, 0)∗)* (−G, 0)).

The three convolutions are compatible in the following sense: Let 5 , 6 ∈ !1
A (Aff)

and denote by ( a trace-class operator and by) a bounded operator, both on !2(R+).
Then

( 5 ★Aff () ★Aff ) = 5 ∗Aff (( ★Aff )),
5 ★Aff (6 ★Aff () = ( 5 ∗Aff 6) ★Aff (.
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Interplay Between Affine Weyl Quantization and Convolutions

Integral to the theory in this paper is the affineWigner distribution and the associated
affine Weyl quantization. The affine (cross-)Wigner distribution,k,q

Aff of elements
q, k ∈ !2(R+) is the function on Aff given by

,
k,q

Aff (G, 0) B
∫ ∞

−∞
k(0_(D))q(0_(−D))4−2c8GD 3D, (E.1.1)

where _ : R→ R is explicitly given by

_(D) B 1
1�1(1, 2;−D) =

D4D

4D − 1
,

where 1�1 is Kummer’s confluent hypergeometric function. The function _ will
play a central role throughout the paper.

Although at first glance the definition (E.1.1) might look unnatural, it can be
motivated through the representation theory of the affine group as illustrated in [5].
We will elaborate on this viewpoint in Section E.5. One defines the affine Weyl
quantization of 5 ∈ !2

A (Aff) B !2(Aff, 0−13G 30) as the operator � 5 given by〈
� 5 q, k

〉
!2 (R+) =

〈
5 ,,

k,q

Aff

〉
!2
A (Aff)

, for all q, k ∈ !2(R+).

We will explore the intimate relation between the convolutions and the affine Weyl
quantization. The following theorem, being a combination of Proposition E.3.6
and Proposition E.3.7, highlights this relation.
Theorem A. Let 5 , 6 ∈ !2

A (Aff), where 6 is additionally in !1
A (Aff) and square

integrable with respect to the left Haar measure. Then

6 ★Aff � 5 = �6∗Aff 5 ,

�6 ★Aff � 5 = 5 ∗Aff 6̌,

where 6̌(G, 0) B 6((G, 0)−1).
We will exploit the previous theorem to define the affine Weyl quantization of

tempered distributions in Subsection E.3.3. To do this rigorously, we will utilize a
Schwartz space�(Aff) on the affine group introduced in [17]. An important exam-
ple we prove in Theorem E.3.10 is the affine Weyl quantization of the coordinate
functions:
Theorem B. Let 5G (G, 0) B G and 50 (G, 0) B 0 be the coordinate functions on
Aff. The affine Weyl quantizations � 5G and � 50 satisfy the commutation relation

[� 5G , � 50 ] =
1

2c8
� 50 .

This is, up to re-normalization, precisely the infinitesimal structure of the affine
group.
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We define affine parity operator %Aff as

%Aff B �X(0,1) ,

where X (0,1) denotes the Dirac distribution at the identity element (0, 1) ∈ Aff.
The following result, which will be rigorously stated in Subsection E.3.5, builds on
these definitions.
Theorem C. The affine Weyl quantization �6 of 6 ∈ �(Aff) can be written as

�6 = 6 ★Aff %Aff .

Moreover, for q, k such that q(4G), k(4G) ∈ �(R), the affine Weyl symbol ,k,q

Aff
of the rank-one operator k ⊗ q can be written as

,
k,q

Aff = (k ⊗ q) ★Aff %Aff .

Operator Admissibility

One of the key features of representations of non-unimodular groups is the concept
of admissibility. Recall that the Duflo-Moore operator D−1 corresponding to
the representation * is the densely defined positive operator on !2(R+) given by
D−1k(A) = A−1/2k(A). We will often use that D−1 has a densely defined inverse
given by Dk(A) = A1/2k(A). A function k is said to be an admissible wavelet
if k ∈ dom(D−1). It is well known [50] that admissible wavelets satisfy the
orthogonality relation∫

Aff
|〈q,* (−G, 0)∗k〉!2 (R+) |

2 3G 30

0
= ‖q‖2

!2 (R+) ‖D
−1k‖2

!2 (R+) . (E.1.2)

We extend the definition of admissibility to operators as follows:

Definition. Let ( be a non-zero bounded operator on !2(R+) that maps dom(D)
into dom(D−1). We say that ( is admissible if the composition D−1(D−1 is
bounded on dom(D−1) and extends to a trace-class operatorD−1(D−1 on !2(R+).

Note that the rank-one operator ( B k ⊗ k for k ∈ !2(R+) is admissible
precisely when k is an admissible wavelet. In Subsection E.4.2 we show that a
large class of admissible operators can be constructed from Laguerre bases. The
following result, which we prove in Corollary E.4.5, extends (E.1.2) to the operator
setting and is motivated by [153, Lemma 3.1].
Theorem D. Let ( be an admissible operator on !2(R+). For any trace-class
operator ) on !2(R+), we have that ) ★Aff ( ∈ !1

A (Aff) with∫
Aff
) ★Aff ((G, 0)

3G 30

0
= tr()) tr(D−1(D−1).
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Determining whether an operator is admissible or not can be a daunting task.
We managed in Corollary E.4.9 to find an elegant characterization in terms of
operator convolutions of admissible operators that are additionally positive trace-
class operators.

Theorem E. Let ( be a non-zero, positive trace-class operator. Then ( is admissible
if and only if ( ★Aff ( ∈ !1

A (Aff).
The following result is derived in Subsection E.4.4 and uses the affine Weyl

quantization to show that admissibility is an operator manifestation of the non-
unimodularity of the affine group.

Theorem F.

• Let 5 ∈ !1
A (Aff) be such that � 5 is a trace-class operator on !2(R+). Then

tr(� 5 ) =
∫

Aff
5 (G, 0) 3G 30

0
.

• Let 6 ∈ !1
;
(Aff) B !1(Aff, 0−23G 30) be such that �6 is an admissible

Hilbert-Schmidt operator. Then

tr
(
D−1�6D−1

)
=

∫
Aff
6(G, 0) 3G 30

02 .

Relationship with Fourier Transforms

For completeness, we will also investigate how notions of Fourier transforms on
the affine group fit into the theory, and use known results from abstract harmonic
analysis to explore the relationship between affine Weyl quantization and affine
Fourier transforms. Recall that the integrated representation* ( 5 ) of 5 ∈ !1

;
(Aff)

is the operator on !2(R+) given by

* ( 5 )k B

∫
Aff

5 (G, 0)* (G, 0)k 3G 30
02 , k ∈ !2(R+).

We define the following operator Fourier transform in the affine setting.

Definition. The affine Fourier-Wigner transform is the isometry F, sending a
Hilbert-Schmidt operator on !2(R+) to a function in !2

A (Aff) such that

F −1
, ( 5 ) B * ( 5̌ ) ◦ D, 5 ∈ Im(F, ) ∩ !1

A (Aff).

The following result is proved in Proposition E.5.7 and provides a connection
between the affine Fourier-Wigner transform and admissibility.
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Theorem G. Let � be a trace-class operator on !2(R+). The following are equiva-
lent:

1) F, (�D−1) ∈ !2
A (Aff).

2) �D−1 extends from dom(D−1) to a Hilbert-Schmidt operator on !2(R+).

3) �∗� is admissible.

Another Fourier transform of interest is the (modified) Fourier-Kirillov trans-
form on the affine group FKO given by

(FKO 5 ) (G, 0) B
√
0

∫
R2
5

(
E

_(−D) , 4
D

)
4−2c8 (GD+0E) 3D 3E√

_(−D)
, 5 ∈ Im(F, ).

As in quantum harmonic analysis on phase space, we have that the affine Weyl
quantization is the composition of these Fourier transforms, see Proposition E.5.8.
In the affine setting we have in general that

F, ( 5 ★Aff () ≠ F $ ( 5 )F, ((), F $ (( ★Aff )) ≠ F, (()F, ()).

This contrasts the analogous result inWerner’s original quantum harmonic analysis,
see (E.5.5). In spite of this, not all properties typically associated with the Fourier
transform are lost: In Subsection E.5.2 we prove a quantum Bochner theorem in
the affine setting.

Main Applications

In Section E.6we show that affine quantumharmonic analysis provides a conceptual
framework for the study of covariant integral quantizations and a version of the
Cohen class for the affine group. In addition, we show in Subsection E.6.1 that if
( is a rank-one operator, then the study of operators 5 ★Aff ( for functions 5 on Aff
reduces to the study of time-scale localization operators [46].

We have seen that affine Weyl quantization is given by 5 ↦→ 5 ★Aff %Aff for
5 ∈ �(Aff). Inspired by this, we consider a whole class of quantization procedures:
For any suitably nice operator ( on !2(R+) we define a quantization procedure Γ(
for functions 5 on Aff by

Γ( ( 5 ) B 5 ★Aff (.

This class of quantization procedures coincides with the covariant integral quan-
tizations studied by Gazeau and his collaborators motivated by applications in
physics, see e.g. [74, 75, 76]. Our results on affine quantum harmonic analysis are
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therefore also results on covariant integral quantizations. In particular, the abstract
notion of admissibility of an operator ( implies that Γ( satisfies the simple property

Γ( (1) = 2 · �!2 (R+) ,

where 2 is some constant, �!2 (R+) is the identity operator on !
2(R+), and 1(G, 0) B 1

for all (G, 0) ∈ Aff.
As the name suggests, covariant integral quantizations Γ( satisfy a covariance

property, namely

* (−G, 0)∗Γ( ( 5 )* (−G, 0) = Γ( ('(G,0)−1 5 ),

where ' denotes right translations of functions on Aff. In Theorem E.6.5 we point
out that, by a result on positive operator valued measures [34, 113], this covari-
ance assumption together with other mild assumptions completely characterize the
covariant integral quantizations. We have also seen that the affine cross-Wigner
distribution is given for sufficiently nice k, q by ,k,q

Aff = (k ⊗ q) ★Aff %Aff . In-
spired by this and the description in [126] of the Cohen class of time-frequency
distributions on R2=, we make the following definition.

Definition. A bilinear map& : !2(R+) × !2(R+) → !∞(Aff) belongs to the affine
Cohen class if & = &( for some operator ( on !2(R+), where

&( (k, q) (G, 0) B (k ⊗ q) ★Aff ((G, 0) = 〈(* (−G, 0)k,* (−G, 0)q〉!2 (R+) .

We will show how properties of ( (such as admissibility) influence properties
of &( , and obtain an abstract characterization of the affine Cohen class. Readers
familiar with the Cohen class on R2= [40] will know that it is defined in terms of
convolutions with the Wigner function. In the affine setting, we have the analogous
result

&� 5 (k, q) = ,
k,q

Aff ∗Aff 5̌ .

As we explain in Proposition E.6.14, the affine class of quadratic time-frequency
representations from [136] may be identified with a subclass of the affine Cohen
class.

Structure of the Paper

In Section E.2 we recall necessary background material for completeness. In
particular, Subsection E.2.2 should serve as a brief reference for quantum harmonic
analysis on phase space. We define affine operator convolution in Subsection E.3.1
and show the relationship with the affine Weyl quantization in Subsection E.3.2.
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The affine parity operatorwill be introduced in SubsectionE.3.4, and its relationship
to affine Weyl quantization will be explored in Subsection E.3.5.

We have dedicated the entirety of Section E.4 to operator admissibility. Sec-
tion E.5 discusses affine Weyl quantization from the viewpoint of representation
theory. In particular, in Subsection E.5.2 we derive a Bochner type theorem for our
setting. In Subsection E.6.1 and Subsection E.6.2 we relate our work to time-scale
localization operators and covariant integral quantizations, respectively. Finally, in
Subsection E.6.3 we define the affine Cohen class and derive some basic properties.

E.2 Preliminaries

Notation: Given a Hilbert space H we let L(H) denote the bounded operators
on H . The notation S? (H) for 1 ≤ ? < ∞ will be used for the Schatten-
p class operators on H . We remark that S1(H)and S2(H) are respectively
the trace-class operators and the Hilbert-Schmidt operators on H . The space
S∞(H) is by definition L(H) for duality reasons. When the Hilbert space in
question is H = !2(R+) B !2(R+, A−1 3A), we will simplify the notation to
S? B S? (!2(R+)) for readability. We will denote by�(R=) the space of Schwartz
functions on R=. For a function 5 on a group �, the function 5̌ is defined by
5̌ (6) B 5 (6−1) for all 6 ∈ �.

E.2.1 Basic Constructions on the Affine Group

We begin by giving a brief introduction to the affine group and relevant construc-
tions on it. The (reduced) affine group (Aff, ·Aff) is the Lie group whose underlying
set is the upper half plane Aff B R × R+ B R × (0,∞), while the group operation
is given by

(G, 0) ·Aff (H, 1) B (0H + G, 01), (G, 0), (H, 1) ∈ Aff.

We will often neglect the subscript in the group operation to improve readability.
Moreover, we use the notation ! (G,0) and '(G,0) to denote respectively the left-
translation and right-translation by (G, 0) ∈ Aff, acting on a function 5 : Aff → C
by (

! (G,0) 5
)
(H, 1) B 5 ((G, 0)−1 ·Aff (H, 1)),(

'(G,0) 5
)
(H, 1) B 5 ((H, 1) ·Aff (G, 0)).

Recall that the translation operator)G and the dilation operator �0 are respectively
given by

)G 5 (H) B 5 (H − G), �0 5 (H) B
1
√
0
5

( H
0

)
, G, H ∈ R, 0 ∈ R+. (E.2.1)

222



E.2. Preliminaries

The following computation motivates the group operation on the affine group:

()G�0) ()H�1) = )G)0H�0�1 = )G+0H�01 .

We can represent the affine group Aff and its Lie algebra aff in matrix form

Aff =
{(
0 G

0 1

)
: 0 > 0, G ∈ R

}
, aff =

{(
D E

0 0

)
: D, E ∈ R

}
.

The Lie algebra structure of aff is completely determined by[(
1 0
0 0

)
,

(
0 1
0 0

)]
=

(
0 1
0 0

)
.

An important feature of the affine group is that it is non-unimodular; the left and
right Haar measures are respectively given by

`! (G, 0) =
3G 30

02 , `' (G, 0) =
3G 30

0
.

As such, the modular function on the affine group is given by Δ(G, 0) = 0−1.
The affine group is exponential, meaning that the exponential map

exp: aff→ Aff

given by

exp
(
D E

0 0

)
=

(
4D

E (4D−1)
D

0 1

)
is a global diffeomorphism. Hence we can write the left and right Haar measures
in exponential coordinates by the formulas

`! (G, 0) =
3D 3E

_(D) , `' (G, 0) =
3D 3E

_(−D) , _(D) B D4D

4D − 1
. (E.2.2)

Elementary properties of the function_ can be found in [73, Section 3]. Throughout
the paper, we will use the spaces

!
?

;
(Aff) B ! ? (Aff, `!), !

?
A (Aff) B ! ? (Aff, `'),

for 1 ≤ ? ≤ ∞. Using that (G, D) ↦→ (G, 4D) maps Aff to R2 we can define the
Schwartz space on Aff.

Definition E.2.1. Let �(Aff) denote the smooth functions 5 : Aff → C such that

(G, l) ↦−→ 5 (G, 4l) ∈ �(R2).

We refer to�(Aff) as the space of rapidly decaying smooth functions (or Schwartz
functions) on the affine group.
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There is a natural topology on �(Aff) induced by the semi-norms

‖ 5 ‖U,V B sup
G, l∈R

|G |U1 |l |U2
���mV1
G m

V2
l 5 (G, 4l)

��� , (E.2.3)

for U B (U1, U2) and V B (V1, V2) in N0 × N0. With these semi-norms, the space
�(Aff) becomes a Fréchet space. The space of bounded, anti-linear functionals
on�(Aff) is denoted by�′(Aff) and called the space of tempered distributions on
Aff.

E.2.2 Quantum Harmonic Analysis on the Heisenberg Group

Before delving into quantum harmonic analysis on the affine group, it is advan-
tageous to review the Heisenberg setting, originally introduced by Werner [153].
There are three primary constructions that appear: (a) A quantization scheme,
(b) an integrated representation, and (c) a way to define convolution that incorpo-
rates operators. We give a brief overview of these three constructions and refer the
reader to [81, 125, 153] for more details.

Weyl Quantization

The cross-Wigner distribution of q, k ∈ !2(R=) is given by

, (q, k) (G, l) B
∫
R=
q

(
G + C

2

)
k

(
G − C

2

)
4−2c8lC 3C, (G, l) ∈ R2=.

When q = k we refer to,q B , (q, q) as theWigner distribution of q ∈ !2(R=).
The cross-Wigner distribution satisfies the orthogonality relation

〈, (q1, k1),, (q2, k2)〉!2 (R2=) = 〈q1, q2〉!2 (R=) 〈k1, k2〉!2 (R=) ,

for q1, q2, k1, k2 ∈ !2(R=). Moreover, the Wigner distribution satisfies for an
element q ∈ �(R=) the marginal properties∫

R=
,q(G, l) 3l = |q(G) |2,

∫
R=
,q(G, l) 3G = |q̂(G) |2.

Our primary interest in the cross-Wigner distribution stems from the following
connection: For each 5 ∈ !2(R2=) we define the operator ! 5 : !2(R=) → !2(R=)
by the formula

〈! 5 q, k〉!2 (R=) = 〈 5 ,, (k, q)〉!2 (R2=) , q, k ∈ !2(R=).

Then ! 5 is theWeyl quantization of 5 , see [81, Chapter 14] for details. It is a non-
trivial fact, see [138], that the Weyl quantization gives a well-defined isomorphism
between !2(R2=) and S2(!2(R=)), the space of Hilbert-Schmidt operators on
!2(R=).
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Integrated Schrödinger Representation

Recall that the Heisenberg group H= is the Lie group with underlying manifold
R= × R= × R and with the group multiplication

(G, l, C) · (G ′, l′, C ′) B
(
G + G ′, l + l′, C + C ′ + 1

2
(G ′l − Gl′)

)
.

The Heisenberg group is omnipresent in modern mathematics and theoretical
physics, see [100]. For a Hilbert space H we let U(H) denote the unitary
operators onH . The most important representation of the Heisenberg group is the
Schrödinger representation d : H= →U(!2(R=)) given by

d(G, l, C)q(H) B 42c8C4−c8Gl"l)Gq(H),

where)G is the =-dimensional analogue of the translation operator defined in (E.2.1)
and "l is the modulation operator given by

"lq(H) B 42c8lHq(H), q ∈ !2(R=).

The Schrödinger representation is both irreducible and unitary.
Let us use the abbreviated notation I B (G, l) ∈ R2= and c(I) B "l)G .

Ignoring the central variable C, we can consider the integrated Schrödinger repre-
sentation

d : !1(R2=) → L(!2(R=))

given by

d( 5 ) B
∫
R2=

5 (I)4−c8Glc(I) 3I, (E.2.4)

where L(!2(R=)) denotes the bounded linear operators on !2(R=). We remark
that the integral in (E.2.4) is defined weakly. It turns out, see [68, Theorem 1.30],
that the integrated representation d extends from !1(R2=) ∩ !2(R2=) to a unitary
map d : !2(R2=) → S2(!2(R=)).

Operator Convolution

Given a function 5 ∈ !1(R2=) and a trace-class operator ( ∈ S1(!2(R=)), their
convolution is the trace-class operator on !2(R=) defined by

5 ★ ( B

∫
R2=

5 (I)c(I)(c(I)∗ 3I.

The convolution 5 ★ ( satisfies the estimate ‖ 5 ★ (‖S1 ≤ ‖ 5 ‖!1 ‖(‖S1 .
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One can also define the convolution between two operators: For two trace-class
operators (, ) ∈ S1(!2(R=)) we define their convolution to be the function on R2=

given by
( ★) (I) B tr((c(I)%)%c(I)∗),

where %k(C) B k(−C) is the parity operator. The convolution ( ★) satisfies the
estimate ‖( ★) ‖!1 ≤ ‖(‖S1 ‖) ‖S1 and the important relation [153, Lemma 3.1]∫

R2=
( ★) (I) 3I = tr(() tr()). (E.2.5)

To see the connection with the Wigner distribution, we note that the cross-
Wigner distribution of k, q ∈ !2(R=) can be written as

, (k, q) = k ⊗ q ★ %, (E.2.6)

where k ⊗ q denotes the rank-one operator on !2(R=) given by

(k ⊗ q) (b) B 〈b, q〉!2 (R=)k for b ∈ !2(R=).

Similarly, the Weyl quantization of 5 ∈ !1(R2=) may be expressed in terms of
operator convolutions:

! 5 = 5 ★ %. (E.2.7)

Hence convolution with the parity operator % gives a convenient way to represent
the Wigner distribution and the Weyl quantization.

Finally, there is a Fourier transform for operators: Given a trace-class operator
( ∈ S1(!2(R=)) we define the Fourier-Wigner transform F, (() of ( to be the
function on R2= given by

F, (() (I) B 48 cGl tr((c(I)∗), I ∈ R2=. (E.2.8)

The Fourier-Wigner transform extends to a unitary map

F, : S2(!2(R=)) → !2(R2=),

where it turns out to be the inverse of the integrated Schrödinger representation
given in (E.2.4). By [68, Proposition 2.5] it is related to the Weyl transform by the
elegant formula

5 = Ff (F, (! 5 )), (E.2.9)

where Ff denotes the symplectic Fourier transform.
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E.2.3 Affine Weyl Quantization

We briefly describe affine Weyl quantization and how this gives rise to the affine
Wigner distribution. There is a unitary representation c of the affine group Aff on
!2(R+, A−1 3A) given by

* (G, 0)k(A) B 42c8GAk(0A) = 1
√
0
"G� 1

0
k(A). (E.2.10)

Since A−1 3A is the Haar measure on R+ we will write !2(R+) B !2(R+, A−1 3A).
Later we also consider another measure on R+ and will be more explicit when the
situation requires it.

To define the quantization scheme we will utilize the Stratonovich-Weyl oper-
ator on !2(R+) given by

Ω(G, 0)k(A) B 0

∫
R2
4−2c8 (GD+0E)*

(
E4D

_(D) , 4
D

)
k(A) 3D 3E. (E.2.11)

The following result was shown in [73] and provides us with an affine analogue of
Weyl quantization.

Proposition E.2.2 ([73]). There is a norm-preserving isomorphism between the
space !2

A (Aff) and the space of Hilbert-Schmidt operators on !2(R+). The isomor-
phism sends 5 ∈ !2

A (Aff) to the operator � 5 on !2(R+) defined weakly by

� 5 k(A) B
∫ ∞

−∞

∫ ∞

0
5 (G, 0)Ω(G, 0)k(A) 30 3G

0
, k ∈ !2(R+).

Wewill refer to the association 5 ↦→ � 5 as affine Weyl quantization, while 5 is
called the affine (Weyl) symbol of � 5 . To emphasize the correspondence between
a Hilbert-Schmidt operator � and its affine symbol 5 we use the notation 5� B 5 .
The affine Weyl symbol of an operator � is explicitly given by

5�(G, 0) =
∫ ∞

−∞
� (0_(D), 0_(−D)) 4−2c8GD 3D, (E.2.12)

where � : R+ × R+ → C is the integral kernel of � defined by

�k(A) =
∫ ∞

0
� (A, B)k(B)

3B

B
, k ∈ !2(R+).

By taking the affine Weyl symbol of the rank-one operator k ⊗ q on !2(R+) given
by

k ⊗ q(b) B 〈b, q〉!2 (R+)k

for k, q, b ∈ !2(R+), we obtain the following definition.
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Definition E.2.3. For q, k ∈ !2(R+) we define the affine (cross-)Wigner distribu-
tion,k,q

Aff to be the function on Aff given for (G, 0) ∈ Aff by

,
k,q

Aff (G, 0) B
∫ ∞

−∞
k(0_(D))q(0_(−D))4−2c8GD 3D

=

∫ ∞

−∞
k

(
0D4D

4D − 1

)
q

( 0D

4D − 1

)
4−2c8GD 3D.

When q = k we refer to,k

Aff B ,
k,k

Aff as the affine Wigner distribution of k.
The weak interpretation of the integral defining � 5 means that we have the relation〈

� 5 q, k
〉
!2 (R+) =

〈
5 ,,

k,q

Aff

〉
!2
A (Aff)

, (E.2.13)

for 5 ∈ !2
A (Aff) and q, k ∈ !2(R+). The affine Wigner distribution satisfies the

orthogonality relation∫ ∞

−∞

∫ ∞

0
,
k1,k2
Aff (G, 0), q1,q2

Aff (G, 0) 30 3G
0

= 〈k1, q1〉!2 (R+) 〈k2, q2〉!2 (R+) ,

for k1, k2, q1, q2 ∈ !2(R+). Moreover, the affine Wigner distribution also satisfies
the marginal property∫ ∞

−∞
,
k

Aff (G, 0) 3G = |k(0) |
2, (G, 0) ∈ Aff, (E.2.14)

for all rapidly decaying smooth functions k on R+. We remark that a rapidly
decaying smooth function (also called a Schwartz function) k : R+ → C is by
definition a smooth function such that G ↦→ k(4G) is a rapidly decaying function
on R. The space of all rapidly decaying smooth functions on R+ will be denoted by
�(R+). Wewill later also need the space�′(R+) of bounded, anti-linear functionals
on�(R+) called the tempered distributions on R+. For more information regarding
the affine Wigner distribution the reader is referred to [17].

E.3 Affine Operator Convolutions

In this part we introduce operator convolutions in the affine setting. We show that
this notion is intimately related to affine Weyl quantization in Subsection E.3.2. In
Subsection E.3.4 we will introduce the affine Grossmann-Royer operator, which
will be essential in Subsection E.3.5 where we prove the main connection between
the affine Weyl quantization and the operator convolutions in Theorem E.3.20.
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E.3.1 Definitions and Basic Properties

We begin by defining operator convolutions in the affine setting and derive basic
properties. Recall that the usual convolution on the affine group with respect to the
right Haar measure is given by

5 ∗Aff 6(G, 0) B
∫

Aff
5 (H, 1)6((G, 0) · (H, 1)−1) 3H 31

1
.

Remark. Other sources, e.g. [67], use the left Haar measure and define the convo-
lution to be

5 ∗Aff! 6((G, 0)) B 5̌ ∗Aff 6̌((G, 0)−1),
where 5̌ (G, 0) B 5 ((G, 0)−1). We will mainly work with the right Haar measure,
and our definition ensures that

‖ 5 ∗Aff 6‖!1
A (Aff) ≤ ‖ 5 ‖!1

A (Aff) ‖6‖!1
A (Aff) .

Additionally, we have that

'(G,0) ( 5 ∗Aff 6) = ('(G,0) 5 ) ∗Aff 6.

Definition E.3.1. Let 5 ∈ !1
A (Aff) and let ( be a trace-class operator on !2(R+).

We define the convolution 5 ★Aff ( between 5 and ( to be the operator on !2(R+)
given by

5 ★Aff ( B

∫
Aff

5 (G, 0)* (−G, 0)∗(* (−G, 0) 3G 30
0

,

where* is the unitary representation given in (E.2.10). The integral is a convergent
Bochner integral in the space of trace-class operators.

Remarks.

• As we will see later, using * (−G, 0) instead of * (G, 0) in Definition E.3.1
ensures that the convolution is compatible with the following covariance
property of the affine Wigner distribution:

,
* (−G,0)q,* (−G,0)k
Aff (H, 1) = , q,k

Aff ((H, 1) · (G, 0)).

• The notation★ has a different meaning in [73], where it is used to denote the
so-called Moyal product of two functions defined on Aff.

Definition E.3.2. Let ( be a trace-class operator and let ) be a bounded operator
on !2(R+). Then we define the convolution ( ★Aff ) between ( and ) to be the
function on Aff given by

( ★Aff ) (G, 0) B tr((* (−G, 0)∗)* (−G, 0)).
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Remark. Recently, [37] defined another notion of convolution of trace-class oper-
ators. Unlike our definition, this convolution produces a new trace-class operator,
with the aim of interpreting the trace-class operators as an analogue of the Fourier
algebra.

It is straightforward to check that if 5 is a positive function and (, ) are positive
operators, then 5 ★Aff ( is a positive operator and ( ★Aff ) is a positive function.
Moreover, we have the elementary estimates

‖ 5 ★Aff (‖S1 ≤ ‖ 5 ‖!1
A (Aff) ‖(‖S1 (E.3.1)

and
‖( ★Aff ) ‖!∞ (Aff) ≤ ‖(‖S1 ‖) ‖L(!2 (R+)) . (E.3.2)

The following result is proved by a simple computation.

Lemma E.3.3. For k, q ∈ !2(R+) and ( ∈ L(!2(R+)) we have

(k ⊗ q) ★Aff ((G, 0) = 〈(* (−G, 0)k,* (−G, 0)q〉!2 (R+) .

In particular, for [, b ∈ !2(R+) we have

(k ⊗ q) ★Aff ([ ⊗ b) (G, 0) = 〈k,* (−G, 0)∗b〉!2 (R+) 〈q,* (−G, 0)∗[〉!2 (R+) ,

and
(k ⊗ k) ★Aff (b ⊗ b) (G, 0) = |〈k,* (−G, 0)∗b〉!2 (R+) |

2.

A natural question to ask is whether the three different notions of convolution
we have introduced are compatible. The following proposition gives an affirmative
answer to this question.

Proposition E.3.4. Let 5 , 6 ∈ !1
A (Aff), ( ∈ S1, and let ) be a bounded operator

on !2(R+). Then we have the compatibility equations

( 5 ★Aff () ★Aff ) = 5 ∗Aff (( ★Aff )),
5 ★Aff (6 ★Aff () = ( 5 ∗Aff 6) ★Aff (.

Proof. The first equality follows since the left-hand side can be written as∫
Aff

5 (H, 1) tr((* (−H, 1)* (−G, 0)∗)* (−G, 0)* (−H, 1)∗) 3H 31
1

=

∫
Aff

5 (H, 1) tr(* (−H, 1)∗(* (−H, 1)* (−G, 0)∗)* (−G, 0)) 3H 31
1

= tr
(∫

Aff
5 (H, 1)* (−H, 1)∗(* (−H, 1) 3H 31

1
* (−G, 0)∗)* (−G, 0)

)
= (( 5 ★Aff () ★Aff )) (G, 0).
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We are allowed to take the trace outside the integral since the second to last line
is essentially the duality action of the bounded operator * (−G, 0)∗)* (−G, 0) on a
convergent Bochner integral in the space of trace-class operators.

For the second equality, change variables and write the left-hand side as∫
Aff

∫
Aff

5 (G, 0)6((I, 2) · (G, 0)−1)* (−I, 2)∗(* (−I, 2) 3G 30
0

3I 32

2

=

∫
Aff

∫
Aff

5 (G, 0)6(H, 1)* (−G, 0)∗* (−H, 1)∗(* (−H, 1)* (−G, 0) 3H 31
1

3G 30

0

=

∫
Aff

5 (G, 0)* (−G, 0)∗
∫

Aff
6(H, 1)* (−H, 1)∗(* (−H, 1) 3H 31

1
* (−G, 0) 3G 30

0

= 5 ★Aff (6 ★Aff ().

Changing the order of integration above is allowed by Fubini’s theorem for Bochner
integrals [106, Proposition 1.2.7]. Fubini’s theorem is applicable since∫

Aff

∫
Aff
| 5 (G, 0) | · |6((I, 2) · (G, 0)−1) | · ‖* (−I, 2)∗(* (−I, 2)‖S1

3G 30

0

3I 32

2

is bounded from above by

‖(‖S1

∫
Aff
| 5 (G, 0) | 3G 30

0

∫
Aff
|6(I, 2) | 3I 32

2
< ∞. �

E.3.2 Relationship With Affine Weyl Quantization

The goal of this subsection is to connect the affine Weyl quantization described
in Subsection E.2.3 with the convolutions defined in Subsection E.3.1. We first
establish a preliminary result describing how right multiplication on the affine
group affects the affine Weyl quantization.

Lemma E.3.5. Let � 5 ∈ S2 with affine Weyl symbol 5 ∈ !2
A (Aff). For an element

(G, 0) ∈ Aff, the affine Weyl symbol of* (−G, 0)∗� 5 * (−G, 0) is '(G,0)−1 5 .

Proof. The result follows from (E.2.13) and the computation

〈* (−G, 0)∗� 5 * (−G, 0)k, q〉!2 (R+) = 〈� 5 * (−G, 0)k,* (−G, 0)q〉!2 (R+)

= 〈 5 ,,* (−G,0)q,* (−G,0)k
Aff 〉!2

A (Aff)

= 〈 5 , '(G,0), q,k

Aff 〉!2
A (Aff)

= 〈'(G,0)−1 5 ,,
q,k

Aff 〉!2
A (Aff) . �

We are now ready to prove the first result showing the connection between
convolution and affine Weyl quantization.
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Proposition E.3.6. Assume that � 5 ∈ S2 with affine Weyl symbol 5 ∈ !2
A (Aff),

and let 6 ∈ !1
A (Aff). Then the affine Weyl symbol of 6 ★Aff � 5 is 6 ∗Aff 5 , that is,

6 ★Aff � 5 = �6∗Aff 5 .

Proof. The operator 6 ★Aff � 5 is defined as the S2-convergent Bochner integral

6 ★Aff � 5 =

∫
Aff
6(G, 0)* (−G, 0)∗� 5 * (−G, 0)

3G 30

0
.

By Proposition E.2.2, the map W : S2 → !2
A (Aff) given by W(� 5 ) B 5 is

unitary. Since bounded operators commute with convergent Bochner integrals, we
have using Lemma E.3.5 that

W
(
6 ★Aff � 5

)
=

∫
Aff
6(G, 0)W

(
* (−G, 0)∗� 5 * (−G, 0)

) 3G 30
0

=

∫
Aff
6(G, 0)'(G,0)−1W

(
� 5

) 3G 30
0

= 6 ∗Aff 5 . �

We can also express the convolution of two operators in terms of their affine
Weyl symbols.

Proposition E.3.7. Let � 5 , �6 ∈ S2 with affine Weyl symbols 5 , 6 ∈ !2
A (Aff). If

additionally 6 ∈ !2
;
(Aff), then we have

� 5 ★Aff �6 = 5 ∗Aff 6̌,

where 6̌(G, 0) B 6((G, 0)−1) for (G, 0) ∈ Aff.

Proof. Using Proposition E.2.2 and Lemma E.3.5 we compute that

(� 5 ★Aff �6) (G, 0) = tr(� 5 * (−G, 0)∗�6* (−G, 0))
= 〈� 5 ,* (−G, 0)∗�∗6* (−G, 0)〉S2

= 〈 5 , '(G,0)−16〉!2
A (Aff)

=

∫
Aff

5 (H, 1)6((H, 1) · (G, 0)−1) 3H 31
1

=

∫
Aff

5 (H, 1)6̌((G, 0) · (H, 1)−1) 3H 31
1

= 5 ∗Aff 6̌(G, 0).

The result follows as 6̌ ∈ !2
A (Aff) if and only if 6 ∈ !2

;
(Aff). �
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E.3.3 Affine Weyl Quantization of Coordinate Functions

Of particular interest is the affine Weyl quantization of the coordinate functions
5G (G, 0) B G and 50 (G, 0) B 0 for (G, 0) ∈ Aff. Due to the fact that the coordinate
functions are not in !2

A (Aff), we first need to interpret the quantizations � 5G and
� 50 in a rigorous manner.

Lemma E.3.8. For any 5 ∈ �′(Aff) we can define � 5 as the map

� 5 : �(R+) → �
′(R+)

defined by the relation

〈� 5 k, q〉�′,� =
〈
5 ,,

q,k

Aff

〉
�′,�

, k, q ∈ �(R+). (E.3.3)

Additionally, the map 5 ↦→ � 5 is injective.

Proof. It was shown in [17, Corollary 6.6] that for elements q, k ∈ �(R+) then
,
q,k

Aff ∈ �(Aff). Hence the pairing on the right-hand side of (E.3.3) iswell-defined.
For the injectivity it suffices to show that � 5 = 0 implies that 5 = 0. Let us

first reformulate this slightly: If � 5 = 0, then we have that

〈� 5 k, q〉�′,� =
〈
5 ,,

q,k

Aff

〉
�′,�

= 0

for all k, q ∈ �(R+). We could conclude that 5 = 0 if we knew that any 6 ∈ �(Aff)
could be approximated (in the Fréchet topology) by linear combinations of elements
on the form ,

q,k

Aff for k, q ∈ �(R+). To see that this is the case, we translate the
problem to the Heisenberg setting.

The Mellin transformM is given by

M(q) (G) =MA (q) (G) B
∫ ∞

0
q(A)A−2c8G 3A

A
.

Define the functions Ψ and Φ to be Ψ(G) B k(4G) and Φ(G) B q(4G) for
k, q ∈ !2(R+). A reformulation of [17, Lemma 6.4] shows that we have the
relation

,
k,q

Aff (G, 0) =M
−1
H ⊗M1


(√
1 log(1)
1 − 1

)2c8H

Ff, (Ψ,Φ)
(
log(1), H

) (G, 0),
where, is the cross-Wigner distribution. The correspondence preserves Schwartz
functions, due to the term (√

1 log(1)
1 − 1

)2c8H
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being smooth with polynomially bounded derivatives. This gives a bĳective cor-
respondence between,k,q

Aff ∈ �(Aff) and, (Ψ,Φ) ∈ �(R2).
As such, the injectivity question is reduced to asking whether the linear span

of elements on the form , ( 5 , 6) for 5 , 6 ∈ �(R) is dense in �(R2). One way
to verify this well known fact is to note that the map 5 ⊗ 6 ↦→ , ( 5 , 6), where
5 ⊗ 6(G, H) = 5 (G)6(H), extends to a topological isomorphism on �(R2), see for
instance [81, Equation (14.21)] for the formula of this isomorphism. The density
of elements on the form, ( 5 , 6) for 5 , 6 ∈ �(R) therefore follows as the functions
ℎ<⊗ ℎ=, where {ℎ=}∞==0 are the Hermite functions, span a dense subspace of�(R2)
by [140, Theorem V.13]. �

Example E.3.9. Consider the constant function on the affine group given by
1(G, 0) B 1 for all (G, 0) ∈ Aff. Then the affine Weyl quantization �1 is the
identity operator on !2(R+) since for k, q ∈ �(R+) we have

〈�1k, q〉�′,� = 〈1,, q,k

Aff 〉�′,�

=

∫
Aff
,
q,k

Aff (G, 0)
30 3G

0

=

∫ ∞

0
k(0)q(0) 30

0

= 〈k, q〉!2 (R+) .

Notice that we used a straightforward generalization of the marginal property of the
affine Wigner distribution given in (E.2.14), see the proof of [17, Proposition 3.4]
for details.

To motivate the next result, consider the coordinate functions fG (G, l) B G

and fl (G, l) B l for (G, l) ∈ R2=. The Weyl quantizations !fG and !fl are
the well known position operator and momentum operator in quantum mechanics.
In particular, the commutator[

!fG , !fl
]
B !fG ◦ !fl − !fl ◦ !fG

is a constant times the identity by [92, Proposition 3.8]. This is precisely the
relation for the Lie algebra of the Heisenberg group. In light of this, the following
proposition shows that the affine Weyl quantization has the expected expression for
the coordinate functions.

Theorem E.3.10. Let 5G and 50 be the coordinate functions on the affine group.
The affine Weyl quantizations � 5G and � 50 are well-defined as maps from �(R+)
to �′(R+) and are explicitly given by

� 5Gk(A) =
1

2c8
Ak ′(A), � 50k(A) = Ak(A), k ∈ �(R+).
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In particular, we have the commutation relation

[� 5G , � 50 ] =
1

2c8
� 50 .

This is, up to re-normalization, precisely the infinitesimal structure of the affine
group.

Proof. Let us begin by computing � 5G . We can change the order of integrating by
Fubini’s theorem and obtain for k, q ∈ �(R+) that

〈� 5Gk, q〉�′,� =
〈
5G ,,

q,k

Aff

〉
�′,�

=

∫ ∞

−∞

∫ ∞

0
G

∫ ∞

−∞
q(0_(D))k(0_(−D))4−2c8GD 3D

30 3G

0

=

∫ ∞

−∞

∫ ∞

0

(∫ ∞

−∞
G42c8GD 3G

)
k(0_(D))q(0_(−D)) 30 3D

0
.

Notice that the inner integral is equal to∫ ∞

−∞
G42c8GD 3G =

1
2c8

X
′
0(D),

where ∫ ∞

−∞
X
′
0(D)k(D) 3D = k

′(0).

Hence we have the relation

〈� 5Gk, q〉�′,� =
1

2c8

∫ ∞

0

m

mD

(
k(0_(D))q(0_(−D))

) ���
D=0

30

0
.

By using the formulas _(0) = 1 and _′(0) = 1/2 we can simplify and obtain

〈� 5Gk, q〉�′,� =
1

4c8

∫ ∞

0
0 ·

(
k ′(0)q(0) − k(0)q′(0)

) 30
0
.

Using integration by parts we obtain the claim since

〈� 5Gk, q〉�′,� =
∫ ∞

0

[
1

2c8
0k ′(0)

]
q(0) 30

0
.

For � 50 we have by similar calculations as above that

〈� 50k, q〉�′,� =
∫ ∞

−∞

∫ ∞

0

(∫ ∞

−∞
1 · 42c8GD 3G

)
0 · k(0_(D))q(0_(−D)) 30 3D

0

=

∫ ∞

−∞

∫ ∞

0
X0(D)

(
0 · k(0_(D))q(0_(−D))

) 30 3D
0

=

∫ ∞

0
0k(0)q(0) 30

0
.

The commutation relation follows from straightforward computation. �
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E.3.4 The Affine Grossmann-Royer Operator

In this subsection we introduce the affine Grossmann-Royer operator with the aim
of obtaining an affine parity operator analogous to the (Heisenberg) parity operator
% in Subsection E.2.2. The main reason for this is to obtain affine version of the
formulas (E.2.6) and (E.2.7) so that we can describe the affine Weyl quantization
through convolution. Recall that the (Heisenberg) Grossmann-Royer operator
'(G, l) for (G, l) ∈ R2= is defined by the relation

, ( 5 , 6) (G, l) = 〈'(G, l) 5 , 6〉!2 (R=) , 5 , 6 ∈ !2(R=).

Analogously, we have the following definition.

Definition E.3.11. We define the affine Grossmann-Royer operator 'Aff (G, 0) for
(G, 0) ∈ Aff by the relation

,
k,q

Aff (G, 0) = 〈'Aff (G, 0)k, q〉�′,� , k, q ∈ �(R+).

We restrict our attention to Schwartz functions for convenience since then
,
k,q

Aff ∈ �(Aff) by [17, Corollary 6.6], and hence have well-defined point values.
The Grossmann-Royer operator 'Aff (G, 0) is precisely the affine Weyl quantization
of the point mass XAff (G, 0) ∈ �′(Aff) for (G, 0) ∈ Aff defined by

〈XAff (G, 0), 5 〉�′,� B 5 (G, 0), 5 ∈ �(Aff).

Since this is also true for the Stratonovich-Weyl operator Ω(G, 0) given in (E.2.11),
it follows that 'Aff (G, 0) = Ω(G, 0) for all (G, 0) ∈ Aff. From [73, Page 12] it
follows that we have the affine covariance relation

* (−G, 0)∗'Aff (0, 1)* (−G, 0) = 'Aff (G, 0).

The following result, which is a straightforward computation, shows that 'Aff (G, 0)
is an unbounded and densely defined operator on !2(R+).

Lemma E.3.12. Fix k ∈ �(R+) and (G, 0) ∈ Aff. The affine Grossmann-Royer
operator 'Aff (G, 0) has the explicit form

'Aff (G, 0)k(A) =
42c8G_−1( A0 )_−1 (

A
0

) (
1 − 4_−1( A0 )

)
1 + _−1 (

A
0

)
− 4_−1( A0 )

· k
(
A4−_

−1( A0 )
)
,

where _ is the function given in (E.2.2).
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We will be particularly interested in the affine parity operator %Aff given by the
affine Grossmann-Royer operator at the identity element, that is,

%Aff (k) (A) B 'Aff(0, 1)k(A) =
_−1(A) (1 − 4_−1 (A ) )
1 + _−1(A) − 4_−1 (A )

k

(
A4−_

−1 (A )
)
,

for k ∈ �(R+). The affine parity operator %Aff is symmetric as an unbounded
operator on !2(R+). Moreover, we see from the relation

4_
−1 (A ) − 1 =

_−1(A)4_−1 (A )

A

that we have the alternative formula

%Aff (k) (A) =
_−1(A)

1 − A4−_−1 (A )
k

(
A4−_

−1 (A )
)
. (E.3.4)

An important commutation relation for the (Heisenberg) Grossmann-Royer
operator '(G, l) for (G, l) ∈ R2= is given by

% ◦ '(G, l) = '(−G,−l) ◦ %. (E.3.5)

The following proposition shows that the analogue of (E.3.5) breaks down in the
affine setting due to Aff being non-unimodular. As the proof is a straightforward
computation, we leave the details to the reader.

Proposition E.3.13. The commutation relation

%Aff ◦ 'Aff (G, 0) = 'Aff

(
(G, 0)−1

)
◦ %Aff

holds precisely for those (G, 0) ∈ Aff such that Δ(G, 0) = 1
0
= 1.

We will now show that both the function _ in (E.2.2) and the affine parity
operator %Aff are related to the Lambert, function. Recall that the (real) Lambert
, function is the multivalued function defined to be the inverse relation of the
function 5 (G) = G4G for G ∈ R. The function 5 (G) for G < 0 is not injective. There
exist for each H ∈ (−1/4, 0) precisely two values G1, G2 ∈ (−∞, 0) such that

G14
G1 = G24

G2 = H.

As the solutions appear in pairs, we can define f to be the function that permutes
these solutions, that is, f(G1) = G2 and f(G2) = G1. For H = −1/4 there is only one
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solution to the equation G4G = H, namely G = −1. Hence we define f(−1) = −1.
We can represent the function f as

f(G) =


,0(G4G), G < −1
−1, G = −1
,−1(G4G), −1 < G < 0

,

where,0,,−1 are the two branches of the Lambert, function satisfying

,0(G4G) = G, for G ≥ −1

and
,−1(G4G) = G, for G ≤ −1.

Lemma E.3.14. The inverse of _ is given by

_−1(A) = log
(
−A

f(−A)

)
= f(−A) + A, A > 0.

Proof. To find the inverse of _ we solve the equation

A = _(D) = D4D

4D − 1
=
−D

4−D − 1
.

A simple computation shows that −A = −D−A4−D . Making the substitution E = 4−D
together with straightforward manipulations shows that

− A4−A = −AE4−A E . (E.3.6)

The trivial solution to (E.3.6) is given by solving the equation −A = −AE. Checking
with the original equation, this can not give the inverse of _. We get the first
equality from the definition of f together with recalling that D = − log(E). The
final equality follows from

log
(
−A

f(−A)

)
= log

(
−A

f(−A)
f(−A)4f (−A )
−A4−A

)
= f(−A) + A. �

Remark. A minor variation of f appeared in [73, Section 3] where it was defined
by the relation in Lemma E.3.14. The advantage of understanding the connection
to the Lambert, function is that properties such as f(f(G)) = G for every G < 0
become trivial in this description.

Corollary E.3.15. The affine parity operator %Aff can be written as

%Aff (k) (A) =
f(−A) + A
f(−A) + 1

k(−f(−A)), k ∈ �(R+).

In particular, we have %Aff (k) (1) = 2k(1).
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Proof. The formula for %Aff (k) is obtained from Lemma E.3.14 together with
(E.3.4). To find the value %Aff (k) (1), we use (E.3.4) and the fact that

k

(
A4−_

−1 (A )
) ���
A=1

= k(1).

Hence the claim follows from L’Hopital’s rule since

lim
A→1

_−1(A)
_−1(A) + 1 − A

=
(_−1) ′(1)
(_−1) ′(1) − 1

= 2. �

E.3.5 Operator Convolution for Tempered Distributions

This subsection is all about expressing the affine Weyl quantization of a function
5 ∈ �(Aff) by using affine convolution. To be able to do this, we will first define
what it means for � 5 to be a Schwartz operator.

Definition E.3.16. We say that a Hilbert-Schmidt operator � : !2(R+) → !2(R+)
is a Schwartz operator if the integral kernel � of � satisfies � ∈ �(R+ × R+),
that is, if

(G, l) ↦−→ � (4G , 4l) ∈ �(R2).

Proposition E.3.17. A Hilbert-Schmidt operator � ∈ S2 is a Schwartz operator if
and only if � = � 5 for some 5 ∈ �(Aff).

Proof. Assume that � is a Schwartz operator. In [73, Equation (4.8)] it is shown
that the integral kernel � of � is related to the affine Weyl symbol 5� of � by the
formula

� (A, B) =
∫ ∞

−∞
5�

(
G,

A − B
log(A/B)

)
42c8G log(A/B) 3G.

Since the inverse-Fourier transform preserves Schwartz functions, together with
the definition of �(R+ × R+), we have that

(A, B) ↦−→ 5�

(
log(A/B), A − B

log(A/B)

)
∈ �(R+ × R+).

By performing the change of variable G = log(A/B) and B = 4l forl ∈ Rwe obtain

(G, l) ↦−→ 5�

(
G, 4l

4G − 1
G

)
∈ �(R2).

Finally, by letting D = log((4G − 1)/G) + l we see that

(G, D) ↦−→ 5� (G, 4D) ∈ �(R2),
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due to the fact that G ↦→ log((4G − 1)/G) has polynomial growth.
Conversely, assume that � = � 5 for 5 ∈ �(Aff). The integral kernel � is

then given by

� (A, B) = F −1
1 ( 5 )

(
log(A/B), A − B

log(A/B)

)
.

By using that the inverse-Fourier transform F −1
1 in the first component preserves

�(Aff) together with similar substitutions as previously, we have that the integral
kernel satisfies � ∈ �(R+ × R+). �

We will use the notation �(!2(R+)) for all Schwartz operators on !2(R+).
There is a natural topology on �(!2(R+)) induced by the semi-norms

‖� 5 ‖U,V B ‖ 5 ‖U,V,

where ‖ · ‖U,V are the semi-norms on �(Aff) given in (E.2.3).

Proposition E.3.18. The affine convolution gives a well-defined map

�(Aff) ★Aff �(!2(R+)) → �(!2(R+)).

Moreover, for fixed � ∈ �(!2(R+)) the map

�(Aff) 3 5 ↦−→ 5 ★Aff � ∈ �(!2(R+))

is continuous.

Proof. Let 5 ∈ �(Aff) and � ∈ �(!2(R+)). Then � = �6 for some 6 ∈ �(Aff)
and we have by Proposition E.3.6 that

5 ★Aff � = 5 ★Aff �6 = � 5 ∗Aff6 . (E.3.7)

Hence the first statement reduces to showing that the usual affine group convolution
is a well-defined map

�(Aff) ∗Aff �(Aff) → �(Aff).

After a change of variables, the question becomes whether the map

(G, D) ↦−→ ( 5 ∗Aff 6) (G, 4D) =
∫
R2
5 (H, 4I)6(G − H4D−I , 4D−I) 3H 3I (E.3.8)

is an element in �(R2). It is straightforward to check that (E.3.8) is a smooth
function. Moreover, since 5 and 6 are both in �(Aff), it suffices to show that

240



E.3. Affine Operator Convolutions

(E.3.8) decays faster than any polynomial towards infinity; we can then iterate the
argument to obtain the required decay statements for the derivatives.

We claim that

sup
G,D

|G |: |D |; |6(G − H4D−I , 4D−I) | ≤ �6
:,;
(1 + |H |): (1 + |I |); , (E.3.9)

where �6
:,;

is a constant that depends only on the indices :, ; ∈ N0 and 6 ∈ �(Aff).
To show this, we need to individually consider three cases:

• Assume that we only take the supremum over G and D satisfying 2|I | ≥ |D |
and 2|H | ≥ |G |. Then clearly (E.3.9) is satisfied with �6

:,;
= 2:+; max |6 |.

• Assume that we only take the supremum over D satisfying 2|I | ≤ |D | and
let G ∈ R be arbitrary. Then 4D−I is outside the interval [4−|D |/2, 4 |D |/2].
Since 6 ∈ �(Aff) the left-hand side of (E.3.9) will eventually decrease when
increasing D. When H ≤ 0 the left hand-side of (E.3.9) will also obviously
eventually decrease by increasing G. When H > 0 then any increase of G
would necessitate an increase of D on the scale of D ∼ ln(G) to compensate
so that the first coordinate in 6 does not blow up. However, this again forces
the second coordinate to grow on the scale of G and we would again, due to
6 ∈ �(Aff), have that the left hand-side of (E.3.9) would eventually decrease.

• Finally, we can take the supremum over G and D satisfying 2|I | ≥ |D | and
2|H | ≤ |G |. As this case uses similar arguments as above, we leave the
straightforward verification to the reader.

Using (E.3.9) we have that

sup
G,D

|G:D; ( 5 ∗Aff 6) (G, 4D) |

≤ �6
:,;

∫
R2
| 5 (H, 4I) | (1 + |H |): (1 + |I |); 3H 3I < ∞, (E.3.10)

where the last inequality follows from that 5 ∈ �(Aff). Finally, the continuity of
the map 5 ↦→ 5 ★Aff � follows from (E.3.7) and (E.3.10). �

Remark. Notice that the proof of Proposition E.3.18 shows that affine convolution
between 5 , 6 ∈ �(Aff) satisfies 5 ∗Aff 6 ∈ �(Aff). This fact, together with
Proposition E.3.17, strengthens the claim that �(Aff) is the correct definition for
Schwartz functions on the group Aff.

The main result in this section is Theorem E.3.20 presented below. To state the
result rigorously, we first need to make sense of the convolution between Schwartz
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functions 6 ∈ �(Aff) and the affine parity operator %Aff . As motivation for our
definition we will use the following computation: Let (, ) ∈ S2 with affine Weyl
symbols 5( , 5) ∈ !2

A (Aff). Fix 6 ∈ �(Aff) and consider the affine Weyl symbol
56★Aff( corresponding to the convolution 6 ★Aff (. Then

〈 56★Aff( , 5) 〉!2
A (Aff) = 〈6 ★Aff (, )〉S2

=

〈
(,

∫
Aff
6(G, 0)* (−G, 0))* (−G, 0)∗ 3G 30

0

〉
S2

=

〈
5( ,

∫
Aff
6(G, 0)'(G,0) 5)

3G 30

0

〉
!2
A (Aff)

.

With this motivation in mind we get the following definition.

Definition E.3.19. Let ( : �(R+) → �
′(R+) be the operator with affine Weyl

symbol 5( ∈ �
′(Aff) and let 6 ∈ �(Aff). Then 6 ★Aff ( is defined by its Weyl

symbol 56★Aff( ∈ �′(Aff) satisfying

〈 56★Aff( , ℎ〉�′,� B

〈
5( ,

∫
Aff
6(G, 0)'(G,0)ℎ

3G 30

0

〉
�′,�

,

for all ℎ ∈ �(Aff).

Recall that the injectivity in Lemma E.3.8 ensures that the operator ( in Defi-
nition E.3.19 is well-defined. The argument to show 56★Aff( ∈ �′(Aff) is similar
to the one presented in Proposition E.3.18. Hence 6 ★Aff ( is well-defined.

Remark. We could similarly have defined ( ★Aff � 5 for ( ∈ �(!2(R+)) and
5 ∈ �

′(Aff) by using Proposition E.3.7. For brevity, we restrict ourselves in the
next theorem to the case where ( B q ⊗ k for k, q ∈ �(Aff). In this case, we can
extend Lemma E.3.3 and define

(q ⊗ k) ★Aff � 5 B 〈� 5 * (−G, 0)k,* (−G, 0)q〉�′,�.

We can now finally state the main theorem in this section.

Theorem E.3.20. The affine Weyl quantization �6 of 6 ∈ �(Aff) can be written
as

�6 = 6 ★Aff %Aff ,

where %Aff is the affine parity operator. Moreover, for k, q ∈ �(R+) we have that
the affine Weyl symbol,k,q

Aff of the rank-one operator k ⊗ q can be written as

,
k,q

Aff = (k ⊗ q) ★Aff %Aff .
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Proof. Recall that the affine parity operator %Aff is the affine Weyl quantization
of the point measure X (0,1) ∈ �

′(Aff). As such, the convolution 6 ★Aff %Aff is
well-defined with the interpretation given in Definition E.3.19. The affine Weyl
symbol 56★Aff%Aff of 6 ★Aff %Aff is acting on ℎ ∈ �(Aff) by

〈 56★Aff%Aff , ℎ〉�′,� B

〈
X (0,1) ,

∫
Aff
6(G, 0)'(G,0)ℎ

3G 30

0

〉
�′,�

=

∫
Aff
6(G, 0)ℎ((0, 1) · (G, 0)) 3G 30

0

=

∫
Aff
6(G, 0)ℎ(G, 0) 3G 30

0

= 〈6, ℎ〉!2
A (Aff) .

Since �(Aff) ⊂ !2
A (Aff) is dense, we can conclude that 56★Aff%Aff = 6 and thus

�6 = 6 ★Aff %Aff . For the second statement, we get that

((k ⊗ q) ★Aff %Aff) (G, 0) = 〈%Aff* (−G, 0)k,* (−G, 0)q〉�′,�
= 〈'Aff (G, 0)k, q〉�′,�
= ,

k,q

Aff (G, 0). �

E.4 Operator Admissibility

For operator convolutions on the Heisenberg group, we have from (E.2.5) the
important integral relation∫

R2=
( ★) (I) 3I = tr(() tr()).

A similar formula for the integral of operator convolutions will not hold generally
in the affine setting. We therefore search for a class of operators where such a
relation does hold: The admissible operators. As a first step, we recall the notion
of admissible functions.

Definition E.4.1. We say that k ∈ !2(R+) is admissible if∫ ∞

0

|k(A) |2
A

3A

A
< ∞.

This definition of admissibility is motivated by the theorem of Duflo andMoore
[50], see also [89]. The Duflo-Moore operator D−1 in our setting is given by

D−1k(A) B k(A)
√
A
.
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It is clear that the Duflo-Moore operator D−1 is a densely defined, self-adjoint
positive operator on !2(R+) with a densely defined inverse, namely

Dk(A) B
√
Ak(A).

Hence a function k ∈ !2(R+) is admissible if and only if D−1k ∈ !2(R+). We
will on several occasions use the commutation relations

D* (G, 0) =
√

1
0
* (G, 0)D, * (G, 0)∗D−1 =

√
0D−1* (G, 0)∗, (E.4.1)

for (G, 0) ∈ Aff. The following orthogonality relation is a trivial reformulation of
the classic orthogonality relations for wavelets, see for instance [90].

PropositionE.4.2. Let q, k, b, [ ∈ !2(R+) and assume thatk and [ are admissible.
Then∫

Aff
〈q,* (−G, 0)∗k〉!2 (R+) 〈b,* (−G, 0)∗[〉!2 (R+)

3G 30

0

= 〈q, b〉!2 (R+) 〈D
−1[,D−1k〉!2 (R+) .

In particular, we have∫
Aff
〈q,* (−G, 0)∗k〉!2 (R+) 〈b,* (−G, 0)∗k〉!2 (R+)

3G 30

0

= 〈q, b〉!2 (R+) ‖D
−1k‖2

!2 (R+) .

Remark. By Proposition E.4.2, admissibility of k ∈ !2(R+) is equivalent to the
condition ∫

Aff
|〈k,* (−G, 0)∗k〉!2 (R+) |

2 3G 30

0
< ∞.

E.4.1 Admissibility for Operators

Our goal is now to extend the notion of admissibility to bounded operators on
!2(R+), with the aim of obtaining a class of operators where a formula for the
integral of operator convolutions similar to (E.2.5) holds. We will often use that
any compact operator ( on !2(R+) has a singular value decomposition

( =

#∑
==1

B=b= ⊗ [=, # ∈ N ∪ {∞}, (E.4.2)

where {b=}#==1 and {[=}#==1 are orthonormal sets in !2(R+). The singular values
{B=}#==1 with B= > 0 will converge to zero when # = ∞. If ( is a trace-class
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operator we have {B=}#==1 ∈ ℓ
1(N) with ‖(‖S1 = ‖B=‖ℓ1 . Since the admissible

functions in !2(R+) form a dense subspace, we can always find an orthonormal
basis consisting of admissible functions.

The next result concerns bounded operators D(D for a trace-class operator (.
To be precise, this means that we assume that ( maps dom(D−1) into dom(D),
and that the operator D(D defined on dom(D) extends to a bounded operator.

Theorem E.4.3. Let ( ∈ S1 satisfy that D(D ∈ L(!2(R+)). For any ) ∈ S1 we
have that ) ★Aff D(D ∈ !1

A (Aff) with

‖) ★Aff D(D‖!1
A (Aff) ≤ ‖(‖S1 ‖) ‖S1 ,

and ∫
Aff
) ★Aff D(D(G, 0)

3G 30

0
= tr()) tr((). (E.4.3)

Proof. We divide the proof into three steps.
Step 1: We first assume that ) = k ⊗ q for k, q ∈ dom(D). Recall that ( can be
written in the form (E.4.2). From Lemma E.3.3 and (E.4.1) we find that

) ★Aff D(D(G, 0) = 〈(D* (−G, 0)k,D* (−G, 0)q〉!2 (R+)

=
1
0
〈(* (−G, 0)Dk,* (−G, 0)Dq〉!2 (R+)

=

#∑
==1

B=
1
0
〈* (−G, 0)Dk, [=〉!2 (R+) 〈b=,* (−G, 0)Dq〉!2 (R+) .

Integrating with respect to the right Haar measure and using that (G, 0) ↦→ (G, 0)−1

interchanges left and right Haar measure, we get∫
Aff
|〈* (−G, 0)Dk, [=〉!2 (R+) 〈b=,* (−G, 0)Dq〉!2 (R+) |

1
0

3G 30

0

=

∫
Aff
|〈* (−G, 0)∗Dk, [=〉!2 (R+) 〈b=,* (−G, 0)

∗Dq〉!2 (R+) |
3G 30

0

≤ ‖k‖!2 (R+) ‖q‖!2 (R+) ,

where the last line uses Proposition E.4.2. It follows that the sum in the expression
for ) ★Aff D(D(G, 0) converges absolutely in !1

A (Aff) with

‖) ★Aff D(D‖!1
A (Aff) ≤

(
#∑
==1

B=

)
‖k‖!2 (R+) ‖q‖!2 (R+) = ‖(‖S1 ‖) ‖S1 .

Equation (E.4.3) follows in a similar way by integrating the sum expressing the
function ) ★Aff D(D and using Proposition E.4.2.
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Step 2: We now assume that ) = k ⊗ q for arbitrary k, q ∈ !2(R+). Pick
sequences {k=}∞==1, {q=}

∞
==1 in dom(D) converging to k and q, respectively, and

let )= = k= ⊗ q=. It is straightforward to check that )= converges to ) in S1. By
(E.3.2) this implies that )=★Aff D(D converges uniformly to ) ★Aff D(D. On the
other hand, )= ★Aff D(D is a Cauchy sequence in !1

A (Aff): For <, = ∈ N we find
by Step 1 that

‖)= ★Aff D(D − )< ★Aff D(D‖!1
A (Aff)

≤ ‖(k= − k<) ⊗ q= ★Aff D(D‖!1
A (Aff) + ‖k< ⊗ (q= − q<) ★Aff D(D‖!1

A (Aff)

≤ ‖(‖S1 ‖k= − k<‖!2 (R+) ‖q=‖!2 (R+) + ‖(‖S1 ‖k<‖!2 (R+) ‖q< − q=‖!2 (R+) ,

which clearly goes to zero as <, =→∞. This means that )= ★Aff D(D converges
in !1

A (Aff), and the limit must be)★AffD(D as we already know that)=★AffD(D
converges uniformly to this function. In particular, this implies

‖) ★Aff D(D‖!1
A (Aff) = lim

=→∞
‖)= ★Aff D(D‖!1

A (Aff)

≤ lim
=→∞
‖k=‖!2 (R+) ‖q=‖!2 (R+) ‖(‖S1

= ‖k‖!2 (R+) ‖q‖!2 (R+) ‖(‖S1 .

Equation (E.4.3) also follows by taking the limit of
∫

Aff )= ★Aff D(D(G, 0) 3G 300 .
Step 3: We now assume that ) ∈ S1. Consider the singular value decomposition
of ) given by

) =

"∑
<=1

C<k< ⊗ q<

for " ∈ N ∪ {∞}. By (E.3.2) we have, with uniform convergence of the sum, that

) ★Aff D(D =

"∑
<=1

C<k< ⊗ q< ★Aff D(D . (E.4.4)

Notice that Step 2 implies that the convergence is also in !1
A (Aff), since

"∑
<=1

C<‖k< ⊗ q< ★Aff D(D‖!1
A (Aff) ≤

"∑
<=1

C<‖k<‖!2 (R+) ‖q<‖!2 (R+) ‖(‖S1

= ‖) ‖S1 ‖(‖S1 .

In particular,)★AffD(D ∈ !1
A (Aff). Finally, (E.4.3) follows by integrating (E.4.4)

and using that the sum converges in !1
A (Aff) and Step 2. �
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The integral relation (E.4.3) is somewhat artificial in the sense that it introduces
D in the integrand. We will typically be interested in the integral of ) ★Aff (, not
of ) ★Aff D(D. This motivates the following definition.

Definition E.4.4. Let ( be a non-zero bounded operator on !2(R+) that maps
dom(D) into dom(D−1). We say that ( is admissible if the compositionD−1(D−1

is bounded on dom(D−1) and extends to a trace-class operator D−1(D−1 ∈ S1.

Assume now that ( is admissible, and define ' B D−1(D−1. Clearly ' maps
dom(D−1) into dom(D) as we assume that ( maps dom(D) into dom(D−1). The
following corollary is therefore immediate from Theorem E.4.3. We also note that
it extends [113, Corollary 1] to non-positive, non-compact operators.

Corollary E.4.5. Let ( ∈ L(!2(R+)) be an admissible operator. For any ) ∈ S1
we have that ) ★Aff ( ∈ !1

A (Aff) with

‖) ★Aff (‖!1
A (Aff) ≤ ‖D−1(D−1‖S1 ‖) ‖S1 ,

and ∫
Aff
) ★Aff ((G, 0)

3G 30

0
= tr()) tr(D−1(D−1).

Example E.4.6. A rank-one operator ( B [ ⊗ b for non-zero [, b is an admissible
operator if and only if [, b ∈ !2(R+) are admissible functions. Requiring that
( maps dom(D) into dom(D−1) clearly implies that [ ∈ dom(D−1), i.e. [ is
admissible. For D−1(D−1 to be trace-class, the map

k ↦→ ‖D−1(D−1k‖!2 (R+) = |〈D
−1k, b〉!2 (R+) | · ‖D

−1[‖!2 (R+) ,

for k ∈ dom(D−1) must at least be bounded for ‖k‖!2 (R+) ≤ 1. This is bounded
if and only if

k ↦→ 〈D−1k, b〉!2 (R+)

is bounded, which is precisely the condition that b ∈ dom
( (
D−1)∗) = dom(D−1).

Hence our notion of admissibility for operators naturally extends the classical func-
tion admissibility. In the case of rank-one operators, it follows from Lemma E.3.3
and the computation

tr(D−1([ ⊗ b)D−1) = 〈D−1[,D−1b〉!2 (R+)

that Corollary E.4.5 reduces to Proposition E.4.2.

When both ( and ) are admissible trace-class operators, their convolution
) ★Aff ( behaves well with respect to both the left and right Haar measures.
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Corollary E.4.7. Let ( and) be admissible trace-class operators on !2(R+). Then
the convolution ) ★Aff ( satisfies ) ★Aff ( ∈ !1

A (Aff) ∩ !1
;
(Aff) and∫

Aff
) ★Aff ((G, 0)

3G 30

0
= tr()) tr(D−1(D−1),∫

Aff
) ★Aff ((G, 0)

3G 30

02 = tr(() tr(D−1)D−1).

Proof. The first equation and the claim that ) ★Aff ( ∈ !1
A (Aff) is Corollary E.4.5.

The second equation and the claim that ) ★Aff ( ∈ !1
;
(Aff) follows since

) ★Aff ((G, 0) = ( ★Aff ) ((G, 0)−1). �

We now turn to the case where ( is a positive compact operator. We first
note that admissibility in this case becomes a statement about the eigenvectors and
eigenvalues of (.

Proposition E.4.8. Let ( be a non-zero positive compact operator with spectral
decomposition

( =

#∑
==1

B=b= ⊗ b=

for # ∈ N ∪ {∞}. Then ( is admissible if and only each b= is admissible and
#∑
==1

B=‖D−1b=‖2!2 (R+) < ∞.

Proof. We first assume that ( is admissible. By linearity and Lemma E.3.3 we get
for b ∈ !2(R+) with ‖b‖!2 (R+) = 1 that

b ⊗ b ★Aff ((G, 0) =
#∑
==1

B= |〈b,* (−G, 0)∗b=〉!2 (R+) |
2. (E.4.5)

Integrating (E.4.5) using themonotone convergence theorem and Proposition E.4.2,
we obtain ∫

Aff
b ⊗ b ★Aff ((G, 0)

3G 30

0
=

#∑
==1

B=‖D−1b=‖2!2 (R+) .

The claim now follows from Corollary E.4.5.
For the converse, it is clear by the assumption that the operator

#∑
==1

B= (D−1b=) ⊗ (D−1b=) (E.4.6)

248



E.4. Operator Admissibility

is a trace-class operator. It only remains to show that ( maps dom(D) into
dom(D−1) and thatD−1(D−1 is given by (E.4.6). This is easily shown when # is
finite, so we do the proof for # = ∞.

The partial sums for k ∈ !2(R+) are denoted by

((k)" B
"∑
==1

B=〈k, b=〉!2 (R+)b=,

and converge in the sense that ((k)" → (k as " → ∞. Furthermore, it is clear
that ((k)" is in the domain of D−1 for each " as each b= is admissible. We also
have that

D−1((k)" =

"∑
==1

B=〈k, b=〉!2 (R+)D
−1b=.

The sequence of partial sumsD−1((k)" also converges in !2(R+), since by using
Hölder’s inequality and Bessel’s inequality we obtain

∞∑
==1

B= |〈k, b=〉!2 (R+) |‖D
−1b=‖!2 (R+)

≤
( ∞∑
==1
|〈k, b=〉!2 (R+) |

2

)1/2 ( ∞∑
==1

B2
=‖D−1b=‖2!2 (R+)

)1/2

. ‖k‖!2 (R+)

( ∞∑
==1

B=‖D−1b=‖2!2 (R+)

)1/2

.

Since D−1 is a closed operator, we get that (k belongs to the domain of D−1 and

D−1(k =

∞∑
==1

B=〈k, b=〉!2 (R+)D
−1b=.

For any q ∈ dom(D−1), we have that

D−1(D−1q =

∞∑
==1

B=〈D−1q, b=〉!2 (R+)D
−1b= =

∞∑
==1

B=〈q,D−1b=〉!2 (R+)D
−1b=,

so D−1(D−1 agrees with (E.4.6) on this dense subspace. In fact, they agree on all
of !2(R+) since

‖D−1(D−1q‖!2 (R+) ≤ ‖q‖!2 (R+)

∞∑
==1

B=‖D−1b=‖2!2 (R+) ,

shows that D−1(D−1 extends to a bounded operator. �
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As a consequence of Proposition E.4.8, we obtain a compact reformulation of
admissibility for positive trace-class operators.

Corollary E.4.9. Let ) be a non-zero positive trace-class operator on !2(R+), and
let ( be a non-zero positive compact operator. If∫

Aff
) ★Aff ((G, 0)

3G 30

0
< ∞,

then ( is admissible with

tr(D−1(D−1) = 1
tr())

∫
Aff
) ★Aff ((G, 0)

3G 30

0
.

In particular, if ( is a non-zero, positive trace-class operator, then ( is admissible
if and only if ( ★Aff ( ∈ !1

A (Aff).

Proof. Let

( =

#∑
==1

B=b= ⊗ b=

be the spectral decomposition of (. An argument similar to the one given in the
proof of Proposition E.4.8 shows that∫

Aff
) ★Aff ((G, 0)

3G 30

0
= tr())

#∑
==1

B=‖D−1b=‖2!2 (R+) .

The claims now follow immediately from Proposition E.4.8. �

E.4.2 Admissible Operators from Laguerre Functions

Although we derived several basic properties of admissible operators in Subsec-
tion E.4.1, we have not given any way to construct such operators in practice. Our
construction is based on the following observation: From Proposition E.4.8 we
know that if

( =

∞∑
==1

B=i= ⊗ i=

is a non-zero positive compact operator with
∞∑
==1

B=‖D−1i=‖2!2 (R+) < ∞,

then ( is admissible. So if we can find an orthonormal basis {i=}∞==1 of admissible
functions such that we can control the terms ‖D−1i=‖!2 (R+) , then we can construct
admissible operators as infinite linear combinations of rank-one operators. It turns
out that the Laguerre basis works extremely well in this regard.
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Definition E.4.10. For fixed U ∈ R+ we define the Laguerre basis
{
L (U)=

}∞
==0

for
!2(R+) by

L (U)= (A) B

√
=!

Γ(= + U + 1) A
U+1

2 4−
A
2 !
(U)
= (A), = ∈ N0, A ∈ R+,

where Γ denotes the gamma function and ! (U)= denotes the generalized Laguerre
polynomials given by

!
(U)
= (A) B

A−U4A

=!
3=

3A=

(
4−AA=+U

)
=

=∑
:=0
(−1):

(
= + U
= − :

)
A:

:!
.

The classical orthogonality relation∫ ∞

0
GU4−G! (U)= (G)! (U)< (G) 3G =

Γ(= + U + 1)
=!

X=,<, (E.4.7)

for the generalized Laguerre polynomials ensures that the Laguerre bases are or-
thonormal bases for !2(R+) for any fixed U ∈ R+. The following result shows that
the Laguerre basis is especially compatible with the Duflo-Moore operator D−1.

Proposition E.4.11. For any U ∈ R+ and = ∈ N0 we have


D−1L (U)=




2

!2 (R+)
=

=!
Γ(= + U + 1)

∫ ∞

0
4−AAU−1

(
!
(U)
= (A)

)2
3A =

1
U
. (E.4.8)

Proof. The first equality in (E.4.8) follows from unwinding the definitions. For the
second equality in (E.4.8), we will use the well known identity

!
(U)
= (A) =

=∑
9=0

!
(U−1)
9
(A)

together with the orthogonality relation (E.4.7). This gives∫ ∞

0
4−AAU−1

(
!
(U)
= (A)

)2
3A =

=∑
8, 9=0

∫ ∞

0
4−AAU−1!

(U−1)
8

(A)! (U−1)
9
(A) 3A

=

=∑
8=0

Γ(8 + U)
8!

=
1
U

Γ(= + U + 1)
=!

,

where the last equality follows from a straightforward induction argument. �
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The following consequence from Proposition E.4.8 shows that we can explicitly
construct admissible operators by using the Laguerre basis.

Corollary E.4.12. Let {B=}∞==0 ∈ ℓ
1(N) be a sequence of non-negative numbers

and let U ∈ R+. Then

( B
∞∑
==0

B=L (U)= ⊗ L (U)=

is an admissible operator with

tr(D−1(D−1) = 1
U

∞∑
==0

B=.

Remark. The corollary may be considered a reformulation with slightly different
proof of the calculations in [76, Section 3.3], where a resolution of the identity
operator is constructed from thermal states that are diagonal in the Laguerre basis.
Wewill return to resolutions of the identity operator and the relation to admissibility
in Subsection E.6.2.

E.4.3 Connection with Convolutions

We will now see how admissibility relates to the convolution of a function with an
operator. The following result shows that we can use convolutions to generate new
admissible operators from a given admissible operator.

Proposition E.4.13. Let 5 ∈ !1
;
(Aff) ∩ !1

A (Aff) be a non-zero positive function.
If ( is a positive, admissible trace-class operator on !2(R+), then so is 5 ★Aff (

with

tr
(
D−1( 5 ★Aff ()D−1

)
=

∫
Aff

5 (G, 0) 3G 30
02 tr(D−1(D−1).

Proof. It is clear from (E.3.1) that 5 ★Aff ( is a trace-class operator, and positivity
follows from the definition of the convolution 5 ★Aff (. Let) be a non-zero positive
trace-class operator on !2(R+). It suffices by Corollary E.4.9 to show that∫

Aff
) ★Aff ( 5 ★Aff () (H, 1)

3H 31

1
= tr())

∫
Aff

5 (G, 0) 3G 30
02 tr(D−1(D−1).
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We have that

) ★Aff ( 5 ★Aff () (H, 1)

= tr
(
)* (−H, 1)∗

∫
Aff

5 (G, 0)* (−G, 0)∗(* (−G, 0) 3G 30
0

* (−H, 1)
)

=

∫
Aff

5 (G, 0) tr()* ((−G, 0) · (−H, 1))∗(* ((−G, 0) · (−H, 1)) 3G 30
0

=

∫
Aff

5 (G, 0)) ★Aff (((G, 0) · (H, 1))
3G 30

0
.

We may then use Fubini’s theorem, which applies by our assumptions on 5 and (,
to show that ∫

Aff
) ★Aff ( 5 ★Aff () (H, 1)

3H 31

1

=

∫
Aff

5 (G, 0)
∫

Aff
) ★Aff (((G, 0) · (H, 1))

3H 31

1

3G 30

0

=

∫
Aff

5 (G, 0) 3G 30
0

Δ(G, 0)
∫

Aff
) ★Aff ((H, 1)

3H 31

1

=

∫
Aff

5 (G, 0) 3G 30
02 tr()) tr

(
D−1(D−1

)
,

where we used the admissibility of ( and Theorem E.4.5 in the last line. �

Remark. We can give a simple heuristic argument for Proposition E.4.13 by ignor-
ing that D−1 is unbounded as follows: We have by using (E.4.1) that

D−1( 5 ★Aff ()D−1 =

∫
Aff

5 (G, 0)D−1* (−G, 0)∗(* (−G, 0)D−1 3G 30

0

=

∫
Aff

5 (G, 0)* (−G, 0)∗D−1(D−1* (−G, 0) 3G 30
02 .

SinceD−1(D−1 is a trace-class operator, the integral above is a convergent Bochner
integral and we obtain the desired equality.

E.4.4 Admissibility as a Measure of Non-Unimodularity

In this subsection we will delve more into how the non-unimodularity of the affine
group affects the affine Weyl quantization. As we will see, both the left and right
Haar measures take on an active role in this picture.

Proposition E.4.14. Let ( be an admissible Hilbert-Schmidt operator on !2(R+)
such that its affine Weyl symbol 5( satisfies 5( ∈ !1

;
(Aff). Then

tr
(
D−1(D−1

)
=

∫
Aff

5( (G, 0)
3G 30

02 .
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Proof. Let ) B i⊗ i for some non-zero i ∈ �(R+). Then the affineWeyl symbol
of ) is 5) = , i

Aff ∈ �(Aff). We know by Corollary E.4.5 that∫
Aff
) ★Aff ((G, 0)

3G 30

0
= tr()) tr

(
D−1(D−1

)
.

On the other hand, Fubini’s theorem together with Proposition E.3.7 allows us to
calculate that∫

Aff
) ★Aff ((G, 0)

3G 30

0
=

∫
Aff

5) ∗Aff 5̌( (G, 0)
3G 30

0

=

∫
Aff

5) (H, 1)
∫

Aff
5( ((H, 1) (G, 0)−1) 3G 30

0

3H 31

1

=

∫
Aff

5) (H, 1)
3H 31

1

∫
Aff

5( (G, 0)
3G 30

02 .

The marginal properties of the affine Wigner distribution (E.2.14) show that∫
Aff

5) (H, 1)
3H 31

1
= ‖i‖2

!2 (R+) = tr()).

The claim now follows from combining the calculations above. �

Remark. Assuming that ) is a trace-class operator we have that

tr()) =
∫

Aff
5) (G, 0)

3G 30

0
,

which follows from a similar proof to the one in Proposition E.4.14. This gives the
interesting heuristic interpretation that takingD−1)D−1 of an operator) coincides
with multiplying 5) by 1

0
.

The following result shows that the affine Wigner distribution satisfies both
left and right integrability when more is assumed of the input. This should be
compared with the Heisenberg case where the Heisenberg groupH= is unimodular.

Theorem E.4.15. Assume that q, k,Dq,Dk ∈ !2(R+). Then the affine Wigner
distribution satisfies

,
q,k

Aff ∈ !
2
A (Aff) ∩ !2

; (Aff).

Proof. We already know that, q,k

Aff is in !2
A (Aff) by the orthogonality relation for

the affineWigner distribution. Using the definition of the affineWigner distribution
and Plancherel’s theorem, we have that

‖, q,k

Aff ‖!2
;
(Aff) =

∫
Aff

��q(0_(G)) |2 |k(0_(−G))��2 3G 30
02

=

∫ ∞

0

∫ ∞

0
|q(E) |2 |k(F) |2 E − F

log(E/F)
3F 3E

EF
,
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where we used the change of variables E = 0_(G) and F = 0_(−G) in the last line.
By our assumptions on q and k, it will suffice to show that for all E, F ∈ R+ we
have the upper bound

E − F
EF log(E/F) ≤ 2 ·max

{
1,

1
E
,

1
F
,

1
EF

}
.

It will be enough by symmetry to consider Λ = {(E, F) ∈ R+ × R+ : E > F}.
We have the decomposition Λ = C1 ∪ C2 ∪ C3, where

C1 B

{
(E, F) ∈ Λ : F ≤ −2f(−E/2)

}
,

C2 B

{
(E, F) ∈ Λ : F ≥ −1

f(−1/E)

}
,

C3 B

{
(E, F) ∈ Λ : −2f(−E/2) ≤ F ≤ −1

f(−1/E)

}
,

where f is the function appearing in Lemma E.3.14.

Figure E.1: A drawing marking the beginning and end of the different domains.

• The level surface 6(E, F) = (E −F)/log(E/F) = � for � > 0 is given by the
equation

F = −�f
(
− E
�

)
. (E.4.9)
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On C1 we are below the level surface (E.4.9) with � = 2. Notice that
(1, 0.5) ∈ C1 with 6(1, 0.5) = log(

√
2) < 2. The continuity of 6 forces the

inequality 6(E, F) ≤ 2 for all (E, F) ∈ C1. Hence

E − F
EF log(E/F) ≤

2
EF

.

• Notice that
E − F

EF log(E/F) =
1
E
− 1
F

log((1/E)/(1/F)) .

Hence the case of C2 follows from the previous the argument for C1 by
considering the level surface of

6(1/E, 1/F) = 1.

• It is straightforward to verify that E > 2 and F < 1 when (E, F) ∈ C3. Hence
we obtain for any (E, F) ∈ C3 that

E − F
FE log(E/F) ≤

E

FE log(2) ≤ 2/F. �

Remarks.

• The connection from this result to admissibility is that the assumptions boil
down to ( = Dk ⊗ Dq being an admissible operator.

• Let � be a Hilbert-Schmidt operator on !2(R+) with integral kernel � .
Then one can gauge from the proof of Theorem E.4.15 that the affine Weyl
symbol 5� satisfies 5� ∈ !2

A (Aff) ∩ !2
;
(Aff) if and only if the integral kernel

� satisfies

� ∈ !2
(
R+ × R+,

B − C
BC log(B/C) 3C 3B

)
∩ !2

(
R+ × R+,

1
BC
3C 3B

)
.

E.4.5 Extending the Setting

Except for Subsection E.3.5, we have so far considered convolutions between rather
well-behaved functions and operators and obtained norm estimates for the norms
of !1

A (Aff), !∞(Aff), S1, and L(!2(R+)). We have seen that

‖ 5 ★Aff (‖S1 ≤ ‖ 5 ‖!1
A (Aff) ‖(‖S1 ,

‖) ★Aff (‖!∞ (Aff) ≤ ‖) ‖L(!2 (R+)) ‖(‖S1 .

The following result generalizes these inequalities to other Schatten-classes.
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Proposition E.4.16. Let 1 ≤ ? ≤ ∞ and let @ be its conjugate exponent given by
?−1 + @−1 = 1. If ( ∈ S?, ) ∈ S@, and 5 ∈ !1

A (Aff), then the following hold:

• 5 ★Aff ( ∈ S? with ‖ 5 ★Aff (‖S? ≤ ‖ 5 ‖!1
A (Aff) ‖(‖S? .

• ) ★Aff ( ∈ !∞(Aff) with ‖) ★Aff (‖!∞ (Aff) ≤ ‖(‖S? ‖) ‖S@ .

Proof. For ? < ∞, we can clearly interpret the definition of 5 ★Aff ( as a convergent
Bochner integral in S?. The first inequality follows from [106, Proposition 1.2.2].
For ? = ∞, we avoid the unpleasantness of Bochner integration in non-separable
Banach spaces by interpreting 5 ★Aff ( weakly by

〈 5 ★Aff (k, q〉!2 (R+) =

∫
Aff

5 (G, 0)〈(* (−G, 0)k,* (−G, 0)q〉!2 (R+)
3G 30

0
,

for k, q ∈ !2(R+). A standard argument shows that 5 ★Aff ( is a bounded operator
with

‖ 5 ★Aff (‖L(!2 (R+)) ≤ ‖ 5 ‖!1
A (Aff) ‖(‖L(!2 (R+)) .

The second inequality follows from [144, Theorem 2.8]. �

We have already seen in Subsection E.4.1 that we can say more about operator
convolutions when one of the operators is admissible. As the next lemma shows,
admissibility is also the correct condition to ensure that 5 ★Aff ( defines a bounded
operator for all 5 ∈ !∞(Aff).

Lemma E.4.17. Let ( ∈ S1 and 5 ∈ !∞(Aff). Define the operator 5 ★Aff D(D
weakly for k, q ∈ Dom(D) by

〈 5 ★Aff D(Dk, q〉!2 (R+)

=

∫
Aff

5 (G, 0)〈(D* (−G, 0)k,D* (−G, 0)q〉!2 (R+)
3G 30

0
. (E.4.10)

Then 5 ★Aff D(D uniquely extends to a bounded linear operator on !2(R+)
satisfying

‖ 5 ★Aff D(D‖L(!2 (R+)) ≤ ‖ 5 ‖!∞ (Aff) ‖(‖S1 .

In particular, if ' is an admissible operator, then 5 ★Aff ' ∈ L(!2(R+)) with

‖ 5 ★Aff '‖L(!2 (R+)) ≤ ‖ 5 ‖!∞ (Aff) ‖D−1'D−1‖S1 .
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Proof. By using (E.4.1) we get that

〈 5 ★Aff D(Dk, q〉!2 (R+)

=

∫
Aff

5 (G, 0)〈(* (−G, 0)Dk,* (−G, 0)Dq〉!2 (R+)
3G 30

02

=

∫
Aff

5̌ (G, 0)〈(* (−G, 0)∗Dk,* (−G, 0)∗Dq〉!2 (R+)
3G 30

0

=

∫
Aff

5̌ (G, 0) (( ★Aff (Dk ⊗ Dq)) (G, 0)
3G 30

0
.

Clearly Dk ⊗ Dq is an admissible operator with

| tr(D−1(Dk ⊗ Dq)D−1) | = |〈k, q〉|!2 (R+) ≤ ‖k‖!2 (R+) ‖q‖!2 (R+) .

By Corollary E.4.5 we therefore get��〈 5 ★Aff D(Dk, q〉!2 (R+)
�� ≤ ‖ 5 ‖!∞ (Aff) ‖(‖S1 ‖k‖!2 (R+) ‖q‖!2 (R+) .

The density of dom(D) implies that 5 ★Aff D(D extends to a bounded operator
on !2(R+). �

Armed with Lemma E.4.17 and Corollary E.4.5, we prove the following result
describing ! ? and S? properties of convolutions with admissible operators. The
proof is essentially an application of complex interpolation: We refer to the results
[144, Theorem 2.10] and [22, Theorem 5.1.1] for the interpolation theory of S?
and ! ?A (Aff).

Proposition E.4.18. Let 1 ≤ ? ≤ ∞ and let @ be its conjugate exponent given by
?−1+@−1 = 1. If ' ∈ S?, 6 ∈ ! ?A (Aff), and ( is an admissible trace-class operator,
then:

• 6 ★Aff ( ∈ S? with ‖6 ★Aff (‖S? ≤ ‖(‖
1/?
S1
‖D−1(D−1‖1/@S1

‖6‖!?A (Aff) .

• '★Aff ( ∈ ! ?A (Aff) with ‖'★Aff (‖!?A (Aff) ≤ ‖(‖
1/@
S1
‖D−1(D−1‖1/?S1

‖'‖S? .

Proof. For 6 ∈ !1
A (Aff) ∩ !∞(Aff), we have for ? = ∞ that Lemma E.4.17 gives

‖6 ★Aff (‖L(!2 (R+)) ≤ ‖D
−1(D−1‖S1 ‖6‖!∞ (Aff) .

Since we also have ‖6★Aff (‖S1 ≤ ‖6‖!1
A (Aff) ‖(‖S1 , the first result follows by com-

plex interpolation. For the second claim, if ' ∈ S1 we know from Corollary E.4.5
that

‖' ★Aff (‖!1
A (Aff) ≤ ‖D−1(D−1‖S1 ‖'‖S1 .

The result follows by complex interpolation since

‖' ★Aff (‖!∞ (Aff) ≤ ‖(‖S1 ‖'‖L(!2 (R+)) . �
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E.5 From the Viewpoint of Representation Theory

We will for completeness investigate how various notions of affine Fourier trans-
forms fit into our framework. As we will see, known results from abstract wavelet
analysis give connections between affine Weyl quantization, affine Fourier trans-
forms, and admissibility for operators.

E.5.1 Affine Fourier Transforms

Definition E.5.1. For 5 ∈ !1
;
(Aff) we define the (left) integrated representation

* ( 5 ) to be the operator given by

* ( 5 )k B

∫
Aff

5 (G, 0)* (G, 0)k 3G 30
02 , k ∈ !2(R+).

The inverse affine Fourier-Wigner transform F −1
,
( 5 ) of 5 ∈ !1

A (Aff) is given by

F −1
, ( 5 ) B * ( 5̌ ) ◦ D, 5̌ (G, 0) B 5 ((G, 0)−1).

The inverse affine Fourier-Wigner transform F −1
,
( 5 ) of 5 ∈ !1

A (Aff) is explic-
itly given by

F −1
, ( 5 )k(B) =

∫ ∞

0

√
AF1( 5 ) (A, B/A)k(A)

3A

A
,

where F1 denotes the Fourier transform in the first coordinate and k ∈ !2(R+).
Hence the integral kernel of F −1

,
( 5 ) is given by

 5 (B, A) =
√
A (F1 5 ) (A, B/A), B, A ∈ R+. (E.5.1)

It is straightforward to verify that we have the estimate

‖F −1
, ( 5 )‖S2 ≤ ‖ 5 ‖!2

A (Aff) ,

for every 5 ∈ !1
A (Aff) ∩ !2

A (Aff). Hence we can extend F −1
,

to be defined on
!2
A (Aff) and we have that F −1

,
( 5 ) ∈ S2 for any 5 ∈ !2

A (Aff).

Proposition E.5.2. The inverse affine Fourier-Wigner transform is a unitary trans-
formation F −1

,
: Q1 → S2, where

Q1 B { 5 ∈ !2
A (Aff) | ess supp(F1( 5 )) ⊂ R+ × R+}.

Proof. Any function  ∈ !2(R+ × R+) can be written uniquely on the form  5 in
(E.5.1) for some 5 ∈ Q1. Moreover, we have

‖ 5 ‖!2 (R+×R+) =

√∫ ∞

0

∫ ∞

0
|F1 5 (A, B/A) |2 3A

3B

B
= ‖ 5 ‖!2

A (Aff) .
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Since there is a norm-preserving correspondence between integral kernels in
!2(R+ × R+) and Hilbert-Schmidt operators on !2(R+), the claim follows. �

It is straightforward to check that the inverse affine Fourier-Wigner transform
F −1
,

satisfies for 5 , 6 ∈ Q1 the properties

• F −1
,
( 5 )∗ = F −1

,
(Δ1/2 5 ∗), 5 ∗(G, 0) B 5 ((G, 0)−1).

• F −1
,
( 5 ∗Aff 6) = F −1

,
( 5 ) ◦ D−1 ◦ F −1

,
(6) = * ( 5̌ ) ◦ F −1

,
(6).

• * (G, 0) ◦ F −1
,
( 5 ) = F −1

,
('(G,0) ( 5 )).

• F −1
,
( 5 ) ◦* (G, 0) = F −1

,

(√
0! (G,0)−1 ( 5 )

)
.

Definition E.5.3. The affine Fourier-Wigner transform F, : S2 → Q1 is defined
to be the inverse of F −1

,
|Q1 .

Remarks.

• To avoid overly cluttered notation, we have used the symbol F, for both
the classical Fourier-Wigner transform in Subsection E.2.2, and the affine
Fourier-Wigner transform. It should be clear from the context which operator
we are referring to.

• Recall that the right multiplication ' acts on elements in !2
A (Aff) by

'(H,1) 5 (G, 0) B 5 ((G, 0) (H, 1))

for (G, 0), (H, 1) ∈ Aff. For a closed subspace H ⊂ !2
A (Aff) invariant

under ', we write ' |H � * if there exists a unitary map ) : H → !2(R+)
satisfying

) ◦ '(G, 0) 5 = * (G, 0) ◦ ) 5 ,
for all 5 ∈ H and (G, 0) ∈ Aff. Define

!2
* (Aff) B span{H ⊂ !2

A (Aff) : ' |H � *}.

From [50, Lemma 3] we deduce that

!2
* (Aff) = Q1,

as both spaces are the image of the Hilbert-Schmidt operators under the
Fourier-Wigner transform. Note that [50] uses left Haar measure, but trans-
lating to right Haar measure is an easy exercise using that 5 ↦→ 5̌ is a
unitary equivalence from the left regular representation on !2

;
(Aff) to the

right regular representation on !2
A (Aff).
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Example E.5.4. Let q, k ∈ !2(R+) with k ∈ dom(D). If

5 (G, 0) = 〈q,* (G, 0)∗Dk〉!2 (R+) ,

one finds using Proposition E.4.2 that 5 ∈ !2
A (Aff) and

〈F −1
, ( 5 )b, [〉!2 (R+) = 〈(q ⊗ k)b, [〉!2 (R+)

for [ ∈ !2(R+) and b ∈ dom(D). This implies that F −1
,
( 5 ) = q ⊗ k, in other

words for (G, 0) ∈ Aff that

F, (q ⊗ k) (G, 0) = 〈q,* (G, 0)∗Dk〉!2 (R+) .

For the Heisenberg group, the Fourier-Wigner transform has a very convenient
expression for trace-class operators, see (E.2.8). The corresponding expression on
the affine group is F, (�) (G, 0) = tr(�D* (G, 0)), and the next result shows that
it holds as long as the objects in the formula are well-defined. The result is due to
Führ in this generality [69, Theorem 4.15], and builds on an earlier result due to
Duflo and Moore [50, Corollary 2].

Proposition E.5.5 (Führ, Duflo, and Moore). Let � ∈ S1 be such that �D−1

extends to a Hilbert-Schmidt operator. Then

F, (�D−1) (G, 0) = tr(�* (G, 0)).

Proof. To see how the result follows from [69, Theorem 4.15], we need some termi-
nology regarding direct integrals, see [69, Section 3.3]. Recall that the Plancherel
theorem [69, Theorem 3.48] supplies a measurable field of Hilbert spaces indexed
by the dual group {Hc} [c ] ∈�̂ . For the affine group� = Aff, the Plancherelmeasure
is the counting measure supported on the two representations c1(G, 0) = * (G, 0) on
!2(R+) and c2(G, 0) = * (G, 0) on !2(R−) B !2(R−, A−1 3A). So we can construct
an element {�[c ]} [c ] ∈�̂ of the direct integral∫ ⊕

�̂

�((Hc)3 ˆ̀( [c])

by choosing �[c1 ] = �D−1 and �[c ] = 0 for [c] ≠ [c1]. Inserting this measurable
field of trace-class operators into [69, Theorem 4.15] then gives the conclusion. �

For 5 , 6 ∈ !2(R) we denote by Scal6 5 the scalogram of 5 with respect to
6 given by Scal6 5 (G, 0) B |W6 5 (G, 0) |2 whereW6 5 is the continuous wavelet
transform

W6 5 (G, 0) B
1
√
0

∫ inf

− inf
5 5 (C)6

( C − G
0

)
3C.
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The following result, which follows from Lemma E.3.3 and Example E.5.4, gives a
connection between the affine Fourier-Wigner transform, affine convolutions, and
the scalogram.

Corollary E.5.6. Let 5 , 6 ∈ !2(R) such that k B 5̂ and q B 6̂ are supported in
R+ and are in !2(R+). If k is admissible then

|F, (q⊗D−1k) (G, 0) |2 = (q⊗ q)★Aff (k ⊗k) (−G, 0) =
1
0

Scal6 5 (G, 0). (E.5.2)

Remark. The condition that k is admissible in Corollary E.5.6 is only necessary
for the first equality in (E.5.2). Recall that the affine Wigner distribution ,k

Aff is
the affine Weyl symbol of the rank-one operator k ⊗ k. If we use Proposition E.3.7
together with Corollary E.5.6, then we recover [17, Theorem 5.1].

Corollary E.5.6 shows that we have the simple relation

|F, (�D−1) (G, 0) |2 = � ★Aff �(−G, 0) (E.5.3)

for positive rank-one operators �. By Corollary E.4.9, admissibility therefore
means that F, (�D−1) ∈ !2

A (Aff) in this case. For more general operators, (E.5.3)
will no longer hold. However, we still obtain a result relating admissibility to the
Fourier-Wigner transform. Note that in the first statement in Proposition E.5.7 if
� ∈ S1 we interpret F, (�D−1) B tr(�* (G, 0)) if we do not know that �D−1

extends to a Hilbert-Schmidt operator.

Proposition E.5.7. Let � be a trace-class operator on !2(R+). Then the following
are equivalent:

1) F, (�D−1) ∈ !2
A (Aff).

2) �D−1 extends from dom(D−1) to a Hilbert-Schmidt operator on !2(R+).

3) �∗� is admissible.

Proof. The equivalence of 1) and 2) follows from [69, Theorem 4.15], by apply-
ing that theorem to the element {�[c ]} [c ] ∈�̂ of the direct integral (see proof of
Proposition E.5.5) ∫ ⊕

�̂

�((Hc)3 ˆ̀( [c])

given by choosing �[c1 ] = � and �[c ] = 0 for [c] ≠ [c1].
The equivalence of 2) and 3) is clear apart from technicalities resulting from

the unboundedness of D−1. If we assume 2), then [142, Theorem 13.2] gives
that (�D−1)∗ = D−1�∗, where the equality includes equality of domains. As
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the domain of the left term is all of !2(R+) by assumption, this means that the
range of �∗ is contained in dom(D−1). In particular, �∗� maps dom(D) into
dom(D−1), and as we also have D−1�∗�D−1 = (�D−1)∗�D−1 where �D−1 is
Hilbert-Schmidt, �∗� satisfies all requirements for being admissible.

Conversely, if �∗� is admissible, then we have for k ∈ dom(D−1)

‖�D−1k‖2
!2 (R+) = 〈D

−1�∗�D−1k, k〉!2 (R+)

≤ ‖D−1�∗�D−1‖L(!2 (R+)) ‖k‖
2
!2 (R+) .

So �D−1 extends to a bounded operator, and as this operator satisfies that

(�D−1)∗�D−1 = D−1�∗�D−1

is trace-class, �D−1 is a Hilbert-Schmidt operator. �

Remark. Recall that we consider F, a Fourier transform of operators. The in-
equality

‖F, (�D−1)‖!∞ (Aff) ≤ ‖�‖S1

and the equality
‖�‖S2 = ‖F, (�)‖!2

A (Aff)

might therefore be interpreted as the endpoints ? = ∞ and ? = 2 of a Hausdorff-
Young inequality, where the appearance of D−1 suggests that the definition of the
Fourier-Wigner transform must depend on ?. In fact, a Hausdorff-Young inequality
of this kind—formulated in the other direction, i.e. for maps from functions on Aff
to operators—was shown in [53, Theorem 1.41] for 1 ≤ ? ≤ 2.

There is a second Fourier transform related to the affine group that comes from
representation theory. We define the affine Fourier-Kirillov transform as the map
FKO : Q1 → !2

A (Aff) given by

(FKO 5 ) (G, 0) B
√
0

∫
R2
5

(
E

_(−D) , 4
D

)
4−2c8 (GD+0E) 3D 3E√

_(−D)
, (G, 0) ∈ Aff.

More information about the Fourier-Kirillov transform can be found in [112].
The following result, which is motivated by (E.2.9) and is a slight generalization of
[5, Section VIII.6], shows that the affine Weyl quantization is intrinsically linked
with the Fourier transforms on the affine group.

Proposition E.5.8. Let � 5 be a Hilbert-Schmidt operator on !2(R+) with affine
symbol 5 ∈ !2

A (Aff). Then

F, (� 5 ) = F −1
KO ( 5 ).
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Proof. Recall from (E.5.1) that the integral kernel of F −1
,
(6) for 6 ∈ Q1 is given

by
 6 (B, A) =

√
A (F16) (A, B/A), B, A ∈ R+.

Hence by using (E.2.12) and a change of variables, we see that the affine Weyl
symbol of F −1

,
(6) is given at the point (G, 0) ∈ Aff by∫ ∞

−∞

√
0_(−D)F1(6) (0_(−D), 4D)4−2c8GD 3D

=

∫
R2

√
0_(−D)6(E, 4D)4−2c8 (GD+0E_(−D)) 3D 3E

=
√
0

∫
R2
6

(
E

_(−D) , 4
D

)
4−2c8 (GD+0E) 3D 3E√

_(−D)
= (FKO6) (G, 0). �

Remarks.

• In [128] the authors define an alternative quantization scheme on general
type 1 groups. Their quantization scheme together with the affine Weyl
quantization is used in [128] to define a quantization scheme on the cotangent
bundle )∗Aff.

• Consider � 5 for some 5 ∈ !2
A (Aff). Inserting 5 = F $F, (� 5 ) into Propo-

sition E.4.14 allows us to obtain a formal expression for tr(D−1� 5 D−1) in
terms of F, (� 5 ): A formal calculation gives that for sufficiently nice oper-
ators � 5 we have

tr(D−1� 5 D−1) =
∫ ∞

0
[F1F, (� 5 )] (0, 1)

30

03/2 , (E.5.4)

where F1 is the Fourier transform in the first coordinate. This is similar to
a condition in [76, Corollary 5.2], where finiteness of (E.5.4) is used as a
necessary condition for 1★Aff � 5 = �!2 (R+) to hold, where 1(G, 0) B 1 for
all (G, 0) ∈ Aff. We will see in Subsection E.6.2 that this is closely related to
admissibility of � 5 . Unfortunately, the formal calculation leading to (E.5.4)
does not give clear conditions on � 5 for the equality to hold.

E.5.2 Affine Quantum Bochner Theorem

On the Heisenberg group, the Fourier-Wigner transform behaves in many ways like
the Fourier transform on functions. In particular, for the function 5 ∈ !1(R2=) and
the operators (, ) ∈ S1(R=) we get the decoupling equations

F, ( 5 ★ () = Ff ( 5 )F, ((), Ff (( ★)) = F, (()F, ()), (E.5.5)
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where Ff denotes the symplectic Fourier transform and F, denotes the classical
Fourier-Wigner transform introduced in Subsection E.2.2. Although the affine
versions of the equations (E.5.5) do not hold, one can develop as a special case
of the result [69, Theorem 4.12] a version of Bochner’s theorem for the affine
Fourier-Wigner transform. This is analogous to the quantum Bochner theorem
[153, Proposition 3.2] for the Heisenberg group.

Bochner’s classical theorem [67, Theorem 4.19] characterizes functions that
are Fourier transforms of positive measures. The Bochner theorem for the affine
Fourier-Wigner transform answers the following question: Which functions on Aff
are of the form F, ((), where ( is a positive trace-class operator? As in Bochner’s
classical theorem, it turns out that the correct notion to consider is functions of
positive type. Recall that a function 5 : Aff → C is a function of positive type if
for any finite selection of pointsΩ B {(G1, 01), . . . , (G=, 0=)} ⊂ Aff the matrix �Ω
with entries

(�Ω)8, 9 B 5 ((G8 , 08)−1(G 9 , 0 9))
is positive semi-definite. Before stating the general result we consider an illumi-
nating special case.

Example E.5.9. Let � B q ⊗ k is a rank-one operator for q, k ∈ !2(R+). We will
show that

F, (�D−1) (G, 0) = 〈* (G, 0)q, k〉!2 (R+) (E.5.6)

is a function of positive type on Aff if and only if � is a positive operator. If � is
positive, then a standard fact [67, Proposition 3.15] shows that (E.5.6) is a function
of positive type. Conversely, we have from [67, Corollary 3.22] that

F, (q ⊗ kD−1) ((G, 0)−1) = F, (k ⊗ qD−1) (G, 0) = F, (q ⊗ kD−1) (G, 0).

Hence
〈* (G, 0)q, k〉!2 (R+) = 〈* (G, 0)k, q〉!2 (R+)

and it follows from [77, Theorem 4.2] that q = 2 · k for some 2 ∈ C. We can
conclude from [67, Corollary 3.22] that 2 ≥ 0 since

F, (2k ⊗ kD−1) (0, 1) = 2 · ‖k‖!2 (R+) ≥ 0.

We are now ready to state the main result regarding positivity. This result is
actually a special case of the general result [69, Theorem 4.12].

Theorem E.5.10. Let � be a trace-class operator on !2(R+). Then � is a positive
operator if and only if the function

F, (�D−1) (G, 0) = tr(�* (G, 0))

is of positive type on Aff.
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Proof. We use the same notation as in the proof of Proposition E.5.5. For� = Aff,
the abstract result in [69] says that if

{�[c ]} [c ] ∈�̂ ∈
∫ ⊕

�̂

�((Hc)3 ˆ̀( [c])

consists of trace-class operators, then �[c ] is positive a.e. with respect to ˆ̀ if and
only if the function

∫
�̂

tr(�[c ]c(6)∗)3 ˆ̀( [c]) is of positive type.
As in the proof of Proposition E.5.7, we pick �[c1 ] = � and �[c ] = 0 for

[c] ≠ [c1]. The resulting section consists of positive operators for a.e. [c] if and
only if � is positive. By the abstract result in [69], this happens if and only if∫

�̂

tr(�[c ]c(6)∗)3 ˆ̀( [c]) = tr(�* (G, 0)∗)

is a function of positive type. The definition of functions of positive type gives that
this is equivalent to tr(�* (G, 0)) being of positive type. �

E.6 Examples

In this section, we show how the theory developed in this paper provides a common
framework for various operators and functions studied by other authors. We also
introduce an analogue of the Cohen class of time-frequency distributions for the
affine group, and deduce its relation to the previously studied affine quadratic
time-frequency representations.

E.6.1 Affine Localization Operators

There is no general consensus of a localization operator in the affine setting. We
will use the following definition based on the convolution framework.

Definition E.6.1. Let 5 ∈ !1
A (Aff) and i ∈ !2(R+). We say that

� B 5 ★Aff (i ⊗ i)

is an affine localization operator on !2(R+).

Inequality (E.3.1) shows that an affine localization operator � is a trace-class
operator on !2(R+) with

‖�‖S1 ≤ ‖ 5 ‖!1
A (Aff) ‖i‖2!2 (R+) .

Moreover, Proposition E.4.13 implies that � is admissible whenever i is admissible
and 5 ∈ !1

;
(Aff) ∩ !1

A (Aff).
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We will now see that the affine localization operators are naturally unitarily
equivalent to the more commonly defined localization operators on the Hardy
space �2

+(R). Recall that the space �2
+(R) is the subspace of !2(R) consisting

of elements k whose Fourier transform Fk is supported on R+. Note that the
composition DF is a unitary map from �2

+(R) to !2(R+). An admissible wavelet
b ∈ �2

+(R) satisfies by definition that

2 b B

∫ ∞

0

|F (b) (l) |2
l

3l < ∞.

Hence DF b ∈ !2(R+) is an admissible function in the sense of Definition E.4.1.
In [156, Theorem 18.13] the localization operator �b

5
on �2

+(R), given an
admissible wavelet b ∈ �2

+(R) and 5 ∈ !1
;
(Aff), is defined by

�
b

5
k B 2 b

∫
Aff

5 (G, 0)〈b, c(G, 0)b〉� 2
+ (R)c(G, 0)b

3G 30

02 , b ∈ �2
+(R),

where c acts on �2
+(R) by

c(G, 0)b (C) B 1
√
0
b

( C − G
0

)
, b ∈ �2

+(R). (E.6.1)

The next proposition is straightforward and relates operators on the form �
b

5
with

affine localization operators.

Proposition E.6.2. Consider 5 ∈ !1
;
(Aff) and an admissible wavelet b ∈ �2

+(R).
Then

(DF )�b
5
(DF )∗ = 2 b · 5̌ ★Aff (DF b ⊗ DF b).

Remarks.

• From Proposition E.6.2 it follows that Proposition E.4.18 is a generalization
of the result [156, Theorem 18.13].

• In [46], Daubechies and Paul define localization operators in the same way
as in [156], except that they use c(−G, 0) instead of c(G, 0) in (E.6.1) and
consider symbols 5 on the full affine group Aff� B R×R∗. The eigenfunc-
tions and eigenvalues of the resulting localization operators acting on !2(R)
are studied in detail in [46] when the window is related to the first Laguerre
function, and 5 = jΩ� where

Ω� B {(G, 0) ∈ Aff : | (G, 0) − (0, �) |2 ≤ (�2 − 1)}.

The corresponding inverse problem, i.e. conditions on the eigenfunctions of
the localization operator that imply that Ω = Ω� , is studied in [2].
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• Localization operators with windows related to Laguerre functions have also
been extensively studied by Hutník, see for instance [102, 103, 104], with
particular emphasis on symbols 5 depending only on either G or 0. When
5 (G, 0) = 5 (0), it is shown that the resulting localization operator is unitarily
equivalent to multiplication with some function W 5 . This correspondence
allows properties of the localization operator to be deduced from properties
of W 5 .

E.6.2 Covariant Integral Quantizations

Operators of the form 5 ★Aff ( form the basis of the study of covariant integral
quantizations by Gazeau and his collaborators in [4, 20, 21, 74, 75, 76]. Apart from
differing conventions that we clarify at the end of this section, covariant integral
quantizations on Aff are maps Γ( sending functions on Aff to operators given by

Γ( ( 5 ) B 5 ★Aff (,

for some fixed operator (.
By varying ( we obtain several quantization maps Γ with properties depending

on the properties of (. Examples of such quantization procedures with a different
parametrization of Aff are studied in [21, 76]. Their approach is to define ( either
by F, (() or by its kernel as an integral operator, and deduce conditions on this
function that ensures the condition

1★Aff ( = �!2 (R+) .

Example E.6.3. The affine Weyl quantization is an example of a covariant integral
quantization Γ( , where ( is not a bounded operator. It corresponds to choosing
( = %Aff by Theorem E.3.20.

Remark. The example above leads to a natural question: Could there be other
operators % such that 5 ★Aff % behaves as an affine analogue of Weyl quantization?
Since Weyl quantization on R2= is given by convolving with the parity operator, a
natural guess is

%k(A) = k(1/A), k ∈ !2(R+).
The resulting quantization Γ% ( 5 ) = 5 ★Aff % has been studied by Gazeau and
Murenzi in [76, Section 7]. It has the advantage that % is a bounded operator, but
unfortunately by [76, Proposition 7.5] it does not satisfy the natural dequantization
rule

5 = Γ% ( 5 ) ★Aff %.

We also mention that Gazeau and Bergeron have shown that this choice of % is
merely a special case corresponding to a = −1/2 of a class %a of operators defining
possible affine versions of the Weyl quantization [21, Section 4.5].
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In quantization theory one typically wishes that the domain of Γ( contains
!∞(Aff). This, by Lemma E.4.17, leads us to chose ( = D)D for some trace-
class operator ) . In particular, one requires that Γ( (1) = �!2 (R+) , which can be
easily satisfied as the following proposition shows.

Proposition E.6.4. Let ) be a trace-class operator on !2(R+). Then

1★Aff D)D = tr())�!2 (R+) .

Proof. Let k, q ∈ dom(�). We have by (E.4.10) that

〈1★Aff D)Dk, q〉!2 (R+) =

∫
Aff
〈* (−G, 0)∗D)D* (−G, 0)k, q〉!2 (R+)

3G 30

0

=

∫
Aff
) ★Aff (Dk ⊗ Dq)

3G 30

0

= tr())〈k, q〉!2 (R+) ,

where the last equality uses Theorem E.4.3. �

Following the terminology used by Gazeau et al., we have a resolution of the
identity operator of the form

�!2 (R+) = ΓD) D (1) =
∫

Aff
* (−G, 0)∗D)D* (−G, 0) 3G 30

0
,

where tr()) = 1 and the integral has the usual weak interpretation.
Given a positive trace-class operator ) with tr()) = 1, we know that

ΓD) D ( 5 ) = 5 ★Aff D)D

defines a bounded map ΓD) D : !∞(Aff) → L(!2(R+)) with ΓD) D (1) = �!2 (R+) .
Moreover, ΓD) D maps positive functions to positive operators and by a variation
of Lemma E.3.5 satisfies the covariance property

* (−G, 0)∗ΓD) D ( 5 )* (−G, 0) = Γ('(G,0)−1 5 ).

The following result, which is a modification of the remark given at the end of
[113], shows a remarkable converse to these observations.

Theorem E.6.5. Let Γ : !∞(Aff) → L(!2(R+)) be a linear map satisfying

1. Γ sends positive functions to positive operators,

2. Γ(1) = �!2 (R+) ,
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3. Γ is continuous from the weak* topology on !∞(Aff) (as the dual space of
!1
A (Aff)) to the weak* topology on L(!2(R+)),

4. * (−G, 0)∗Γ( 5 )* (−G, 0) = Γ('(G,0)−1 5 ).

Then there exists a unique positive trace-class operator ) with tr()) = 1 such that

Γ( 5 ) = 5 ★Aff D)D .

Proof. The map Γ ↦→ Γ; where Γ; ( 5 ) = Γ( 5̌ ) is a bĳection from maps Γ satisfying
the four assumptions to maps Γ; satisfying

i) Γ; sends positive functions to positive operators,

ii) Γ; (1) = �!2 (R+) ,

iii) Γ; is continuous from the weak* topology on !∞(Aff) (as the dual space of
!1
;
(Aff)) to the weak* topology on L(!2(R+)),

iv) * (−G, 0)∗Γ; ( 5 )* (−G, 0) = Γ; (! (G,0)−1 5 ).

The remark in [113] applied to� = Aff and* (−G, 0) says that if a map Γ; satisfies
i)-iv) then it must be given for k, q ∈ dom(D) by

〈Γ; ( 5 )k, q〉!2 (R+) =

∫
Aff

5 (G, 0)〈* (−G, 0))* (−G, 0)∗Dk,Dq〉!2 (R+)
3G 30

0
,

for some trace-class operator ) as in the theorem. The relation (E.4.1) gives that

〈Γ; ( 5 )k, q〉!2 (R+) =

∫
Aff

5 (G, 0)〈* (−G, 0)D)D* (−G, 0)∗k, q〉!2 (R+)
3G 30

02

=

∫
Aff

5̌ (G, 0)〈* (−G, 0)∗D)D* (−G, 0)k, q〉!2 (R+)
3G 30

0
.

Hence Γ; ( 5 ) = 5̌ ★Aff D)D and the result follows. �

Quantization using admissible trace-class operators

As we have mentioned, the properties of the quantization map Γ( 5 ) = 5 ★Aff (

depend on the properties of (. From Lemma E.4.17 we know that if ( is admissible,
i.e. we can write ( = D)D for some trace-class operator ) , then

Γ( : !∞(Aff) → L(!2(R+))

is bounded. If we further assume that ( is a trace-class operator, then Proposi-
tion E.4.18 shows that Γ( is bounded from !

?
A (Aff) to S? for all 1 ≤ ? ≤ ∞. In

this sense, the ideal class of covariant integral quantizations Γ( are those given by
admissible trace-class operators.
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ExampleE.6.6. If i ∈ !2(R+) is an admissible function, then i⊗i is an admissible
operator. The resulting quantization Γi⊗i is then a special case of the quantization
procedures introduced by Berezin [13]; Berezin calls 5 the contravariant symbol of
Γi⊗i ( 5 ). In this sense, the quantization procedures Γ( for admissible ( generalize
Berezin’s contravariant symbols.

Relation to the Conventions of Gazeau and Murenzi

Gazeau and Murenzi [76] work with another parametrization of the affine group,
namely Π+ B R+ × R where the group operation between (@1, ?1), (@2, ?2) ∈ Π+
is given by

(@1, ?1) · (@2, ?2) B (@1@2, ?2/@1 + ?1).

There is a unitary representation*� : Π+ →U(!2(R+, 3A)) given by

*� (@, ?)k(A) B

√
1
@
48 ?Ak(A/@) =

√
1
@
* (?/2c, 1/@)k(A).

Given a function 5̃ onΠ+ and an operator ( on !2(R+, 3A), Gazeau andMurenzi
define

�(
5̃
B

1
�(

∫ ∞

−∞

∫ ∞

0
5̃ (@, ?)*� (@, ?)(*� (@, ?)∗ 3@ 3?,

where we assume that ( satisfies∫ ∞

−∞

∫ ∞

0
*� (@, ?)(*� (@, ?)∗ 3@ 3? = �( · �!2 (R+,3A ) .

The next proposition is straightforward and shows that Gazeau and Murenzi’s
framework is easily related to our affine operator convolutions.

Proposition E.6.7. Let ( be an operator on !2(R+, 3A). Then D−1(D is an
operator on !2(R+, A−13A) and

D�(
5̃
D−1 =

2c
�(

5 ★Aff (D(D−1),

where 5 (G, 0) = 5̃ (0, 2cG
0
) for (G, 0) ∈ Aff.

E.6.3 Affine Cohen Class Distributions

The cross-Wigner distribution , (k, q) of k, q ∈ !2(R=) is known to have cer-
tain undesirable properties. A typical example is that one would like to interpret
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, (k, q) as a probability distribution, but, (k, q) is seldom a non-negative func-
tion as shown by Hudson in [101]. To remedy this, Cohen introduced in [40] a new
class of time-frequency distributions & 5 given by

& 5 (k, q) B , (k, q) ∗ 5 , (E.6.2)

where 5 is a tempered distribution on R2=. In light of our setup, it is natural to
investigate the affine analogue of the Cohen class.

Definition E.6.8. We say that a bilinear map

& : !2(R+) × !2(R+) → !∞(Aff)

belongs to the affine Cohen class if & = &( for some ( ∈ L(!2(R+)), where

&( (k, q) (G, 0) B (k ⊗ q) ★Aff ((G, 0) = 〈(* (−G, 0)k,* (−G, 0)q〉!2 (R+) .

We will write &( (k) B &( (k, k).

By Proposition E.3.7 we get for ( = � 5 that

&( (k, q) = ,k,q

Aff ∗Aff 5̌ ,

which shows that our definition of the affine Cohen class is a natural analogue
of (E.6.2). It is straightforward to verify that &( (k, q) is a continuous function
on Aff for all k, q ∈ !2(R+) and ( ∈ L(!2(R+)). Since the affine Cohen class
is defined in terms of the operator convolutions, we get some simple properties:
The statements 1 and 2 in Proposition E.6.9 follow from Proposition E.4.18 and
Corollary E.4.5. Statement 3 is a simple calculation and the last statement follows
from a short polarization argument.

Proposition E.6.9. Let ( ∈ L(!2(R+)). Then for k, q ∈ !2(R+) we have the
following properties:

1. The function &( (k, q) satisfies

‖&( (k, q)‖!∞ (Aff) ≤ ‖(‖L(!2 (R+)) ‖k‖!2 (R+) ‖q‖!2 (R+) .

2. If ( is admissible, then &( (k, q) ∈ !1
A (Aff) and∫

Aff
&( (k, q) (G, 0)

3G 30

0
= 〈k, q〉!2 (R+) tr(D−1(D−1).

3. We have the covariance property

&( (* (−G, 0)k,* (−G, 0)q) (H, 1) = &( (k, q) ((H, 1) · (G, 0)) (E.6.3)

for all (G, 0), (H, 1) ∈ Aff.
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4. The function &( (k, k) is (real-valued) positive for all k ∈ !2(R+) if and
only if ( is (self-adjoint) positive.

Example E.6.10.

• For k, q ∈ !2(R+) we have

&q⊗q (k) (G, 0) = |〈k,* (−G, 0)∗q〉!2 (R+) |
2,

which by Corollary E.5.6 is simply a Fourier transform away from being a
scalogram.

• If we relax the requirement that ( is bounded in Definition E.6.8, then it
follows from Theorem E.3.20 that

&%Aff (k) = ,
k

Aff

for k ∈ �(R+). Hence the affine Wigner distribution can be represented as a
(generalized) affine Cohen class operator. If we define an alternative affine
Weyl quantization using an operator % as in Subsection E.6.2, then it is clear
that &% gives an alternative Wigner function. See [76, Section 7.2] for the
case of %k(A) = k(1/A).

The covariance property (E.6.3) and some rather weak continuity conditions
completely characterize the affine Cohen class, as is shown in the following result.

Proposition E.6.11. Let & : !2(R+) × !2(R+) → !∞(Aff) be a bilinear map.
Assume that for all k, q ∈ !2(R+) we know that &(k, q) is a continuous function
on Aff that satisfies (E.6.3) and the estimate

|&(k, q) (0, 1) | . ‖k‖!2 (R+) ‖q‖!2 (R+) .

Then there exists a unique ( ∈ L(!2(R+)) such that & = &( .

Proof. By assumption, the map (k, q) ↦→ &(k, q) (0, 1) is a bounded bilinear
form. Hence there exists a unique bounded operator ( such that

〈(k, q〉!2 (R+) = &(k, q) (0, 1).

To see that & = &( , note that we have

&(k, q) (G, 0) = &(* (−G, 0)k,* (−G, 0)q) (0, 1)
= 〈(* (−G, 0)k,* (−G, 0)q〉!2 (R+)

= &( (k, q) (G, 0). �
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At this point we have seen that operators ( define a quantization procedure
Γ( ( 5 ) = 5 ★Aff ( as in Subsection E.6.2, and an affine Cohen class distribution&( .
The connection between these concepts is provided by the next proposition.

Proposition E.6.12. Let ( be a positive, compact operator on !2(R+) and consider
a positive function 5 ∈ !1

A (Aff). Then 5 ★Aff ( is a positive, compact operator. De-
note by {_=}∞==1 its eigenvalues in non-increasing order with associated orthogonal
eigenvectors {q=}∞==1. Then

_= = max
‖k ‖=1

{∫
Aff

5 (G, 0)&( (k, k) (G, 0)
3G 30

0
: k ⊥ q: for : = 1, . . . , = − 1

}
.

Proof. The integral defining 5 ★Aff ( is a Bochner integral of compact opera-
tors converging in the operator norm, hence it defines a compact operator. It is
straightforward to check that 5 ★Aff ( is also a positive operator. Furthermore, for
k ∈ !2(R+) we have

〈 5 ★Aff (k, k〉!2 (R+) =

∫
Aff

5 (G, 0)〈(* (−G, 0)k,* (−G, 0)k〉!2 (R+)
3G 30

0

=

∫
Aff

5 (G, 0)&( (k, k) (G, 0)
3G 30

0
.

The result thus follows from Courant’s minimax theorem [119, Theorem 28.4]. �

Example E.6.13. Consider a localization operator jΩ★Affi⊗i for i ∈ !2(R+) and
a compact subset Ω ⊂ Aff. The first eigenfunction q0 of this operator maximizes
the quantity

〈jΩ ★Aff (i ⊗ i)q0, q0〉!2 (R+) =

∫
Ω

|〈i0,* (−G, 0)∗i〉!2 (R+) |
2 3G 30

0
.

Hence in this sense, the eigenfunctions are the best localized functions inΩ, which
explains the terminology of localization operators.

Relation to the Affine Quadratic Time-Frequency Representations

The signal processing literature contains a wealth of two-dimensional representa-
tions of signals. Among them we find the affine class of quadratic time-frequency
representations, see [136]. A member of the affine class of quadratic time-
frequency representations is a map sending functions k on R to a function &�

Φ
(k)

on R2 given by

&�Φ(k) (G, 0) =
1
0

∫ ∞

−∞

∫ ∞

−∞
Φ(C/0, B/0)42c8G (C−B)k(C)k(B) 3C 3B
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for some kernel function Φ on R2.
There are clearly a few differences between our setup and the affine class of

quadratic time-frequency representations. The domain of the affine class consists
of functions on R, whereas the affine Cohen class acts on functions on R+. For a
function k on R+ we therefore define

k0(C) =
{
k(C) C > 0,
0 otherwise.

Finally, we recall that a function  ( defined on R+×R+ defines an integral operator
( with respect to the measure 3C

C
by

(k(B) =
∫ ∞

0
 ( (B, C)k(C)

3C

C
.

The following formal result is straightforward to verify.

Proposition E.6.14. Let ( be an integral operator with kernel  ( and define

Φ( (B, C) B
{
 ( (C ,B)√

BC
if B, C > 0,

0 otherwise.

For G > 0 and k defined on R+ we have

&( (Dk,Dk) (G, 0) = &�Φ( (k0) (−G/0, 0).
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