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ABSTRACT Information and Communication Technologies (ICT), Wide Area Measurement
Systems (WAMS) and state estimation represent the key-tools for achieving a reliable and accurate
knowledge of the power grid, and represent the foundation of an information-based operation of Smart
Grids. Nevertheless, ICT brings new potential vulnerabilities within the power grid operation, that need to be
evaluated. The strong interdependence between power system and ICT systems requires new methodologies
for modeling the smart grid as a Cyber Physical System (CPS), and finally analyzing the impact of ICT
failures on the power grid operation. This paper proposes a novel methodological approach that combines
Stochastic Activity Networks (SAN) modeling and numerical computation for dependability analysis of a
5G-based WAMS. Internal influences such as component failures and external influences such as rain effect
are considered, and the impact of these failures are assessed over the WAMS capability to provide reliable
data for performing an accurate power network state estimation. Different state estimation approaches
(traditional SCADA and PMU-based algorithms) and weather conditions are compared in terms of mean
states estimation error and safety. The results highlight that 5G based WAMS result in a close-to-ideal
behavior which enforces the prospect of a future adoption for smart grid monitoring applications.

INDEX TERMS Smart grid, state estimation, dependability analysis, 5G, wide area measurement system,
stochastic activity network.

I. INTRODUCTION
The digitalization wave has invested many areas of indus-
try, utilities and services in the last decades. New markets
were opened as a result of the new opportunities brought
by the information and communication technologies (ICT),
that allow a peer-to-peer exchange of information, goods and
services [1].

The power system has also been involved in this tran-
sition. A growing request of connection to the distribution
grid by small size distributed generation (DG) units has
been recorded. This trend is mainly due to the spread of
cheap technologies for generation and storage of electri-
cal energy, along with the increased sensibility towards an
environment-friendly energy generation, and the political
incentives for an increasing contribution of renewable energy
into the global energy industry.
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With the introduction of distributed generation from
Renewable Energy Sources (RES), especially in distribu-
tion systems, the complexity of power system operation has
increased dramatically. The RES power generation is typi-
cally difficult to predict, moreover the bidirectional power
flow introduces technical and security issues, therefore effi-
cient monitoring, control and protection of the power system
becomes critical. In order to deal with these new challenges,
ICTs become a fundamental component of the distribution
grid.

The exploitation of ICT in power system operation
promises to achieve a significant enhancement in the man-
agement of the power network, in terms of better perfor-
mances, reliability and quality of service [2]. In this context,
the concept of Smart Grid (SG) implies the transition of the
power grid towards a Cyber Physical System (CPS), where
the physical system (the power grid) is merged with a cyber
system that provides the physical system with computational
and communication capabilities.

112642 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0002-3893-957X
https://orcid.org/0000-0002-9803-9944
https://orcid.org/0000-0001-6969-4571
https://orcid.org/0000-0002-2098-7637


T. Amare et al.: Effect of Communication Failures on State Estimation of 5G-Enabled Smart Grid

Information and communication technologies, along with
the above mentioned advantages, introduce new vulnerabil-
ities on power systems that may have a crucial impact on
the Smart Grid operation. The data gathered by Wide Area
Measurement Systems (WAMS) represent the foundation of
the information-based operation of Smart Grids. Wrong state
estimation may compromise the integrity of Optimal Power
Flow (OPF) and threaten the economic and secure system
operation [3]. For this reason a reliable communication tech-
nology represents the key enabler for allowing the WAMS
to guarantee a correct and timely information exchange for
the power system operation. Several factors may influence
the capability of correctly processing and delivery of the data
within a WAMS. These factors can be classified in two main
categories:

• External influences: for example the weather condi-
tions for wireless technologies and the orography of the
terrain; cyber-attacks can also dramatically affect the
behavior of the ICT system, and consequently of the
power grid;

• Internal system reliability: on each Smart Grid com-
ponent (communication links, servers, measurement
devices, actuators, etc.) software and hardware failures
may occur.

In this context, 5G technologies represent a promising can-
didate for implementing the communication infrastructure
that allows data traffic to be transmitted from measurement
devices to control centers in WAMS. In fact, 5G is expected
to meet the requirements for a Smart Grid implementation,
with highly reliable communication, low latencies, strong
security mechanisms to prevent malicious intrusion and high
scalability.

Nevertheless, a comprehensive dependability analysis of
WAMS is important in order to:

• quantify the impact of the above mentioned external and
internal factors that undermine state estimation applica-
tions for power systems;

• support decision-making processes in the Smart Grid
infrastructure planning.

A. RELATED WORKS
Several articles have analyzed Wide Area Measurement Sys-
tems from a dependability point of view.

In [4] Aminifar et al. present a methodology for incor-
porating WAMS malfunctions in power system reliability
assessment based on Monte Carlo simulation. The scenar-
ios analyzed show that WAMS network failures, although
unlikely, may bring the system to an unobservable state and
cause severe cascading events. A Monte Carlo approach is
also used in [5], where a wide area monitoring, protection
and control (WAMPAC) system is divided into four sub-
systems: measurement inputs, communication, actuator and
analytic execution, and the influence of different components
on the overall system reliability is assessed through sensi-
tivity analysis. Zhu et al. in [6] address the dependency of

Wide Area Monitoring and Control (WAMC) systems on
their supporting ICT architecture. Different architectures are
compared in a scenario with a PMUbasedmonitoring system,
and the reliability of the whole WAMC system is assessed
with relation to data loss probability and delay. Rana et al.
in [7] propose a reliability evaluation of a power system
WAMSwith aMarkov graph theoretic approach. The analysis
considers both single component failures and common cause
outages and their impact on the overall reliability of the grid.
The model proposed takes also into account the variation of
the failure rate of different components in WAMS due to
aging.

Several works focus on analyzing the impact on power
system state estimation in relationshipwith a specific cause of
data loss and corruption, namely cyberattacks. Liu et al. in [8]
presents how false data injection attacks can be exploited to
bypass the existing techniques for bad measurement detec-
tion. Cyberattacks can also be used to create topology errors.
Ashok and Govindarasu in [9] show how by exploiting the
field devices vulnerabilities, corresponding to the critical
measurements, it is possible to manipulate the network topol-
ogy data. These topology errors are also unobservable to
bad data detection techniques. The traditional approaches to
detect bad data are based on exploiting a high redundancy
of measurement data sources, which allow the identification
of outliers, and the application of filtering techniques [10].
Nevertheless, these methods hardly apply on distribution
level Smart Grids, which typically rely on a relatively low
number of measurement points. Weather conditions impact
on a WAMC systems, supported by wireless communication
technologies, are analyzed in [11]. The analysis is conducted
with a co-simulation approach on a rural distribution network
served with WiMAX communication, and it shows the high
sensitivity of the wireless channel on the distance between
antennas and the level of rainfall. Tsitsimelis et el. in [12]
investigate the impact of the LTE random access channel reli-
ability onWAMS and, consequently, on the SE accuracy. The
study showed state estimation accuracy can be significantly
affected by a varying cell coverage range and number of
contending devices in the system. Cosovic et al. in [13], [14]
propose to leverage 5G cellular technologies to enable a
distributed state estimation for smart grid. Latency and reli-
ability of distributed state estimation on 5G communication
networks are analyzed. The effect of noise on measurement
process and communication process that corrupt the measure-
ment vector is also considered.

B. AIM AND CONTRIBUTION
All the articles mentioned in subsection I-A focus on spe-
cific issues on the interdependence between communication
system and the power grid monitoring. To the knowledge
of the authors, this is the first paper that investigates the
overall dependability of 5G based wide area monitoring
system (WAMS) comprehensively. Both internal influences
such as component failures and external influences such
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as fading and rain effects are taken into account, in order
to analyze what is the impact of communication failures
in the accuracy of distribution network state estimation.
The main contributions in this paper are summarized as
follows:

• A novel methodological approach is proposed, that com-
bines Stochastic Activity Networks (SAN) modeling
and numerical analysis, to take into account the con-
tinuous and discrete event activities of power system
and ICT system, respectively. Based on this method,
a simulation tool is developed with theMöbius platform,
extended with external C++ libraries developed by the
authors.

• The dependability of WAMS for state estimation in
an IEEE standard distribution network is investigated.
Different state estimation approaches are analyzed and
compared by taking into account internal and external
sources of failures, such as component faults and envi-
ronmental conditions. This analysis is performed over
a novel 5G communication infrastructure proposed by
the authors, and the suitability of this communication
technology is analyzed in relation with the wide area
measurement system requirements.

C. ORGANIZATION OF THE PAPER
The paper is organized as follows. Section II gives a brief
introductory background to monitoring system architectures
and state estimation. In Section III, a 5G-basedWAMS archi-
tecture is proposed, and the modeling assumptions and imple-
mentations are explained. Section IV illustrates the study
cases, where the 5G architecture provides a communication
service for monitoring the state of an IEEE standard dis-
tribution network. The performances of the state estimation
are examined in relation with different sources of failures.
Conclusive remarks and future works are summarized in
Section V.

II. MONITORING SYSTEM FOR SMART GRIDS
This section presents some background on WAMS, 5G and
state estimation. Readers with relevant knowledge on these
areas may consider skipping this section. The review starts
with WAMS architecture in subsection II-A followed by a
discussion on the communication architectures on power grid
monitoring in subsection II-B. A brief introduction on the
use of 5G for WAMS is presented in subsection II-C. Finally,
Subsection II-D gives a short background on state estimation
algorithms used in WAMS.

A. WAMS ARCHITECTURE
Wide Area Measurement System (WAMS) is a system that
combines the functions of metering devices with the abilities
of communication systems to monitor, operate and control
power systems in wide geographical areas [15]. In general,
a WAMS system collects data from measurement devices
and transmits them through the communication system to the

control center, where the data is processed and decisions on
the operation of the power systems are made [16].

Utilities have been using Supervisory Control And Data
Acquisition (SCADA) systems for many years for monitoring
and controlling the power grids. SCADA is a generic name
given for a computerized system capable of collecting and
processing data of a complex industrial process through long
distances, and applying operational controls over it [17]. Typ-
ically, SCADA systems gather data from Remote Terminal
Units (RTUs) associated with Measurement Devices (MDs)
and convey control signals to Programmable Logic Con-
trollers (PLC) and Intelligent Electronic Devices (IEDs) for
operating the system. Nevertheless, traditional SCADA sys-
tems are not sufficient for a proper monitoring of modern
power systems for various reasons. Among these: the collec-
tion of measurement values is every 2 to 5 s; only the RMS
values are collected; the measurements are not synchronized
in time [18].

Phasor Measurement Units (PMUs) allow providing the
WAMS with new capabilities in terms of power grid moni-
toring. PMUs are measurement devices designed to measure
positive, negative and zero sequence phasors of voltages and
currents. These signals are sampled at a rate of 50 to 60 times
per second, and all the measurements are time-stamped using
a clock synchronized to the Global Positioning System (GPS)
[18]. Compared with traditional SCADA systems based on
conventional RTUs, the integration of a large number of
PMUs throughout the grid will result in some benefits. First,
it will result in better monitoring due to the higher accuracy
of PMU measurement; second, there will be faster control
actions due to the higher sampling rate of voltage and current
waveforms. Furthermore, due to availability of time-stamped
data, there will be better handling with disturbances, potential
cascade effects and postmortem analysis [19], [20]. Conven-
tional PMUs are used in transmission systems, and are char-
acterized by an accuracy of±1◦. However, a higher accuracy
is needed for distribution systems as they are characterized
by smaller angle difference between buses due to smaller X/R
ratios. To meet this requirement, µPMUs have recently been
developed. They are able to discern angle differences with an
accuracy of ±0.01◦ [21], [22].
In Fig. 1 a typical representation of a modern Wide Area

Monitoring Control and Protection system is shown. Sub-
station 1 represents a traditional substation, where measure-
ments from traditional metering devices are merged in a RTU
and sent to the Distribution System Operator (DSO) control
center, where the information is elaborated by the SCADA
system. A modern configuration of substation is represented
by Substation 2. Metering devices are substituted by IEDs,
that individually communicate with the DSO control center.
These substations are also provided with PMUs/µPMUs,
whose signals may be aggregated by local or remote Phasor
Data Concentrators (PDC) and sent to theDSO control center,
where this information is stored in databases and/or processed
for real time monitoring by Distribution Management Sys-
tem (DMS) algorithms.
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FIGURE 1. Schematic representation of a WAMS: blue blocks represent
components of traditional SCADA-based monitoring system; red blocks
represent components of modern DMS-based monitoring system.

B. COMMUNICATION ARCHITECTURE
In general, two main levels in the power grid monitoring
communication infrastructure can be identified [23]:
• Field Area Network (FAN), that includes the communi-
cation of measurement data that is transmitted within the
substation, typically between the measurement devices
and the RTU.

• Wide Area Network (WAN), that includes the commu-
nication of measurement data aggregated at substation
level to the central controller, SCADA Master or DMS.

The internal substation communication infrastructure facili-
tates the communication between the measurement devices
and the RTU for substation automation within the same FAN.
The RTU collects measurements, alarms, and other informa-
tion and forwards it to the SCADA system. The most com-
mon networking technology within substations FANs is serial
communication based on Fieldbus RS-485, that communicate
through Modbus, DNP3 or IEC 60870-5-103 communication
protocols [24]. The modernization process of substations
goes towards replacing these traditional protocols with the
newer standard IEC 61850 and introducing a set of abstract
models that allow mapping the data objects and services
to any other protocol that can meet the data and service
requirements. Moreover, conventional RTUs and measure-
ment devices are being replaced with microprocessor-based
Intelligent Electronic Devices (IEDs), that support func-
tions formerly supported by multiple conventional devices in
the substations. This reduces the cost associated with sub-
station automation and SCADA operation [25]. Compared
with previous protocols, IEC 61850 switches from the tra-
ditional master-slave communication to a peer-to-peer com-
munication, where all substation devices are IED based and

internally communicate through Ethernet LAN. This enables
distributed functions as well as data rates up to 100 Mb/s.

The external substation communication infrastructure
enables the communication between RTU/IEDs and the
SCADA master through the WAN. The state-of-the-art
in external substation communication is deployed through
Ethernet or Fieldbus RS232, using IEC 60870-5-101, IEC
60870-5-104 and DNP3 protocols. In 2010 the Techni-
cal committee TC57 of the International Electromechanical
Commission has further extended the standard IEC 61850 to
support communication between substations and to support
communication between substations and generation sources
(IEC 61850-90). With IEC 61850, all substation devices are
IED based. Each IED supports one or more functions includ-
ing switchgears, measurement devices, bay controller and
relay. In this stage of modernization of substation automation,
each IED will communicate directly with IEC 61850 with the
SCADA master over protocols like DNP3, allowing RTUs
to be removed. With the advent of IP for SCADA com-
munication, DNP3 has added a Data Connection Manage-
ment layer, that allows running DNP3 over a TCP/IP or
UDP/IP connection. For consistency with IEC 61850 stan-
dards, DNP3 will need to support the object models defined
in the IEC 61850 standards [18].

Requirements for wide area monitoring communication
vary according to the specific application. For example, local
voltage stability monitoring, based on conventional metering
devices or IEDs, require a typical data sampling with a period
of 0.5 to 5 seconds; on the other hand, applications such as
real time state estimation or monitoring for supporting power
system protection requires data sampling with a period of few
milliseconds [26]. IP enabled DNP protocol allow exploiting
internet based communication technologies, such as Fiber
Optic and broadband wireless technologies (4G and 5G),
which are able to meet the low latencies and high reliability
required for these monitoring applications [23].

C. 5G COMMUNICATION FOR WAMS
Wireless technologies have already been integrated to
SCADA systems for monitoring and remotely accessing the
parameters of controlling the substations [27]. Compared
with fiber optics, wireless data communication offer signif-
icant benefits, such as low cost installations, rapid deploy-
ment, easy user access and mobility [28].

Since the 2nd Generation of mobile communication tech-
nologies (2G), wireless communication has been success-
fully tested for monitoring and accessing the performance
of remotely situated devices [28], [29]. Nowadays, ven-
dors develop and implement 4G-LTE SCADA connectivity
devices, designed to provide several security features like
uniquely addressed devices, cryptographic capability, in addi-
tion to communication speed [30].

The 5th Generation (5G) of mobile communication tech-
nologies represents not only an enhancement of 4G-LTE, but
entails a complete redesign of the architecture that supports
wireless cellular communication. The 5G, whose first release
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has been made available since 2020, is designed to meet the
growing demand to the mobile communication infrastruc-
ture in terms of number of connected devices, mobile data
volumes, latency, reliability and security. Moreover, a wide
scope of different use cases will rely on the 5G infrastruc-
ture, like enhanced Mobile Broadband (eMBB), Massive
Machine Type Communication (mMTC), and Ultra Reliable
and Low Latency Communication (URLLC) for Mission
Critical Services (MCS), each of which with different and
specific requirements [31]. Being able to provide a wide
range of use cases and services cost-efficiently requires a
high flexibility and a high scalability of the network, that
in the 5G vision is obtained through the softwarization of
the network, and the concept of network slicing. A network
slice consists of a set of virtual network functions that run on
the same physical infrastructure, that can be orchestrated and
configured according to the specific requirements requested
by the network tenant [32]. The key technologies that allow
implementing the concept of network slicing are [33], [34]:
• Software Defined Networking (SDN): it separates the
control plane and data plane of the current network,
promoting flexibility and customization of the network.

• Network Function Virtualization (NFV): it replaces the
conventional device bound network functions, such as
firewalls, load balancers, etc., with conventional off the
shelf servers, enhancing flexibility, convergence of het-
erogeneous appliances, and allowing reduction of oper-
ating and capital expenditures.

• Mobile Edge Computing (MEC): it locates cloud-based
architectures at the edge of the mobile network, within
the Radio Access Network (RAN) and in proximity of
the mobile subscribers, allowing low latency, location
awareness, more efficient network and service opera-
tions, reduced network congestion and minimized data
transmission costs.

In the 21st meeting of Working Party 5A of ITU a pre-
liminary draft of document on utility communication system
requirements was reported [35]. Different power network
applications are classified in terms of coverage, reliability,
latency time, bandwidth, security, priority and backup power.
A synthesis of theWorking Party results related to theWAMS
communication are reported on Table 1.

TABLE 1. Network requirements for monitoring communication.

5G technologies promise to meet these requirements. Net-
work Function Virtualization and Mobile Edge Computing
allow moving virtual machines with Smart Grid applications
and computation capabilities into the edge cloud, reducing the

computation delays and enhancing the flexibility and scala-
bility of the system. Ultra Reliable and LowLatency Commu-
nication (URLLC) allow meeting requirements, bandwidth
and reliability requested for real time state estimation and
situational awareness supported by the expected massive
deployment of PMUs in distribution grids. Finally, network
slicing promises to meet the requirements in terms of security
through slice isolation and data encryption.

D. WAMS STATE ESTIMATION
In the Smart Grid (SG) paradigm, measurement systems play
an important role. The unpredictability of the power flow,
mainly due to the high number of distributed generation units
from renewable energy sources (RES) that will be connected
to the grid, implies an increasing difficulty in monitoring the
state of the network and, based on that, optimally dispatching
the resources.

Nevertheless, measurements are prone to errors, due to the
precision and accuracy of the measurement devices. State
estimation consists in a statistical approach for the calculation
of the state variables of the system, given a limited number of
measured values characterized by a given uncertainty. Typical
measured quantities are the active and reactive power flows
on network branches, active and reactive power injections on
the buses and voltages on the buses. Recently, the spreading
of PMUs and µPMUs enhances the potential of state esti-
mation algorithms with new capabilities, such as prediction
of disturbances and potential cascading events, through the
measurement of voltage and current phasors and global time
stamps [20].

Distribution systems are traditionally a power grid level
that is scarcely monitored. A relatively small number of
measurement devices is currently deployed along the net-
work compared with the high number of buses. For this rea-
son, pseudo-measurements, i.e. non-real-time measurements
obtained from historical data, play an important role for
reaching the observability of the system.

The first studies on state estimation algorithms applied to
power grids date back to early 70s [36]. In the following
years state estimation, due to the evolution of the algorithms,
has become a fundamental tool for Transmission System
Operators (TSO), and in recent years even for Distribution
System Operators (DSO), allowing a continuous monitoring
of the power grid and supporting network management inter-
ventions.

Several algorithms have been elaborated that allow obtain-
ing an estimation of the state of electrical power systems. The
Weighted Least Squares (WLS) is the most commonly used
algorithm for obtaining an accurate estimation of the network
starting from a set of measures and pseudo-measures [37].

Given a measurement model of a system described by (1):

z = h(x)+ e (1)

where z is a vector containing measurements (and pseudo-
measurements) on the electrical system, h(x) is the function
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that relates the network state variables x to the measurements
on the system, and e is the measurement error vector.

The WLS approach consists in minimizing the following
objective function:

J (x) =
M∑
i=1

wi (z− h(x))2 (2)

where wi is the weight associated to the ith measurement
related to the correspondent variance σi (if, as commonly
assumed, the measurement errors are independent, wi =
1/σ 2

i ), and M is the total number of measures and pseudo-
measures.

Equation (2) can be formulated in matrix form with the
following expression (3):

J(x) = [z− h(x)]T W [z− h(x)] (3)

The non-linear problem can be solved thought iterative
methods, like Gauss-Newton methods, with the following
formulation (4)

G(xk)1xk = HT
kW [z− h(xk)] (4)

where

G(xk) = HT
kWHk is the Gain Matrix;

Hk = H(xk) =
∂h(xk )
∂x

is the Jacobian matrix of the
measurement function h(x);

1xk
is the updating state vector from
the kth to the (k + 1)th iteration.

1) PMU-BASED STATE ESTIMATION
In general it is possible to integrate the measurements from
PMUs (and/or µPMUs) in the traditional WLS-based state
estimation algorithms with two approaches [38]. The first
approach consists in appending the voltage and current mea-
surements from PMUs as additional measurements to the
conventional measurements vector. Equation (1) is rewritten
in the following form (5):[

z1
z2

]
=

[
h1(x)
h2(x)

]
+

[
e1
e2

]
(5)

where z1 is the vector containing the measurements from
traditional measurement devices, z2 is the vector that contains
real and imaginary parts of the voltage and current phasor
measurements from PMUs, h2(x) is the set of non-linear
equations that relate the measurements with the state vector
x, and e2 is the vector of PMU measurement errors. With
this approach, both conventional and PMU measurements
are processed together, with an iterative approach as in the
traditional WLS method.

The second approach is based on a two stages method,
which consists in first processing the measurements set from
the standard measurement devices with the WLS method,
according to (4), and in a second stage post-processing the
result of the WLS state estimation with the data based on
the measures from PMUs. One example of this approach is

proposed in [38], where the PMU measurement vectors is
augmented by the estimated state from the WLS:

z2 =
[
V1r V1i V2r V2i I2r I2i

]T (6)

where (V1r,V1i) is the solution from the WLS state estima-
tion, and (V2r,V2i) and (I2r, I2i) are the voltage and current
measurement vectors from PMUs, expressed in rectangular
coordinates. Being x = [xr xi]T the solution vector that
represents the state of the system (real and imaginary part
of the vector in the buses), the authors in [38] show that the
solution of the state estimation is a linear problem (7):

z2 = H · x+ e2 (7)

therefore it can be solved in algebraic form. This approach
has the main advantage of not requiring the redefinition of
already existing state estimation algorithms in SCADA sys-
tems. Moreover, being a linear problem, an algebraic solution
is obtained without recurring to iterative solvers. For this
reason, this approach has also been adopted in the implemen-
tation of the state estimation in the dependability platform
developed.

III. MODELING
This section presents the 5G based WAMS architecture pro-
posed in Subsection III-A, and the methodological approach
adopted for modeling the smart grid monitoring as a Cyber
physical system in Subsection III-B. Then, a top level descrip-
tion of the method along with the characteristics of the tool is
presented in Subsection III-C. The details on the components
model are described in Subsection III-D.

A. PROPOSED 5G BASED WAMS ARCHITECTURE
Based on the technological evolution discussed in
Section II-C, a 5G based WAMS architecture is proposed.
The monitoring and control logic are virtualized and moved
into an edge cloud in a 5G communication infrastructure.
IED and PMU functions (such as conversion of analog
measurements to digital) are kept near to field devices while
PDC data processing functions and Distribution System
Operator (DSO) functions are moved into the edge cloud.
A completely isolated end to end network slice is considered,
which bringsmultiple benefits such as improved performance
due to interference avoidance from the rest of the network.

The 5G based architecture proposed is shown in Fig. 2.
IEDs and µPMUs are assumed to communicate with the
base station (eNB) through a radio link where ultra reliable
and low latency communications (URLLC) service category
in 5G is used. The edge computing cloud provides the virtual-
ized application environment, where virtual machines (VM)
are used to host monitoring functions of DSO controllers.
A Hypervisor is used to manage and orchestrate multiple
virtual machines that run concurrently on the host edge cloud
server, while a Software Defined Network (SDN) controller
is used to manage the front- and back-haul network.

The timing requirement of a real time monitoring appli-
cations, as described in Section II-B, is in the range of few
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FIGURE 2. 5G based architecture for WAMS.

milliseconds. 5G, by using URLLC radio links and moving
the control servers close to the base station (access point),
is expected to meet this requirements, with round trip laten-
cies of 1 ms [39].

B. METHODOLOGICAL CHALLENGES IN MODELING
SMART GRID
The main issue in studying smart grids as CPS is to allow
the two main components of the smart grid, power sys-
tem and ICT, to be studied comprehensively, despite being
two systems with their own peculiar characteristics. More
specifically, the power system is traditionally described by
mathematical models in the continuous domain. On the other
hand, ICT system is typically described with discrete event
simulation: the evolution of the ICT system is defined by
the sequence of occurring events. In order to properly char-
acterize the smart grid as a CPS, proper attention should
be focused on the design of the simulation tool, that must
be able to merge these two systems and describe the inter-
dependencies among the elements that compose the com-
plex system (see Fig. 3). This issue brings a methodological

FIGURE 3. Top level methodology description.

challenge, since different exigencies must coexist: on one
hand, the necessity of reproducing the operation of the system
accurately, on the other hand the need of simplifying the
system according to the detail of interest.

C. METHOD AND TOOL
The proposed method follows the principles outlined
in Fig. 3. Major events such as failure and repair within power
system and ICT systems are modeled along with the ICT
infrastructuremanagement (MANO system,VM redundancy,
etc.) with the Stochastic Activity Network (SAN) formal-
ism [40]. The power flow and state estimation calculations
are performed with numerical solvers.

The SAN models are defined in the Möbius tool [41]. The
use of SAN and the tool are extended to allow dealing with
continuous phenomena. The main novelty of this extension of
Möbius is the inclusion of power system analysis functions
by exploiting external C++ libraries purposely developed.
In Fig. 4, a schematic representation of the software tool is
illustrated.

FIGURE 4. Schematic representation of the software architecture of the
tool.

The C++ libraries developed for this study are:
• PF.a, which provides the tool with the capability of
performing power flows;

• SE.a, which provides the tool with the capability of
performing state estimation calculations.

The simulation is carried out as ordinary discrete event
simulation in the Möbius tool, with a modification at the
events that may change the power flow. A high level descrip-
tion of the handling procedure of the events is presented in
Algorithm 1. Whenever a failure or repair event is generated
by the simulation in Möbius, power flow and state estima-
tion calculations are performed. The extensions to Möbius
provide the power system analysis functions, defined within
the C++ libraries, with the working state of each system
component. Based on this information, the power system
functions process the data and perform the calculations.
Then, the results are collected and recorded as values in the
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Algorithm 1 Procedure at Discrete Events in the Simulation
1: Event in the Discrete Event Simulation of the SAN
2: Execute actions in the SAN
3: if The event affects the wide area measurements then
4: Power flow analysis of new state F PF.a library
5: Store new flow in extended place F Figure 7,

F Places: P_fr, VA_fr, P_bus, VA_bus
6: Perform State Estimation F SE.a library
7: if PMU-based State Estimation then
8: Perform PMU-based post processing
9: end if
10: Accumulate state estimation statistics
11: end if
12: Update the event list
13: Next event in the simulation, i.e. goto line 1

extended places inMöbius, andmight be acted upon in further
simulations. Extended places are special elements in the SAN
formalism of Möbius that allows the model to handle the
representation of structures and arrays of primitive data-types
(places).

The tool implemented exploits and enhances the inherent
advantages of Stochastic Activity Networks formalism:

• Efficient simulation: during the simulation, power flow
and state estimation calculations carried out only after
events change the ICT system topology and/or the power
flows. Results for a given configuration are cached to
avoid repetitive calculations of normal conditions, short-
ening the simulation time;

• Structured modeling: each type of component of rele-
vance in the power grid and ICT system is modeled with
an atomic model. The interconnection between compo-
nents is embedded in the input/output gates and extended
places. This approach simplifies the description of the
system and the interdependencies that exist between the
system components;

• Modularity and flexibility: the model is easily extend-
able with new features; the introduction of new atomic
models and refinement of existing allow upgrading the
smart grid definition with an enhanced level of details.
Furthermore, the exploitation of external libraries allows
modeling the dynamics of the system such as introduc-
ing power system analysis capabilities and other active
management functionalities (network operation strate-
gies, transient simulation analysis, etc.).

D. MODEL DESCRIPTION
Based on the 5G based architecture proposed in
Section III-A. The model is based on the principles of object
orientation. First, a Möbius atomic model is developed for
all types of components of the architecture describing their
generic behavior. Next, these types are instantiated, i.e. given
parameters and variables, to represent the specific individual
components of that type in the system. The instances and the

system topology are represented using an indexed extended
place in the atomic models. Then, the overall system is
modelled by connecting the atomic sub-models. The reward
model functionality in Möbius is used to collect statistics of
interest for each state transition of the system (failures and
repairs). Below, some important atomic model types for the
5G architecture are presented. For a more detailed description
of the atomic models, refer to [42].

1) EDGE INFRASTRUCTURE
Figure 5 shows the atomic model of an edge server. It has
four extended places: hardware failure (Server_Failed),
working state (Server_Ok), Operating system/Software
failure (Soft_Failed) and No Power states (No_Power).
The states of the servers are modeled by markings of the
respective extended places. The atomic model for virtual
machine is shown in Fig. 6. A virtual machine may have a
software failure (VM_Sf_Fail) or a failure in the under-
neath edge server may change its state into a hardware failure
state in VM_Hr_Fail. The unconnected extended places at
the top are shared places, which are used to share states with
other atomic models.

FIGURE 5. Atomic model of the server.

FIGURE 6. Atomic model of virtual machine.

2) ESTIMATOR APPLICATION MODEL
The estimator application atomicmodel, shown in Fig. 7, con-
tains the core setup for the exchange of information between
the ICT system and power system models as discussed in
Subsection III-C. It consists of three places: OK_Initial,
Estimation and Failed. The global variables, defined
as extended places, are exploited for storing the power sys-
tem variables from both the power flow analysis and state
estimation. A power flow analysis is made on the initial state
prior to estimation so that the ideal case values are known.
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FIGURE 7. Atomic model of estimator application.

The remaining places failure and event_to_check
are shared with other monitoring system components such
as the measurement devices. According to discrete event
simulation paradigm, these shared states are used to trig-
ger the state estimation calculation. Both the power flow
and estimation libraries are called in this atomic model and
the results are stored in the respective global power system
variables. The estimator application may turn from working
states (OK_Initial and Estimation) to a failure state
(Failed) if the underlying virtual machine fails to provide
service (through IED_VM).

3) FIELD MEASUREMENT DEVICES
The atomic model for field measurement devices, such as
µPMUs or IEDs, is shown in Fig. 8. It consists three
extended places: hardware failure (Sensor_Failed),
working state (Sensor_OK) and loss of communication
Sensor_No_Comm. A field measurement device will be
unavailable if it either has a hardware failure or if the radio
communication to the eNB is lost. The state of the radio
communication is monitored through the shared extended
placeCom_OK. The state of the field devicemeasurementwill
finally be communicated to the estimator through the shared
place event_to_check and failure.

FIGURE 8. Atomic model of field measurement device.

4) RADIO COMMUNICATION
The radio communication represents the most vulnerable
part of WAMS. For this reason, a detailed model of the
radio communication subsystem is developed. In addition to
conventional component failures, a special focus is put on
environmental factors such as signal fading and rain effect.
The model assumes that each field component (SCADA
measurement device or µPMUs) is connected to the eNB
through a single homed radio communication channel. It is

also assumed that each radio communication channel consists
of multiple paths (n radio signals).

The radio subsystem model is structured in three stages,
which will be discussed separately. First, an atomic model
for reliability of the wireless channel modeling the multi-path
fading on the n redundant signals of a single radio com-
munication channel. Next, the atomic model of the radio
communication that includes the radio channel together with
hardware equipment is introduced. Lastly, the modeling of
rain effect on the radio channel reliability is discussed.

a: RADIO CHANNEL MODEL
The radio channel is typically characterized by either a
large-scale fading or a small scale fading. The large scale
fading is due to the path loss and shadowing while the small
scale fading is due to the constructive and destructive interfer-
ence of the multiple signal paths [43], [44]. Though themodel
developed is exploitable to analyze both properties, the model
proposed ignores path loss and shadowing, assuming a com-
pensation is performed by controlling the transmission power.
Considering urban areas where there can be many moving
objects that may scatter the n radio signals on their way to the
receiver, a Rayleigh model is assumed for capturing the effect
of small-scale fading.

For reliability studies, the fading behavior of the radio
transmission can be considered as an alternating renewal pro-
cess with failure (λ) and recovery (µ) rates where the failure
of the transmission is attributed to the fading. The average
fading and non-fading duration of a Rayleigh-faded signal
can be determined by level crossing analysis as discussed
in [43], [44]. Their reciprocals characterize the transition
rates between a working state and a failure state, which is
denoted as failure rate λ and recovery rate µ as shown in (8):

λ =

√
2π
F
fD, µ =

√
2π
F fD

exp 1
F − 1

(8)

where F = pavg/pmin represents the fading margin with
the average receive power pavg. The maximum Doppler fre-
quency is characterized by fD = vf /c, where f is the carrier
frequency of the signal and c is the speed of light. The
relative velocity between transmitter, receiver, and scatterers
is denoted by v. In smart grid environment, the transmit-
ter and receiver are stationary. Nevertheless, there can be a
minor effect from scatters especially in urban areas. Hence,
the model assumes a small fraction of the failure due to fading
(r) where fD = (vf /c) · r .

The first stage atomic model in Fig. 9 is used to
study the wireless channel property (i.e. the short term
fading behavior). It consists two extended places; work-
ing (Radio_signal_Ok) and failure due to fading
(Radio_signal_Failed). The markings in the two
extended places represent how many of the n radio signals
are (not-)working. A radio channel is assumed to be viable as
long as one out of the n redundant signals is operational. The
radio channel is said to be failed if all n tokens are present
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FIGURE 9. Atomic model of a fading radio channel.

FIGURE 10. Atomic model of the radio communication.

in Radio_signal_Failed. The rates of transitions,
fading_failure_signal and recovery_signal,
are obtained from the λ and µ of (8). The model measures
the rate at which the radio channel fails (all signals are down)
due to fading and get recovered by tracking the number of
visits to the failure state.

b: RADIO COMMUNICATION
The second stage radio communication model, shown
in Fig. 10, is used to model the radio communication as
a single entity, including the radio channel together with
hardware equipment. This model is suited for studying
the availability of communication between sensors and the
radio tower. It consists of three extended places: Working
(Com_Ok), No communication due to failure on ICT compo-
nents (No_Com) and link failure (Com_Failed). The fail-
ure of a communication link has different states represented
by different marking of the extended place. It could be due
to hardware failure on the receiver and transmitters which
need maintenance by a recovery crew, or due to fading with
a failure rate obtained from the first stage model.

c: RAIN EFFECT MODEL
In addition to the small-scale fading, the attenuation due to
rain precipitation is considered. In fact, similar to small-scale
fading, rain precipitation is an event that rapidly changes the
attenuation between base station and user equipment. There-
fore, no compensation from the base station can occur and
the rain may cause communication failure. The effect may be
pronounced in areas where the rainfall intensity reaches high
values in large parts of the year.

In this study Norway has been considered. According to
ITU recommendations, Norway is described by four rain
regions that differ in terms of distribution of rainfall intensity
over the year [45], [46]. The four regions considered (C, E,
G, J) are reported in Table 2 with the corresponding rainfall
distribution.

TABLE 2. ITU-R rain rates for map regions of Norway.

FIGURE 11. Atomic model of rain effect.

The attenuation 0R (dB) is obtained from the rain rate R
(mm/h) using (9):

0R = k · Rα · d (9)

where k andα are two coefficients that depend on polarization
and frequency, and d is the distance between the considered
node and the nearest base station.

The attenuation 0R reduces the fading margin available for
the small-term fading F in (8). Given F∗ as the maximum
fading margin in the radio link, the actual fading margin value
will be given by (10):

F = F∗ − 0R (10)

A Möbius atomic model for modeling the rain effect is
presented in Fig. 11. It has two places: Rain (Rain) and
No rain (No_rain). The markings in the two places repre-
sent the condition when the rainfall results in a significant
attenuation or if it results in a negligible attenuation that does
not affect the signal transmission. A rainfall rate of 3 mm/h
has been considered as threshold for the transition between
these two states. When a rain event exceeding the threshold
occurs, the resulting attenuation for each radio channel is
calculated according to (9) and stored in Attenuation.
Then, the remaining fading margin is calculated according
to (10), and the failure and recovery rates (lambda and mu)
of the radio channel model (Fig. 10) are updated accordingly.
For those radio channels with attenuation exceeding the fad-
ing margin, the radio channel is considered failed (through
Com_Failed). When the rainfall ends, all the radio channel
states are restored to their default state.

IV. DEPENDABILITY ANALYSIS
The study investigates the dependability of the proposed 5G
communication infrastructure of WAMS in distribution grid.
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A comparative analysis, that considers different assumptions
and configurations of the 5G infrastructure, is conducted with
the simulation tool introduced in Subsection III-C.

A. CASE STUDY
A simulation study of a distribution network is carried out,
focusing on measuring the impact of ICT failures on the state
estimation of the grid.

1) POWER GRID
The analysis is performed on the IEEE 33-bus standard dis-
tribution network (Fig. 12). It is a 12.66 kV radial network
that feeds approximately 3.6 MW of peak active power load
and 2.2 MVAR of peak reactive power load [47]. The IEEE
33-bus standard network considers normally open emergency
ties that allow reconfiguring the network when failures occur.
In the future distribution networks, with a high penetra-
tion of distributed generation, will increasingly be operated
in weakly meshed topology [48]. Therefore, in this study,
the disconnectors that maneuver the emergency ties (dotted
lines) are considered normally closed, i.e. the distribution
network operates in a meshed configuration. The bus 1 is
assumed as the slack bus, with reference voltage 1 pu. Power
flow calculations return the voltage profile over the 33 buses,
which are within the normal operation range for distribution
networks of 0.95÷ 1.05 pu [49].

FIGURE 12. IEEE 33-bus standard distribution network.

Amix of bus power injection measurements, branch power
flow measurements and µPMU measurements are deployed
along the network. The Wide Area Measurement System
is implemented with IEDs or µPMUs, that communicate
directly to the SCADA master and DMS located at the DSO
control center, according to a centralized architecture. The
IEDs and µPMUs placement is done ensuring that the power
system is fully observable whenever any measurement unit is
interested by a failure (N-1 approach).

The IEDs transmit the measurements of bus power injec-
tions and branch power flows to the SCADA master every
2 seconds, and then a robust SCADA+PMU state esti-
mation calculation is performed. µPMUs transmit voltage
and current phasor measurements every 100 ms to the

DMS. The DMS post-processes the previous state estima-
tion with the updated µPMUs measurements, exploiting
the two-stages linear state estimation approach explained in
subsection II-D1. An example of the approach followed is
represented in Fig. 13.

FIGURE 13. State estimation SCADA + PMU processing synchronization.

2) ICT SYSTEM
The 5G architecture proposed in subsection III-A is studied,
which assumes that the measurement points are connected to
the estimator application on the edge cloud through a radio
access network, see Fig. 2. Two radio towers are located in
the proximity of the power grid and each sensor is provided
with a 5G User Equipment which is connected to the nearest
tower. To each of these components (IEDs, µPMUs, UE,
Base Station) an instantiation of the correspondent atomic
models (ref. III-D) is associated. For a description of the
instantiation process, see Subsection III-D. An atomic model
is also instantiated for each communication link between
UEs and nearest base station. Finally, an atomic model is
instantiated for each component of the 5G Edge Computing
Cloud and Core Cloud (Fig. 2), namely the server, the virtual
machine, the estimator application. For a complete list of 5G
architecture model, see Subsection III-D. All these atomic
models are merged with the Join feature of the Möbius tool.
For the sake of brevity, the authors refer the reader to [50],
[51] as example of application of SAN atomic models for ICT
system modeling in different distribution systems.

All the transitions (i.e., Failure events, repair events, rain
occurrence, etc.) in each atomic model are assumed with
a constant failure rate, yielding negative exponentially dis-
tributed firing times Tx , i.e. P(Tx > t) = e−λx t , for transition
x. The usage of negative exponential distribution for repair
and recovery times is due to the lack of empirical information
about the distribution of these events, combined with the
lack of sensitivity in the results to their distribution. This is
considered a fair assumption, as long as the repair and recov-
ery times are short compared to the time between failures.
Table 3 presents the failure rates and repair times used in the
numerical evaluation. For edge computing server components
these are based on [52] and [53], while the parameters used
for the field devices are from [54].

3) METRICS
The followingmetrics are used to quantify the impact of com-
munication failures on the accuracy of the state estimation of
the power grid:
• Mean Estimation Error (MER) – Ē(x): measures the
difference between the estimated power system state
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TABLE 3. Failure rates and recovery times of the system components.

variable x using WAMS and the ideal/actual values
obtained with power flow calculation. In the following
study cases, the state variable x considered is the bus
voltage magnitude. The mean estimation error is mea-
sured for each bus in the power grid network. The mean
of the estimator error for all buses is also considered as
metric.

• Safety – S̄(x): represents the probability that the estima-
tion error is greater than a certain critical threshold value,
TR. It gives information about the probability that the
estimation error triggers a decisive and critical action by
the control unit.

4) STUDY CASES
The study aims at assessing the dependability of the two
different state estimation algorithms introduced in Subsec-
tion II-D. The study investigates first the degree of vulnera-
bility of the different subsystems of the WAMS architecture,
then the impact of component failures over the state estima-
tion accuracy is analyzed in detail. The study is divided in the
following cases:

A: The influence of the different 5G-based WAMS
subsystems (Sensors, Radio access, eNBs and Edge
cloud) on the reliability of state estimation calcula-
tions is analyzed.

B: The 5G configuration with a SCADA based state
estimation (SCADA-SE) is studied and compared
with a WAMS setup with ideal communication.
Two sub-cases are considered:
B.1: The SCADA-SE with a closer look at the radio
subsystem (the environmental impact due to rain) is
considered. The effect of failure in communication
due to rain on the state estimation performances is
investigated. Four map regions (C, E, G and J) of the
ITU-standard (2) that fall into the area of Norway
are considered.
B.2: The SCADA-SE with a focus on the sen-
sor subsystem is considered. The effect of dif-
ferent recovery strategy for sensors is studied.
The following three strategies are considered;

immediate repair, differing recovery until two sen-
sors are failed, and differing recovery until three
sensors are failed.

C: The impact of communication failures on state esti-
mation MER and safety is analyzed in the WAMS
setup with PMU-based linear post-processing of
SCADA measurements.

In all case studies, the safety metric has been considered
associated with a voltage threshold TR = 0.02 pu. Therefore,
it has been assumed as critical state the condition when the
estimation error exceeds ±2% of the actual voltage value.
Moreover, in the case of losing information due to failures,
the estimator algorithm uses pseudo-measurements taken
from the historical data. Except for the case in which the four
rain-regions are specifically compared, we assume region G
as default region in all cases, corresponding to themost severe
scenario (details are provided in the discussion of case B.2 in
subsection IV-B).

All cases are simulated for 1 year of calendar time, each
replicated 15 to 20 times to achieve a sufficient statistical con-
fidence level of the simulation results. In the result presented
below, the ratio between the 95% confidence interval of the
estimates and the estimate are 3% to 8%.

B. EVALUATION AND DISCUSSION
For all cases mentioned in Section IV-A4, a simulation of the
operations of the network, including failures, repairs, trans-
mission problems, etc., is run with WLS State Estimation (4)
calculated every 2 seconds with SCADA-based WAMS. For
the case where µPMUs are considered, every 100 ms the
results are refined with the PMU-based linear state estimation
algorithm (7).
Case A: The effect of failures on the different subsystems

is first analyzed by measuring the unavailability of each sub-
system. A subsystem is considered unavailable if one or more
component in the subsystem fail, assuming it may affect the
estimation process. In this analysis, measurements are taken
provided that a failure occurs in the considered subsystem.

Fig. 14a shows the unavailability measure of the four
major subsystems of the 5G basedWAMS architecture: set of
sensors, radio channel, radio towers (eNBs) and edge cloud.
It can be observed that the measurement devices (sensors)
introduce the highest contribution to the total unavailability,
followed by the radio access subsystem. The eNBs and the
edge cloud have a very small contribution to the system
unavailability, 10−4 and 10−7 respectively.
Fig. 14b shows the impact of the different subsystems on

the WAMS dependability in terms of MER and safety met-
rics. The radio subsystem, although characterized by a lower
unavailability figure compared with the sensor subsystem,
results in slightly higher mean estimation error and safety
values. Failures in the radio access are frequent and charac-
terized by short duration that results in a higher number of
simultaneous failures. They therefore affect the performance
of state estimator algorithm that results in higher MER.

VOLUME 8, 2020 112653



T. Amare et al.: Effect of Communication Failures on State Estimation of 5G-Enabled Smart Grid

FIGURE 14. Comparison of different subsystems in 5G architecture.

Failures in eNBs result in the highest MER. The main reason
is the wide impact of failures in eNBs, which result in loss of
coverage for a high number of sensors, and therefore a higher
uncertainty in the state estimation calculation. Nevertheless,
the exploitation of pseudo-measurements mitigate this effect
allowing to produce a reasonable estimation. For the same
reason, even the safety does not increase consistently com-
pared with the other cases. In Fig. 14b the metrics related to
failure on the edge cloud are not reported since failure of the
edge cloud would leave the system unobservable.

The following polar diagrams report the analysis of the
state estimation accuracy at a bus level. The results of the state
estimation are compared with the actual value calculated with
the power flow library, and the metrics MER and Safety are
calculated for each bus.

In Fig. 15 the impact of failures on the different WAMS
subsystems in terms of MER (Fig. 15a) and safety (Fig. 15b)
is evaluated on each bus.

Figure 15a shows that the radio channel is the most critical
source of mean estimation error compared to sensors and
eNBs. Although each failure in the eNBs results in a high
MER, the effect seen over a ten-year simulation is small.
On the other hand, failures on the radio channel, although sin-
gularly characterized by a lower MER impact than the eNBs,
result in a higher MER on a longer time scale, due mainly
to the higher failure rate. A similar behavior is observed for
the safety metrics, but with failures in radio access subsystem
resulting in slightly higher safety values only on some buses,
such as from bus 9 to bus 16.

FIGURE 15. Effect of failure in the different subsystems in 5G architecture.

FIGURE 16. Safety S̄(x) on bus 33 for different threshold values.

It can be observed that some critical buses (for example,
buses from 16 to 18, and from 31 to 33) are characterized by
a high value of the safety metrics. Based on the presented def-
inition of Safety (cfr. IV-A3), it means that these buses have
a high probability of estimation error. The safety values are
dependent both on the location of the measurement devices,
and on the strict threshold adopted (0.02 pu). On Fig. 16 the

112654 VOLUME 8, 2020



T. Amare et al.: Effect of Communication Failures on State Estimation of 5G-Enabled Smart Grid

FIGURE 17. Comparison of SCADA-SE vs Ideal case.

safety metric is analyzed for different threshold values on bus
33. It can be observed that the safety decreases significantly
for threshold values over 0.03 pu, becoming negligible for
thresholds bigger than 0.04 pu.
Case B: This case focuses on analyzing the reliability of

a 5G-based WAMS with traditional SCADA measurement
installation. Figure 17a shows the comparison between the
5G-based WAMS with an ideal communication based (no
failure) WAMS in terms of mean estimation error. It is
observed that the mean estimation error, with the use of
SCADA sensors, gives an error in the range of 0.5% to 1.5%
in most of the buses. The results are close to the ideal case,
where the errors are mainly due to uncertainty in the sensors
data and the intrinsic accuracy of the estimator algorithm.
Figure 17b shows the comparison among these two scenarios
in terms of safetymetrics. It can be observed that the probabil-
ity of occurrence of critical state increases significantly in the
5G-basedWAMS on buses 31 to 33, and 16 to 18, meanwhile
on the other buses the safety metrics presents values similar
to the ideal case.
Case B.1: The effect of rain on state estimation is stud-

ied for the four rain regions that intersect the Norway area

FIGURE 18. Comparison of the four rain regions of Norway.

(Table 2). On these cases, the state estimation calculation
is based on a 5G-based SCADA system with traditional
measurement devices. Figure 18a shows the mean estimation
error metrics when there is rainfall. The simulation demon-
strates the significance of rainfall rates on the accuracy of
the state estimation. The rain region G has a significantly
higher MER than other rain regions on all buses. The mean
error ranges between 1.5% to 3% on a notable portion of
the network (buses 31 to 33, 13 to 18) which might bring to
major problems on power system operations. Even though,
according to Table 2, region J presents a higher probability
of rainfall, the mean estimation error for region J is lower
than region G. This is due to the fact that region G has longer
intense rainy periods, resulting in a significant attenuation.
Formost of the buses, theMER in region J ranges between 1%
to 2%. For the other two areas which cover most of Norway,
C and E, the introduced mean estimation error is relatively
small, and the probability that rain introduces a significant
attenuation is rare. The safety measures (Fig. 18b) show that
all the regions considered have a significant probability of
mean error greater than the threshold during rainy periods.
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FIGURE 19. Comparison of repair strategies.

The region G appears to be the most critical in terms of
probability of having a decisive action by the DMS due to
the high mean estimation error.
Case B.2: A closer look at the impact of sensors fail-

ures with the use of different recovery strategies is shown
in Fig. 19a and Fig. 19b. Figure 19a shows the polar plot of the
mean estimation error for three scenarios: immediate repair;
deferred repair until one other component fails; deferred
repair until two other components fail. It can be seen that the
effect of deferring the repair up to three components is small.
This is mainly due to the use of pseudo measurements when
measurement devices data are not received by the SCADA
system: when the power load variations are relatively slow
compared with the repair rates, the impact of sensors failures
is in this context negligible.
Case C: The benefit in the adoption of a PMU-based

state estimation is investigated in this case by comparing its
performances with a traditional SCADA-based WLS state
estimation. Figure 20a shows the mean estimation error
comparison of the two 5G state estimation approaches:
(SCADA + PMU)-SE and SCADA-SE. The results show
a significant improvement in terms of MER with the
PMU-based state estimation, compared with the traditional
WLS state estimation. Note that in Fig. 20a the scale of

FIGURE 20. Comparison of SCADA-SE and (SCADA + PMU)-SE.

magnitudes is logarithmic, hence the gain in MER reduction
is more than two decades in a significant part of the network.

For some buses (such as bus 2-4, bus 19, bus 23), the two
approaches give the same mean error, i.e. the use of µPMUs
does not yield a significant improvement of the mean estima-
tion error for these. This is mainly due to the placement of
µPMUs on the topography considered.

The safety of the WAMS is also compared for the two state
estimation approaches, and the results are shown in Fig. 20b.
The estimations with µPMUs are seen as a dot in the origo.
State estimation with standard measurement devices shows
a significant probability that the MER can be higher than
the 2 % threshold. Buses such as 16 to 18 and 31 to 33 have
a relatively high probability of causing critical actions by
the DMS (safety > 0.2), some buses such as 9 to 15 show
safety metrics in the range of 0.1, and all the rest of the
buses present an almost negligible probability. On the other
hand, state estimation with µPMUs shows a very small prob-
ability that the error causes a wrong decision by the DMS.
The (SCADA + PMU)-SE approach proves to be extremely
accurate: the 10-year simulations reveal only one event where
the mean estimation error exceeded the 2% threshold on
one bus.

112656 VOLUME 8, 2020



T. Amare et al.: Effect of Communication Failures on State Estimation of 5G-Enabled Smart Grid

V. CONCLUSION
This paper has presented a novelmethodological approach for
analyzing the impact of 5G internal and external sources of
interference to the ability of WAMS to provide measurement
data to a Smart Grid state estimator. Different state estimator
algorithms are compared, namely traditional WLS state esti-
mator and PMU-based state estimator. The performance of
these algorithms are compared in terms of Mean Estimation
Error and Safety metrics.

The results obtained with the methodology proposed high-
light the necessity of studying smart grids as cyber-physical
systems to model and analyze the power system and the ICT
system comprehensively. They also show how the failures in
the ICT system may increase the intrinsic level of inaccuracy
of measurement devices and state estimation algorithms.

The radio channel may be considerably affected by exter-
nal factors such as fading and rain conditions. The outcome
of the study indicates that this is the major cause of estimation
error, affecting both state estimation MER and safety.

In the 5G-basedWAMS scenario with traditional measure-
ment devices, the mean estimation error along the grid buses
is close to the ideal case, although there is a critical increase of
probability that the estimation error may bring to wrong deci-
sions by the DMS on some buses. The adoption of µPMUs
measurement in the distribution network shows a significant
improvement in the accuracy of the voltage estimation: the
mean estimation error is reduced by more than two decades.
The occurrence of wrong decisions by the DMS due to a
high mean estimation error becomes negligible. The close-to-
ideal behavior of 5G-URLLC observed in the dependability
analysis enforces the prospect of a future adoption of 5G
technologies for smart grid monitoring application, both for
traditional SCADA- and PMU-based monitoring systems.

Tentative extension of this study as future work includes
the analysis of the 5G technology as a service provider for
power system monitoring and control. The study will focus
on the effect of communication failures in the efficiency of a
voltage regulation algorithm for distribution grids.
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