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Summary

Materials science has the last few decades been advancing by an increasing insight
in structure and local chemical composition at the sub-nanometre scale. In
this context, the transmission electron microscope (TEM) has proved to be an
indispensable tool due to its spatial resolving powers. Using electrons, rather
than X-rays, to study ferroelectric materials also has the advantage of the strong
interaction between the electrons and matter, which can reveal the presence of a
non-centrosymmetric crystal structure, a prerequisite for ferroelectric properties.
In this thesis work, three structurally complex ferroelectric materials were studied
by TEM, taking advantage of the possibility to perform imaging, diffraction, and

spectroscopy within the same instrument.

A thorough investigation of BaTiOj films deposited on (100), (110), and (111)
oriented SrTiOjz substrates constituted the first part of the thesis. This material
is one of the most important ferroelectric materials used in electronics due to its
excellent dielectric properties. It was demonstrated by selected area diffraction that
the films grow with an epitaxial relationship to the single crystalline substrates.
The films were relaxed by formation of misfit dislocations at the interface during
growth, and tensile strain was introduced in the films due to the difference in thermal
expansion coefficient between the film and the substrate. The Burgers vectors for
the misfit dislocations at the interface were determined to be a{010), a[110] and
al001], and a(110), for the (100), (110), and (111) films, respectively. Lastly, the
abruptness of the substrate-film interface and the internal chemical homogeneity of
the films were studied using electron energy-loss spectroscopy. The interdiffusion
distance of Sr and Ba at the interface was determined to be 3.4, 5.3, and 5.3 nm for
the (100), (110), and (111) oriented films, respectively. The films were deposited
in a layered fashion, and the boundary between each layer was observed to be
Ba-deficient.

The second class of materials in this study is known as tetragonal tungsten bronzes
(TTB) with the general chemical formula AlyA2,CyB1903p, which allows for a

magnitude of different chemical compositions with tailored functional properties.



TTBs are known to exhibit either normal or relaxor ferroelectricity, and some are
used as high temperature piezoelectrics due to their high Curie temperature. Two
different series of oxide TTBs were studied in this work, where cation substitution
on the A-site was explored. Firstly, A4BisNb;yO39, A=Na, K, Rb was investigated.
The crystal symmetry of the two compounds K;BisNb;(O3y and RbsBisNb;7O3
were determined via convergent-beam electron diffraction (CBED) to belong to
the centrosymmetric P4/mbm space group. Possible reasons for the lack of a
ferroelectric phase transition for these TTBs and the role of the Bi** lone pair
cation in tungsten bronzes were discussed. Secondly, a systematic study on cation
intermixing between the Al- and A2-site in the series BayM5Nb1gO3g, M=Na, K, Rb
was performed by simultaneous scanning TEM (STEM) and energy-dispersive X-ray
spectroscopy. Combined with X-ray diffraction (XRD) data, it was determined
that a large degree of intermixing was present in BayK;NbigOsz9, and that
BasNayNbigO39 and BayRbyNbgO3¢ displayed a large degree of order or partial
order with respect to occupancy on the Al- and A2-sites. This was explained by
the different ionic radii of Na*, K*, and Rb* compared to Ba**, where Na* is much

smaller, K* is of equal size, and Rb™* is bigger than Ba**.

Investigation of the improper ferroelectric and orthorhombic Gda(MoQOy)3 by STEM
and XRD is presented in the third part of the thesis. High-quality atomically
resolved images were obtained for single crystalline Gda(MoQy)s, but it was not
possible to determine the polarization orientation of the ferroelectric domains in
the material from the atomically resolved images. Furthermore, specimens for in
situ biasing in the TEM were successfully prepared by focused ion beam. Yet, the
biasing experiment turned out to be challenging because of increasing conductivity
of the material during the experiment, in addition to interference by the ferroelastic
properties. Finally, to get further insight in the crystal structure of Gds(MoQOy,)s, a
temperature dependent XRD study from ambient to above the ferroelectric phase
transition was carried out. The transition from the orthorhombic ferroelectric
phase to the tetragonal paraelectric phase was observed. The ferroelastic strain
was calculated based on the thermal evolution of the lattice parameters. Rietveld
refinement of the temperature dependent data revealed that the displacement of
cations followed different critical behavior, providing new insight into the structural

changes that drive the improper ferroelectricity in Gda(MoOy)s.

The work presented in this thesis has demonstrated that the TEM is a very
useful tool in the study of ferroic materials. Local variation in the structure

and chemistry at an atomic scale were investigated in oxide films as well as



bulk materials, which would have been difficult to obtain by other experimental
techniques.  Determination of the centrosymmetric crystal symmetry of two
compounds, previously not determined, was also demonstrated by CBED. However,
when the structural variations between two domains became miniature, on
the order of picometers, or when specimen damage occurred by the incident
high-energy electron beam, alternative characterization techniques, such as XRD
provided useful information. Furthermore, TEM complemented by XRD and
electrical measurements were required to fully investigate different properties of
the TTBs, demonstrating an important feature of modern materials science, that a

combination of experimental techniques is essential in order to advance the field.
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1.1

Introduction

Motivation

Since its invention in the 1930s, the transmission electron microscope (TEM) has played
an essential role in the field of materials science because of its unrivalled ability to study
materials at the nanoscale. Within a year of the first published TEM image, the resolution
of the light microscope was surpassed, and has continued to improve ever since, as shown
in Figure 1.1.1 [1, 2]. The introduction of commercially available aberration-corrected
microscopes more than a decade ago routinely enables atomic resolution for the TEM
at frequently used high voltages of 80-300 kV. A typical example demonstrating the
resolution of the TEM, is the ability to resolve the two-atom dumbbells along the [110]
direction of semiconductor materials like Si, Ge, InAs, which has a spacing between 1.36
and 1.51 A, or even the spacing between two Ga atoms in [112] oriented GaN, which is

0.63 A [3].
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Figure 1.1.1 The evolution of the point resolution in light and electron microscopes.
Republished with permission of Royal Society of Chemistry, from Recent developments
and applications of electron microscopy to heterogeneous catalysis, J. C. Yang et al., 41,
2012; permission conveyed through Copyright Clearance Center, Inc.



Nowadays, novel materials properties are engineered by controlling the growth at an
atomic scale. The TEM enables materials scientists information at this scale, thus it is
an important tool in developing new materials with novel properties, and will continue to

be important in the future.

Among a wide variety of technologically important classes of functional materials
that have been studied over the past decades, are ferroelectrics. Such materials are
characterized by the possession of a non-zero polarization in the absence of an external
electrical field. Furthermore, the polarization can be switched by the application of an
electrical field. In 2021, the 100-year anniversary of the first publication on a ferroelectric
material was celebrated [4]. Ferroelectric materials are also piezoelectric, and are widely
used in different applications, like sensors, transducers, and actuators. Another important
application of ferroelectric materials are as capacitors due to the typically high relative
permittivity [5]. Many years after the first publication on ferroelectric materials, in
1969, Aizu coined the term ferroelastic as a mechanical stress-strain analogue to the
polarization-electric field relationship in ferroelectric materials [6]. Recently, materials
possessing multiple (coupled) ferroic orders have attracted great interest. These materials
are known as multiferroics. In terms of the application of multiferroic materials, the idea is
to control the magnetic states with an electric field, instead of a magnetic field, which can
reduce waste heat and other unwanted effects. By doing so, this can lead to faster, smaller
and more energy-efficient data-storage technologies. In addition, multiferroics display

intriguing physical properties which are interesting from a fundamental perspective [7-9].

Polarization in ferroelectric materials exists if the crystal structure is
non-centrosymmetric, making TEM a suitable tool for characterizing these materials.
One of the advantages of diffraction in the TEM compared to, for example, X-ray
diffraction (XRD), is that the scattering is dynamic, i.e., unless your specimen is
extremely thin, multiple scattering events will occur. This provides three dimensional
information and reveals lacking symmetry due to a non-centrosymmetric unit cell, as
opposed to XRD, which in most cases can be described as kinematical where all crystal
structures will appear to have a center of symmetry [10]. Other reasons to characterize
materials with TEM is based on its unrivalled spatial resolving power, combined with
the possibility of chemical mapping, and the ability to study the crystal structure by

various diffraction techniques.

Examples from recent years where TEM has provided otherwise unobtainable information
within the field of ferroic materials is to a great extent based on the ability to acquire
images with atomic resolution. Combined with image analysis, it is possible to determine
atomic shifts at the pm scale away from a centrosymmetric position, as demonstrated
for the Ti-ion in BaTiO3 by Kobayashi et al. [11]. The same method was applied by

Yadav et al. who showed that polarization vortices appear in the PbTiO3 layers in a



(SrTiO3)10/(PbTiO3)10 superlattice [12]. Building upon the same technique, and by
adding analysis of the atom column intensity, Li et al. demonstrated how Sm doping
of Pb(Mg;/3—Nby/3)O03-PbTiO3 leads to an enhanced local structural heterogeneity
explaining the increased piezoelectric properties of the material [13]. Atomically resolved
TEM has also aided in the clarification of the inner structure of topological defects in the
improper ferroelectric Ery_,Zr,MnOs3 [14]. Another example, where diffraction obtained
by a convergent beam was utilized, is by Shao and Zuo, who demonstrated that BaTiO3
single crystal display nanoscale regions with fluctuating symmetry, whilst maintaining the

macroscopic tetragonal symmetry at a larger scale [15].

In this work, TEM was utilized to study three selected ferroelectric materials systems.
The first is BaTiO3 deposited as thin films on differently oriented SrTiOs substrates by
chemical solution deposition, the second is a range of ferroelectric tetragonal tungsten
bronzes with different chemical compositions, and the last system is the improper

ferroelectric and ferroelastic Gda(MoQOy)s.



1.2 Aim of the work

This thesis is divided into three different case studies. Common for the three cases is that

TEM is used to study ferroelectric materials.

In the first case, BaTiOg films deposited on (100), (110), and (111) oriented SrTiOg
substrates, via aqueous chemical solution deposition (CSD), were studied. The BaTiOg
films were under an in-plane tensile strain due to the difference in thermal expansion
coefficient for SrTiO3 and BaTiO3. The degree of epitaxy and structural defects, like
misfit dislocations, were characterized by a combination of electron diffraction and
high-resolution scanning transmission electron microscopy (STEM) imaging. Based on
this, the most frequently observed Burgers vectors for the differently oriented films were
determined. Further, electron energy-loss spectroscopy (EELS) was used to study the
chemical abruptness at the substrate-film interface, as well as the chemical inhomogeneity

at the boundaries between the spin-coated layers of the BaTiOg films.

The second system studied was the tetragonal tungsten bronzes (TTB), with general
chemical formula Al9A424B19039. Two different TTB series were investigated with two
separate objectives. In the first project, the main objective was to determine the
unknown crystal structure of K4BisNb1pOgp and RbyBisNbigO3p, by convergent-beam
electron diffraction (CBED). In the second project, the main goal was to study cation
disorder in a range of tetragonal tungsten bronzes with different chemical compositions
using energy-dispersive X-ray spectroscopy (EDS). The compositions of the investigated
materials were BayNasNb;gO39, BagKoNb1gO3sg, and BagyRbaNb1gO3sg, which differ only
by the exchange of the alkali metal on the Al-site. The main research question in this
project was if there is any relationship between the degree of mixing of the A1 and A2,

and the ionic radius of the alkali metals.

The third case was the study of the improper ferroelectric gadolinium molybdate
(Gd2(MoOy)3). This is a three-dimensional ferroelectric, meaning that atoms move in
all three directions, with the same order of magnitude, upon polarization reversal. The
main goal in this project was to investigate if it is possible to determine the polarization
direction from high-resolution STEM imaging. Furthermore, in situ biasing was
attempted. A sample preparation method using focused ion beam (FIB) was developed for
this purpose, however the in situ biasing in the TEM turned out to be challenging. Lastly,
to gain more insight into the phase transition of the improper ferroelectric ferroelastic
Gda(MoOy)s, temperature dependent XRD combined with Rietveld refinement of the
diffraction data was carried out to investigate the displacement of specific cations within

the unit cell through the phase transition.



2.1

2.1.1

Background

Ferroic materials

Macroscopic characteristics

Polarization (P) is a material property which is defined as the dipole moment per unit

volume. The total dipole moment of charge g, at position ry, is given by [16]

p= anrn. (2.1.1)

A ferroelectric material possesses a non-zero spontaneous polarization, which can be
reoriented by the application of an electric field (E). This property is demonstrated
by the P-E hysteresis loop shown in Figure 2.1.1. Shown in the figure is the remnant
polarization (P,) and the coercive field (E.), which respectively describe the polarization
present when no field is applied, and the field strength which must be applied to switch
the polarization direction [17]. Above a certain transition temperature known as the
Curie temperature or T, a ferroelectric material loses its spontaneous polarization and

becomes paraelectric.

(€)
P

(©)
E

P

Figure 2.1.1 Ferroelectric (ferroelastic) hysteresis loop. The remnant polarization P,
and coercive field E, are indicated.



2.1.2

All ferroelectric materials are simultaneously pyroelectric and piezoelectric. A pyroelectric
material exhibits a spontaneous polarization which changes as a function of temperature,
but the polarization orientation cannot be reoriented by the application of an electric field.
In a piezoelectric material, electric charge accumulates at the surface by the application
of a mechanical stress, known as the direct piezoelectric effect. All piezoelectric materials
are also subject to the inverse piezoelectric effect, where a deformation of the material
is caused by the application of an electric field. Finally, ferroelectric materials must be
dielectric, i.e., with no free charges, in order to maintain a net polarization [18]. According
to Neumann’s principle [19], the symmetry of a physical property of any kind must include
the point symmetry of the crystal. As a result, of the 32 crystallographic point groups
which exist in three dimensions, only 20 allow piezoelectric properties, and only 10 out
of the 20 provide the possibility of pyroelectric properties. Lastly, a subgroup of the
pyroelectric materials also posses ferroelectric properties. Figure 2.1.2 gives an overview

of the materials categorization.

Dielectric

Piezoelectric
20 possible point groups

Pyroelectric
10 possible point groups

Figure 2.1.2 Categorization of dielectric, piezoelectric, pyroelectric, and ferroelectric
materials.

A mechanical analogue to ferroelectric materials is ferroelastic materials. The term
ferroeleastic was coined by Aizu in 1969, and the property is defined such that mechanical
strain (e) and stress (o) in a ferroelastic material correspond to the electric polarization
and field in a ferroelectric material [6]. Similarly to the P-E hysteresis loop for
a ferroelectric material, a stress-strain hysteresis loop can be drawn for ferroelastic

materials, as indicated by the parameters in parenthesis in Figure 2.1.1.

Microscopic origin of ferroelectricity

The initial historical outline presented in this subchapter follows the historical

introduction made by Lines and Glass in their monograph [17].

The first material which was discovered to be ferroelecric was Rochelle salt (NaKC4H4Og-
4H50), discovered by Valasek in 1921 [4]. The first series of isomorphous ferroelectric
materials was then made by Busch and Scherrer in 1935-1938, consisting of phosphates
and arsenates. The principal example amongst these was KHoPO,4 (KDP). Since Rochelle



salt and KDP both contain hydrogen, it was long believed that the hydrogen bonding was
a likely prerequisite for ferroelectricity. In addition, Rochelle salt and KDP consist of 112
and 16 atoms per unit cell, respectively, which made it complicated to develop an atomic
scale theory explaining ferroelectric properties. The discovery of ferroelectric switching
in BaTiO3 [20] together with the determination of its structure rapidly changed the
conditions for the development of a microscopic theory of ferroelectricity. The first correct
determination of the cubic high temperature and the room temperature tetragonal crystal
structure of BaTiOg is attributed to Helen Megaw [21, 22]. BaTiOgs has the perovskite
structure with a simple unit cell only containing five atoms, as shown in Figure 2.1.3,

where the c-axis of the tetragonal phase is the polar axis. These experimental discoveries

OTi

Figure 2.1.3 The perovskite structure of BaTiO3 (a) in the prototypic cubic phase and
(b) in the tetragonal phase, with a net polarization indicated. (The length of the polar
axis is exaggerated for clarity.) The figure is made using Vesta [23]

in the middle of the 1940s and early 1950s lead to the development of the theories which
laid the foundation for our understanding of displacive ferroelectric transitions today: In
the high temperature phase, the ions responsible for creating a non-zero dipole moment
perform small harmonic oscillations around their average centrosymmetric position. At
the ferroelectric transition, the ions are displaced to a new average position such that a net
dipole moment is created [24]. Anderson [25] and Cochran [26] are known for introducing
the “soft” phonon mode to describe ferroelectric displacive transitions. Phonons describe
the quantized collective vibrational motion of the crystal lattice, and in that sense the
soft-mode description includes the dynamics of the entire lattice in order to describe the
ferroelectric transition. At the transition, a specific phonon mode’s frequency will fall to
zero. The phonon modes can be considered as the restoring forces against a set of atomic
displacements, and when that restoring force vanishes, the structure will become distorted
such that a net polarization can occur [27, 28]. Another important model for phase
transitions, relevant for ferroelectric materials, is the order-disorder transition. In this
model, the atoms controlling the symmetry at the transition perform thermally activated
jumps between two or more equilibrium positions, and it is the collective distribution
of the atom positions which determine the symmetry and the transition point of the

material [24]. Originally, perovskite ferroelectrics were believed to belong to the class of
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displacive ferroelectrics as introduced by Cochran, however, along with new and improved
experimental techniques providing higher spatial and temporal resolution, transitions
with a mixed nature has been discovered. For example, in a paper from 2004, Stern
reconciles the seemingly contradictory order-disorder and displacive nature of the phase
transition in BaTiO3 [29]. Stern concludes that the order-disorder component of the phase
transition consists of local displacements from cubic symmetry, partially losing long-range
correlations, but remaining constant in magnitude across phase transitions, while the
displacive component is a reorientation of the local displacements relative to the (111)
direction as the disorder increases. Traces of the order-disorder nature of BaTiO3 has also
been observed by scanning CBED [15], although the authors propose that volumes smaller
than 35 nm3 must be probed to fully clarify the microscopic origin of the ferroelectric

phase transitions.

A significant contribution to the microscopic understanding of ferroelectricity was
published by Cohen in 1992 [30]. Here, computational methods were employed to calculate
different energy contributions from first principles using the local density approximation
(LDA) within the density functional theory (DFT) framework. This was used to explain
why structurally similar, but chemically different PbTiO3 and BaTiOgz display different
ferroelectric behaviour. Essentially, the difference between the two materials can be
explained by the energy overlap between Pb 6s and O 2p orbitals, which causes a large
strain (¢/a = 1.06) and stabilizes the tetragonal phase already at a high temperature (T¢
= 493 °C) in PbTiO3. Whereas the interaction between Ba and O is completely ionic,
i.e., there is no orbital overlap between Ba 5p and O 2p. This results in multiple phase
transitions at lower temperatures for BaTiOg, with the ground state being a rhombohedral
distortion below —90 °C.

Ferroelectric domains

Domains can form in ferroelectric materials [18]. Within one ferroelectric domain the
polarization is aligned in the same direction, and in the neighbouring domain the
polarization is aligned along a different direction. By applying an electric field, the
polarization within the domains can be reoriented. The presence of domains at a
microscopic level explains the macroscopic behaviour demonstrated by the P-E loop in
Figure 2.1.1. Before applying an electric field, all domains are randomly oriented and
the net polarization is zero. By applying the field, the majority of the domains will be
oriented along the electric field direction, depending on the crystallographic orientation
of the grains, and a maximum net polarization is reached. When the field is removed,
most domains remain in their poled state, hence at zero electric field, there is a remnant
polarization P, present. If the angle between the polarization in two neighbouring domains

are 90° or 180° the boundary between them are known as 90° or 180° domain walls,



respectively. Using tetragonal BaTiOs as a model system (Figure 2.1.3), there are six
equivalent orientations for the formation of the spontaneous polarization. Generally, the
central Ti-ion can be displaced towards any of the six cube faces. This means that
the direction along which the polarization will develop depends on the electrical and
mechanical boundary conditions imposed on the material [18]. As can be seen in the lower
part of Figure 2.1.4, a spontaneous polarization is developed along with the elongation of
the c-axis at the phase transition. This polarization leads to a high surface charge, and a
high depolarization field (E,) is formed at a large energy cost. By forming multiple 180°
stripe-domains, the surface charge is greatly reduced. Thus the formation of these domains
are energetically favourable. The upper part of Figure 2.1.4, demonstrates schematically
how the application of a mechanical stress changes the boundary conditions, and thus
changes the resulting domain pattern to include 90° domain walls. Both 90° and 180°
domain walls may reduce the effects of the depolarizing electric field, but only formation

of 90° domain walls minimize the elastic energy [18].

creation of 90° walls

stress __ 2T ar
{- Cr
Cr Ps ar
cubic 7 ar a, O
.
ac| phase + + + + + - 4 -
N Ps
Eq

a Cr Ps Cr

_——— -+ -+

creation of 180° walls

Figure 2.1.4 The formation of 90° and 180° domains in a tetragonal structure, where
ac describes the a lattice parameter of the cubic phase, and ar and ¢ describe the a and
c parameters of the tetragonal phase. Republished with permission of IOP Publishing,
Ltd, from Ferroelectric, dielectric and piezoelectric properties of ferroelectric thin films
and ceramics, Dragan Damjanovic, 61, 1998; permission conveyed through Copyright
Clearance Center, Inc.
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The theoretical framework which is often used to describe ferroic response anomalies due
to external stimuli, such as temperature change, is termed the thermodynamic approach.
The theory was originally developed by Landau in 1937 [31], and further applied by
Ginzburg and Devonshire to describe the phase transition and properties of BaTiO3 [32,
33]. Although the thermodynamic approach falls short of a fundamental explanation for
the driving mechanism behind the evolution of polarization in ferroelectrics, it is useful
due to its mathematical simplicity and ability to describe a wide range of correlated
macroscopic parameters. Lines and Glass [17] and Tagantsev et al. [24] provide a thorough
review of the theory and present important results for first- and second-order ferroelectric
phase transitions. This section is based on the two monographs, and will be limited to
reviewing the most important results for a first-order phase transition, since the phase
transitions of most ferroelectric materials (including BaTiO3 and Gdz2(MoOy)s3) can be

described as first-order.

A common starting point for the thermodynamic approach is to consider the
thermodynamic potential which best describes the ferroelectric state below the transition
temperature T. Normally, the most convenient potential is the elastic Gibbs function
(@) which can be written in terms of deviation from the prototype paraelectric state. It
can be expressed as 5

G = %Pf - P+ %Pf, (2.1.2)

where the coefficients «, 8, v > 0, and the § term is negative to describe a first-order
transition. Furthermore, it is assumed the polarization P, is only directed along the z-axis
of the crystal. Equation (2.1.2) describes a proper ferroelectric, where the polarization is
used as the order parameter. In addition, all stresses are zero and the paraelectric phase
is centrosymmetric. In the simplest description, « is the only temperature dependent

coefficient, which can be written on the Curie-Weiss form as
a = Oéo(T — TO)7 ag > 0. (213)

Figure 2.1.5 displays the qualitative behaviour of G versus P for different temperatures.
The figure illustrates how local minima are developed before reaching T from above, and
that multiple local minima persists below 7. This demonstrates that thermal hysteresis
can be present in materials of first-order and that multiple phases can coexist. Lastly,
at T' >> T¢ there is only one local minima at P = 0, and for T' << T, global minima
are located at +P. This phenomenological approach can be further developed to describe

other cases, involving other external stimuli like application of stress or electric field.
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Figure 2.1.5 Qualitative behaviour of G as a function of P at different temperatures
around T¢. The figure is inspired by [24].

Multiferroic and improper ferroelectric materials

As the field of ferroelectric, ferromagnetic, and ferroelastic materials science has
developed, so has the terms or nomenclature which is used to describe them. Today,
the term multiferroic usually refers to a material which has both a ferroelectric and
ferromagnetic ordering. Ideally, these properties should be coupled and coexist at room
temperature, since the control of magnetic domains via electric field has huge technological
potential in nanoelectronic devices which could potentially use considerably less energy
than what is currently on the market [7]. However, today’s technologically important
ferroelectric materials crystallize in the perovskite structure. In this structure ferroelectric
and ferromagnetic properties contradict each other since ferroelectricity in general require
an empty d-orbital, whereas magnetic ordering requires half filled d-orbitals [34]. The
main focus for the past years has thus been to search for different materials where
ferroelectricity and ferromagnetism can coexist. This has brought much attention to
improper ferroelectric materials, which are defined as materials where the order parameter
describing the phase transition is not the polarization. An example of an improper
ferroelectric material is the rare-earth manganite (RMnOs), which is a so-called geometric
ferroelectric material, meaning that a structural distortion at the phase transition (which
is used as the order parameter), results in a net polarization below T, [7]. Gda(MoOy4)s
is another example of an improper ferroelectric which will be described in further detail
in Section 2.1.8.

13
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BaTiO3 is known as a prototypical lead-free proper ferroelectric material, which
crystallizes in the perovskite structure (Figure 2.1.3). It is cubic above T¢, and by cooling
from the cubic phase, it goes through three phase transitions. At the first transition
around 120 °C, it becomes tetragonal with the remnant polarization along the c-axis. At
—5 °C, it becomes orthorhombic with polarization along the face diagonal, and lastly,
below —90 °C, BaTiOj3 transforms to a rhombohedral structure where the polarization is

now along the body diagonal [35].

In terms of applications, the piezoelectric properties of BaTiOg is greatly surpassed
by Pb(Zr,Ti;_,)0s3, which has a larger piezoelectric coupling and a higher operating
temperature than BaTiO3 [36]. However, BaTiOs has a high permittivity, which is an
important property for capacitors. In fact, BaTiOg based ceramics account for the bulk
of all capacitors used in electronics (billions per year) [5]. The permittivity of single
domain BaTiOj3 is given as a function of temperature in Figure 2.1.6, which shows that
the permittivity is highly anisotropic, with a value ~ 20 times larger perpendicular to the

polar axis compared to along the polar axis at room temperature [37].
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Figure 2.1.6 The permittivity of BaTiO3 as a function of temperature. The permittivity
is measured along two different axes, perpendicular to the polarization direction (a axis)
and parallel to the polarization direction (c axis). Reprinted with permission from W. J.
Merz, Phys. Rev., 75, 687-687, 1949. Copyright 1949 by the American Physical Society.

The properties of BaTiOg3 thin films can deviate significantly from bulk BaTiOs due to
strain. When strain is introduced on purpose, in order to change or enhance properties,
it is known as strain engineering. Strain can be introduced via two different mechanisms,

as depicted in Figure 2.1.7(a) and (¢). The most common way to strain a ferroelectric



material is to grow coherent epitaxial thin films on a substrate with a slightly different
lattice parameter, forcing the in-plane lattice parameter of the film to obtain the same
in-plane lattice parameter as the substrate, as shown in Figure 2.1.7(a). Most commonly,
a substrate with a smaller lattice parameter is used, such that the ferroelectric film is
under compressive strain resulting in an expansion of the c-axis out-of-plane. An example
of such strain engineering was performed by Choi et al. [38], where the ferroelectric
transition temperature of a BaTiO3 film grown on a DyScOs substrate was demonstrated
to increase by almost 500 °C, and the remnant polarization was shown to be at least 250
% higher than in bulk single crystal. At a certain critical thickness, coherent epitaxy is
no longer possible and misfit dislocations are introduced as shown in Figure 2.1.7(b). At
this stage, the film is known to be relaxed. The critical thickness to which a film can be
grown coherently epitaxial is inversely proportional to the lattice mismatch between the
substrate and the film [39]. In the case of a BaTiO3 film on a SrTiOj substrate, which
has a lattice mismatch of about 2 %, the critical thickness is determined to be 5 nm or
less [40]. If a film is grown at a high temperature and thicker than the critical thickness,
such that edge dislocations are introduced and the film is relaxed, a tensile strain can be
introduced in the film if the thermal expansion coefficient of the film is larger than the
thermal expansion of the substrate. This is shown to occur in an 180 nm thick BaTiO3
film on a SrTiO3 substrate [41]. The effect is known as thermal strain and it is illustrated

schematically in Figure 2.1.7(c).
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Figure 2.1.7 Schematic of different modes of epitaxial growth of a film on a substrate. (a)
Coherent epitaxial growth. (b) Relaxed epitaxial growth. (c) Relaxed epitaxial growth at
a high growth temperature, followed by the introduction of thermal strain during cooling
to room temperature (RT).
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The second largest group of oxide ferroelectrics, after the perovskites, are the tetragonal
tungsten bronzes (TTB) [17]. The prototypical TTB structure is related to the perovskite
structure as illustrated in Figure 2.1.8 [42]. The network of BOg octahedra in the
perovskite structure is shown in Figure 2.1.8(a), and the TTB structure is obtained
by a 45°rotation of the four central octahedra indicated by the pink color. The TTB
structure is shown in Figure 2.1.8(b), projected along the c-axis. A dashed line marks the
aristotype unit cell which belongs to the P4/mbm space group with lattice parameters
a=b=+/10ap and ¢ = ap, where ap ~ 4A is the typical unit cell lattice parameter of
the perovskite structure [43].
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Figure 2.1.8 Sketch showing the structural relationship between the perovskite structure
(a) and TTB structure(b) viewed along the c-axis.
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The general chemical formula for the TTBs relates to the different types of sites that are
available for cation occupation. The TTB unit cell, shown in Figure 2.1.9, consists of
two square Al sites, four pentagonal A2 sites, and four triangular C' sites, in addition
to a network of ten corner-sharing BOg octahedra, resulting in the general formula
Al9A24CyB19030 [44, 45].

The TTB structure is interesting from a materials engineering point of view, as it is
versatile in terms of chemical composition and structural variations. Furthermore, the
structure allows for a wide degree of filling, known as empty, unfilled, filled, and stuffed,
referring to the degree of filling on the A- and C-sites of the structure [46]. Empty TTBs
are characterized by empty C-sites and less than five out of six A-sites being occupied,
unfilled TTBs have less than six cations at the A-sites and unoccupied C-sites, filled
TTBs have all A-sites completely occupied and empty C-sites, whereas stuffed TTBs
have fully occupied A-sites in addition to some or all C-sites occupied [44]. Ounly filled
TTBs with B = Nb were considered in this work, i.e. they have the general chemical

formula A15A24Nb1gOs0. Note that the general formula is usually presented “in order”,



Figure 2.1.9 Schematic of the TTB structure viewed along the c-axis. The BOg
octahedra are shown in red and pink and marked Bl and B2, respectively, reflecting
the different site symmetry of the B-cation sites. The square Al and pentagonal A2
tunnels are shown. The trigonal tunnels, marked C, are usually empty.

where A1l comes first, and then A2, whereas specific compositions are usually presented
such that A1 and A2 have switched places, as in BayNasNb1gO3gy, where A2 = Ba and
Al = Na.

The TTBs have been studied for many decades, yet a complete comprehension of the
properties and structure is still lacking. Unlike ferroelectrics with the perovskite structure,
which are fairly well understood, the larger unit cell of the TTBs renders a plethora of
possible chemical compositions to study experimentally. The large unit cell, containing
46 atoms, also makes it much more computationally heavy to study using ab initio
methods, causing a slower progression in understanding the structure and properties from

a theoretical point of view [47-49]

In addition to showing pure ferroelectric behaviour, many TTBs demonstrate a relaxor
ferroelectric behaviour, like (Srj_zBag)sNbjgOs9 (SBN) with © < 0.5 [46]. Relaxor
ferroelectrics are characterized by a frequency dispersion in the electric permittivity as
a function of temperature. This behaviour is not fully understood, but is believed to be
connected to polar nanoregions present in the materials [50]. An attempt to categorize
the TTBs depending on the different A1 and A2 cation sizes was made by Zhu et al.
[46]. The figure summarizing the findings of this work is shown in Figure 2.1.10, where
two different regimes facilitate normal ferroelectricity. First, a large average A-site ionic
radii will stretch the O-B-0O bond length, which enhances polarizability and promote long
range ferroelectric coupling. On the other hand, a low A1 tolerance factor (i.e. the radius
of Al is small compared to the radius of B) drives the transition from incommensurate

to commensurate, which is also associated with normal ferroelectricity. In between these

17



2.1.8

18

two competing driving forces, relaxor behavior dominates. This analysis is based solely
on cation sizes, however it has also been demonstrated that the stereochemically active
lone pair in Pb is important to stabilize the large in-plane polarization in PbsNb19Os3q
(PN) [48], indicating that not only cation size, but also the type of cation can play an

important role in the structure-property relations in the TTBs.

1.7
® = Relaxor ',
= 2 F PLa
® = Ferroelectric . P‘s“:ds e s’
16 Lg(gomme "/" P
z Ba + K based W
~ TTBs - v
g T s
s e * -
T pEt & —_ Sr+Pb based
= o [y . TTBs
A 8.
...'.' , Commensurate (SNN)
1.4 ..’
0.7
.
0.9 0.94 0.98 1.02 1.06

tas

Figure 2.1.10 Two different regimes, based on the size of the A cations in the TTB
structure, promote normal ferroelectricity. Between, relaxor ferroelectric behaviour
dominates. Reprinted with permission from X. Zhu et al., Chem. Mater. 27, 3250-3261,
2015. Copyright 2015 American Chemical Society.

It is also evident in Figure 2.1.10 that several TTBs exhibit an incommensurately
modulated structure. The incommensurate modulations can manifest itself as an
octahedral tilting with a periodicity which cannot be expressed as an integer times the
lattice constants as in SBN [51]. Or, as evidenced by anomalous XRD experiments
performed on PbyBisNb;oOsp (PBN), incommensurate modulations can also be driven
and dominated by A-site cations which are displaced compared to a specific lattice site
[52].

Gadolinium molybdate

At room temperature, gadolinium molybdate (Gdz(MoQy)s) is an improper ferroelectric
and ferroelastic, which belongs to the orthorhombic Pba2 space group, also known as the
B’-phase. At the Curie temperature of 159 °C, Gd2(MoQy)3 transforms into the tetragonal
B-phase, which belongs to the P42;m space group [53, 54]. Thermodynamically, these
phases are only metastable below 857 °C [55], however, below 600 °C, Gda(MoOy4)s
transforms imperceptibly slow from the metastable g-phase to the thermodynamically

stable a-phase [17]. At the phase transition from the paraelectric and paraelastic P42;m



phase to the ferroelectric and ferroelastic Pba2 phase, the unit cell volume doubles. At
the transition, the c-axis remains the same, while the a and b axes are rotated 45° around
the c-axis. A simple schematic of the transformation is presented in Figure 2.1.11(a).
Mathematically, the transformation from the relative atom position r = x +y + z in the
(C'42; phase to the relative position r’ = x’ + y’ 4 2’ in the P42;m phase, is described by

a rotation matrix R and a unit cell center shift t, where:

1 0
R=1|-11 of, (2.1.4)
0
and
t=10,1/2,0], (2.1.5)
such that
r =Rr+t. (2.1.6)

Because of the unit cell doubling, Jeitschko [54] introduced the non-standard space group
C42; for the paraelectric phase, which has the same unit cell volume and origin as Pba2
to facilitate easy comparison of the two phases across the phase transition. The unit cell
of Gd2(MoOy4)3 in the ferroelectric and paraelectric phases are shown in Figure 2.1.11(b)
and (c), respectively. In the ferroelectric state the lattice parameters of Gda(MoOy)s are
[54]:

a=10.39,b = 10.42, and ¢ = 10.70 A.

C42,~ Pba2

Figure 2.1.11 The Gdy(MoOy)s structure. (a) indicates the relationship between the
prototypic P42;m and ferroic Pba2 space groups. (b) and (c) shows the atomic structure
of Gda2(MoOy)3 viewed along the a-axis in the ferroic and prototypic state, respectively.
(b) and (c) are made using Vesta [23] with parameters from [56].

In going from the prototypical structure P42;m to the ferroelectric structure Pba2, the

4 operation in the prototypical space group is lost, resulting in four different possible
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orientation states which are denoted: A, A’, B, and B’. A and A’, and B and B’ represent
phases with opposite polarization orientation, respectively. At an atomic scale A and A’
(and B and B’') are separated by an anti-phase boundary (APB), where the lattice is
displaced %(a + b) across the boundary. This means that two types of boundaries exist
in Gda(MoOQy)s3, namely domain walls and APBs. By symmetry considerations, this can
occur in Gda(MoOQy)s, since the transition from the prototypical to the ferroic point group
4dmm — 2mm involves the replacement of 4 with 2. Further considering the space-group
translational symmetry of Gd2(MoQy)s, the 2 operation takes a different location in the
ferroelectric state than the former 4 in the paraelectric state. Thus A, A’, B, and B’ exist
as separate states in Gda(MoOy)3 [57].

Gda(MoOy)s is a three-dimensional uniaxial ferroelectric, with ¢ as the polar axis.
Figure 2.1.12 shows the atomic structure for the two different polarization states. The
structure is viewed along different axes to illustrate the two different polarizations,
however, the polarization reversal can also be described in terms of an exchange of
the a- and b-axis and switch of the direction of the c-axis [57, 58]. Characteristic for
a three-dimensional ferroelectric is that all the atoms are shifted by the same order of
magnitude in all directions upon polarization reversal [17]. Keve et al. have measured
the shifts of all atoms at polarization reversal, and the magnitude of the largest cation

shift is about 13 pm, whereas the oxygen which shifts the most move about 49 pm [53].

Figure 2.1.12 Atomic structure of the two polarization orientations in Gdz(MoOy)s.
The largest cation shift is about 13 pm.



2.2 Transmission electron microscopy

2.2.1 Introduction

As the name suggests, the transmission electron microscope (TEM) is a microscope which
utilizes electrons as the illumination source, whereby a thin electron transparent specimen
is studied by transmitting the electrons through the specimen. Since its invention, the
TEM has developed to become a versatile tool for studying materials at the nanoscale.
Modern TEMs have a flexible lens system which provides the opportunity to illuminate the
specimen with a range of beam convergence angles. In addition, the beam can be raster
scanned across the specimen, with or without a simultaneous beam tilt. Furthermore,
spectroscopic data can also be acquired while scanning the beam across the sample. The
most common spectroscopic techniques used in the TEM are EDS and EELS. There are
multiple ways of acquiring the signal created by the electrons which have passed through
the specimen. Charge-coupled device (CCD) cameras have long been the method of
choice for digital acquisition of images and diffraction patterns. In addition, circular
or annular-shaped scintillator detectors are used in STEM image acquisition. However,
there is now a small revolution happening in the way electrons are acquired in the TEM,
with the advent of direct electron detectors, which allows for much faster acquisition and
read-out times, improved detector quantum efficiency, and lower noise levels [59, 60]. For
now, these detectors are expensive and possess limited resolution, typically 256 x 256
pixels compared to CCD cameras, which typically have 2048 x 2048 pixels. However, they
have already facilitated a range of new possibilities, and will play an important role in
the future of TEM.

In this chapter, an overview of the TEM instrumentation and the techniques which have
been utilized during the work with this thesis will be provided. Different techniques in
the TEM can be distinguished by the use of a parallel or a convergent beam [61]. Here
the parallel-beam techniques will be presented first, then different techniques utilizing
a convergent beam will be explained. The overview will generally be based on the
monographs by Williams and Carter [1], and Zuo and Spence [10] with reference to other
works where it is relevant. To fully describe the interaction between the electron beam
and the specimen, the theoretical framework known as dynamical diffraction theory must
be applied, because the electron scattering in TEM is generally dynamic, meaning that
multiple scattering events occur. The dynamic diffraction theory is based on solving the
time-independent Schrédinger equation for an electron wave interacting with the potential
from the crystal lattice of the specimen. Dynamical theory is outlined in the work by Zuo
and Spence [10] and reviewed in for example The scattering of fast electrons by crystals
by C. J. Humphreys [62]. The overview presented here will mainly provide a conceptual

description based on the kinematical approximation.
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Before the TEM instrumentation and techniques are described in further detail, a brief
introduction to crystallography is given, to define a few important parameters related to
how crystalline materials are described. The monograph by Williams and Carter [1], and

by Kittel [16] are used as references in this section.

Crystalline solids consist of an arrangement of atoms repeating periodically in space. They
can be described as consisting of a lattice and a basis where the lattice can be defined in

terms of three primitive unit cell vectors a, b, and c in real space as
r= n1a+n2b+n3c7 (221)

where ni, ng, and n3 are all integers. Any translation along an integer number of the
unit cell vectors describe all possible lattice points. The basis can consist of a single atom
at each lattice site, or multiple atoms at certain positions r; relative to each lattice point
such that

r; = xz;a + y;b + z;c. (2.2.2)

Here, the unit cell origin may be arranged such that 0 < x;, y;, 2z, < 1.
The reciprocal lattice vector gur; can be defined as
ghil = ha* + kb* + Ic*, (2.2.3)

where the reciprocal lattice vectors a*, b*, and c* are given by

b b
a* = ;C, b*:C;a, and c*:a;,

(2.2.4)

where V=a-(bxc)=b-(cxa)=c-(axb) is the volume of the unit cell. The integers
h, k, and [ are the Miller indices which describe the lattice plane (hkl). They are defined
such that the plane (hkl) cuts the a, b, and c axes at 1/h, 1/k, and 1/I, respectively.
The real space lattice plane distance dpy; is connected to the reciprocal lattice spacing

Ghkl = |8hit| through )

9hkl

dpit = (2.2.5)

The shape of a unit cell is based on the length of the unit cell vectors and the angles
between them. Since a unit cell is defined such that it can fill space, 7 unique crystal
systems can be defined. In addition, lattice points can be arranged at different sites in
the different crystal systems. This gives rise to the 14 different Bravais lattices. They
are denoted P, I, F, and C, which describe the primitive, body-centred, face-centred,

and base-centred unit cells. Crystal structures can be defined in terms of the symmetry
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elements which can be applied to the structure. A structure can be said to possess a
certain symmetry element if the symmetry operation can be applied to the structure
and the structure is invariant under the transformation. There are different types of
symmetry operations. The first type considers point symmetry and includes the mirror,
rotation, and inversion symmetry operations. The second type additionally considers
space symmetry and includes the translational symmetry operations glide planes and
screw axes, which respectively describe symmetry operations consisting of a mirror
combined with translation, and a rotation combined with translation. Crystal symmetry

and structure determination will be discussed further in Section 2.2.5.

Instrumentation

A schematic overview of a TEM instrument is shown in Figure 2.2.1. The TEM can be said
to consist of three main parts: The illumination system, the objective lens and stage, and
the projection system. The illumination system consists of the electron gun, the condenser
lenses, and the condenser aperture. Two main types of electron sources are used in the
electron gun, either a thermionic source or a field emission source. The thermionic source
is usually made from a LaBg crystal, and electrons are emitted by heating the source to
about 1700 K, thereby overcoming the work function. The field emission sources are made
from thin and sharp tungsten needles, where electrons are emitted by applying a large
potential. The field emission gun (FEG) must operate at higher vacuum (1076 — 107
Pa) than the thermionic sources (107* Pa), however it provides a more monochrome
beam with a higher brightness. The role of the condenser lenses is to direct the electrons
from the gun to the specimen. Two main modes exist: Parallel- or convergent-beam
illumination. The different modes will be described further in Section 2.2.4, Section 2.2.5,
and Section 2.2.6. The condenser aperture is used to control the beam semi-convergence
angle when a convergent probe is used, or to block electrons far from the optical axis
when a parallel beam is used. The most prominent lens aberrations in TEM, spherical
aberrations and chromatic aberrations, increase as a function of distance from the optical
axis, thus the electrons which suffer from the worst aberrations can be blocked by the
use of a smaller condenser aperture. A set of deflector coils are positioned before the
objective lens and stage. These can for example be used to raster scan the electron beam
for STEM imaging.

The objective lens is the most important lens in the TEM since it forms the images and
diffraction patterns that are magnified by the other lenses. Nowadays, the objective lens is
usually split into two polepieces, where the specimen is inserted between the polepieces, as
shown in Figure 2.2.1. The split polepiece configuration makes the objective lens versatile,
and allows for the insertion of the EDS detector in-between the polepieces as indicated

in Figure 2.2.1. Positioning the EDS detector in-between the polepieces provides the
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Figure 2.2.1 Simplified overview of the TEM. From the top it consists of the illumination
system, the objective lenses and specimen stage, and lastly the projector system. Also
shown is the deflector coils, the EDS detector which is inserted between the objective
lenses, and at the bottom the viewing screen and detectors. Additionally, the EELS can
be fitted to the bottom of the microscope.

shortest possible distance from the specimen to the detector thus maximizing the number
of detected X-rays, since the solid angle covered by the EDS detector becomes as large
as possible. The last part of the objective system is the objective aperture, which is
inserted into the back focal plane (BFP) of the lower objective lens. The selected area
aperture is positioned in a conjugate image plane, such that diffraction patterns can be
formed from a selected area of the specimen. Both the BFP and image plane are shown
in Figure 2.2.2. The projection system in a modern TEM consists of three intermediate
lenses and a projector lens. The first intermediate lens enables the switch from imaging to
diffraction (illustrated in Figure 2.2.2), and the rest of the system enables a wide range of
magnifications or camera lengths in image mode or diffraction mode, respectively. After
the projector lens, there is a viewing screen and different cameras, which are used to
acquire the images or diffraction patterns. As can be seen in Figure 2.2.1, the EELS
is fitted at the bottom of the microscope column. The EELS consists of an entrance

aperture, a magnetic prism which disperses the electrons depending on their energy and
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a detector. The technique will be described in further detail in Section 2.2.9.

The lenses in the TEM are usually electromagnetic lenses, fixed at certain positions, but
it is possible to change their strength. The electromagnetic lenses are inherently difficult
to make perfect, thus they suffer from different aberrations. In addition, astigmatism will
occur when the electrons which are travelling down the column experience a non-uniform
magnetic field. This can be caused by imperfections in the lenses, or miscentered or dirty
apertures. Astigmatism is easy to correct and all TEMs are therefore equipped with
condenser-, objective- and intermediate-lens stigmators. Due to the imperfect lenses, the
resolution in the TEM is not limited by the wavelength of the electrons, but rather the
aberrations. Erni provides a thorough introduction to aberrations in the TEM in his
monograph [63]. The most detrimental aberration is the spherical aberrations, where
electrons far from the optical axes are bent more than electrons close to the optical axis.
The result of this aberration is that a point source is imaged as a disk with finite size,
thus limiting the ability to magnify details because they are degraded by the imaging
process. The basic working principle of spherical aberration correctors is to use a set of
lenses which spread the off-axis electrons such that they re-converge to a point rather
than a disk. There are two different commercial spherical aberration corrector systems
available, one is based on multiple quadrupole and octupole lenses [64], and the other

system is based on a combination of hexapole and other transfer lenses [65].

Parallel-beam diffraction and imaging

In the TEM, selected area diffraction (SAD) refers to a technique where the specimen is
illuminated by a parallel beam, and the selected area aperture is inserted into the image
plane as shown in Figure 2.2.2. This has the effect of stopping all beams from reaching
the detector except for those which travel through the aperture. Thus, only diffraction
information from a specific area of the specimen is obtained. Imaging with a parallel
beam at low to medium magnifications is typically done by so-called bright-field (BF)
or dark-field (DF) imaging, which will be described in further detail at the end of this
section. It is the first intermediate lens of the TEM which is used to change between the
diffraction and imaging mode, as shown in Figure 2.2.2 where the solid lines indicate the
ray path of the image mode and the dashed lines indicate the ray path of the diffraction

mode.

The relationship between the diffracted intensity of the electron beam and the crystal
structure of the specimen can be described by Bragg’s law or the Laue condition [1].
In 1925, Lois de Broglie had already theorized that electrons demonstrate a wave-like
nature and that they exhibit a wave-particle duality. A particle’s wavelength X is given

by A = h/p, where h is Planck’s constant and p is the momentum of the particle. Taking
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Figure 2.2.2 Ray diagram for parallel-beam illumination. The BFP and image plane are
indicated in the figure. The brown spot in the BFP demonstrates that beams scattered to
the same angle by the specimen converge to the same position in the BFP. The strength of
the first intermediate lens can be adjusted to display an image (solid line and red arrow)
or a diffraction pattern (dashed line and brown spot) on the viewing screen/detector.

relativistic effects into account, an electron accelerated at 200 kV has a wavelength of
0.025 A. Figure 2.2.3(a) demonstrates how Bragg’s law describes diffraction. A plane
wave incident on a crystal lattice at an angle 6, behaves as if it is reflected off adjacent
planes, separated by a distance d. Constructive interference will occur, and give rise to
diffracted intensity on a detector, wherever the difference in path length equals an integer

times the wave length, as described by Bragg’s law:
n\ = 2dsind. (2.2.6)

The right hand side of the equation describes the path difference indicated by the
line segment ABC in Figure 2.2.3(a). Equation (2.2.6) provides a simple and useful
description of diffraction, however, since it is demonstrated for reflection, as opposed to
transmission, another condition known as the Laue condition is also commonly used to
describe diffraction in the TEM. Bragg’s law can be derived as a special case of the Laue

condition. Figure 2.2.3(b) gives a schematic overview of the Laue condition, where the



incident k; and diffracted k; wave vectors for an elastic scattering event are shown. The
change in direction due to the scattering is Ak = kgq —k;. The Laue condition states that

constructive interference will occur when
Ak = 8hkl- (2.2.7)

The Ewald sphere gives a visual demonstration of when the Laue condition is fulfilled.
Whenever the Ewald sphere intersects a reciprocal lattice point, the Laue condition is
fulfilled. The length of the wave vectors are given by |kq| = |k;| = |k| = 1/A, and since A
is very small in electron diffraction, the Ewald sphere is very large and can be considered
as a plane over local regions. Furthermore, since TEM specimens are thin, the reciprocal
lattice points are elongated along the direction parallel to the beam direction, giving them
a rod shape and the nickname relrods (short for reciprocal lattice rods). Because of these
effects, diffraction conditions will be fulfilled over an extended area in reciprocal space,
giving rise to a two-dimensional electron diffraction spot pattern on the detector. The
Ewald sphere is usually drawn, such that k; points at the 000 reciprocal lattice point. The
plane containing this point is known as the zeroth-order Laue zone (ZOLZ). The planes
which are parallel to the ZOLZ, but does not contain 000 are known as higher-order Laue
zone (HOLZ). Diffraction resulting from ky intersecting the HOLZ provides information

on the crystal structure in a direction parallel to the incoming electron beam.

(b)
W, K
Ay 28] ¢ ® o0 ¢ o)e oo oo HOLZ
- Ewald ¢ o o ol o oo

sphere &~ @ _

-2 0 o ® 70
506 Z0LZz

Figure 2.2.3 (a) Schematic description of Bragg’s law for an incident wave ¥;, which
is reflected off adjacent crystal lattice planes and changes direction to ¥, in an elastic
scattering event. The distance between the lattice planes is dpx;, the wave is incident at
the lattice planes by an angle 6, and a path difference of length ABC is indicated. (b)
Schematic description of the Laue condition, imposed on a set of reciprocal lattice points,
with parts of the Ewald sphere shown with a dashed line. Also indicated are the ZOLZ
and HOLZ.

A simple cubic lattice will give rise to diffracted intensity for all hkl values of g, however
more complicated crystal structures give rise to selection rules which can be calculated by

utilizing the structure factor Fyy;. Firstly, in the kinematical approximation, the intensity
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(I) in a diffraction pattern is given by:
I = |Fuul?, (2.2.8)

where Fyy; is given by:

Fyp = Z ij*QW"(h%*kijrlZJ). (2.2.9)
J

The sum extends over all the atoms in a primitive unit cell and f; is the atomic scattering

factor for the atoms of type j.

Table 2.2.1: The atomic positions of the different elements in the perovskite unit cell.

Species Position in unit cell
A (0,0,0)
B (22:2)

111
27272
O (3,3.0),(5,0,3),(0,3.3)

Using a cubic perovskite with the general formula ABOj3 and atom positions given in

Table 2.2.1 as an example, the structure factor is
Fhkl _ fA + fBefiTr(thkH) + fO {efi‘n'(thk) + e*iﬁ(h+l) + e*iﬂ(k+l):| ) (2210)

Assuming that fo << fa, fB, since oxygen scatters electrons much more weakly than
typical A and B constituents in a perovskite, the structure factor can be approximated
to

—fm htk+l=2n+1,
By = AP (2.2.11)

fa+fe, h+k+1=2n.
This equation explains why all diffraction spots from SrTiOs with h +k+1 = 2n +1

are very weak, as fg; ~ fri in electron diffraction, whereas all spots are clearly visible in
BaTiOs, where fga # fri-

As previously stated, low and medium magnification imaging in the TEM is usually
performed using BF or DF imaging. Here, the objective aperture is inserted into the
BFP to select certain beams used for imaging. For BF imaging, the objective aperture
is centred around the direct beam on the optical axis, allowing beams which have passed
through the specimen without being scattered to form the image. DF imaging can be
viewed as partly complementary to BF imaging, in the sense that a diffracted beam is
selected using the objective aperture, and an image is produced using only the scattered

electrons, e.g., the ones indicated by the brown spot in Figure 2.2.2. The names BF and
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DF originate from the fact that the total intensity in the DF image is usually much lower
than in the BF image, making it overall darker. There are two main contrast mechanism
governing the contrast in BF and DF images. These are known as mass-thickness and
diffraction contrast, which are different types of amplitude contrast. A higher average
atomic number and a larger thickness will have the same effect on the images. In case
of a BF image, larger mass-thickness will cause a darker image, since more electrons
are scattered away from the direct beam. Conversely, since larger mass-thickness causes
more scattering, some of the scattered electrons will end up at the area in BFP which
is chosen by the objective aperture and the DF will look brighter. When it comes to
diffraction contrast, a specimen which is aligned with the zone axis exactly parallel to the
beam direction will look darker in BF, than a specimen tilted off zone, since the specimen
which is on zone fulfills Bragg’s law (and the Laue condition) and scatters more electrons
away from the direct beam than a specimen which is not aligned on zone. A DF image
is typically made by selecting a specific Bragg reflection, meaning that all areas of the
specimen which scatter highly to that reflection will “light up” in the image. This can i.e.
be used to study the grain structure of a material, since only certain grains will scatter

to the selected Bragg reflection.

Convergent-beam electron diffraction

If diffraction is performed with a convergent beam instead of a parallel one, the technique
is known as convergent-beam electron diffraction (CBED). Instead of spots, disks are
formed in the BFP, as shown in Figure 2.2.4(a). The radius of the disk is determined by
the semi-convergence angle « of the incoming beam. The distances and angles between the
disks can be determined from Bragg’s law, but a correct description of the intensity is only
possible using dynamical diffraction theory. One advantage of CBED compared to SAD is
that the probe used to form the diffraction pattern is truly nanosized, with a diameter in
the order of around 1 nm and down to possibly < A in aberration-corrected microscopes.
Whereas SAD patterns include crystallographic information from areas with diameter of a
few hundred nm at the least. Furthermore, Friedel’s law, which holds under kinematical
diffraction states that the intensity in reflection hkl equals the intensity in reflection
hkl. This typically holds in a SAD pattern, while it does not hold for a CBED pattern.
CBED can thus be used to obtain three-dimensional information, like the existence of
a 3-fold rotation axis, which would look 6-fold in a SAD pattern. Additionally, CBED
is very sensitive to the existence of a polar axis. This is illustrated in Figure 2.2.4(b)
for BaTiOs, where the polar axis breaks the mirror symmetry mg [15]. Shao and Zuo
[15] also utilized scanning CBED to obtain a four-dimensional data set providing a CBED
pattern for each probe position across 24 x 50 nm in real space. Combined with diffraction

pattern simulations, the experimentally observed CBED patterns demonstrated nanoscale
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symmetry fluctuations consistent with the prediction of an order-disorder transition in
BaTiOs3, while the highest observed symmetry is consistent with a displacive model of the
tetragonal ferroelectric phase in BaTiOg. This provides further experimental observations
for the coexistence of order-disorder and displacive character in BaTiOgs, as suggested
by Stern [29] and mentioned in section 2.1.2. Scanning CBED was recently also used
to determine the crystal structure of a strained BaTiOs film, where coexistence of a
tetragonal and an orthorhombic symmetry in addition to a low symmetry bridging state
was resolved [66]. The authors propose that this induce a continuous polarization rotation
which causes the giant temperature independent dielectric response. Since the strained
film cannot be considered a polycrystal and not a single crystal, the term “transitional
ferroelectric” was coined to describe the strained ferroelectric film [66]. Other information
that can be obtained by CBED is thickness measurements of crystalline specimens, and
structure factor determination. In addition, CBED can be used to determine the space

group symmetry of a specimen.

(b)

Specimen

Screen/detector in BFP

Figure 2.2.4 (a) Illustration of illumination with a convergent beam which results in
diffraction disks, where « is the semi-convergence angle of the incoming beam. (b)
CBED pattern from BaTiOs, where ms is broken because of the presence of a polar axis.
Reproduced from [15] with permission of the International Union of Crystallography.

The procedure of structure determination is presented in the work by Eades in [67],
which builds (amongst others) on ideas first formulated by Buxton et al. [68] and the
work done by Tanaka et al. [69]. A description of symmetry determination by CBED
is also presented in Zuo and Spence’s monograph [10], where the authors point out
that in the practical approach to structure determination, something is usually known
about the crystal. In addition, the procedure requires a combination of shortcuts, simple
reasoning, and experience. In practice, structure determination can be done by taking
CBED patterns from 3-6 major zone axes. By doing so, the symmetry elements present
in these patterns can be defined and by using the tables by Tanaka [69], the point group
and space group can be elucidated. The following introduction to structure determination

is based on [10, 67, 69], and describes the procedure for zone axis patterns.



An important aspect of a diffraction experiment is that the symmetry of the diffraction
pattern is determined by the combined symmetry of the crystal structure, the symmetry
of electron diffraction itself, and the symmetry of the specimen. Even though TEM
specimens are thin, their thicknesses are usually sufficiently larger than the size of a
unit cell, so that effects caused by a finite specimen size can be neglected. Knowing
the symmetry of the electron diffraction itself, the symmetry related to the crystal
structure can be determined from the diffraction pattern. For example, a mirror plane
perpendicular to the beam can be a symmetry operation of electron diffraction, because
of the reciprocity theorem which states that the wave equation is invariant under the
transformation (r,k) — (r,—k). The symmetry of the experiment is also dependent on
the direction of the crystal. Taking all these factors into account it turns out that there
are 31 different possible symmetries for a diffraction experiment on a crystal. These are
known as the “diffraction groups”. Depending on the orientation of the crystal, each

crystal symmetry is associated with several diffraction groups.

CBED patterns can only possess two-dimensional symmetry elements, being a
two-dimensional recording, however, since the 000-disk, does not necessarily contain
the same symmetry as the pattern as a whole, one CBED pattern can contain two
two-dimensional symmetries. CBED patterns contain information from the ZOLZ and
HOLZ. If the intensity in the CBED pattern is dominated by ZOLZ reflections, the
HOLZ diffraction may be neglected and the symmetry from the crystal will appear as if
the crystal were a two-dimensional object and not three-dimensional one. In this case,
the symmetry of the experiment is known as “projection diffraction group”. Even though
a single CBED pattern can contain multiple symmetries which can provide information
about the crystal symmetry, it is most convenient to obtain diffraction patterns from
multiple zone axes, and use a method of elimination to determine point group based on
the observed diffraction groups and projection diffraction groups. Table 11.6 in the work
by Zuo and Spence [10] (which is essentially the same as Table 2 in the original work
by Buxton et al. [68]) provides an overview of the observed two-dimensional symmetry
elements in a CBED pattern, and their relation to the possible diffraction and projection
diffraction groups. The point group of the crystal can be determined from the knowledge

of which diffraction and projection diffraction groups are formed in the experiment.

The next step of the structure determination is to uncover the space group, of which
there are 230. Essentially, the space group determination consists of deciding which of
the rotation axes in the point group are screw axes in the crystal, and which of the mirror
planes in the point group are glide planes in the crystal. In kinematical diffraction, screw
axes and glide planes give rise to forbidden reflections, however, since the diffraction in
CBED is dynamical, there can still be intensity in the disks. If a glide plane or screw
axis is present in the crystal they can give rise to Gjgnnes-Moodie (GM) lines [70]. The
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GM lines are dark bands which extend across the entire width of the diffraction disks.
Furthermore, they occur in every other disk along a row. The reason for the dynamical
extinction is that two double diffraction routes exist which give rise to the intensity in
the kinematically forbidden disks. The two routes have equal amplitude but opposite
phase, causing the extinction. The result is intensity in the CBED disk, but at certain
positions within the disk, along the symmetry lines, there is no intensity. The GM lines
occur if there is a two-fold screw axis along the row of GM lines, or if there is a glide
plane oriented such that it contains both the direction of the zone axis and the row of GM
lines, or if both a screw axis and a glide plane, which give rise to GM lines, are present.
Again, practically, CBED patterns obtained from different zone axes can be acquired and
tables presented in, for example, the work by Tanaka [69] can be used to determine the
space group by methods of elimination, looking at the presence of GM lines in different
zone axis patterns. A diffraction pattern including the HOLZ reflection ring can also aid
in the structure determination, since the unit cell centering can be determined based on
how the reflections in the HOLZ line up with the ones in the ZOLZ [1].

Scanning transmission electron microscopy imaging

In scanning transmission electron microscopy (STEM), a convergent probe is raster
scanned across the specimen. Conventionally, different detectors are used to acquire
one value of intensity for each probe position, creating an image with the same dimension
as the number of probe positions which were scanned. Two different detectors are shown
in Figure 2.2.5, known as the BF and annular dark-field (ADF) detectors. As illustrated
in Figure 2.2.5, the detectors are defined by certain collection angles. The BF detector
collects the forward scattered electrons up to an angle 1, whereas the ADF detector is

an annular detector characterized by an inner and outer collection angle (6 and 63).

The contrast in a BF-STEM image is similar to the one in BF-TEM. However, it is
prone to scan noise and larger sample drift since STEM images require longer acquisition
times because of the serial acquisition method. Hence, the technique is not the most
useful. ADF-STEM, on the other hand, is very useful, especially when a large angle
2 is used, known as high-angle annular dark-field STEM (HAADF-STEM). In the case
of HAADF-STEM, the contrast is dominated by incoherent Rutherford scattering which
scales approximately with Z? (where Z = atomic number), meaning that the heavier the
atom is, the brighter it looks in the image. More details on STEM image formation and

interpretation is described, for example, by Nellist and Pennycook [71].

The introduction of aberration correctors has made sub-angstrom resolution routine
in both TEM and STEM, making it possible to obtain atomic resolution in most

thin and crystalline specimens. Due to this development it has become of interest



Specimen

Figure 2.2.5 Schematic of the STEM setup. A convergent beam is raster scanned across
the specimen and the transmitted signal is recorded on a BF and an ADF detector. The
outer collection angle of the BF detector is given by 61, and the inner and outer collection
angles of the ADF detector are given by 6 and 63, respectively.

to study atomic positions in high-resolution HAADF-STEM images. Yankovich et
al. have demonstrated that it is possible to obtain the positions of heavy elements
with sub-picometer precision based on non-rigid registration and averaging of an image
series [72]. This method is utilized to study the local structure of multiple ferroic
materials. For example, Jia et al. provided experimental evidence for continuous rotation
of dipoles closing the flux of 180°domains in a ferroelectric perovskite thin film [73].
Furthermore, in super lattices of SrTiO3/PbTiO3 and SrRuO3/PbTiOg3 topological spin
structures forming vortex-antivortex structures of electrical dipoles have been observed
[12, 74]. This is reminiscent of the complex topological spin structures found in
ferromagnetic materials, thus a blurring of the border between emergent topologies
in ferromagnetic and ferroelectric materials is demonstrated [74]. The observation of
minor cation displacements have also been observed in BaTiOs. Despite the lower ¢/a
ratio in BaTiOsz (¢/a = 1.01) compared to PbTiO3 (¢/a = 1.06), Kobayashi et al
demonstrated the presence of multiphase nanodomains in a strained BaTiOg film [11].
Li et al. studied the effect of Sm-doping in Pb(Mg; /3Nbg,3)O3-PbTiO3, and in addition
to precise determination of atomic positions, the atom column intensities were used to
determine that the Sm-doping causes a structural heterogeneity which enhances the giant
piezoelectric properties of the material [13]. Functional materials, like ferroelectrics,
typically have a complex oxide structure, therefore it is of interest to study the O atom
positions, in addition to the heavy cation positions. However, the scattering power of O is
so weak compared to the cations that it is invisible in HAADF-STEM images. Acquiring
so-called annular BF images, using smaller 65 and 3 angles than in HAADF-STEM
images makes it possible to obtain contrast from O atom columns. In this image mode,

the contrast is related to the elastic forward scattering, which in turn can cause artificial
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displacements between O atom columns and cation atom columns at very small mistilt
angles. The artifact is further dependent on the specimen thickness, defocus, convergence

angle, and uncorrected aberration [75], so care should be taken when using this technique.

Nowadays, the development within TEM analysis is made by the introduction of novel
detectors and access to the computing power to analyze the acquired data. By using a
segmented STEM detector, differential phase contrast (DPC) imaging can be performed.
The deflection of the electron probe caused by the specimen can be measured by
investigating the difference in intensity falling on the different segments of the detector.
By applying integrated DPC it has been demonstrated that it is possible to resolve
H atom columns besides a Ti atom column [76]. The method was further applied to
study reversible oxygen migration in a hafnia-based ferroelectric device during an in situ
biasing experiment in the TEM [77]. As mentioned, direct electron detectors are also
becoming important in TEM analysis. The technique utilizing a direct electron detector
is known as four-dimensional STEM, since a four-dimensional data set is acquired, i.e., a
two-dimensional diffraction pattern for each probe position (x,y) at the specimen surface.
Having acquired all the electrons scattered up to a certain angle (and not only one value of
intensity from the BF or ADF detector) makes it possible to extract more information than
in conventional BF- or HAADF-STEM imaging. This technique has for example recently
been used to image the interfacial charge distribution and ferroelectric polarization with

sub-angstrom resolution in a SrTiO3/BiFeOs heterojunction [78].

Image simulation

Because of the strong interaction between the electron beam and the specimen, causing
multiple scattering events to occur, there is no simple relation between the specimen
structure and the image. Image simulations thus provide an important tool to extract
information by comparing experimental images to simulations. Two different simulation
approaches exist, the Bloch wave method and the multislice method. The monograph by
Kirkland [79] provides a description of both methods. Here, only the principles of the
multislice method will be presented (based on [79]), since it was the method applied in

this work.

The multislice method can handle a wide range of specimens, from amorphous to
crystalline materials with a large unit cell, in addition to defects and interfaces. The
principle of the multislice method is to solve the Schrédinger equation by slicing the
specimen into many thin layers along the beam direction, such that each layer acts
as a simple phase object. Since the electrons in the beam have a high energy, and
the specimen’s effect on the beam electrons can be considered as a relatively minor

perturbation on the electron motion, it is useful to separate the large velocity in the



z direction from other small effects due to the specimen. The full wave function 9 can

thus be factored into two parts:

Ui,y 2) = (,y, 2)e”™/, (2.2.12)

W(x,y,2) varies slowly with z, and 7%/

is a plane wave travelling in the z direction.
The expression for ¢y can then be inserted into the Schrédinger equation and solved for
the slowly varying part of the wave function 1. Furthermore, the simulation is set up
such that the wave function is transmitted through a slice at position z, along the beam
direction, to which the potential of that slice is projected. The wave function is then

propagated through free space a distance Az, as indicated in Figure 2.2.6. The incoming
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Figure 2.2.6 Schematic overview of the multislice method showing the incident wave,
and the transmission and propagation operations which are performed for each slice. All
the atoms within z,, to z, + Az are compressed into a flat slice at z,. After the interaction
with the specimen, an exit wave is calculated. The figure is inspired by [79].

wave function 1y can be a plane wave if a parallel beam mode is to be simulated, or a probe
wave function for CBED and STEM simulations. If each slice is labelled n = 0,1,2, ...,
the wave function at the top of each slice is labelled v, (x,y), and the wave function at

the top of the next slice n + 1 can be written in a compact form as

Un+1(2,y) = pu(z,y, Azp) @ [tn(x, y)Un(z,y)] + O(Az2), (2.2.13)

where p, (z,y, Azy,) and t,(z,y) are the propagator and transmission function at each slice,
respectively. The last term in Equation (2.2.13) is called the error term and indicates the
order of magnitude of the errors caused by the approximations used. The number of slices
n can be chosen to simulate a specimen of the desired thickness, in which calculations
using Equation (2.2.13) is repeated n times. In a HAADF-STEM simulation, the image is
constructed by integrating the intensity, given as the modulus square of the wave function,

over the angular range corresponding to the annular detector.

For each slice in the multislice method, two operations must be performed. First the
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multiplication with the transmission function, then the convolution with the propagator
function. Since a convolution in real space is a multiplication in reciprocal or Fourier
space, the fast Fourier transform (FFT) is usually applied, since it provides computational
efficiency. To be able to use the FFT, the image must be discretely sampled for the wave
function, which can cause problems with aliasing. A convenient way to avoid aliasing is
to limit the transmission and propagation function to be zero outside %kmam where kmax

is the maximum sampling frequency in the wave function.

Energy-dispersive X-ray spectroscopy

Energy-dispersive X-ray spectroscopy (EDS) utilizes the X-rays created in the specimen
by inelastic scattering of the electron beam. When electrons interact inelastically with the
specimen, it gives rise to two types of X-ray radiation: Bremsstrahlung and characteristic
X-rays. The Bremsstrahlung is created by the interaction between the beam electron and
the Coulomb field surrounding the atom nucleus in the specimen, which has an effective
positive charge. The beam electron is slowed down by the interaction with the nucleus and
loses a certain energy AFE. As a result, a photon with energy AE = hv is emitted, where
h is Planck’s constant and v is the frequency of the photon. This interaction can give
rise to X-rays with any energy up to the initial energy of the beam electron, however low
energy photons (< 2 keV) are usually absorbed before they are detected. Furthermore,
the Bremsstrahlung is emitted mainly in the forward scattering direction, meaning that
most of it radiates downwards below the specimen. Bremsstrahlung is usually considered
as unwanted background radiation in EDS analysis. Characteristic X-rays are generated
via an interaction between the beam electron and the electrons in the specimen through
the excitation of a core-shell specimen electron by the beam. An electron from an outer
shell will then relax and fill the vacancy created by the excited electron, and a photon
with energy E., will be emitted, where E, = Ex — Ey, if an electron from the L-shell filled
the K-shell vacancy. The energy of the emitted photons relates to the possible electron
energy levels in the specimen, which have sharply defined energies. Since inner-shell
energy levels increase monotonically with the atomic number Z, detection of a photon
with a specific energy can be used as an unambiguous sign of the presence of an element
in the specimen. Or said in other words, the characteristic X-rays work as fingerprints
for the different elements. For each element multiple transitions are possible as shown in
Figure 2.2.7.

The Siegbahn designation system is used to name each X-ray line [81]. The destination
system has a set of conventions, but is not 100% systematic. In general a specific X-ray
is named by the element it comes from, then all transitions to the K-shell give rise to
K-lines, transitions to the L-shells give rise to L-lines, and so on. To distinguish between
the origin of the deexcited electron, the Greek letters o and g are added after the K, L, ...,
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Figure 2.2.7 Illustration of the energy levels of the innermost electron shells and the
nomenclature used for different characteristic X-rays based on the origin of the deexcited
electron causing the characteristic X-ray. The figure is inspired by [80].

in addition to a number to denote a particular line as shown in Figure 2.2.7. The a; line
is usually the strongest in a series, and the (31 is usually the second strongest, except that
Kas is stronger than K (31. A comprehensive list of characteristic X-rays, their names,
and energies are presented in the “X-ray data booklet” from Lawrence Berkeley National
Laboratory [80].

The concentration of different elements in a specimen can be determined by quantitative

EDS analysis. A simple approach is suggested by Cliff and Lorimer [82]:

Ca Is

— = — 2.2.14
Cp AT ( )

where C4 and Cp are the concentrations of elements A and B, and I4 and Ip are the
measured characteristic X-ray intensities originating from elements A and B, respectively.
The factor kap is a sensitivity factor which depends on the specific TEM system used
and the high-voltage used. Assuming that the specimen only contains elements A and B,
the following relation holds:

Ca+ Cp =100%. (2.2.15)

Equation (2.2.14) and Equation (2.2.15) can thus be used to calculate the unknown
concentrations. The kap-factor ignores absorption and fluorescence effects and can
therefore potentially be the cause of large error in the quantification. A more sophisticated
method which seeks to correct for some of the faults of the Cliff-Lorimer (CL) method is
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the ¢-method described in detail by Watanabe [67]. An important part of the (-method
is to correct locally for mass-thickness effects by measuring the exact electron dose which
the specimen is irradiated by. This can be found through accurate measurements of the

beam current.

Aberration correctors have played an important role in chemical mapping by both EDS
and EELS, since the aberration correctors provide an angstréom-sized probe with a higher
current than was previously possible. In the case of chemical mapping by EDS, Lu
et al. demonstrated atomically resolved EDS-maps from SrTiOgs, and proved that the
Sm-dopant in SrTiO3 mainly occupy the A-sites substitutionally [83]. Wenner et al.
demonstrated atomic resolution EDS-maps of ordered precipitates in Al-alloys [84], and
Tijima et al. studied cation ordering in Ti-Nb oxide crystals at an atomic scale using EDS
[85].

Electron energy-loss spectroscopy

Electron energy-loss spectroscopy (EELS) is described in detail in the monograph [86]
and review [87] by Egerton. EELS is a technique which can be used to determine many
different properties of a specimen, ranging from plasmon spectroscopy which can provide
information about mechanical and electronic properties (such as bandgap), to chemical
mapping and thickness measurements. In addition, the fine structure can be used to
study the electronic densities of states in a material. In this work, EELS was only used
for compositional mapping, so this section will be limited to the description of elemental

analysis using EELS based on the review by Egerton [87].

EELS utilizes the information obtained from measuring the energy loss of the electrons
which have been transmitted through the specimen. To measure this energy loss, a
magnetic prism is placed at the end of the TEM column, as shown in Figure 2.2.1. The
magnetic field of the prism will change the trajectory of the electrons according to the
Lorentz force, making the electrons follow a circular path with radius R depending on

their speed, and therefore energy, such that

mu

R=22, (2.2.16)
where m, v and e are the electron relativistic mass, speed, and charge. The magnetic field
B is usually in the order of 0.01 T. A typical energy resolution in EELS is around 1 eV
for microscopes without an electron beam monochromator. In the microscopes without
monochromators, the energy resolution depends mainly on the type of electron source,
where the thermionic sources have larger energy spread than a FEG. For microscopes

equipped with a monocromator, the energy resolution can vary from a few meV to 0.2 eV,



depending on the type of monochromator. Most of the electrons which are transmitted
through the specimen are scattered elastically, meaning that they lose no energy. This
gives rise to a very intense zero-loss peak (ZLP) in the EEL spectra. It is therefore
common to acquire two EEL spectra simultaneously, known as the low-loss spectrum and
the high-loss spectrum. The low-loss spectrum contains the ZLP, which has a typical
width of 0.2-2 eV mainly reflecting the energy distribution in the electron source, and the
plasmon peak, resulting from a plasma resonance of the valence electrons. The plasmon
peak is also fairly intense, depending on the specimen thickness. The high-loss spectrum
contains the ionization edges, which results from the excitation of core-shell electrons. The
ionization edges have a characteristic shape, with a rapid rise followed by a more gradual
fall, in addition they are often relatively low in intensity compared to the background
signal. The overall intensity of the high-loss signal decays rapidly with increasing energy
loss, reaching negilible levels above ~ 2 keV, which defines the commonly used energy
limit of the technique. Although, there are examples of high-loss EELS in the range of
2-10 keV [88].

Like in EDS, each ionization edge in EELS occur at an energy loss that is characteristic
of a particular element, thus EELS can be used to identify the elements present in the
specimen. Although the angular distribution of scattering is a mixture of elastic, plasmon,
and plural scattering, the areal density of an element (N atoms per unit area) can be

estimated from the formula:
I.(B,A) =~ NI, (B,A)o (8, A). (2.2.17)

Here, I.(8,A) is shown in Figure 2.2.8, and is defined as the intensity over an energy range
A beyond a threshold for the onset of the ionization edge. As can be seen in Figure 2.2.8,
it is important to extrapolate and subtract the background precisely, which can be difficult
if two ionization edges are separated by less than 50 eV. I1 (3, A) represents an integral of
the low-loss spectrum up to an energy loss A, including the entire ZLP. The last term in
the expression is o (3, A). This is a partial cross section, calculated for core-loss scattering
up to an angle /3, the collection semi-angle of the spectrum, and energy range A beyond
the threshold. For K-shells, this cross section is available from the hydrogenic model,
and for other shells, Hartree-Slater calculations or experimental measurements are used.
Given that the thickness, ¢, of the specimen is known, the concentration can be calculated
vian = N/t. Equation (2.2.17) provides an absolute quantification, however, an elemental

ratio (na/np) is often more useful, since ¢ and I; then cancels out.

EDS and EELS can be viewed as two complementary techniques, especially in terms of
elemental analysis. Light elements cause low electron energy-loss and hence generate
signal at an energy which result in high intensity ionization edges in EEL spectra,

oppositely heavier elements generate more characteristic X-rays for EDS analysis. Taking
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Figure 2.2.8 A high-loss spectrum showing the I.(3,A) ionization edge, above

background. Republished with permission of IOP Publishing, Ltd, from Electron

energy-loss spectroscopy in the TEM, R. F. Egerton, 72, 1, 2008; permission conveyed
through Copyright Clearance Center, Inc.

BaTiO3 as an example, EELS is more suitable for chemical mapping, since the edges
from Ba, Ti and O have intense edges at 781, 456, and 532 eV energy loss, respectively.
Whereas, BaLa and TiK a suffer from severe peak overlap in EDS due to the low energy

resolution of the technique, making quantitative analysis challenging.

Focused ion beam

Basic principles

Focused ion beam (FIB) served as an important tool for TEM specimen preparation.
Here, the basic working principles of the FIB will be presented based on the monograph
edited by Nan Yao [89)].

The FIB, which was commercialized in the 1980s and originally geared towards the
semiconductor industry, has become an important tool in many fields of nanotechnology
because of its ability to manipulate and characterize many types of materials at the
nanometre scale. The development of the technique was largely driven by the need
to remove atoms from a lattice effectively. The FIB does this by creating a beam of
high-energy ionized atoms of a relatively massive element. Typically Ga™ ions are used.
The FIB has four basic functions: Milling, deposition, implantation, and imaging. The
collision between the ions and the atoms in the sample can be elastic or inelastic. The
result of the elastic collision with the sample is an excavation of the surface atoms, known

as either sputtering or milling. In an inelastic collision, either secondary electrons can



be emitted from the surface or secondary ions can be created. Images can be produced
by detecting these electrons or ions. To deposit material on the surface of a sample,
a precursor gas containing the desired deposition material and volatile components like
oxygen and hydrogen are introduced through a gas nozzle close to the surface. The gas
molecules are adsorbed on the surface and decomposed into the non-volatile and volatile
products by the high-energy ion beam. Secondary electrons, created by either the ion
beam or the electron beam also contribute significantly to the deposition process. The
non-volatile products remain bonded to the surface where the beam scanned the sample,
while the volatile components leave the surface. In addition to assisting the deposition, the
ion beam will cause simultaneous sputtering and implantation of the surface (protection
layers created by ion beam assisted deposition therefore contain large amounts of Ga).
Tuning the current used, in addition to other beam parameters like positional overlap and

dwell time is therefore important to promote the desired process.

The interaction between the ion beam and sample causes many secondary processes which
result in various phenomena, e.g. interdiffusion of constituent elements, amorphization,
track formation, and permanent damage. To mitigate these issues, and utilize the
even higher resolution capabilities of electrons, modern FIBs consist of a dual-beam
system, essentially combining a scanning electron microscope (SEM) and FIB in the same
instrument as shown in Figure 2.3.1. The SEM is in many ways similar to STEM, however,
the acceleration voltages used are typically in the range of 0.2-30 kV. In addition, bulk
samples are used, such that backscattered or secondary electrons, which leave the upper
sample surface, are used for image formation instead of the transmitted electrons. The
dual-beam FIB is an instrument which exploits the best of both worlds in terms of the
nanomachining capabilities of the FIB and the much less invasive electron beam which
can be used for high resolution imaging without simultaneously damaging the sample.
When it comes to the properties of the electron beam and the ion beam, they can both
form nanometre-sized probes, depending on potential and current used. The interaction
volumes for electrons and Ga™ are very different. As an example, electrons penetrate to
depths of about 1800 and 25 nm in iron at beam voltages of 30 and 2 kV, respectively,
while the Ga™ penetrate to depths of about 20 and 4 nm at the same beam voltages. The
electron beam can also be used to deposit material on the sample surface from a precursor
gas in the same manner as the ion beam, albeit at a much slower rate. As indicated in
Figure 2.3.1, the electron column and ion column are usually positioned with a 52° angle
between them, hence the sample stage has to be tilted to 52° for the ion beam to be
incident parallel to the surface normal. Also depicted in Figure 2.3.1 is the gas injection
nozzle and a lift-out needle. The lift-out needle can be used to move pieces of a sample
from one body to another, for example in the process of making a TEM specimen, it is
used to lift a lamella, which is cut out of the sample, to a TEM grid which fits in the
TEM holder.
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Figure 2.3.1 Schematic of the dual-beam FIB indicating the position of the electron
column and ion column positioned 52° apart. Also shown is the gas injection nozzle used
for materials deposition and the lift-out needle. The figure is inspired by [89] and the
set-up of the FEI Helios G4 at NTNU Nanolab.
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Experimental details

Materials

Barium titanate films on strontium titanate substrates

The investigated BaTiOg films were prepared by aqueous CSD by Trygve M. Reeder as
described in [41], and spin coated onto (100), (110), and (111) oriented SrTiO3 substrates.
The films were heated from ambient temperature to 450 °C, 550 °C and 1000 °C, with
heating rates of 100 °C/min, 50 °C/min, and 20 °C/s, respectively. The hold time at
1000 °C was 5 min, and the process was repeated eight times to reach the desired film
thickness. Interdigitated electrodes (5 nm Ti and 20 nm Pt) were deposited on the films

to measure the in-plane properties as described in [90].

Bismuth containing tetragonal tungsten bronzes

A4BigNbip039, A = K or Rb (KBN or RBN) ceramics were prepared via a two-step
solid-state synthesis route by Caren R. Zeiger. The precursor powders were dried at 120 °C
overnight prior to weighing as well as before uniaxial pressing of pellets, except AsCOs,
which was dried at 200 °C before weighing due to their hygroscopic nature. The heating
and cooling rates for heat treatments were 200 °C/h if not stated otherwise. The first
step comprised synthesis of the alkali niobates ANbO3 and bismuth niobate BiNbOy4. The
potassium carbonate (KoCOgs, Sigma Aldrich BioXtra) or rubidium carbonate (RbeCOs,
Sigma Aldrich) and niobium oxide (NbgOj, Sigma Aldrich) were weighed out in a 1:1
molar ratio to prepare the alkali niobates. BiNbO4 was prepared from a 1:1 stoichiometric
ratio of bismuth oxide (BizOg, Sigma Aldrich) and NbeOs. The powder mixtures were
ball milled for 2 h in ethanol (isopropanol in case of RbNbOgs; 1 h for BiNbO,4) before
the solvent was removed via rotary evaporation. The powder mixes were then uniaxially
pressed into pellets of 15 mm diameter and thicknesses below 4 mm using a pressure of
about 40 MPa. The pellets were stacked inside a crucible with a lid and the ANbOj3
pellets were calcined at 700 °C for 4 h before the temperature was increased to 900 °C
and kept at this temperature for another 12 h. The BiNbOy pellets were calcined for 2
h at 800 °C. The calcined pellets were crushed to powders by a mortar and stored in a

desiccator for further processing. KBN and RBN were made in the second step by mixing
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ANDbOj3, BiNbQOy, and NboOj5 in a 4:2:2 stoichiometric fashion. The resulting powder
mixture was ball milled for 24 h in ethanol and subsequently dried by rotary evaporation.
The powder was pressed into pellets of 10 mm diameter and less than 4 mm thickness
using a uniaxial press with about 60 MPa. The pellets were then packed into sacrificial
powder inside a crucible closed with a lid and the compounds were sintered at 1150 °C.
The sintering time was 1 h for KBN and 8 h for RBN, with a heating rate of 400 °C/h.
The sintered pellets were polished to remove any non-stoichiometric phases that might
have formed on the surface due to volatility of the alkali cations. TEM specimens of KBN
and RBN were prepared by crushing and grinding the pellets using a carbide mortar. The
particles were then dispersed in isopropanol and dropped onto a Cu grid coated with a

holey amorphous carbon film.

Barium containing tetragonal tungsten bronzes

BayMyNby1gOs9, M = Na, K, or Rb (BNN, BKN, or BRN) ceramics were synthesized
using BaCO3 (99+%, ThermoFisher), NboOs (>99.99%) and either NaaCOgz (>99.0%),
KoCO3 (>99.0%), or RbaCO3 (99%) respectively, as precursors (Sigma-Aldrich). The
barium containing TTBs were prepared by Nora S. Lgndal. To avoid extensive loss of
the highly volatile alkali cations at high temperature, MNbOs was first prepared by
mixing in ethanol by ball milling, drying, uniaxial pressing at approximately 30 MPa and
calcination first at 700 °C for 4 h before further calcination at 900 °C for 12 h. BaNbyO3
was prepared in the same manner with calcination at 1100 °C for 6 h. NaNbOg3 was mixed
with BaNbsOgs in ethanol by ball milling, dried, pressed to pellets at approximately 70
MPa and sintered at 1285 °C for 6 h with heating rate of 200 °C/h to make BNN. To
avoid loss of alkali cations during sintering the pellets were covered by sacrificial powder
of the same composition. The same procedure, with adjusted sintering parameters and
mixing BaNbyO3 with KNbO3 and RbNbOs, respectively, gave BKN (1275 °C, 6 h, 300
°C/h) and BRN (1150 °C, 2 h, 200 °C/h). The sintered pellets were polished to remove
any secondary phases that might have formed on the surface due to volatility of the alkali
cations. Powders were prepared by crushing and hand grinding in a carbide mortar.
To make TEM specimens, the fine powder was dispersed in ethanol or isopropanol and

dropped onto a Cu grid coated with a holey amorphous carbon film.

Gadolinium molybdate

The single crystalline Gda(MoQOy)s used in the TEM studies was grown by Edith Bourret
and Didier Perrodin from the Lawrence Berkeley National Laboratory, USA, using the
Czochralski method.

The XRD study on Gdy(MoQOy)s was performed on powder from a solid-state synthesis.
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The synthesis parameters were chosen based on conditions presented in the work by Afonso
[91], who successfully synthesised both the a- and S-phase of Gd2(MoOy4)s. Single-phase
B-Gd2(MoOy)3 was obtained by drying MoOs (99.97% trace metals basis, Sigma Aldrich)
and Gd203 (99.9% trace metals basis, Sigma Aldrich) for 5 h at 650 °C and 900 °C,
respectively, and mixing stoichiometric amounts in an agate mortar with ethanol. The
powder was then dried and pressed at 80 MPa into pellets with diameter of 10 mm. The
pellets were sintered at 950 °C for 25 h, before crushed and finely ground in an agate
mortar for the XRD analysis.

Specimen preparation by focused ion beam

Instrumentation

The TEM lamellae which were prepared by FIB were made using the FEI Helios G4 UX,
equipped with an EasyLift EX NanoManipulator for lamella transfer. The gas injection
system provides the possibility to deposit either Pt or C, through the precursor gases
(CH3)Cs5H;9Pt(CHs)s or C1oHg (naphthalene), respectively. The conventional procedure
for TEM lamellae preparation is presented in the following section, and the procedure
developed for in situ studies is presented in Section 3.2.3. The conventional procedure
was used in the case of BaTiOgz films on SrTiOgs, and to prepare lamellae from single

crystalline Gda(MoOy)s, and the latter material was also used in the in situ procedure.

Conventional preparation technique

The conventional TEM specimen preparation used in this work is inspired by the
work of Schaffer et al. [92], and the procedure is demonstrated by the preparation of
BaTiO3/SrTiO3 as shown in Figure 3.2.1.

45



46

e-beam dep. C

I ion-beam dep. C

Figure 3.2.1 Images showing the conventional TEM preparation procedure. (a) First,
C was deposited by the electron beam, and then (b) by the ion beam. (c) Trenches were
then milled out around the lamella, and then (d) the material beneath the lamella was
milled away. (e) The lamella was then mounted to the lift-out needle, and moved to (f)
the TEM grid where it was fastened. (g) Shows the layers of the final lamella. (h) Is an
image taken with the ICE detector. The brighter the contrast is, the thinner the lamella
is.



In the case of BaTiOs on SrTiOs, the most important part of the sample was the film
essentially covering the surface of the substrate, meaning that it was important to protect
the surface layer from damage by the Ga™ beam. Thus, a thin layer (~100-200 nm) of C
was first deposited using the electron beam assisted deposition at 0° stage tilt, as shown in
Figure 3.2.1(a). During electron beam assisted deposition secondary electrons break the
atomic bonds in the naphthalene precursor gas. Low acceleration voltage in combination
with a high beam current (typically 3 kV and 26 nA) was used to achieve a high flux of
secondary electrons at the surface, and hence a fast deposition rate. Then, the stage was
tilted to 52°, to deposit more C using the ion beam, as shown in Figure 3.2.1(b). As a rule
of thumb, an ion beam current of 10 pA per pm? was used for depositing material on the
sample surface, meaning that when a protection pad of 2 x 10 = 20 pm? was deposited, an
ion beam of approximately 0.20 nA was desirable. As there are only a certain selection of
ion beam currents available, 0.26 nA was used in this step. The final protection layer had
a thickness of about 2 pm. After deposition of the protection layer, trenches were milled
out around the lamella using a high ion beam current, first at 42 nA for fast milling, then
at 9.1 nA for more precise milling around the lamella. The result after 9.1 nA is shown
in Figure 3.2.1(c). Then, the sample stage was tilted to 7° to mill away material beneath
the lamella, leaving only a thin bridge of material between the lamella and the sample,

as shown in Figure 3.2.1(d).

At 0° tilt, the lift-out needle was fastened to the corner of the lamella with a thin layer
of C as shown in Figure 3.2.1(e). Lastly, the thin bridge of remaining material was milled
away and the lift-out needle, including the lamella, was retracted. C was chosen as the
welding and protection layer material instead of Pt, which is more commonly used. There
are several reasons to chose C instead of Pt. First, possible, unwanted contamination of
C on the sample surface can be removed by oxygen plasma cleaning prior to the TEM
analysis, whereas contamination of small Pt nanoparticles can not be removed by plasma
cleaning. In addition, Pt gives a high signal in HAADF-STEM images. It is therefore
desirable to avoid the high contrast Pt in the protection layer, and even more important to
avoid contamination/redeposition of Pt atoms or clusters on the sample surface. Lastly,
C deposited by electron beam assisted deposition can be removed by extended plasma
cleaning, while C deposited by ion beam assisted deposition is almost completely stable

during normal oxygen plasma cleaning.

The next step of the specimen preparation procedure was to fasten the lamella to a TEM
Cu grid. Usually, a trench was milled out in the Cu grid, as shown in Figure 3.2.1(f),
then the lamella was lowered down in the trench and fastened on each side by C pads.

The stage tilt was at 52° when making the trench in the Cu grid, and 0° when fastening
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the lamella. Lastly, the lift-out needle was cut away using the ion beam before thinning
the lamella to a suitable thickness for TEM analysis. The thinning was performed in an
iterative manner, using lower and lower currents and voltages to have efficient removal
of material in the beginning and create a high quality specimen surface by using low
currents and voltages in the final steps of the procedure. The thinning steps typically
started with the ion beam at 30 kV and a current of 2.4 nA. Each side of the lamella was
thinned using a relative angle between the lamella and ion beam of £2°, meaning that the
stage was alternately tilted to 50° and 54°, when thinning the “top” and “bottom” side
of the lamella, as seen by the ion beam image, respectively. In the initial thinning steps,
the entire width of the lamella was thinned to equal thickness. However, to maintain
structural stability of the lamella, only a narrow area in the middle was thinned down
to 30-80 nm, depending on the TEM analysis the lamella was intended for. Further
thinning at 30 kV was typically done using 0.75 nA, and 90 pA for higher precision when
the lamella got thinner. At about 80-100 nm thickness, the ion beam voltage was set to
5 kV, to create a thinner surface damage layer when further thinning the lamella. Final
thinning was done at 2 kV and 17 pA, and stage tilt of +3°, to minimize the amorphous
layer of the TEM lamella. Final lamellae are shown in Figure 3.2.1(g) and (h). The
image in Figure 3.2.1(g) is a secondary electron image acquired using an in-column TLD
detector, showing how the lamella is made thinner and thinner towards the middle of the
specimen. In addition, the cross section of all the layers of the lamella is shown. Starting
at the bottom of the image, the SrTiO3 substrate can be seen, then (with a very slight
contrast difference) the BaTiO3 film can (barely) be seen. The very bright line above
the BaTiOg film is a layer of Pt/Pd, which was sputter coated on top of the macroscopic
sample to improve the electrical conductivity and avoid sample charging. Then, above
the Pt/Pd layer is first a dark, then a brighter layer of the deposited C protection layer.
The contrast difference is caused by the difference in chemical composition between the
C protection layers deposited by electron beam assisted deposition or ion beam assisted
deposition, respectively. The C layer from the electron beam assisted deposition contains a
significant amount of residual hydrogen from the naphthalene precursor gas, thus resulting
in an overall low atomic weight material. While the ion beam assisted deposition causes

significant amounts of Ga to be included in the amorphous matrix of C and hydrogen.

The Pt/Pd layer was sputtercoated on the (100) oriented BaTiOg film prior to the
specimen preparation in the FIB. However, since the conductive layer inhibit dielectric
measurements with the interdigitated electrodes, the Pt/Pd layer was not applied to
the (110) and (111) oriented films. Instead, it turned out that a conductive tape

fastened to the pad of the interdigitated electrodes eliminated the charging issues, while
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simultaneously being removable for other experiments to be performed on the BaTiOs3
films. Figure 3.2.1(h) shows a similar image as (g), however it is taken with the
side-mounted ICE detector. The ICE detector is positioned to most efficiently collect
secondary electrons emitted from the “back” side of the lamella when the primary electron
beam is scanned across the “front” side. As the lamella gets thinner, more and more
secondary electrons are emitted from the back side depending on the combination of
the acceleration voltage of the electron beam and the lamella thickness. Thus, the ICE

detector can be used to in situ monitor the lamella thickness.

The same procedure was used for conventional preparation of Gda(MoQOy)s, except that
no protective layer of C was deposited using the electron beam, since a single crystal was
studied, and it did not matter that the upper nanometres were irradiated by the ion beam.
Furthermore, charging was a severe issue in the specimen preparation of Gda(MoO,)3 until
the lamella was fastened to the TEM grid, so removing a step in the specimen preparation
saved time. The Gda(MoQy)s single crystals were not sputtercoated with a conductive
layer, because the crystals were also analysed with other techniques where a conductive

layer would be detrimental for the analysis.

Preparation of in situ specimen

The preparation of the Gd2(MoQy)s lamella for in situ biasing experiments were based
on the DENS solutions D6+ system, originally developed for heating experiments, with
the biasing upgrade called “lightning HB”. The system is easy to use with the “Impulse”
software. However, the drawback of this set-up is that it only provides four electrodes,
which can either be used for heating or biasing, but not a combination. The procedure
described here is thus based on the four-electrode configuration, but it should be fairly
straightforward to adapt the process for chips with either six or eight electrodes, where

simultaneous heating and biasing is possible.

Recently, FIB has been used to prepare BaTiOs for in situ biasing and heating
experiments, respectively [93, 94]. In the study by Ignatans et al. [93], the final polishing
steps were performed after the lamella was mounted to the in situ chip, while O’Reilly
et al. [94] used an ez situ lift-out procedure to move the lamella after it was thinned to
completion in the trench. These studies demonstrate two different approaches to move
a lamella from the sample and onto the in situ chip. In this work, a procedure was
developed which allows for transfer whithin the FIB, where the aim was to completely
finalize the lamella before it was mounted to the biasing chip. By finalizing the lamella

first, and mounting it on the chip afterwards, the issue of redeposition from the chip due
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to its geometry during the final thinning steps can be minimized, and no other ex situ lift

out was necessary. Some considerations must be taken into account as presented below.

The developed procedure is illustrated in Figure 3.2.2, and contains the following steps:

(a)

Shows an SEM image of the biasing chip which has four electrodes and two holes
where the lamella can be positioned for TEM analysis. There are two different
electrode spacings of 5 and 12 pm. Unless it is strictly necessary for the biasing
experiment, the largest electrode spacing should be used to make the distance
between the electrode weld and the region of interest (ROI) as large as possible
to avoid contamination during welding. The specific DENS set-up used here can
provide up to 100 V, resulting in maximum fields of 200 and 83 kV/cm for the 5

and 12 pm electrode spacings, respectively.

The initial part of the procedure was the same as a conventional TEM specimen
preparation. Image (b) shows that trenches were made by sputtering away material
around the chosen area for the lamella. Blue false coloring is added on the pad of C
which was deposited on the surface prior to the milling of the trenches. The lift-out
needle, made of pure tungsten with a relatively high electrical conductivity, can be
seen to the left in the image. It was placed on the surface of the sample to limit
charging effects, due to the low conductance of the oxide material from which the

lamella was made.

Shows the lamella lifted out and mounted as a flag to a Cu grid, where it could
easily be thinned down following the conventional procedure. Note that the lamella
was fairly “lightly fastened” to the Cu grid with only two small C pads of about

2.5 pm x 2.5 pm, the remnants of which can be seen in image (e).

Shows the finalized lamella. During the thinning of the lamella, it was important
to also make sure that its length fit the desired electrode spacing. It is further
important that the lamella is as flat as possible on the side facing downwards in
the image. It was also easier to mount the lamella to the biasing chip if the side
facing upwards is relatively flat too. As seen in the image, the lamella is thicker on

either side to maintain some structural stability and avoid severe bending.

When the lamella was done, the FIB chamber was ventilated and the TEM grid
holder was rotated 90° from an orientation where the lamella was standing upright
to laying flat. (Image (c) and (e) are both taken at 0° stage tilt, so the 90° rotation
of the TEM grid holder is reflected in the images, where the lamella can be seen

at different angles). From this point in the sample preparation procedure it was



important to avoid all irradiation of the ROI which can damage the quality of the
area. That means no irradiation with the ion beam. Furthermore, just after any
weld is made, there will be remnants of the precursor gas for welding in the chamber.
Care must therefore also be taken not to irradiate the ROI with the electron beam
immediately after any weld is made, since the electron beam may also deposit
some contamination from the remnants of the precursor gas on the surface of the
ROI. No systematic study of the exact effect of this possible “remnant deposition”
was performed, however, paying attention to the chamber pressure just before and
after a weld was made can give an indication of the amount of remnant gas in
the chamber. The vacuum level is usually recovered after a few minutes. Another
important point illustrated in image (e) is the orientation of the lamella and Cu
grid. In the FIB used here, the ion beam comes in at an angle of 52° relative to the
paper plane from the top of the image, meaning that when the lamella is cut away
from the grid, the ion beam is parallel to the long edge of the lamella, causing the

least possible amount of redeposition.

Shows the biasing chip rotated according to the orientation of the lamella, and a
sketch indicating how the lamella should be placed. Lowering the lamella down to
the biasing chip was a crucial step, since it was easier to see how far the lamella
is above the biasing chip by using the ion beam. However, the ROI can not be
irradiated by the ion beam, so care must be taken. The red dot in the corner of
the sketch of the lamella marks where the first Pt deposition was placed to slightly
fasten the lamella to the chip before the lift-out needle was cut away and the lamella

was properly welded to the chip.

Shows an image which was made by using the reduced area scanning (RAS) function
when imaging with the ion beam, hence only parts of the areas within the frame
was scanned. In the yellow square, a RAS used to find the weld between the lamella
and Cu grid can be seen. Thus, after the lift-out needle was fastened to the lamella,
the weld could be cut away without illuminating the ROI of the lamella with the
ion beam. In the pink square, a RAS used to illuminate only the corner of the
lamella together with the lift-out needle can be seen. This view was safe for the

lamella.

Shows the first Pt weld on the lamella with false red color. The field of view was

chosen so that the ROI of the lamella was not illuminated.

Shows the lift-out needle coming in from the left and grounding the electrodes to

avoid any charging effects. Also shown is the finalized Pt weld between the lamella
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and the right electrode. In order to place the weld on the correct place the RAS
function was again used to avoid illuminating the ROI of the lamella with the ion
beam. This SEM image is taken after waiting for a while for the remnants of the

precursor gas to be pumped away.

Shows the lamella rotated 180° after the second weld between the electrode and
the lamella was made. Since the precursor gas used here comes in from the right
(with respect to all these images), the chip was rotated to always make the weld on

the right side of the lamella.



Image taken at 0° stage tilt

Image taken at 0°
stage tilt after TEM
grid holder is
rotated 90°

Figure 3.2.2 (a) The biasing
chip with the small (yellow
arrow) and the large (pink arrow)
electrode spacing of 5 and 12
nm, respectively.  (b) Following
conventional TEM specimen
preparation, trenches were milled
out around the lamella. Blue false
color indicates the C protection
layer. (c) The lamella was fastened
to a Cu grid for final thinning.
(d) Shows the final lamella. (e)
The TEM grid holder was rotated
90° by opening the chamber and
rotating the holder before closing
and evacuating it again. The
lift-out needle was fastened to the
lamella which was cut away from
the Cu grid. (f) The chip, where
the sketch indicates the placement
of the lamella. (g) Shows how
the RAS function was used to
avoid illuminating the ROI of the
lamella with the ion beam. (h)
The lamella was fastened to the
chip by a Pt-weld indicated with
false red color. (i) and (j) show
that the lamella was welded to
the electrodes with Pt, first at one
side, then the chip was rotated
180° before the other Pt-weld was
deposited. All scalebars 5 pm.
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Transmission electron microscopy analysis

Three TEM instruments were used in this work. The majority of the work was performed
on the aberration-corrected Jeol JEM ARM200F. The microscope is equipped with a
cold FEG which was always operated at 200 kV. The “ARM?” is equipped with two CCD
cameras, a 2k Orius and a 2k UltraScan XP, and has five different STEM detectors
allowing for BF to HAADF-STEM imaging at many different collection angles. It is
equipped with a Centurio SDD EDS (nominal solid angle 0.98 sr) for EDS analysis,
and a Quantum GIF with DualEELS and 2k CCD for EELS acquisition. The structure
determination by CBED was performed on a Jeol JEM 2100F equipped with a Schottky
FEG operated at 200 kV. The 2100F has a Gatan 2k UltraScan CCD camera for
acquisition of images and diffraction patterns. A Jeol JEM 2100 equipped with a LaBg
gun was also used for specimen inspection. The “2100” has a Gatan 2k Orius CCD

camera.

Gatan Digital Micrograph was used for image acquisition and simple image inspection. In
addition, the EELS analysis package in Digital Micrograph was used to calculate relative
compositions from EEL spectra. Rigid and non-rigid image registration was done by the
SmartAlign plug-in to Digital Micrograph by Jones et al. [95]. Any analysis involving
finding and fitting a two-dimensional Gaussian to a lattice in a high-resolution STEM
image was done using Atomap [96], and HyperSpy [97] was used to analyse the EDS data.
The STEM image simulation was performed using MULTEM [98, 99] on the IDUN cluster
[100]. Analysis, curve fitting, and plotting of data, was done using the packages NumPy
[101], SciPy [102], and Matplotlib [103] in Python.

X-ray diffraction

Ambient X-ray diffraction (XRD) was performed on a Bruker D8 Focus with a CuKa
radiation source. The temperature dependent XRD experiment was done using a Bruker
D8 Advanced, also equipped with a CuKa radiation source. An MRI Physikalische
Gerdate GmbH high temperature controller was used to heat a Pt-strip which was acting
as the heat source as well as the sample holder. Both instruments were set up in a
Bragg-Brentano geometry. Pawley and Rietveld refinements of the XRD data were done

using Topas v5.



4.1

Summary of results

Epitaxial (100), (110), and (111) BaTiO; films on
SrTiO; substrates

BaTiOg3 films deposited on SrTiOs substrates, via aqueous CSD, were studied by SAD,
TEM and STEM imaging, and EELS for chemical mapping. Reeader et al. demonstrated
that the films exhibit ferroelectric properties with a remnant polarization between 8.4
and 16.8 1C cm™? depending on the film and electrode orientations. The films had a
thickness of about 220-230 nm, and cross sectional TEM specimens were prepared by
FIB, as described in Section 3.2.2. Figure 4.1.1 shows three SAD patterns taken from the
(100), (110), and (111) oriented films. The selected area aperture used was about 160
nm in diameter and the specimens were positioned such that the substrate-film interfaces
bisected the aperture. It is apparent from the diffraction patterns that the films have an
epitaxial orientation relation to the substrates, however as shown by the enlarged spots in
each pattern, there is a splitting between the spots originating from the SrTiO3 substrates
and the BaTiOgs films, demonstrating that the films were relaxed. The relaxation was

caused by the introduction of misfit dislocations at the substrate-film interfaces.

Figure 4.1.1 SAD patterns from the (a) (100), (b) (110), and (c) (111) oriented films.
The diffraction patterns were acquired from a volume containing both substrate and film.
The patterns are oriented such that “upwards” in the figure is parallel to the substrate
normal. Visible in all the patterns is a splitting between the spots originating from the
substrate and the film.
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A bright-field STEM image of the (100) film is shown in Figure 4.1.2, where strain contrast
makes it possible to observe multiple misfit dislocations (highlighted by yellow arrows)
and measure the distance between them. Similar STEM images were acquired for the
(110) and (111) films, which were imaged from two different directions because of the
anisotropy of the higher index substrates. The measured dislocation spacing for the
different films are presented in Table 4.1.1. For the (111) film imaged along the [112] zone
axis, high-resolution images with two dislocations in the same frame were acquired instead,

since the bright-field STEM contrast was weaker in this case, and then the distance

between two and two dislocations were measured in multiple images.

A A O

010]

Figure 4.1.2 Bright-field STEM image where misfit dislocations can be observed at the
substrate-film interface, due to strain contrast.

The theoretical spacing (S) between edge dislocations in a film on a rigid substrate can

be calculated by
b

d—¢€

S = (4.1.1)

where b is the in-plane component of Burgers vector perpendicular to the dislocation
line direction, 6 = (af — aq)/a, is the misfit parameter between the film, with lattice
parameter ay, and the substrate, with lattice parameter as, and € is the residual in-plane
strain in the film. The Burgers vectors and line directions of the misfit dislocations were
determined based on the HAADF-STEM images, shown in Figure 4.1.3, where the Burgers
closures are indicated by yellow lines. Misfit dislocations in perovskite films usually have
Burgers vectors of type a(100) or a(110) [104]. Furthermore, a dislocation core will look
sharp, if the dislocation is viewed “edge on”, i.e., the line direction is parallel to the beam
direction [105]. Based on this, it was determined that the type of Burgers vector for
the misfit dislocations in the (100) film is a(010), and in the (110) film, the dislocations
have Burgers vectors a[110] and a[001] with line directions [001] and [110], respectively.
There are two types of misfit dislocations in the (110) film due to the anisotropy of
the substrate. Since the images in Figure 4.1.3 are projections, the indicated Burgers
vectors can contain components parallel to the electron beam. Figure 4.1.3(d) and (e)
show the projected Burgers vectors observed along two different zone axes in the (111)
film. Figure 4.1.3(e) shows a Burgers vector of type a(110). The projected Burgers vector
(3a[112]) in Figure 4.1.3(d) probably contains a component parallel to the beam direction,
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Figure 4.1.3 HAADF-STEM images of the observed misfit dislocations in (a) the (100),
(b,c) the (110), and (d,e) the (111) films. The (110) and (111) films were imaged along
two different crystallographic orientation, as indicated in the figure.

since it is not a typical Burgers vector in a perovskite based system. Tang et al. inferred
that misfit dislocations with Burgers vector of type a(110) in (111) oriented perovskite
films have line directions along the (112) direction [105]. This is also shown here, since
the dislocation core looks sharp in Figure 4.1.3(e). According to Xu et al., the Burgers

vector a[011] can be decomposed as [104]
- 1 . - 1 -
al011] = 5(1[110] + Ea[llQ]. (4.1.2)

The term $a[110] is perpendicular to the direction of the dislocation line and a[112] is
parallel to the direction of the dislocation line. The former is a pure edge component that
can relax strain along the (110) planes, while the latter is a pure screw component that
can relax shear strains. The findings are summarized in Table 4.1.1 together with the
calculated theoretical spacing between the misfit dislocations, based on Equation (4.1.1),

assuming that there was no residual strain present in the films.

Table 4.1.1: Measured and theoretical spacing between misfit dislocations in the different
films along different directions. Theoretical spacing is provided where the beam direction
is parallel to the dislocation line direction. Also presented is the edge component of the
Burgers vector.

Film Beam direction Burgers edge component Syieasured DM  STheory [M)]

(100) [001] a{001) 145+14 15.6
(110) 001] a[110] 184+25 22.0
(110) [110] af001] 15.2 + 2.6 15.6
(111) [110] - 15.7+3.2 -

(111) [112] La[110] 15.3+4.4 11.0

In summary, the (100) film contain only pure edge dislocations, where the Burgers vector
is perpendicular to the dislocation line direction. This is also the case for the (110) film,
although two types of edge dislocations are found due to the in-plane anisotropy of the
substrate. In the (111) film, misfit dislocations containing both an edge component and

a screw component were observed.
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Figure 4.1.4 shows information obtained about the (100) film by EELS. Similar
measurements were also performed for the two other films. Firstly, Figure 4.1.4(a) shows
the interdiffusion of Ba and Sr across the substrate-film interface (at 0 nm), where the
film and substrate were assumed to be stoichiometric sufficiently far (3-4 nm) form the
interface. The stippled lines are fits to the experimental data. The interdiffusion lengths
for the different orientations were found to be 3.4, 5.3, and 5.3 nm for the (100), (110),
and (111) systems, respectively. Figure 4.1.4(b) shows a HAADF-STEM image where
dark stripes are visible between each spin-coated layer. An atomically resolved image of
the feature marked in Figure 4.1.4(b) is shown in Figure 4.1.4(c). Since the contrast in
HAADF-STEM images scales approximately as Z2, the dark feature indicates a lack of
a heavy element. This is confirmed by the Ba concentration profile measured by EELS
displayed in Figure 4.1.4(d). Similar Ba deficient layers were also observed in the (110)
and (111) films, and are proposed to be caused by the volatility of BaO and the high
sintering temperature used [106, 107].
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Figure 4.1.4 Properties measured by EELS for the (100) film. (a) The Sr and Ba
concentration profile at the substrate film interface, where the intensity was normalized
to 1 sufficiently far from the interface. (b) HAADF-STEM images showing thin dark lines
between each spin-coated layer, (¢) atomically resolved HAADF-STEM image of a dark
line, and (d) the Ba concentration profile measured by EELS for the image in (c).

As shown thus far, all the differently oriented films exhibit similar features, like an
epitaxial relation to the substrate and strain relaxation due to formation of misfit
dislocations at the interface. However, the (111) film displayed a few features that were
not observed in the other films, and that was the presence of a thin crystallographic twin
layer, an anti-phase boundary, and the growth of a grain with a twin orientation relative

to the rest of the film.



4.2 Filled tetragonal tungsten bronzes

Two different compositional series of filled TTBs were studied. The first series was
A4BigNb1p039, A=Na, K, or Rb (ABN), and the second series was BagMsNbjOsp,
M=Na, K, or Rb (BMN). As seen by the chemical formulas, substitution of A-site
cations were employed in both cases, however, in the case of the Bi-containing TTBs, the
substituted alkali metals Na, K, and Rb constituted four out of six A-cations, whereas
in the Ba-containing TTBs, the alkali metals constituted only two out of six A-cations.
Using the two-step solid state synthesis method ensured that the loss of the volatile Bi

and alkali metals were minimized.

In the case of the ABN series, the TEM work was focused on K4BiasNb19O39 (KBN) and
Rb4BiasNb1gO30 (RBN), thus the other compounds are excluded in this summery. Ambient
XRD and dielectric spectroscopy up to 700 °C indicated that a structural change occurred
for KBN and RBN in the temperature ranges 340-420 °C and 420-500 °C, respectively,
however, at room temperature, some satellite reflections in the XRD patterns could not
be accounted for by the most common tetragonal or orthorhombic space groups known
for TTBs. CBED was therefore carried out in order to determine the exact symmetry of

KBN and RBN.

As described in Section 2.2.5, the space group determination comprises a two-step
procedure, first determining the point group, and then the space group. The CBED
patterns obtained to establish the point group of KBN and RBN are shown in Figure 4.2.1.
The [001] patterns for KBN and RBN displayed in Figure 4.2.1(a) and (b), respectively,
demonstrate that 4mm symmetry is present in both cases. This limits the possible
point groups to 4/mmm, 42m, 4mm, and 422, since the TTBs must have tetragonal
or lower symmetry [69]. The [110] zone axis patterns shown in Figure 4.2.1(c) and (d) for
KBN and RBN, exhibit 2mm symmetry, which further narrows the possible point groups
down to 4/mmm and 422. A zone axis pattern from an [uow] axis can distinguish the
remaining point groups, depending on the presence of 2mm or only m symmetry. As
seen in Figure 4.2.1(e) and (f) for KBN and RBN, respectively, the [103] pattern from
KBN, and [101] pattern from RBN both demonstrate 2mm symmetry, thus both materials
belong to the 4/mmm point group [69].

Figure 4.2.2(a) and (b) show [001] SAD patterns, which include both the ZOLZ and the
first-order Laue zone (FOLZ), from KBN and RBN, respectively. These can be used to
determine the unit cell centring of the space group, due to different extinction rules for
differently centred unit cells. When the the reflections in the ZOLZ and FOLZ line up
in both the a*- and the b*-direction, as indicated by the dashed lines, the unit cell has a
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Figure 4.2.1 [001] CBED patterns from (a) KBN and (b) RBN with 4mm symmetry
present in both cases. Crosses mark kinematically forbidden, but dynamically allowed
reflections. [110] CBED patterns from (¢c) KBN and (d) RBN showing that 2mm
symmetry is present in both cases. (e) [103] CBED pattern from KBN and (f) [101]
CBED pattern from RBN also displaying that 2mm symmetry is present in both cases.

primitive centring [1]. There are 16 space groups which possess the 4/mmm point group
and a primitive unit cell centring, however, information obtained from the [001] zone axis
patterns in Figure 4.2.1(a) and (b) narrows it down to only four possible space groups:
P4/mbm, P4/mnc, P4ds/mbe, and P4s/mnm. This is due to the presence of GM lines in
the kinematically extinct reflections marked by crosses in Figure 4.2.1(a) and (b) [69]. The
[103] and [101] CBED patterns in Figure 4.2.1(e) and (f) show kinematic extinct reflections
for h,0l and 0kO, where h, indicates that h is odd, thus GM lines must be present in both
directions in these patterns. The space groups P4/mnc and P43/mnm can be ruled out,
since they require GM lines in reflections where h+1 = 2n + 1 (n=integer), however, this
never happens in the [103] and [101] CBED patterns in Figure 4.2.1, because the GM



lines always occur where h + | = 2n. Lastly, to distinguish between the two remaining
space groups, the [114] and [112] CBED patterns shown in Figure 4.2.2(c) and (d) for
KBN and RBN,; respectively, can be used. P4y/mbc and P4/mbm differs by having GM
lines present in the hhl, reflections or not, along these projections. There are clearly
no GM lines present in the 221 or 111 reflections in Figure 4.2.2(c) or (d), respectively.
Thus, KBN and RBN must belong to P4/mbm, which is centrosymmetric and hence

incompatible with ferroelectric properties.

Figure 4.2.2 [001] SAD patterns from (a) KBN and (b) RBN, including ZOLZ and FOLZ
reflections. The reflections in the ZOLZ and FOLZ line up for both KBN and RBN, as
indicated by the dashed lines. (c) [114] CBED pattern from KBN and (d) [112] CBED
pattern from RBN.

The crystal symmetry determined by CBED was supported by P-E loops, which
demonstrate a purely dielectric behavior within the measured field strengths for both
materials. Furthermore, the lack of an anomaly in the latent heat observed by differential
scanning calorimetry (DSC) for both materials demonstrate that a first- or second-order

phase transition is likely not present.

It is well known that the Pb?* lone pair causes a large distortion in PbTiOs [30], and the
same effect is demonstrated, by DFT calculations, to stabilize the high in-plane (within
the a-b plane) polarization in the orthorhombic PN [48]. In the first-principles study
by Olsen et al. [48], it was also proposed that KBN is orthorhombic with an in-plane
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polarization due to the presence of the Bi** lone pair cation. However, the data presented
here show that this is not observed experimentally. The anomalies observed in the XRD
data and dielectric permittivity are suggested to be connected to the presence of the Bi3*
lone pair cations, however, compared to PN, which contain five lone pair cations per unit
cell, KBN and RBN only contain two lone pair cations per unit cell. Hence, it is proposed
that the concentration of lone pair cations is too low to cause the same distortion in
KBN and RBN, as the one observed in PN. Lastly, the Bi** lone pair is known to be
stereochemically weaker than the Pb?* lone pair [108], which may also contribute to the
different behavior in KBN and RBN compared to PN.

Figure 4.2.3(a) and (b) display two [110] SAD patterns from KBN and RBN, respectively.
Visible in the diffraction patterns are diffraction spots which originate from the primary
lattice (indexed spots), in addition to spots originating from incommensurate phases
present in the materials. Two types of incommensurate phases are observed in KBN,
denoted g1 = 0.14c* and q2 = 0.32(a* + b*) + %c*, whereas only q; is observed in RBN.

TTBs are well known to exhibit incommensurate modulations [51, 52].

Figure 4.2.3 [110] SAD patterns from (a) KBN and (b) RBN with diffraction spots
visible due to incommensurate modulations. KBN (a) exhibits two modulations q; and
d2 (g2 is most clearly visible in the upper left corner), whereas RBN (b) only exhibits
the q; modulation.

A systematic study of cation ordering in the TTBs were performed by investigating BMN
by XRD and STEM-EDS to establish the degree of intermixing of Ba and M=Na, K, or
Rb on the Al- and A2-site. Quantification of the EDS data was performed by the CL
method, both on a pixel-by-pixel basis and on summed spectra from the Al- and A2-site,
respectively. HAADF-STEM images and compositional maps of BayNasNb;gO3z9 (BNN),
BayKaNbypO39 (BKN), and BagRbaNb1gO39 (BRN) are shown in Figure 4.2.4. The left
column, Figure 4.2.4(a-d), shows results from BNN, the middle column, Figure 4.2.4(e-h),
shows results from BKN, and the right column, Figure 4.2.4(i-1), shows results from BRN.



BKN BRN

At%

80
40

0
At%

80

40

0

At%

80

40

0

° ° ° ° °

° ° ° ° . ° ° e ° ° o
o © 0 © o ° o oo ° .

o © ° o © o o ° o o
cco 0 ° o°° o ° 0o °°° o ©
/o\*a\" Lo;°°°°°° e ° o © . e
0 © o o°°‘° ° ° 4 lo T/"o °°°°

o © o fo °
. . . . Lo .
Do ° o © o ° °

o o ° ° o © ° © °

2o __Jo }o Yo’ o _° o Lo of o °°° °
— ° ° 4 To—J o o o °
° ° °

Figure 4.2.4 HAADF-STEM images and compositional maps for (a-d) BNN, (e-h) BKN,

and (i-1) BRN, viewed along the c-axis. An atomic sublattice is shown below each map
indicating the main site for each element.

Looking first at the Ba concentration in BNN and BRN, it is clear that Ba is mostly

situated at the A2-site in BNN, whereas the highest concentration of Ba is found on
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the Al-site in BRN. The opposite is the case for the alkali metals in BNN and BRN,
where the concentration of Na is highest on the Al-site and Rb is mostly located on the
A2-site. BKN demonstrates an intermediate situation to BNN and BRN, where K and
Ba are found on both sites. The Nb maps are shown for all the compounds. The Nb
atom columns are harder to distinguish since the distance between them are shorter than
between the Ba and M columns, respectively. The average occupation at each site was
calculated from the summed EDS spectra and from Rietveld refinement of the XRD data,
and the results are presented in Figure 4.2.5, where the occupation of the alkali metal
in the Al-site is plotted against the ionic Shannon radius of the respective alkali metals.
The distributions can be explained by the different ionic radii of the constituent A-site
cations, where the larger cations have a tendency to occupy the larger A2-site rather than
the smaller Al-site. The ionic radii of Na™, KT, Rb*, and Ba?t are 1.39, 1.64, 1.72, and
1.61 A, respectively [109], meaning that Na™ is much smaller, KT is of similar size, and
Rb™ is larger than Ba?T. The overall stoichiometry of the compounds is the reason why
the A2-site is occupied approximately 50/50 by Rb and Ba in BRN, whereas mostly only
Ba occupies the A2-site in BNN.
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Figure 4.2.5 Occupancy of alkali metal on the Al-site, x, plotted against the Shannon
ionic radius of the respective alkali metals. Data from both Rietveld refinement and
STEM-EDS are shown, where the error of the XRD data is so small that it is not visible.
The stippled line shows a linear fit to the XRD data with 72 = 0.95.

The systematic study on cation distribution in the BMN series demonstrates that it is

an important factor to consider for TTBs. The lone pair cation Bi** has an ionic radius



4.3

of 1.36 A [109], thus the cation distribution in KBN can be expected to be similar to the
one in BNN, where 88% of the Na is observed on the Al-site. In the first-principles study
by Olsen et al. [48], the Al-site was suggested to be the most ferroelectric active site for
the lone pair containing cation. Thus, in addition to containing a low amount of lone pair
cations, the fact that possibly less than 100% Bi occupy the Al-site in KBN might be

disadvantageous for the development of a ferroelectric state at room temperature.

TEM investigations and phase transition in improper
ferroelectric Gdy(MoO,);

Conventional and in situ biasing TEM specimens of single crystalline Gda(MoQOy)3 were
prepared by FIB. The conventional specimens were investigated by HAADF-STEM
imaging to figure out if the polarization direction could be determined from atomically
resolved images. The possibility to determine the polarization direction from atomically
resolved images would open up for detailed study of the crystal structure at the domain
wall as previously demonstrated for e.g. PbZrg2TigsOs [73] and hexagonal manganites
[14]. Compared to PbZrp2TipsO3 and hexagonal manganites, the structural difference
between two domains in Gdz2(MoQy)s is small, and the problem is reduced to investigate
if it is possible to distinguish how “elliptical” a Mo atom columns is whether it consists of
atoms which are positioned 7 or 17 pm apart in projection, as illustrated in Figure 4.3.1.
(The atom columns in question are the Mo columns in the upper row in Figure 2.1.12). Or
said in other words, can it be determined whether a STEM image is acquired along the a-
or b-axis of the orthorhombic structure, even though they look very similar in projection.
High-quality atomically resolved images were obtained from the beam sensitive specimen
by acquiring multiple images using a low beam current, which were subsequently stacked
after performing image alignment and scan-distortion compensation by SmartAlign as
described in [95]. One of the resulting images is shown in Figure 4.3.1(b), where the atom
columns which should differ the most between different domains/orientations are marked
by pink arrows. Also shown in Figure 4.3.1(c) and (d) are multislice image simulations
along two different zone axes of Gd2(MoOy4)s, corresponding to the two different domains.
The Python package Atomap [96] was used to fit the atom columns marked with pink
arrows to two-dimensional Gaussians, and the ellipticity e of each atom column was then
defined as:

% ifo, >0,

e=4 % (4.3.1)
U—z, if oy > 04,
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where o, and o, are the standard deviations, in the x- and y-direction, of the
two-dimensional Gaussian. The rotation of the ellipse is defined such that it is the angle
between the positive x-axis and the longest o. This will always be a value between 0 and
7w ~ 3.14 rad, due to the symmetry of a two-dimensional Gaussian. Figure 4.3.1(e) and
(g) present the ellipticity and rotation values obtained from the simulated image along the
a-axis in Figure 4.3.1(d), and the results from the analysis of the image simulated along the
b-axis (Figure 4.3.1(d)) are shown in Figure 4.3.1(f) and (h). Visible in Figure 4.3.1(e-h)
is that the distribution of ellipticity values is very similar for both cases, in addition,
the rotation appears to have an even spread between 0 and 3.14 rad, meaning that no
clear trend towards the ellipses being oriented along the horizontal is observed. This
indicates that columns of atoms which are displaced 7 or 17 pm apart along the z-axis
does not cause the ellipticity of the atom column to be large enough to be observed by

HAADF-STEM imaging and subsequent image analysis.
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Figure 4.3.1 (a) Illustration of how the two atom columns which shift the most between
polarization orientations are displaced for “polarization up” and “polarization down”.
Note that the polar axis is along the direction of the arrows, whereas the displacement is
along the horizontal, as indicated. (b) HAADF-STEM image of Gda(MoQOy)s where the
arrows indicate the atom column where the atoms which shift the most upon polarization
reversal sits. (¢) and (d) are HAADF-STEM image simulations along the a- and b-axes,
respectively. (e-h) are results from the analysis of the ellipticity of the atom columns. (e)
and (f) show the occurrences of ellipticity values measured in (c) and (d), respectively,
and (g) and (h) show the “rotation” of the ellipticity compared to the horizontal measured
in (c) and (d), respectively. Rotation values of 0 and 3.14 rad means that the ellipse is
parallel to the horizontal.

A successful FIB preparation procedure was developed for in situ biasing in the TEM.

The quality of the specimen was confirmed by an initial resistivity in the M range



and no sign of amorphous layers from SAD. However, challenges were encountered
during the biasing experiment due to remnant strain present in the lamella from the
preparation procedure. In addition, increasing conductivity during the experiment, and
strain contrast, likely caused by the ferroelastic properties of Gda(MoQy)s, possibly
overshadowing other features developing during biasing, caused difficulties. The structural
complexity combined with the minor distortions between different polarization states
encountered in Gdz(MoOy)s motivated a thorough XRD study combined with Rietveld
refinement to study the structure in detail, and in particular investigate the phase

transition in the improper ferroelectric.

The XRD study of Gd2(MoOy)3 was performed using powder synthesized via a solid state
method, and temperatures ranging from ambient up to 275 °C. Rietveld refinement of the
diffraction patterns were performed by a fit to the space group Pba2 below 159 °C, and
from 159 °C and above they were fitted to P42;m. Because of the unit cell doubling at
the phase transition, the lattice parameters of the paraelectric phase were converted to
the non-standard setting C421, where aczy, = \/iapzulm, such that the ferroelectric
and paraelectric phases could be compared directly, as introduced by Jeitschko [54].
The thermal evolution of the lattice parameters and the volume evolution are shown
in Figure 4.3.2. The stippled lines display the extrapolated a and ¢ parameters of the
C42; phase in Figure 4.3.2(a), in addition to the extrapolated volume in Figure 4.3.2(b).
Visible at the paraelectric-to-ferroelectric transition point at 159 °C, is the expansion of
the c-axis and the splitting and contraction of the tetragonal a-axis into the orthorhombic
a- and b-axes. A discontinuous volume change is also evident at the transition point, which
reflects the first order nature of the phase transition. The lattice parameter evolution is
in excellent agreement with literature, and demonstrates that the synthesized powder is
of high quality, as it reproduces results previously reported for single crystals [110]. Since
the lattice parameter evolution was obtained for multiple temperatures above the phase
transition, the strain of the ferroic phase could be calculated, demonstrating negative
values for the a- and the b-axis, since they are compressed in the ferroic state, while the

strain was positive for the c-axis.

Rietveld refinement was employed to study the displacement of cations during the
development of the ferroic phase. The oxygen positions were not refined, since it required
the addition of 36 free parameters without significantly improving the fit. Figure 4.3.3(a)
and (b) shows the result for the cations which displaced the most from their position in
the paraelectric state. The crystal structure of Gdz2(MoQy)s is shown along the a-axis in
Figure 4.3.3(c), where it can be seen that the structure can be viewed as a layered structure

with three layers. The cations which displace the most from the paraelectric phase are
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Figure 4.3.2 (a) Thermal evolution of the lattice parameters of Gda(MoOy)s.
(b) Thermal evolution of the volume below and above Tx=159 °C. A discontinuity in the
volume change is visible at the transition temperature.

positioned in layer 1 and layer 2, which are shown along the c-axis in Figure 4.3.3(d)
and (e), respectively. Two different types of critical behavior were observed, either a
linear displacement away from the position in the paraelectric phase or a discontinuous
behaviour at T, followed by a behavior which was better described by an empirical
formula based on second order Landau theory, than a linear fit, as demonstrated by a

better goodness-of-fit value for the empirical Landau fit.
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Figure 4.3.3 The temperature evolution of the relative displacement of (a) Mo3, and (b)
Mol and Gd2 in the Pba2 phase. (c), (d), and (e) show the C42; phase of Gda(MoOy)3
(with atom designation referring to the Pba2 phase). (c¢) Gda(MoOy4)s viewed as a
three-layered structure when projected along the a-axis, and (d) layer 1 and (e) layer
2 viewed along the c-axis. The direction of the cation movement from the C'42; phase to
the Pba?2 is indicated with white rings as the starting positions, and black dashed rings
and arrows indicate the direction of the cation displacement. (The relative movement is
exaggerated in the illustration).
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Conclusion

The work presented in this thesis has demonstrated that TEM is a very useful tool in
the study of ferroic materials. Local variation in the structure and chemistry at an
atomic scale were investigated in oxide films as well as bulk materials, through techniques
such as high-resolution HAADF-STEM and atomically resolved EELS and EDS. These
techniques provide information which is difficult to obtain through other experimental
methods. The crystal symmetry of KBN and RBN, which was previously not known, was
established to be centrosymmetric through investigations by CBED. On the other hand,
when the structural variations between two domains became miniature, on the order
of picometers, or when specimen damage occurred by the incident high-energy electron
beam, it was useful to combine TEM with alternative characterization techniques, such
as XRD. Temperature dependent experiments are also more routinely performed with
XRD than in the TEM. Thus, structural information across the phase transition in
Gda(MoOy4)3 was obtained by XRD, providing new insight into the improper ferroelectric
transition. The high vacuum environment within the TEM may also cause unwanted
effects, as demonstrated by the observed increased conductivity during the in situ biasing
experiment. Furthermore, the combination of multiple nanoscopic and macroscopic
characterization techniques proved to be useful to fully investigate different properties of
the tetragonal tungsten bronzes, demonstrating an important feature of modern materials
science, that a combination of multiple experimental techniques is essential in order to

advance the field.
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ABSTRACT

Chemical solution deposition (CSD) is a versatile method to fabricate oxide films. Here, the structure and local variations in the chemical
composition of BaTiO; (BTO) films prepared by CSD on (100), (110), and (111) SrTiO3 (STO) substrates were examined by transmission
electron microscopy. The films were shown to be epitaxial and the relaxation of the films occurred by the formation of edge dislocations at
the substrate-film interfaces. The Burgers vectors of the dislocations were determined to be a(010), a[110] and a[001], and a(110) for the
(100), (110), and (111) films, respectively. Due to the difference in thermal expansion between STO and BTO, the films are demonstrated to
be under tensile strain. Furthermore, the boundaries between each deposited layer in the BTO films were found to be Ba-deficient in all
cases. In the case of the (111) oriented film, defects like an anti-phase boundary or a thin layer with a twinned crystal structure were identi-
fied at the boundary between each deposited layer. Moreover, a larger grain was observed at the film surface with a twinned crystal structure.
The interdiffusion length of A-cations at the STO-BTO interface, studied by electron energy-loss spectroscopy, was found to be 3.4, 5.3, and
5.3 nm for the (100), (110), and (111) oriented films, respectively. Interdiffusion of cations across the STO-BTO interface was discussed in
relation to cation diffusion in bulk BTO and STO. Despite the presence of imperfections demonstrated in this work, the films possess excel-
lent ferroelectric properties, meaning that none of the imperfections are detrimental to the ferroelectric properties.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0045011

1. INTRODUCTION

BaTiO; (BTO) is known as one of the prototypic lead-free
ferroelectric materials applied in electrical devices due to its
excellent dielectric properties.’ Bulk BTO has a tetragonal crystal
structure at room temperature, with cell parameters a = 3.993 A
and ¢=4.035A, and a Curie temperature (T.) of 120°C.
Typically, ferroelectric domains with 90° or 180° domain walls,
located on pseudocubic {110} and {100} planes, respectively, are

Strain engineering of oxide ferroelectric films is a viable way
of controlling and enhancing the functional properties, e.g.,
increasing the Curie temperature (T.). There are multiple ways of
straining a ferroelectric film. Most common for thin films grown
via atomic layer-by-layer deposition is epitaxial strain engineering,
utilizing the lattice parameter mismatch between the substrate and
the thin film.*” In BTO grown on DyScOs, the enhancement of
ferroelectricity was demonstrated under compressive strain, where

found in BTO, which can be observed either by optical or electron
microscopy.” Thin films have become increasingly more important
in order to minimize the physical size and energy demand of
electronic devices. BTO films can be deposited either by physical
deposition techniques like pulsed laser deposition (PLD)™" or
by chemical deposition techniques like chemical solution deposi-
tion (CSD).”’

T. was increased by about 500 °C and the remnant polarization
was increased by 250%.'° Coherent epitaxially strained BTO on
SrTiO; (STO) is under compressive strain since the lattice parame-
ter of BTO is larger than the lattice parameter of STO
(asto = 3.905 A ). In this case, the polar c-axis points perpendicu-
lar to the film surface since this crystal orientation minimizes the
lattice mismatch between the substrate and film. However, thin
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films can only be strained epitaxially up to a certain film thickness,
depending on the magnitude of the lattice mismatch, before dislo-
cations are introduced and the crystal lattice of the film relaxes. In
the case of BTO grown on (100) STO, it has been shown that the
critical thickness is 5 nm or less.”

Another way of introducing strain is to utilize the difference
in thermal expansion coefficient between the substrate and the
film. This is known as thermal strain, and it was demonstrated
that a tensile strain was introduced in thick BTO films (>200 nm)
grown on STO, where the polar axis is aligned in-plane.” The
same films are subject to the present study. The dielectric and fer-
roelectric properties of these films have been reported in detail,
including the determination of the domain pattern by piezores-
ponse force microscopy (PEM).'" However, the structure and the
effect of the CSD processing method on the film quality remain
to be investigated.

Transmission electron microscopy (TEM) is a powerful tool,
which can be used to investigate both structural and chemical prop-
erties down to the atomic scale. Here, we present a thorough study
of the structure of BTO films on STO substrates. The BTO films,
with the in-plane tensile strain, were synthesized by CSD on (100),
(110), and (111) oriented STO substrates. TEM was utilized to
study how the CSD technique affects the structure and chemistry of
the three differently oriented films at the nanoscale. Specifically,
the degree of epitaxy and dislocations at the STO-BTO interface
was studied by electron diffraction and imaging. Furthermore, local
variations in chemical composition across the STO-BTO interface,
as well in the interior of the BTO films, were investigated by elec-
tron energy-loss spectroscopy (EELS). Despite the present observa-
tions of several types of defects and inhomogeneities, the
corresponding films possess excellent ferroelectric properties like
high remnant polarization and enhanced T."'

Il. EXPERIMENTAL
A. BTO film processing

BTO films were prepared by aqueous CSD based on Ba(NOs),
and Ti-isopropoxide cation precursors. Ethylenediaminetetraacetic
acid (EDTA) and citric acid were used as complexing agents, and a
ammonia solution was used to increase the pH. All chemicals were
obtained from Sigma-Aldrich, St. Louis, MI, USA. The solution
was adjusted to a concentration of 0.13M and spin coated onto
(100), (110), and (111) oriented STO substrates (Crystal GmbH,
Berlin, Germany). In total, eight layers were deposited, where each
layer was heat treated from ambient temperature with a heating
rate of 100 °C/min to 450 °C, then at 50 °C/min to 550 °C, and
lastly, at 20 °C/s to 1000 °C where it was held for 5min after the
deposition of each layer. The CSD process is described in further
detail elsewhere.”"'

B. TEM analysis

The TEM specimens were prepared using a FEI Helios G4 UX
focused ion beam (FIB) with an EasyLift EX NanoManipulator. A
carbon protection layer was deposited on top of the area of interest
prior to ion-milling. The first part of the protection layer was
deposited by electron beam assisted deposition to avoid any Ga™

ARTICLE scitation.orgl/journal/jap

TABLE I. The orientations, along with the in-plane (IP) and out-of-plane (OOP)
lattice parameters in the BTO films were measured. See Fig. 2 for indexed DPs.

Film dip |dip| doop |door|
(100) [010] 1 [100] 1
(110) [110] V2 [110] V2
(111) [112] NG [111] V3

induced damage of the BTO film. Coarse thinning was performed
at 30 kV acceleration voltage for the Ga™ ions. In the final thinning
steps, 5kV and, lastly, 2kV was used on either side of the lamella
to minimize the thickness of the surface damaged layer.

The TEM analysis was carried out on a double Cs aberration
corrected cold FEG JEOL ARM200F, operated at 200 kV. The ARM
is equipped with a Quantum ER GIF for fast dual EELS. Diffraction
patterns (DPs) were acquired using a selected area aperture where
the substrate-film interface was placed approximately in the middle
of the aperture such that diffraction from both the STO substrate
and BTO film was included in each DP. The in-plane (IP) and
out-of-plane (OOP) lattice parameters for all the differently oriented
BTO films were measured by the software digital micrograph. The
STO diffraction spots were used as internal references, assuming
that the substrate lattice parameter equals that of single crystal STO.
The orientations along which the in-plane and out-of-plane lattice
parameters were measured are presented in Table I. In order to
compare lattice parameters across differently oriented films, they are
presented as d/|d|, where |d| is the length of the unit vectors along
different crystallographic axes, assuming a cubic symmetry. |d|
along the different crystallographic axes is included in Table I.

Scanning TEM (STEM) imaging was performed using a beam
semi-convergence angle of 27 mrad. Bright-field STEM (BF-STEM)
images were acquired with an outer semi-collection angle of
33 mrad, while the simultaneously acquired high-angle annular
dark-field STEM (HAADF-STEM) images were taken with semi-
collection angles of 51-203 mrad [Figs. 4, 5, 6, and 9(a)]. The other
HAADEF-STEM images [Figs. 1, 8, and 9(b)] were taken with semi-
collection angles of 118-471 mrad to promote pure Z-contrast and
minimize diffraction and strain contrast. STEM-EELS was per-
formed with a beam current of 66 pA, a beam semi-convergence
angle of 27 mrad, while the semi-collected angle into the GIF was
67 mrad. The HAADF-STEM images accompanying the EELS data
were taken with semi-collection angles of 118-471 mrad. EELS
maps were acquired with a step size of 0.4 A with 0.01's or 0.02s
dwell time in each probe position. The energy dispersion was 1 eV/
ch. At the STO-BTO interface, the EELS maps were acquired
between the misfit dislocations to minimize diffusion effects caused
by the dislocations.

C. Data analysis

The EEL spectra were collected as maps and analyzed by the
Gatan Digital Micrograph EELS Analysis package to determine the
relative composition of Sr and Ba. Each compositional map
was then binned perpendicular to the feature of interest for
further analysis. The Python packages HyperSpy,'” SciPy,” and
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FIG. 1. HAADF-STEM images showing the cross section of the three differently
oriented films (a) (100), (b) (110), and (c) (111). Vertical contrast differences
occur because of varying lamella thickness, created by the FIB specimen prepa-
ration method. The (100) and (110) films show uniform thickness, whereas the
thickness of the (111) oriented film varies. The thin, bright contrast layer directly
above the BTO film in (a) is Pt/Pd that was sputter coated on top of the sample
prior to FIB preparation in order to avoid charging.

Matplotlib'* were then used to load, fit, and plot the data, respec-

tively. In order to determine the length scale of the interdiffusion
of Sr and Ba at the substrate—film interface, and thereby determine
the width of the interface, the four parameter logistic regression
function in Eq. (1) was used as the mathematical model to fit the
experimental concentration profiles of Sr and Ba,

A-D

T eyt

(1)
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Here, x is the independent variable and the parameters A, B, C,
and D were fitted using non-linear least squares regression. The
concentration profiles were then normalized based on this fit,
assuming that STO and BTO were stoichiometric sufficiently far
from the interface (>3-4nm from the intersection of the two
concentration profiles).

The interdiffusion distance was found by determining the dis-
tance from 0 to 1 normalized concentration for the Ba profiles,
where the start and end points of the interdiffusion region were
defined to be between 0.02 and 0.98 normalized concentration of
Ba. Specimen drift during the acquisition of the EEL spectra was
corrected by comparing the experimental and theoretical values
of the lattice spacing along the interface normal in the
HAADF-STEM images, which were acquired simultaneously with
EEL spectra. The relative thickness t/4 was measured by EELS and
found to be 0.7, 0.4, and 0.7, for the (100), (110), and (111) lamel-
lae, respectively.

1ll. RESULTS
A. Film morphology and relaxed epitaxy

Scanning electron micrographs (Fig. SI, supplementary
material) of the three BTO films demonstrated that the (100) and
(110) BTO films possessed smooth surfaces, whereas the surface of
the (111) BTO film was inhomogeneous with a pronounced rough-
ness in certain areas. Cross-sectional TEM lamellae were prepared
from arbitrary regions of (100) and (110) BTO films, and the cross-
sectional lamella from the (111) film was prepared to include
regions with both smooth and rough surfaces. HAADF-STEM
images of the cross sections are shown in Fig. 1. The images of the
(100) and (110) films demonstrate that they have a uniform thick-
ness of t =230 + 4nm and t = 218 + 2nm and that the thick-
ness of the (111) film is less uniform: ¢ =220 4+ 27 nm. The
selected area diffraction patterns (SADPs) from the three BTO
films are shown in Fig. 2. The SADPs are rotated corresponding to

FIG. 2. SADPs from (a) (100), (b) (110), and (c) (111) oriented films and substrates. The DPs are rotated corresponding to Fig. 1, i.e., with the film surface pointing
upward. The red boxes indicate a highlighted and enlarged set of BTO and STO diffraction spots for each film orientation. The STO spots are circular, while the BTO spots
are somewhat non-circular and distorted.
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TABLE Il In-plane (IP) and out-of-plane (OOP) lattice parameters of the BTO films
determined by TEM.

Film P 00oP
d+Ad (A) d+Ad (A)

(100) 4.02+0.01 4.02+0.01

(110) (4.01 4+ 0.01)/v/2 (4.00 + 0.01)/v/2

(111) (4.01 + 0.01)/V/6 (4.01 + 0.01)/v/3

the orientations of the films in Fig. 1, ie., with the film surface
upward. Visible in all the SADPs is splitting between two sets of
diffraction spots: One set corresponding to diffraction from STO,
and the second set corresponding to the BTO film. The SADPs
from the films and substrates show the same orientation, demon-
strating that the films are epitaxial to the crystallographic orienta-
tion of the substrates. The splitting between the diffraction spots
along all directions demonstrates that the films are relaxed com-
pared to the substrates. The measured in-plane and out-of-plane
lattice parameters are presented in Table II. All the in-plane and
out-of-plane lattice parameters of the BTO films are intermediate
to the a and ¢ parameter of single crystal BTO, meaning that the
films are under the tensile strain. This was also demonstrated by
reciprocal space mapping of the same film system previously.”'" In
each diffraction pattern in Fig. 2, a pair of diffraction spots is
enlarged and highlighted in the insets (red). For all films, the BTO
spots are drawn out normal to the radial direction; however, the
spread is only within 1°.

B. Periodic misfit dislocations and Burgers vectors

Figure 3 displays a BE-STEM image of the STO-BTO interface
in the (100) film. Misfit dislocations, seen by strain contrast (high-
lighted by yellow arrows), are clearly present at the interface. The
presence of dislocations at the STO-BTO interface evidence that
the epitaxial strain due to lattice mismatch is relaxed by the forma-
tion of dislocations at the interface. Similar images for the (110)
and (111) films are shown in Fig. S2, supplementary material. The
distance between each dislocation is quite periodic, particularly, in
the case of the (100) film, where the distance was found to be
14.5 + 1.4nm. In the case of the (110) and the (111) films, the
periodic dislocations were imaged from two different orientations
due to the in-plane anisotropy of the higher index substrates. In the
(110) film the dislocation spacing was found to be 18.4 + 2.5nm

e

FIG. 3. BF-STEM image displaying strain contrast originating from misfit dislo-
cations at the substrate—film interface in the (100) film.

ARTICLE scitation.org/journall/jap

and 15.2 4+ 2.6 nm, when viewed along the beam direction [001]
and [110], respectively. In the (111) film, the dislocation spacing
was found to be 15.7 + 3.2 nm and 15.3 + 4.4 nm, when viewed
along the beam direction [110] and [112], respectively. In the case
of the (111) film with beam direction [112], the BF-STEM contrast
was so poor that high-resolution images including two dislocations
were acquired, and the distance between two and two dislocations
were measured in multiple images.

A high-resolution HAADF-STEM image of the dislocations
observed in the (100) film is shown in Fig. 4. Constructing a
Burgers closure around the dislocation reveals that the Burgers
vector is a[010]. Only dislocations with Burgers vector a(010) were
observed in the (100) film. Similar types of high-resolution
HAADF-STEM images for the (110) and (111) films are shown in
Figs. 5 and 6, where the dislocation-types which were most fre-
quently observed are displayed. A few other types of dislocations,
which were not analyzed further, were also observed. In the case of
the (110) and (111) films, the dislocations are imaged from two dif-
ferent orientations to clarify the structural detail of the dislocations,
as the Burgers vectors might have a component along the beam
direction. Burgers closures were also constructed for the (110) and
(111) films, and the projected Burgers vectors were determined to
be a[110] and a[001] for the two different projections in the (110)
film and 1a[112] and a[110] for the two different projections in
the (111) film. However, the  a[112] Burgers vector is just a projec-
tion, ie., it has a component parallel to the beam direction, as
misfit dislocations in perovskite-based films usually have a perfect
Burgers vector of a(100) or a(110)."” The atomic structures below

FIG. 4. High-resolution HAADF-STEM image displaying a misfit dislocation with
the Burgers vector b = a[010] at the STO-BTO interface.
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FIG. 5. High-resolution HAADF-STEM images of misfit dislocations in the (110) film imaged along the beam direction (a) [001] and (b) [110]. The Burgers closures demon-

strate that the Burgers vectors are (a) a[110] and (b) a[001].

the images in Fig. 6 clarifies the possible Burgers vector, since it is
determined as the only common possible Burgers vector based on
the two images taken along two different crystallographic direc-
tions. In this case, the Burgers vector in the (111) film is a(110).

C. Chemical analysis of the STO-BTO interface

Compositional analysis by EELS was performed across the
STO-BTO interface. Representative normalized concentration pro-
files of Sr and Ba across this interface for the (100), (110), and
(111) films are shown in Fig. 7. Measurements at six different loca-
tions in the (100) and (110) films, and four locations in the (111)
film, give average interdiffusion distances of 3.4 £ 0.5nm,
5.3 + 1.4nm, and 5.3 + 0.2 nm, respectively. This means that the
Sr/Ba interdiffusion extends over a length corresponding to 8-13
unit cells. This can be related to the diffusion constant D by the

simple relation,

2
p=X, @
T

where x is the interdiffusion distance and 7 is the time the films
were kept at high temperature during processing. Applying Eq. (2)
to calculate the diffusion constants for the different orientations,

where 7 = 5 x 8 min, gives

Digo = 4.8 x 1077 cm?/s,
Do = 1.2 x 107" cm?/s,

Dy = 1.2 x 107 cm?/s,

which is ~10? times lower than reported for Ba diffusion in bulk
BTO'® and ~10* times higher than Sr diffusion in STO."”

D. Boundaries between spin-coated layers

The films were prepared by multiple spin coatings, and the
individual layers formed by CSD could be identified by TEM.
Figures 8(a), 8(c), and 8(e) shows HAADF-STEM images of a rep-
resentative part of the cross section of the BTO films. Visible in
these images are darker lines, which are parallel to the film surface.
The thickness of each spin-coated layer is ~20-30 nm, and the
dark lines correspond to the boundary between each spin-coated
layer. High-resolution images of the areas are marked with blue
boxes in Figs. 8(a), 8(c), and 8(e) are displayed in Figs. 8(b), 8(d),
and 8(f). Clearly visible in the middle of all the high-resolution
images is a band where the atomic columns have darker contrast.
The Z-contrast of HAADF-STEM images indicate that the darker
areas are layers with lower Ba contents. This was confirmed by
EELS (Fig. S3, supplementary material), which demonstrates a sig-
nificant Ba-deficiency in the boundary between each CSD layer
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Projected b=1/2a[112]  Possible b-vectors:
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FIG. 6. High-resolution HAADF-STEM images of misfit dislocations in the (111) film imaged along the beam direction (a) [110] and (b) [112]. Included are atomic structure
figures, which elaborate on the possible Burgers vector for the misfit dislocations in the (111) film. Here, it is demonstrated that b = a(110).

corresponding to the darker contrast in Fig. 8. It is also evident in
Fig. 8 that the perovskite crystal remains intact without observable
structural defects across the boundaries between the CSD layers.
This was the case for all the thin dark lines observed in the (100)
and (110) films but not for all cases of the (111) film.
Cross-sectional BF- and HAADF-STEM images of the (111)
film are shown in Figs. 9(a) and 9(c), respectively. High-resolution
HAADF-STEM images of the borderline between the CSD layers in
the (111) film are displayed in Figs. 9(b) and 9(d) from the areas
marked with blue boxes in Figs. 9(a) and 9(c). Here, the crystal
structure is modified across the borderline between the two CSD
layers. In Fig. 9(b), there is a thin layer where the crystal is twinned
around the (111) plane compared to the rest of the film. In
Fig. 9(d), the red dashed line follows an atomic column below the
internal interface and a gap between atomic columns above. This is

known as an anti-phase boundary (APB), wherein the crystal struc-
ture remains the same on both sides of the boundary. It is,
however, shifted by half a unit cell along the [001] direction by
crossing the APB.

Figure 9(e) shows a dark-field TEM (DF-TEM) image of the
(111) film, acquired by centering the objective aperture around the
100 spot indexed with red in the diffraction pattern in Fig. 9(f). It
is clearly visible that only a certain part of the film is bright in
Fig. 9(e), meaning that this part of the film has a different crystallo-
graphic orientation than the rest of the film. This “grain” is
twinned compared to the rest of the film, with the (111) plane as
the twinning plane. All Bragg spots in the twinned grain (indexed
in red) can be found by reflecting all Bragg spots from the rest of
the film (indexed in white) along the (111) mirror plane, ie.,
around the red dashed line shown in Fig. 9(f). The thin, twinned
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FIG. 7. Normalized Ba and Sr EELS profiles across the (a) (100), (b) (110),
and (c) (111) oriented STO-BTO interfaces. Experimental values for Ba is
shown in light blue, and experimental values are in orange for Sr. The black
dashed lines are the fit from Eq. (1). Horizontal dotted lines are guides at nor-
malized values of 0 and 1.

lamella seen in Fig. 9(b) at the boundary between two spin-coated
layers has the same twinning as the larger grain observed in
Fig. 9(e). The crystallographic relationship between the film and
the grain is also equivalent to a 60°, rotation around the [111] axis.
A few other defects were observed in the films, e.g., voids visible in

ARTICLE scitation.org/journal/jap

FIG. 8. Z-contrast HAADF-STEM images showing darker layers in the (100) (a)
and (b), (110) (c) and (d), and (111) (€) and (f) BTO film.

Figs. 1(a) and 1(b). They were not studied further and are not
included in this work.

IV. DISCUSSION
A. Epitaxy, strain state, and ferroelectric domains

Aqueous CSD is a simple, scalable, and environmentally
friendly processing route for textured oxide films. It is further pos-
sible to tailor the degree of texture and the structure by controlling
the heating profile and heating rate for pyrolysis and nucleation."”
The TEM work shown here demonstrates the nature of the struc-
ture and chemistry of BTO films prepared by CSD, including
imperfections and defects. Despite these imperfections, the epitax-
ial films possess impressive ferroelectric properties,’’ meaning that
none of the imperfections is detrimental to the ferroelectric
properties.

For example, it is demonstrated that misfit dislocations are
present and that the films are under tensile strain, which can be
explained by the following: due to the difference in lattice parame-
ter between STO and BTO, BTO is under compressive strain at the
crystallization temperature of 1000 °C. Each spin-coated layer is
much thicker than the critical thickness for coherently strained
BTO on STO,” and thus, the film is relaxed by misfit dislocations.
During cooling, the thermal contraction of STO is smaller than for
BTO.” Hence, if the misfit dislocations are pinned and cannot
move, BTO will experience a gradually increasing tensile strain
caused by the STO substrate.” At the ferroelectric phase transition
temperature, the long polar axis will align parallel to the STO-BTO
interface in order to minimize the tensile strain. In the (100) film,
polarization along [010] and [001] will be equivalent, and a 90°
domain pattern is formed. Similarly, macroscopic polarization is
aligned mainly in-plane in the (110) and (111) films, with a more
complicated domain pattern.'’ This demonstrates an alternative
route for strain engineering of thin films, where changing either
the crystallization temperature or choosing substrates with different
thermal expansion coefficients is a way of controlling the amount
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FIG. 9. Interfaces and grain only observed in the (111) oriented film. (a) BF-STEM image of the cross section of the (111) film, where a darker horizontal line is observed
and marked with a blue rectangle, (b) magnification of the area in the blue rectangle in (a) where a thin crystallographic twin layer is observed. (c) HAADF-STEM image
showing a clear dark horizontal line, which is marked with a blue square and magnified in (d) where an APB is present. (¢) DF-TEM image acquired from the 100 spot
marked with red in the DP in (f). The red dashed line in (€) indicates the substratefilm interface. Also indicated in the DP (f) is the mirror relation between the film

(indexed with white) and the grain (indexed with red).

of strain introduced in the film and thus also affecting the polariza-
tion state of the film.

It was not possible to observe splitting between diffraction
spots from different domains in these films, as demonstrated by the
diffraction patterns taken by only including the film in the selected
area aperture in Figs. $4, S5, and S6, supplementary material. This
is likely due to the very similar in-plane and out-of-plane lattice
parameters. The shape of the diffraction spots (in the red boxes in
Fig. 2) evidences a broadening in the 120, 110, and 111 BTO spots
in the (100), (110), and (111) oriented films, respectively, which is

suggested to be connected to the ferroelectric domain structure of
the films.

B. Periodic misfit dislocations and Burgers vectors

The theoretical spacing S between the edge dislocations in a
film on a rigid substrate can be calculated by

S=b/(6—e), (3)
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where b is the in-plane component of the Burgers vector perpen-
dicular to the line direction ! of the misfit dislocation, § =
(ay — as) /as is the misfit parameter between the film (ar) and sub-
strate (a;), and € is the residual in-plane strain present in the
film. ' In order to analyze the dislocation spacing, the line direction
T of the misfit dislocation must be known. The dislocation core will
look sharp if the line direction is viewed “edge-on,” i.e., when the
dislocation line is the same as the beam viewing direction.”’ This is
the case for the misfit dislocationi found in the (100) film, where
the line direction is determined as [ = (001) and the misfit disloca-
tion is of pure edge type, where the Burgers vector is always per-
pendicular to the line direction. Assuming that there were no
residual strains present in the film at the crystallization tempera-
ture, the theoretical spacing between the edge dislocations (calcu-
lated at 1000°C, and corrected by thermal expansion to room
temperature values) would be 15.6 nm, where lattice parameters for
STO and BTO at 1000 °C is taken from the work by Taylor.” The
experimental value fits the theoretical value within the standard
deviation, demonstrating that the film is relaxed by the introduc-
tion of edge dislocations. Langjahr et al.”' have grown the perov-
skite SrTipsZrg 503 (STZO) on STO by CSD and heat treated it at
1000°C for 1h. STZO-STO has approximately the same lattice
mismatch as BTO-STO, and it was also shown that the Burgers
vector in the STZO-STO system were of a(010)-type, with the line
direction of (001). Giving the same theoretical dislocation spacing
for a relaxed film, and a measured spacing of 16.1 + 5.4 nm, dem-
onstrating that the simple relation in Eq. (3) holds for relaxed films
across different chemical compositions.

For the (110) film, the line direction is clearly viewed
“edge-on” for beam, and hence, line direction [110] [Fig. 5(b)].
The dislocation core for the beam direction [001] also looks fairly
sharp [Fig. 5(a)], so it is also determined as a line direction, where
the strong lattice distortion around the dislocation is assumed to be
the cause for the blurring in the image.”” This means that the (110)
film has two types of misfit dislocations, each with different line
direction and Burgers vectors. The line directions are perpendicular
to each other, and the respective Burgers vectors are of pure edge
type, which relax the in-plane strain in the two anisotropic orthog-
onal directions in the (110) film. First, / = [001] and bf a[110]
gives a theoretical dislocation distance of 22.0 nm, and [ = [110]
and b = a[001] gives a theoretical dislocation distance of 15.6 nm,
where calculations were performed the same way as described pre-
viously. The experimental values are 18.4 +2.5nm and
15.2 & 2.6 nm, respectively, demonstrating that strain is also
relaxed due to the introduction of edge dislocations in the (110)
film. Dislocations are observed to occur more frequent than the
theoretical prediction for b = [110], this might, for example, be
caused by a small miscut angle of the substrate. The situation for
the (110) STO-BTO system here is different from the dislocation
system observed in the (110) Ndg 455r9.5sMnO; film on STO, where
misfit dislocations were found along the interface with line direc-
tions of both (111) and [001], with the Burgers vector of
a(110)-type.””

Tang et al. performed an analysis of the formation mechanism
of misfit dislocations with the Burgers vector of a(110) on (111)
oriented perovskites, which infers that the misfit line directions
should run along the (112) directions.”” This is further

ARTICLE scitation.orgl/journal/jap

TABLE Ill. Summary of the pure edge components of the Burgers vectors and line
directions, and the dislocation spacing in the three differently oriented films. See text
for decomposition of the Burgers vector in the (111) film.

Burgers vector Line Stheory Sexperiment

Film (edge component) direction (nm) (nm)
(100) a(010) (001) 15.6 145+ 14
(110) a[110] [001] 22.0 18.4+25
a[001] [110] 15.6 152+26
(111) La[110] [112] 11.0° 153+44

“See text for explanation of deviation.

demonstrated by Xu et al for (111)PbTiO; (PTO) on LaAlO;
(LAO),"” and it is also shown here in Fig. 6(b) that the dislocation
core is sharp (ie., viewed “edge-on”) when viewed along [112].
Taking a[011] as an example for the Burgers vector in the (111)
film, it can be decomposed as

a[011] :%a[lio] +%a[112], (4)

where 14[110] is perpendicular to the direction of the dislocation
line and 3a[112] is parallel to the direction of the dislocation line.
Meaning that the former is a pure edge component that could relax
lattice mismatch along (110) planes, whlle the latter is a pure screw
component that could relax shear strains.' * Calculating the theoret-
ical spacing between edge dislocations with b= 1a[110] gives
S = 11 nm, whereas the measured dislocation dens1ty in the (111)
film is 15.7 + 3.2nm and 15.3 + 4.4 nm, when viewed along the
beam direction [110] and [112], respectively. The deviation
between theoretical and measured distances can be explained by
the fact that the (112) directions have a threefold symmetry in the
(111) film, meaning that [211] and [121] are not perpendicular to
[112]. The misfit dislocations with Burgers vectors along the
respective (110) directions for line directions [211] and [121] will,
therefore, have a component that contributes to in-plane relaxation
along [110]. Consequently, to relax the film completely, fewer dislo-
cations are needed, thus the distance between them becomes larger,
which is what is measured for the (111) film. The discussion of the
dislocations observed in this work is summarized in Table III.

C. Chemical abruptness at perovskite
hetero-interfaces

The diffusion constants calculated for the Sr-Ba interdiffusion
at the substrate—film interface are mtermedlate to the values for Ba
diffusion in BTO'® and Sr diffusion in STO,"” demonstrating that
the interface width of hetero-interfaces in perovskites can be esti-
mated by the knowledge of A-cation diffusion constants in the
native materials. Catlon diffusion in perovskites is mediated by
A-cite vacancies,””’ thus to explain the difference in diffusion
constant which is observed between the differently oriented films,
the possible paths from one A-site to a vacant A-site in the lattice
must be considered. A schematic representation of the possible dif-
fusion paths is shown in Fig. 10. Figure 10(a) shows a 3D sketch of
the perovskite unit cell, with three p0551b1e straight paths labeled 1,
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11, and III, which are perpendicular to the interfaces of the (100),
(110), and (111) films, respectively. Path I is an unobstructed path,
whereas path II is obstructed by the O-anion, and path III is
obstructed by the Ti-cation. Assuming that the most likely diffusion
path is along (100), ie., along the family of path I, as this is an
unobstructed path, and taking only a simple jump mechanism into
account, one, two, and three jumps would be necessary to cover a
distance of a, v/2a, and /34, normal to the surface of the (100),
(110), and (111) films, respectively. This means that the length
covered relative to the number of jumps needed is the longest for the
(100) film, ie., the diffusion length for the (100) is expected to be
the longest. However, the shortest interdiffusion distance is measured
for (100). It is worth noting that the relative thickness /4 of the
TEM lamellae were similar and reasonably low for all the three cases,
with values of 0.7, 0.4, and 0.7 for the (100), (110), and (111) films,
respectively. This implies that artificial broadening of the interdiffu-
sion due to the lamella thickness is most severe in the (100) and

ARTICLE scitation.org/journall/jap

(111) films. Taking beam broadening into account, the interdiffusion
lengths A in the order of size have this relation: A9 > Ay > Ajgo.
Demonstrating that taking only jumps along (100) into account is
not sufficient to properly describe the orientational dependence on
the interdiffusion length. The jump possibility along (100) was also
assumed to be the same for all the films/substrates. However, as this
diffusion mechanism relies on A-site vacancies in both BTO and
STO, the concentration of these vacancies is crucial to the rate of dif-
fusion. Among others, surface termination may affect the number of
Sr vacancies in the different substrates.

D. Internal boundaries in all films and structural
distortions specific to the (111) film

Thin, Ba-deficient layers are observed at the interfaces
between the spin-coated layers in all the BTO films (Fig. 8), irre-
spective of STO orientation. This is an interesting observation,

¢ @
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¢ @ ¢
D--o--@----
@
~ /‘I | ,’
RN | | T
. /( /i K

[112] N

[011]

FIG. 10. Possible diffusion paths in the perovskite structure. (a) Schematic showing possible paths in a 3D sketch. | along the cube edge, Il along the cube face diagonal,
and Il along the cube body diagonal. (b), (c), and (d) are 2D sketches of the (100), (110), and (111), respectively, with potential diffusion paths indicated.
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which can be due to Ba-deficiency introduced during processing of
the films. Between each layer, the BTO surface was exposed to air
at 1000 °C before this surface was coated with the next BTO layer,
and the thermal processing was repeated. Each layer is approxi-
mately 20-30 nm thick, and we propose that the lower Ba-content
at the boundary between each layer originates from the loss of BaO
at the outer surface in each thermal processing step. BaO-loss is
well known in bulk BaZrOs;,”"*" and the present work indicates
that BaO-loss is also taking place at temperatures as low as
1000 °C. Over time, the Ba-deficiency should diminish due to dif-
fusion of Ba, but the relatively short time at 1000 °C during pro-
cessing is not sufficient to allow for that. A-site deficiency is also a
well-known phenomenon in other ferroelectric oxides such as
BiFeO; (loss of Bi,O3),”" PZT (loss of PbO),”” and KNbO; (loss of
K,0).”* Similar dark lines can also be observed in the bottom half
of the BTO film deposited by CSD on Si(001) with a 2 nm template
layer of STO in the work by Edmondson et al.”

A potential explanation for the occurrence of the APB in the
(111) film [Fig. 9(d)] could be that after each spin-coated layer and
successive heat treatment, many surface and near-surface defects
are introduced, including Ba-vacancies (as demonstrated previ-
ously). In order to compensate for these Ba-vacancies, at an atomic
level, Ti*" takes the place of Ba®" and the unit cell thus shifts by
half in the (100) direction. It is worth noting that an APB does not
affect ferroelectric properties, as it is purely translational in nature.

Regarding the thin twin layer and the twinned grain in the
(111) film, they are suggested to originate due to the same mecha-
nism. It is previously demonstrated in perovskites (SrRuOs, BTO,
and PZT) that twins which are rotated 60° around the [111] axis
occur frequently in thin films grown on substrates with large lattice
mismatch, which is also the case for the STO-BTO films studied
here. The twin occurs due to stacking faults, where each successive
(111) plane is translated by %[112]. If the crystal twins such that
the A-O planes (in an ABO; perovskite) form the twin interface,
as is evident in Fig. 9(b), the BOg octahedra are preserved.”
Furthermore, twins can relax strain and affect the total net polari-
zation in the thin film. Assuming that the polarization lies along
the principal axes in the BTO film, one possibility is that the polar-
ization changes from P to P, as indicated in Fig. 9(f), ie., the
in-plane component of the ferroelectric polarization changes direc-
tion by 180° by crossing the twin domain wall. In Fig. 9(f), it is
demonstrated for polarization along the pseudo-cubic [100] direc-
tion. However, the same arguments hold if the polarization should
be along the pseudo-cubic [010] or [001] directions. Hence, twin-
ning can cancel out or reduce the macroscopic in-plane polariza-
tion, while the macroscopic out-of-plane polarization is invariant
with respect to twinning. Another possibility is for P’ to point
toward 100 (red index) instead of 100 (red index). Then,
out-of-plane polarization would be affected, whereas in-plane
polarization would remain invariant. In conclusion, twining affects
the macroscopic net polarization of the film.

V. CONCLUSION

CSD was demonstrated to be a viable route to produce high-
quality epitaxial BTO films on (100), (110), and (111) oriented
STO substrates. The films were relaxed by edge dislocations, which

ARTICLE scitation.orgl/journal/jap

are semi-periodically spaced across the substrate—film interface.
The most frequently observed Burgers vectors were determined as
a(010), a[110] and a[001], and a(110) for the (100), (110), and
(111) film, respectively. The films are under tensile strain due to
the difference in thermal expansion between STO and BTO.
Comparing the measured dislocation distances to the theoretical
values calculated based on the Burgers vectors, it was demonstrated
that the films are fully relaxed by the introduction of the disloca-
tions. In the (100) and (110) films, only pure edge dislocations
were observed, whereas a Burgers vector with both an edge compo-
nent and a screw component was observed in the (111) film. The
Sr/Ba interdiffusion distance at the interface was measured by EELS
to be 3.4, 5.3, and 5.3 nm for the (100), (110), and (111) oriented
films, respectively. Based on Ba-cation diffusion in BTO and
Sr-cation diffusion in STO, the interdiffusion width is of expected
size. It was demonstrated that the boundary between each spin-
coated layer of BTO was Ba-deficient, meaning that BaO is volatile
at 1000 °C during thermal processing of the BTO films. In case of
the (111) film, an APB and a thin twin crystal was observed at the
boundary between each spin-coated layer, as well as a grain with a
twin crystal structure growing all the way to the surface. The APB
is suggested to accommodate charge imbalance at the highly defec-
tive surface, and twins can minimize the macroscopic polarization
of the film.

SUPPLEMENTARY MATERIAL

See the supplementary material for SEM images of the film
surfaces (Fig. S1), BF-STEM images of dislocation densities in the
(110) and (111) film (Fig. S2), EELS scans across Ba-deficient
boundaries (Fig. $3), and SADPs from multiple sites within the
films (Figs. S4, S5, and S6).
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I. BTO FILM SURFACE

Figure S1 shows SEM images of the (100), (110), and (111)
oriented film surfaces. The (100) and (110) films appear to
have smooth surfaces whereas the (111) oriented film has a
rougher surface morphology. Particularly, the (111) oriented
film has areas where it appears as smooth as the other orien-
tations and other areas with a rougher surface. TEM lamellae
were made from arbitrary areas in (100) and (110) oriented
films, whereas the TEM lamella was positioned to include
both flat and rougher areas in the (111) oriented film.

Il. PERIODIC EDGE DISLOCATIONS AND BURGER'S
VECTORS IN THE (110) AND (111) FILMS

Figure S2(a) and (b) show BF-STEM images for the (110)
film, with beam direction [001], and [110], respectively. Fig-
ure S2(c) shows a BF-STEM image of the (111) film, with
beam direction [110]. Misfit dislocations at the interface be-
tween STO and BTO are visible due to strain contrast creating
dark spots which are marked by yellow arrows. The distance
between each misfit dislocation were measured in Digital Mi-
crograph. In the case of the (111) film with beam direction

[112], there were poor contrast around the edge dislocations
in the BF-STEM images, the distance between dislocations
was therefore measured on high-resolution HAADF-STEM
images where two dislocations were present.

Ill. EELS ACROSS BOUNDARIES BETWEEN LAYERS

EELS analysis was performed across the boundaries be-
tween the layers found in the BTO films. The EELS analysis
indicated significant Ba-deficiency at the internal interfaces.

IV. SELECTED AREA DIFFRACTION TAKEN ONLY
FROM THE BTO FILMS

The Jeol JEM 2100 with a LaBg electron source was used
to acquire multiple selected area diffraction patterns (SADPs)
from the (100), (110), and (111) BTO films only, shown in
Fig. S4, S5, and S6, respectively. The selected area aperture
includes a circular area of the film with a diameter of ~ 160
nm. The (100) film was slightly damaged after handling, but
the SADPs acquired showed high quality, so the sample was
considered to be of sufficient quality for this analysis.
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FIG. S1. SEM surface overview images. (100) and (110) show homogeneous smooth surfaces, while (111) shows areas of smooth surface and

areas with a rougher surface morphology, separated by a drawn red line. The interdigitated electrodes used to measure P-E loops are visible
on all film surfaces. The scale bars are 10 um.

FIG. S2. Misfit dislocations visible at the STO-BTO interface due to strain contrast. (a) and (b) shows the two different projections of the
(110) film, and (c) shows one projection of the (111) film.
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FIG. S3. HAADF-STEM images of the areas scanned during EELS analysis. The EELS signal is binned to one pixel in the horizontal
direction and the relative Ba concentration is plotted next to each HAADF STEM image. (a) (100), (b) (110), (c) (111) where the crystal
structure remains the same across the internal interface, and (d) across an APB in (111).



FIG. S4. (a) Bright-field image and (b-f) diffraction patterns from the (100) BTO film. The red circles indicate the selected area used in the
different diffraction patterns.
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FIG. S5. (a) Bright-field image and (b-f) diffraction patterns from the (110) BTO film. The red circles indicate the selected area used in the
different diffraction patterns.
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FIG. S6. (a) Bright-field image and (b-f) diffraction patterns from the (111) BTO film. The red circles indicate the selected area used in the
different diffraction patterns.
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Observation of cation-specific critical behavior at the improper ferroelectric
phase transition in Gd,(MoQy);

Inger-Emma Nylund @, Maria Tsoutsouva, Tor Grande ®, and Dennis Meier
Department of Materials Science and Engineering, NTNU Norwegian University of Science and Technology, NO-7491 Trondheim, Norway

M (Received 23 November 2021; accepted 10 February 2022; published 10 March 2022)

Gadolinium molybdate is a classical example of an improper ferroelectric and ferroelastic material. It is
established that the spontaneous polarization arises as a secondary effect, induced by a structural instability
in the paraelectric phase, which leads to a unit cell doubling and the formation of a polar axis. However,
previous x-ray diffraction (XRD) studies on gadolinium molybdate have been restricted by the limited ability
to include a wide 26 range in the analysis, and thus, at atomic scale, much remains to be explored. By
applying temperature-dependent XRD, we observe the transition from the paraelectric tetragonal phase to the
orthorhombic ferroelectric phase. The ferroelastic strain is calculated based on the thermal evolution of the lattice
parameters, and Rietveld refinement of the temperature-dependent data reveals that the displacement of different
cations follows different critical behavior, providing insight into the structural changes that drive the improper

ferroelectricity in gadolinium molybdate.

DOI: 10.1103/PhysRevMaterials.6.034402

L INTRODUCTION

Gadolinium molybdate [Gd,(MoOs)s] is a classical ex-
ample for improper ferroelectricity, which has been studied
intensively for more than half a century [1]. Improper ferro-
electrics are a special class of electrically ordered materials,
where the primary symmetry-breaking order parameter is not
the electric polarization. Instead, the phase transition to the
ferroelectric state is driven by a structural or magnetic in-
stability, which breaks inversion symmetry and leads to the
formation of a polar axis. In contrast to proper ferroelectrics,
such as LiNbOj3, BaTiO;, and Pb(Zr,Ti;_,)O3, ferroelec-
tricity in improper systems only occurs as a secondary
effect, promoting unusual correlation phenomena between
spin, charge, and lattice degrees of freedoms. In TbMnO3
and MnWOy,, for example, the emergence of a magnetically
induced polarization gives rise to pronounced magnetoelec-
tric and magnetocapacitance effects [2-5], and in hexagonal
manganites RMnOs (R = Sc, Y, In, Dy to Lu), geometrically
driven ferroelectricity causes the formation of unusual domain
wall structures and topologically protected domains [6,7].

In the model material Gd,(MoOy)3, a structural instability
in the paraelectric high-temperature phase leads to a dou-
bling of the unit cell volume and a distortion of the unit
cell. The latter leads to the formation of a polar axis, which
is then accompanied by a spontaneous polarization, making
Gd(MoOy); a uniaxial improper ferroelectric. The induced
polarization is oriented along the crystallographic ¢ axis as
indicated in Fig. 1.

It is established that the paraelectric-to-ferroelectric tran-
sition in Gd;(MoOy)3 is a first-order phase transition. This

"dennis.meier @ntnu.no
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is supported by dielectric [8] and neutron scattering [9] mea-
surements, in addition to the observation of latent heat [10]
and lattice parameter hysteresis [11] at the phase transition.
The structural primary order parameter that drives the phase
transition has been determined as a phonon instability at the
(%, %, 0) Brillouin zone corner of the tetragonal parent phase,
leading to the unit cell doubling when this soft mode “freezes
in” [9]. Gd,(MoOy4)3 can thus be categorized as a geometric
improper ferroelectric [12].

Ferroelastic switching can be achieved by applying me-
chanical stress along the b axis and results in an exchange of
the a and b axes of the material [13]. Because of the improper
nature of the ferroelectric order, however, switching the strain
state inevitably results in polarization reversal and vice versa
by the application of an electric field, reflecting a one-to-one
correlation between the ferroelastic and ferroelectric order
[9]. Furthermore, Gd,(MoOy)3 is birefringent [8,14], and as
a result, the material has found application as optical shutters,
which are either mechanically or electrically controlled, and
a potential use in memory devices has been proposed [15].
Thus, in addition to the intriguing physics of the coupled fer-
roelastic and ferroelectric order in Gd;(MoQy )3, the material
displays unique functional properties, being of interest for
both fundamental and applied sciences.

Crystallographically, Gd,(MoOy)3 can exist in two mod-
ifications referred to as the o and B phases. The « phase
is thermodynamically stable at room temperature and up to
857 °C, where it transforms to the stable high-temperature g
phase. Gd,(MoOy);3 can be retained in the metastable B phase
by cooling back <857 °C, where transformation to the « phase
is imperceptibly slow <600 °C [16,17].

B-Gdr(MoO,)3 belongs to the tetragonal space group
P32;m with a=7.39A and ¢ =10.67A and 2 fu. per
unit cell [18]. The unit cell can be said to have a layered
structure which consists of (MoO4)? tetrahedra and Gd**

©2022 American Physical Society
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cations in seven-coordinated oxygen polyhedra [1]. In the
B phase, Gd,(MoOy); is piezoelectric [9]. On cooling,
B-Gdr(MoOy); transforms at 159 °C into the improper fer-
roelastic [9,19], improper ferroelectric [20] 8" phase. This is
the phase transition at which the abovementioned unit cell
doubling occurs, and the 8’ phase belongs to the orthorhom-
bic space group Pba2 with a = 10.39A, b= 10.42 A, and
c=10.70 A [1,18]. In addition to the unit cell doubling, the
P42;m and Pba2 space groups are related through a 45 ° rota-
tion about the collinear ¢ axis and a shift of the unit cell origin
by (0, 5, 0). Thus, to describe the structural change between
the B and B’ phases, it is convenient to use the nonstandard
space group descnpuon C42; of the B phase with a = 10.46 A
and c = 10.67A (and a shared unit cell origin), as it facilitates
direct comparison of the two phases [18].

Here, we report on the structural evolution of Gd;(MoOy )3
in the Pba2 phase by temperature-dependent x-ray diffrac-
tion (XRD) from ambient to above the ferroelectric phase
transition. Going beyond previous studies of the thermal evo-
lution of the lattice parameters [11,21], we investigate the
temperature-driven displacement of the specific cations within
the unit cell by applying Rietveld refinement of the diffraction
data. Importantly, more than 780 Bragg reflections are consid-
ered, which enables a much more detailed structure analysis of
the cation positions. The relative displacement of the cations
in the improper ferroelectric and the paraelectric parent phase
are obtained. The data reveal that the different cations follow
different critical behavior, giving insight into the nature of the
paraelectric-to-ferroelectric phase transition in Gd,(MoOy)s.

II. METHOD
A. Synthesis

Single-phase powder of Gdy(MoOy4); was prepared via
solid-state synthesis [22]. MoO3 (99.97% trace metals basis,
Sigma Aldrich) and Gd,03 (99.9% trace metals basis, Sigma
Aldrich) were dried for 5 h at 650 and 900 °C, respectively.
Stoichiometric amounts were then mixed in an agate mortar
with ethanol and dried. Pellets were pressed at 80 MPa and
sintered at 950 °C for 25 h. The pellets were then crushed and
finely ground in an agate mortar for XRD analysis.

B. Characterization

In situ temperature-dependent XRD experiments were
performed using a Bruker AXS, D8 Advanced diffractome-
ter with CuKo radiation (A = 0.154nm) equipped with a
VANTEC-1 position sensitive detector. The powder was dis-
solved in ethanol and deposited on a Pt strip acting as the
sample holder, as well as the heating source, using an MRI
Physikalische Gerite GmbH high-temperature controller. The
paraelectric-to-ferroelectric phase transition in Gd,(MoO4)3
was investigated over an extended temperature range from
25 to 145°C every 5°C, from 149 to 169 °C every 2°C,
and from 200 to 275°C every 25°C. Diffraction patterns
were collected in the 26 range 7-110° with a step size of
0.016° and counting time of 1 s. A holding time of 5 min
was used before each measurement which was performed at
constant temperature. The temperature was calibrated against
temperature-dependent XRD of a corundum standard powder

TABLE I. Restrictions on cations during Rietveld refinement.

Phase Restriction
Pba2 Mo3:z=0
PA2m Mol,Gdl :y = —x+ ()

Mo3:x=1,y=1.2=0

deposited on the same Pt strip, which gave an estimated tem-
perature error <5 °C.

Rietveld refinement was performed with the fundamental
parameter peak shape fitting using TOPAS (v5). The improper
ferroelectric and paraelectric phases were refined using the
Pba2 and P42, m space groups, respectively, with starting pa-
rameters taken from Jeitschko [18]. The diffractograms from
159°C and above were fitted using the P42;m space group.
The refined parameters of the P42;m phase were transformed
to C42, to facilitate direct comparison, as described above.
The refinements were performed using a Chebychev polyno-
mial background of order seven and a preferred orientation
factor for the (001) plane. In addition, the sample displace-
ment, lattice parameters, and cation positions were refined,
and the correlation matrix was calculated for every refinement
(not shown). The cation positions were refined without restric-
tions, with the exceptions indicated in Table I. The oxygen
positions were not refined and were fixed to the positions
reported by Jeitschko [18].

III. RESULTS

A. Lattice parameter evolution

Representative diffraction patterns from four different tem-
peratures are shown in Fig. 2. The Rietveld refinement (pink)
is presented together with the measured intensity (blue) and
the difference (gray). A detailed view of the 26 range from
33.0 to 34.5° is presented in Fig. 1 in the Supplemental Ma-
terial [23], demonstrating the transition from the tetragonal to
the orthorhombic phase.

The refined lattice parameters of Gdx(MoOy); are pre-
sented as a function of temperature in Fig. 3(a), and the
volume evolution of the unit cell is shown in Fig. 3(b). Visible

Oad
© Mo
° 0

FIG. 1. Crystal structure of improper ferroelectric Gd,(MoOy);.
The induced polarization is along the c axis.
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FIG. 2. Measured diffracted intensity and Rietveld refinement
for four different temperatures. The difference between the experi-
mental and refined data is shown in gray for all temperatures. The
nonlinear increasing background at low 26 is caused by the incident
beam and the optics of the high-temperature setup.

in Fig. 3(a), at the paraelectric-to-ferroelectric phase tran-
sition, is the expansion of the ¢ axis and contraction and
splitting of the tetragonal a axis into the orthorhombic a and b
axes below 7. = 159 °C, which is in excellent agreement with
literature [11]. A discontinuous volume change at the transi-
tion is evident in Fig. 3(b), which reflects the first-order nature
of the phase transition, demonstrating that the synthesized
powder is of high quality, as it reproduces results previously
shown for single crystals [11].

The linear («,, ap, @.) and volumetric (ay) thermal ex-
pansion coefficients (TECs) are determined for the Pba2 and
C42, phases, respectively, and the values are presented in
Table II. To avoid nonlinear effects occurring near the phase
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FIG. 3. (a) Lattice parameter and (b) unit cell volume evolution
as a function of temperature for Gd,(MoOy); in the Pba2 and C42,
phases. The calculated errors for the lattice parameters are 0.0004,
0.0004, and 0.0002 A or smaller for the a, b, and ¢ parameters,
respectively. The extrapolated a and ¢ parameters and the volume
of the C42, phase are presented as stippled lines.

transition, the TECs are calculated between 23 and 108 °C7f0r
the Pba2 phase and between 201 and 276 °C for the C42,
phase.

B. Strain development

The temperature-dependent spontaneous strain ¢€,(7")
along the a axis developing in the ferroic phase is

TABLE II. Linear (a,, o, &) and volumetric (ay) expansion coefficients of the Pha2 and C42, phases, between 23-108 °C and 201—

276 °C, respectively.

Phase a, [x107°°C] a, [x1075°C . [x1073°C) ay [x1073°C]
Pba2 2.68 1.61 —0.924 3.36
Cc42, 0.611 —0.029 1.15
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FIG. 4. Temperature evolution of the spontaneous strains along
the a (€,), b (€;), and c axes (€.), respectively.

defined as [24]

2 (T) — a™ (T
eu(r) = S (aci[ (‘;C;z‘( ! M
c42,

where az.‘l‘zl (T') is the extrapolated a lattice parameter of the
tetragonal C42; phase, and apy2(T) is the a lattice parameter
of the orthorhombic phase. The strain €,(7") along the b axis
and €.(7') along the c axis are defined in an equivalent manner.
The calculated strains €,(T"), €,(T'), and €.(T) are presented
in Fig. 4. The strains €,(7") and €,(T) along the a and b axes
are negative, indicating that the a and b axes are compressed
in the ordered state, whereas €.(7') is positive, showing an
expansion of the ¢ axis in the Pba2 phase.

C. Relative displacement of atomic positions

The position of an atom in the basis of a unit cell
is described by a vector 7 = (xa + yf) + z¢), where 0 <
(x, vy, z) < landa, l;, and ¢ are unit vectors along the three
crystallographic axes. The positions of the cations in the Pba2
phase with the largest displacement relative to the C42; phase
are plotted as a function of temperature in Figs. 5(a) and
5(b). The correlation matrices from the Rietveld refinements
demonstrate that none of the refined cation positions presented
in Fig. 5 are significantly correlated (not shown). (A full de-
scription of all atom positions in the Pba2 and C42, phases at
23 and 201 °C is presented in the Supplemental Material [23]).
The relative atomic displacements are defined as A7 =7 — 7,
where 7 is the position of the atom in the unit cell of the C42,
phase, and 7 is the position of the atom in the Pba2 phase. The
unit cell of Gd,(MoOy)3 viewed along the a axis is illustrated
in Fig. 5(c), showing the layered structure of the material. The
cations which shift the most are located in layers 1 and 2,

TABLE III. Summary of the direction and the behavior of the
cation displacements.

Layer Cation Direction Behavior
1 Mo3 X Nonlinear
1 Mo3 y Linear
2 Gd2 x Linear
2 Mol y Nonlinear

which are shown projected along the ¢ axis in Figs. 5(d) and
5(e), respectively.

Figures 5(a) and 5(b) reveal that the cation shifts follow
one of two qualitatively different behaviors: The cations either
shift linearly as 7. is approached, or the cation shifts display
a discontinuity at the phase transition, following a nonlinear
trend. The linear fits (full lines) are performed such that zero
displacement is reached at 7., and the stippled lines are fits
made using an empirical formula based on a second-order
Landau expression with 7. =432 K. The goodness of fit
(GOF) improves when using this empirical formula over a
linear fit for the shift of Mo3 in the x direction and Mol in
the y direction, indicating nonlinear behavior (the empirical
Landau expression and calculated GOF values are presented
in the Supplemental Material [23]). Interestingly, Mo3, which
sits in layer 1 [Figs. 5(a) and 5(d)], follows a linear trend in
the y direction and a nonlinear trend in the x direction. In layer
2, Gd2 shifts linearly in the x direction, whereas Mol follows
nonlinear behavior in the y direction.

IV. DISCUSSION

A. Lattice parameters and strains

The discontinuity of the volume evolution at 159°C
(Fig. 3) observed in our powder samples demonstrates the
first-order nature of the paraelectric-to-ferroelectric phase
transition, consistent with the previous work on Gd;(Mo0Oy )3
single crystals by Kobayashi et al. [11]. We find that, at the
level of the individual cations, this first-order phase transition
manifests as a steplike change in the displacement of Mo3 in
the x direction and Mol in the y direction [Table III, Figs. 5(a)
and 5(b)].

Our calculations show that, qualitatively, the lattice strain
evolution (¢4, €p, and €.) in Gdy(MoQOy)3 single-phase pow-
der (Fig. 4) and single crystals [11] exhibit similar behavior.
Checking the values for all the strains at 50 and 150 °C gives
a maximum deviation of ~25% for €, and a maximum de-
viation of ~15% for €, and €, between the data obtained
on single-phase powder and single crystals. It is important
to note, however, that our powder results are gained from
Rietveld refinement, i.e., the whole diffractogram is consid-
ered in the determination of the lattice parameters and the
calculated strain, whereas only specific diffraction peaks were
considered to determine the lattice parameters from single
crystals in the study by Kobayashi et al. [11].

B. Cation displacements

Rietveld refinement is utilized to study the displacement
of cations from their positions in the high-temperature C42,;

034402-4
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FIG. 5. Temperature evolution of the relative displacement of Mo1, Mo3, and Gd2 in the Pba2 phase. (a) and (b) Relative atom positions
as a function of temperature, determined from Rietveld refinement. (c)—(e) C42, phase of Gd;(MoO,); (with atom designation referring to the
Pba?2 phase). (c) Gd>(MoO,); viewed as a three-layered structure when projected along the a axis, and (d) layer 1 and (e) layer 2 viewed along
the ¢ axis. The direction of the movement of the cation positions from the C42, phase to Pba2 is indicated with white rings as the starting
positions, and black dashed rings and arrows indicate the direction of the cation displacement. (The relative movement is exaggerated in the
illustration to make the displacement clearer). The relative displacement of oxygen anions accompanying the displacement of cations is not

shown for simplicity.

phase relative to their positions in the improper ferroelectric
Pba? phase as a function of temperature (Fig. 5). Including
the refinement of the oxygen positions (i.e., an additional 36
free parameters) does not significantly improve the result of
the refinement, and it also leads to some correlations of ~100
for a few parameters. Thus, the oxygen atom positions are not
refined in this paper and are fixed to the positions reported by
Jeitschko [18].

1. Layer 1

In layer 1 in the C42, phase, the Mo3 tetrahedra are regular
tetrahedra, meaning that all the distances between Mo3 and O
atoms are the same (M03-09 = 1.7319 A). As the material is
cooled down, the Mo3 shifts within the xy plane of the Pba2
phase, shifting linearly with temperature in the y direction
and nonlinearly along the x direction. This displacement leads
to two tetrahedra positioned closer to the center of the unit

cell and two tetrahedra shifted toward the corners of the unit
cell, as illustrated in Fig. 5(d). The Mo3 remains at z =
0 before and after the transition. At room temperature, the
tetrahedra are no longer regular but distorted, with a 1.1%
difference between the longest and shortest Mo-O distances,
i.e., the Mo3 tetrahedra in layer 1 are shifted and slightly
distorted upon transitioning into the improper ferroelectric
phase.

Comparing the different magnitudes of the strains with the
displacement of the Mo3, we see that the strain is largest
along the a axis of the unit cell, i.e., along the same axis as
the nonlinear displacement of the Mo3. At room temperature,
however, the total magnitude of the relative shift of the Mo3
cation is ~0.008 in both directions. The special orientation
of the Mo3 tetrahedra in layer 1 is such that an edge faces
upward along the +z direction (and likewise, an edge also
faces downward along —z).
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2. Layer2

Layer 2 consists of both Mol tetrahedra and Gd2 polyhe-
dra, where each Gd atom is bonded to seven oxygen atoms.
For both Mol and Gd2, the shift along z is minimal after the
phase transition. As demonstrated in Fig. 5(b), the major shifts
of cations in this layer occur for Mol along the y axis and Gd2
along the x axis. Noteworthy for the polyhedra and tetrahedra
in this layer is that they all have an apex pointing along the +z
direction. Furthermore, the tetrahedra are all corner sharing
with the Gd2 polyhedra within layer 2 and share their apex
oxygen with the apex oxygen, which points along the —z
direction of the Gd1 polyhedra of layer 3. The Gd2 polyhedra
in layer 2 are corner sharing with Mo tetrahedra in all the
layers, and in addition, two and two Gd2 polyhedra are edge
sharing within layer 2.

At the phase transition, the Mol shows a steplike displace-
ment along the y axis and follows a nonlinear displacement
toward room temperature. The shift of the Mol cation leads
to a rotation of the Mol tetrahedra. The tetrahedra at y ~ 0
rotate clockwise, and the tetrahedra at y ~ 0.5 rotate counter-
clockwise. In the C42; phase, the average distance Mo-O =
1.7495 10\, with a 3.6% deviation between the longest and
shortest distance. In the Pba2 phase, the average distance is
1.7597 A, with a 4.2% difference between the longest and
shortest bond length. The total shift of the relative position
from the C42; phase to room temperature is ~0.009, which
is like the Mo3 relative shift in layer 1. The displacement of
Gd2 is smaller than the other relative cation displacements
reported here. However, it has a clear linear trend with temper-
ature away from the high-temperature position. The average
Gd-O distance in the C42; phase is 2.3535 A, with a 5.6%
difference between the shortest and longest distance. At room
temperature, the average distance is 2.3550 A, with a 10.1%
difference. This clearly demonstrates that the Gd polyhedra in
general are more distorted, and that they are more distorted by
the phase transition than the Mo tetrahedra. This can be ex-
plained by the fact that the MoO4>~ tetrahedra are much more
rigid structures than the seven coordinated Gd polyhedra. The
rigidity is proposed to be due to the more covalent character
of the Mo-O bond relative to the Gd-O bond.

The cation displacement in layer 2 can be said to be
opposite of the displacement in layer 1, meaning that the
discontinuous (and largest) cation displacement in layer 2
happens along the y direction as compared with layer 1, where
the discontinuous displacement happens along the x direction.
In addition, this is opposite to the strain behavior, which is
largest along the a axis.

3. Layer 3

The displacement of the cations in layer 3 due to the
phase transitions is very small and, hence, their deviation from
the high-temperature phase is not discussed in further detail.
However, as the cations in layer 2 shift, so do the oxygen
atoms which are connected to the cations in layers 1 and 3.

The latter leads to a rotation of the Mo tetrahedra in layer
3, such that the tetrahedra at x ~ 0 rotate counterclockwise,
and the Mo tetrahedra at x ~ 0.5 rotate clockwise. The Gd
polyhedra in layer 3 are also slightly more distorted in the
Pba2 phase than the C42; phase.

V. CONCLUSIONS

The phase transition of single-phase Gd,(MoO4)3 synthe-
sized via the solid-state method was studied by nonambient
XRD. Lattice parameters, volume, and strain evolution were
determined as a function of temperature. A discontinuous vol-
ume evolution at the phase transition was observed, reflecting
a first-order phase transition, consistent with previous inves-
tigations performed on Gd,(MoQOy)s single crystals [11,24].
Furthermore, a similar strain evolution was demonstrated.
Rietveld refinement was performed to shed light on the evo-
lution of the atomic displacements that occur at the improper
ferroelectric phase transition by studying the individual cation
displacements from the high-temperature positions. The Mo3
atoms in layer 1 were found to shift along the x and y direc-
tions. Further, they follow the same trend as the macroscopic
strain, in the sense that the initial discontinuous and the largest
shift occurred in the same direction as the largest strain. At
room temperature, however, the total displacement was about
equal in both the x and y directions. In layer 2, Mol was
demonstrated to shift the most and nonlinearly along the y
direction. Gd2, in layer 2, showed a clear linear displacement
with temperature along the x direction, even though the total
displacement was smaller than for the other cations. Thus, the
cation movement in layer 2 can be said to have an opposite
trend to the cation movement in layer 1 and the spontaneous
strain. In this paper, we demonstrate that individual cations
in Gdz(MoOy); follow two qualitatively different behaviors
upon transitioning into the improper ferroelectric phase. This
insight may lead to a better understanding of the emergence
of the polarization in Gd,(MoO4)3 and improper ferroelectric
materials in general.

The data that support the findings in this paper are available
from the corresponding author upon reasonable request.
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Supplementary material: Observation of cation-specific critical
behavior at the improper ferroelectric phase transition in Gd,(MoQO4)s
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Department of Materials Science and Engineering, NTNU Norwegian University of Science and
Technology, NO-7491 Trondheim, Norway

Results from Rietveld refinement

Details on how the Rietveld refinement was performed is given in the main text. Figure 1 shows
detailed diffraction patterns acquired at 23, 149, 169 and 276 °C, which demonstrate how the 220
peak of the tetragonal phase transforms to the 040 and 400 peak of the orthorhombic phase across
the phase transition. Table | and Table Il show the refined cation positions (Gd and Mo), and oxygen
positions reported by Jeitschko [1] in the Pba2 and C42, phase, at 23 and 201 °C, respectively.
Below is a short note on the transformation from the non-standard space group €42 to the
standard space group P42, m, used in the Rietveld refinement.
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Figure 1. Detail from the Rietveld refinement at 23, 149, 169, and 276 °C. The transition from the orthorhombic Pba?2 to the
tetragonal P42, m is shown through the transition from two peaks (040 and 400) in the orthorhombic phase which
transform to one peak (220) in the tetragonal phase.
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Pba2

a=10.3891A

b =10.4196 A

¢ =10.7018 A

Table I. Atom positions in the Pba2 phase at 23 °C.

Atom X y z
Gd(1) 0.1873 0.4975 0.7330
Gd(2) 0.4963 0.3131 0.2600
Mo(1) 0.2063 0.4899 0.3517
Mo(2) 0.0029 0.2070 0.6380
Mo(3) 0.2430 0.2422 0.0
0(1) 0.1921 0.4882 0.5186
0(2) 0.4801 0.3053 0.4825
0(3) 0.1287 0.0069 0.3112
0(4) 0.4940 0.1280 0.6899
0o(5) 0.1579 0.1557 0.6815
0o(6) 0.1571 0.3360 0.3074
0(7) 0.3840 0.3837 0.7191
0(8) 0.3848 0.1145 0.2941
0(9) 0.1255 0.1708 0.0937
0(10) 0.3174 0.1264 0.9074
0(11) 0.3545 0.3197 0.0984
0(12) 0.1704 0.3571 0.9024

c42,

a=104555A

c=10.67614A

Table Il. Atom positions in the non-standard C42, phase at 201 °C.

Atom X y z
Gd(1) 0.1868 0.5 0.7368
Mo(1) 0.2065 0.5 0.3563
Mo(3) 0.25 0.25 0.0
0o(1) 0.1952 0.5 0.5195
0(3) 0.1289 0.0 0.3109
o(5) 0.1389 0.1372 0.7005
0(9) 0.1377 0.1770 0.0955

Transformation from C42, to P42,m

The notation for describing the GMO crystal structure used here is adopted from Jeitschko [1], both
in terms of cation nomenclature and utilizing the non-standard space group C42; to describe the
high-temperature phase, to facilitate direct comparison between the two phases.
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Given that all the atom positions in the C42, phase is described by r = x + y + z, where 0 <
x,¥,z < 1.Then, in the P@Zlm phase, the atom positions can be described by r' = x" + y' + 2/,0 <
x',y',z' <1, where:

x'=x+y,
y'=-x+y,
z' =2z,

and the unit cell center must be additionally shifted by [0,;, 0].

Empirical Landau expression and GOF values for relative atom positions

The relative atom positions which follow a non-linear trend (Mo3, and Mo1,) were fitted to the
function given in Equation 1:
r =

€y

T —432|B
432

r is the relative atom position, k is a constant scaling factor, T is the temperature, T, = 432 K, and 8
is the critical exponent.

The GOF is given as:
Kk
2
0: — e;
cor = 52 =3 @)
4 €
i=1

0; = observations
e; = expected values, i.e., the fitted value

The two types of fits presented in the main text are constrained linear fits (forced through 0 at T;.)
for Mo3,, and Gd2,, and a fit to the empirical Landau function (Eg. 1) for Mo3, and Mo1,,. The GOF
of these presented fits were calculated (GOF1). In addition, the GOF values for a linear fit, with no
constraints, for all the presented relative atom positions were calculated (GOF2). The GOF values are
shown in Table I, and they demonstrate that the empirical Landau function describes the non-linear
critical behavior better than a linear fit since GOF1 is lower than GOF2 for these atom positions.

Table Ill. GOF values for fits to the presented relative atom positions.

Cation position GOF1 GOF2 GOF1/observed | GOF2/observed
(“behavior”) presented | linear fit | maximum maximum
data value value
Mo3x (“Landau”) | 0.0047 0.0069 0.59 0.86
Mo3y (“Linear”) 0.0561 0.1079 7.01 13.49
Gd2x (“Linear”) 0.0371 -0.0041 | 12.36 -1.36
Moly (“Landau”) | 0.0046 0.0054 0.46 0.54
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