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Fault Detection with LSTM-based Variational
Autoencoder for Maritime Components
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Abstract— Maintenance routines on ships today follow either a
reactive maintenance (RM) or preventive maintenance (PvM) ap-
proach. RM can be regarded as post-failure repair, which might
create large costs. PvM uses predetermined maintenance intervals,
which often involves unnecessary maintenance. Recently, prognos-
tics and health management (PHM) has emerged as a potential
way to develop an ideal maintenance policy. PHM aims to provide
optimal maintenance schedule through the use of sensor measure-
ment for fault detection and fault prognostics, among which fault
detection is the first and fundamental action. In this paper, a long-
short term memory based variational autoencoder (LSTM-VAE) is
proposed for fault detection of maritime components onboard. It is
a semi-supervised approach that requires only fault-free data for
training. Therefore, it is widely applicable in the maritime industry
since operational data in normal conditions already exists. Real-
world operation data collected from a diesel engine on the research
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vessel (RV) Gunnerus is used to validate the method. Results show that the LSTM-VAE can detect the fault accurately.

Index Terms— fault detection; anomaly detection; ship autonomy; condition monitoring; prognostic and health manage-

ment;

[. INTRODUCTION

AINTENANCE is the key to ensuring the safe and

efficient operation of marine vessels. Currently, reac-
tive maintenance and preventive maintenance are two main
approaches used onboard [1]. These approaches are either cost-
intensive or labor-intensive. Recently, attention has shifted
to prognostics and health management (PHM), which has
the greatest promise for managing maintenance operations to
archive zero-downtime performance [2]. PHM systems aim
to perform fault detection, fault isolation, fault identification,
and remaining useful life prediction using available sensor
measurements. In this way, an ideal maintenance schedule
can be developed by continuously monitoring the status of
the components and the evolution of their failures, which will
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considerably enhance operational availability and reliability as
well as system safety.

Fault detection or anomaly detection is the fundamental part
of any PHM system. It focuses on identifying when the current
execution differs from typical successful experiences. This dif-
ference is usually caused by incipient or abrupt faults. Model-
based and data-driven methods are two paradigms depending
on whether a physical model is used. In the data-driven meth-
ods, the semi-supervised anomaly detection method uses only
normal data for training [3]. Therefore, it is widely applicable
for maritime components since recording anomalous data is
costly or even dangerous in comparison to normal data [4].
Researchers often use a one-class support vector machine or
isolation forest trained with non-anomalous executions. These
methods have difficulty using high-dimensional sensor data,
therefore, significant engineering effort is usually involved to
produce low-dimensional representation. Another solution is
reconstruction-based detection. A dimension reduction tech-
nique such as principal component analysis (PCA) or au-
toencoders (AE) is often used to compressed the data into
its low-dimensional representation. Then the original data is
reconstructed using the low-dimensional representation. The
idea is that unforeseen patterns of anomalous data cannot
be reconstructed well compared to foreseen non-anomalous
data [5]. In particular, the variational autoencoder (VAE)
is favored in this context because it can model the low-
dimensional embedding in a probabilistic manner.
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The data streams will be treated as i.i.d. in time if the
above method is directly applied to time series data. Many
components are subjected to rapid variations in operational
loads, depending on both the task of operation and environ-
mental conditions. Therefore, measurements that are normal in
one operation condition might be anomalous in another. The
temporal dependencies must be included to produce correct
predictions. To address this problem, a sliding time-window
is often used [6]. However, it does not represent dependencies
between nearby windows and the window size is difficult to
decide. Another method is to normalize the data streams based
on its corresponding operation conditions [7]. This method
requires prior knowledge about the operating conditions or
otherwise, a clustering must be performed to approximate the
operating conditions. To model the temporal dependency, a
natural way is to use recurrent neural networks (RNN). We
make use of an LSTM network [8], a variant of RNN, to
introduce the temporal dependency into the VAE model. The
LSTM is chosen since it has the ability to track long-term
dependencies.

In this paper, we introduce LSTM-VAE for anomaly de-
tection for maritime components. This model uses only the
normal sequences for training. The structure of our proposed
LSTM-VAE is different from the seq2seq model in [9] but
similar to [5]. This structure allows us to consider long
term dependencies and perform online predictions naturally.
The encoder projects the multi-sensor measurement values
into a latent space representation at each time step, and the
decoder uses the latent space representation to reconstruct
the measurement. The temporal dependencies of each time
step are processed by the LSTM implemented in the encoder
and decoder. The log reconstruction probability, which is the
log-likelihood of the current observation given the expected
distribution, is used as the anomaly score. The effectiveness
of the proposed LSTM-VAE is shown through a case study
involves real-world operation data collected in a maritime
diesel engine. The major contributions of this paper are listed
as follows:

o An semi-supervised anomaly detection method is pro-
posed for maritime components. This method uses only
normal data for training.

e The LSTM network is implemented in VAE and therefore
the temporal dependencies are considered naturally.

o The comparison with the baseline method shows that the
proposed method provides better performance.

The remainder of this paper is organized as follows: a
introduction to model-based and data-driven fault detection
is given in Section II. the proposed LSTM-VAE is introduced
in Section III. The experiments are discussed in Section IV.
Section V concludes the paper.

[I. RELATED WORK

In the literature, fault detection methods are usually divided
into two categories: model-based and data-driven, depending
on whether physical models are involved.

A. Model-based fault detection

In the model-based fault detection method, faults are usually
categorized into additive modes and multiplicative modes.
It can be developed by monitoring the consistency between
the measured outputs of the real system and the model out-
puts [10]. The difference can be represented as residuals and
then the residuals are evaluated for fault detection. Existing
techniques include the observer-based methods, parity space
methods, and parameter estimation approaches. The observer-
based methods adopt an observer such as Kalman filter [11],
extended Kalman filter [12], particle filter [13] and etc. to
estimate the system output. Then the difference between
estimated and measured output is utilized to construct the
residual. The residual is usually evaluated through statistical
testing to determine a fault. For the parity space methods,
the residual signals regarding the faults are characterized by
the completely decoupling with the system initial states and
presented in form of algebraic equations [10]. Odendaal and
Jones [14] applied it for actuator fault detection of aircraft.
Zhong et al. [15] extended the parity space approach for linear
discrete time-varying system and a numerical example is given
to demonstrate the application of the proposed method. As for
parameter estimation approaches, the idea is to compare the
normal parameters in the fault-free case with the parameters
estimated by using parameter identification methods. Wang et
al. [16] incorporated transient modeling and parameter iden-
tification for rotating machine fault detection. Nevertheless,
the aforementioned model-based methods require a physical
model, which may be unavailable for some maritime compo-
nents, thus limiting the use of such methods.

B. Data-driven fault detection

Data-driven fault detection is usually related to anomaly
detection, novelty detection, and outlier detection in machine
learning. The technique can operate in three different modes:
supervised, semi-supervised, unsupervised, depending on the
available labels [3].

The fundamental idea of supervised methods is to build
a binary or multi-class classifier. Existing methods include
feature-based machine learning approaches and deep learn-
ing approaches. This method has been utilized for rolling
bearing fault diagnostics [17], power distribution system fault
detection [18], thruster failure detection [19]. Despite of their
effectiveness, supervised methods require the availability of
labeled instances for normal as well as faulty classes, which
might not be available in most cases. Unsupervised approaches
assume no labels are available in the training data set. These
approaches are usually cluster-based methods and assume that
normal data instances belong to large and dense clusters, while
anomalies either belong to small or sparse clusters [20], [21].

Semi-supervised methods lies between supervised and unsu-
pervised methods. It requires only the data in the normal class,
therefore, it is more widely applicable than supervised methods
and it is expected to be more effective than the unsupervised
methods. One-class SVM has been used for this purpose and
simulation has shown that this method provides satisfactory
performance [22]. Chen et al. [23] used PCA for fault detection
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Fig. 1. lllustration of the LSTM-VAE anomaly detector unrolled in time. Note that FC is fully connected layer. The FC in encoder have Relu activation
while FC in decoder have identity activation. LSTM uses tanh activation. = is the fault detection threshold.

in high-speed trains. The anomaly score is constructed in
the principal component subspace and its effectiveness is
demonstrated by practical experiments. Ellefsen et al. [4], [7]
proposed to use VAE for anomaly detection for maritime diesel
engine and the reconstruction error is used as the anomaly
score. To introduce temporal dependencies, RNN or LSTM has
been used in the encoder and decoder of AE and VAE. Solch
et al. [24] used stochastic RNN to perform anomaly detection
for robotics arms. Malhotra et al. [9] proposed a seq2seq AE
model for multi-sensor anomaly detection, whose encoder and
decoder are parameterized by LSTM to introduce temporal de-
pendency. Pereira and Silveira [25] added attention module for
the seq2seq VAE model for time series anomaly detection and
applied it solar PV generation. Park et al. [5] combined VAE
with LSTM for robot-assisted feeding system and introduced
a state-based threshold. For maritime components operated
on a vessel, extensive amount of normal operation data has
already existed and therefore semi-supervised approaches are
more applicable in the maritime domains.

[1l. METHODOLOGY

This section first review the variational autoencoder and
the long-short term memory. Then the proposed LSTM-based
variational autoencoder with the anomaly score in terms of
reconstruction probability is introduced. The schematic illus-
tration of the proposed model is shown in Fig. 1.

A. Preliminary: variational autoencoder (VAE)

The VAE is a variant of the AE rooted in Bayesian infer-
ence [26]. The VAE replaces an AE’s latent representation z
of given data x with stochastic variables, as shown in Fig. 2.
The encoder g4 (z|z) approximates the true posterior and the
decoder pp(x|z) represents the likelihood of the complex
process of data generation that results in the data x from z.

Sampled
latent vector

Encoder
qp(z]x)

Decoder
po(x|2)

)'d

z=p+o-¢
e~N(0,1)

Fig. 2. A simple illustration of a VAE.

The encoder and decoder are modeled in the structure of the
neural network which is parametrized by ¢ and 6, respectively.
The VAE optimizes the parameters, ¢ and 6, by maximizing
the lower bound of the log-likelihood.

Loae = —Dic1.(a5(2|2)|lpo(2)) + Eg, (210 [log po (v]2)]
< logp(z)
where Dy is the Kullback-Leibler (KL) divergence. Mini-
mizing D, between the approximated posterior ¢4(z|z) and
the prior py(z) of the latent variable regularizes the latent

space. The common choice of the prior distribution py(z) is a
standard Gaussian distribution N (0, 1) [26].

(D

B. Preliminary: long-short term memory (LSTM)

LSTM is a type of recurrent neural networks (RNN). As
opposed to traditional RNN, the LSTM introduces a memory
cell that regulates the information flow in and out of the
cell. As shown in Fig. 3, the memory cell consists of three
non-linear gating units that protect and regulate the cell state.
The introduction of these gating units enable easy information
flow along the entire chain, therefore, the gradient vanish
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Fig. 3. Schematic illustration of a LSTM cell.

problem can be eliminated and it is able to learn long term
dependencies. For each element in the input sequence, the
LSTM computes the following function:

iy = o(Wiixy + big + Whihyi—1 + bps)
fir=0Wiszi +bif + Whrhe—1 + bny)

gt = tanh(Wigw; + big + Wighi—1 + brg)
or = o(Wioxy + bio + Whohi—1 + bno)
= [t Oci—1+i O g

hy = o; © tanh(c;)

2

Where h; is the hidden state at time ¢, ¢; is the cell state at
time t, x; is the input at time ¢, h;_1 and ¢;_; is the hidden
state and cell state at time ¢ — 1, respectively. i, fi, g¢, Ot
are the input, forget, cell and output gates, respectively. o is
the sigmoid function, where o(z) = 1/(1 + e *). ® is the
Hadamard product. W and b are the weights and bias in the
LSTM cell.

C. Long-short term memory based variational
autoencoder

We introduce a long short-term memory-based variational
autoencoder (LSTM-VAE). LSTM-VAE is a combination of
VAE and LSTM. Specifically, the LSTM as in eq.(2) is used
to model the encoder ¢, (z|z) and decoder pg(z|z) in eq.(1).

The VAE assumes that data streams are i.i.d. in time. To
introduce temporal dependency for this model, we replace
the feed-forward network in a VAE to LSTM. Fig. 1 shows
the LSTM-VAE structure that is unrolled in time. Given a
multivariate input x; at time ¢, the encoder LSTM output the
hidden state h; utilizing x;, hy—1,c;—1. Then h; is feed into
two linear modules to estimate the mean p; and log-variance
logo, of the posterior p(z¢|x¢). A random sample z; from
p(zt|z+) feeds into the decoder LSTM and then a final linear
module outputs the reconstructed input Z;. The parameters ¢
for encoder and 6 for decoder can be obtained by minimizing
the loss function as follows:

Loss = [Dir(qo(ze|ae)llpe(z1)) + MSE(zy,3)] (3)

t=1

where M SFE denotes mean square error, T is the length of
the sequences. A standard normal distribution A/(0,1) is used
as the prior py(z;) of the latent space. Note that eq.(3) is only
variation of eq.(1) since a multivariate Gaussian distribution
can be assumed for continuous data and therefore maximizing
the log-likelihood in eq.(1) equals minimizing the MSE in
eq.(3).

D. Online anomaly detection with reconstruction
probability

In autoencoders, reconstruction error is usually used as the
anomaly score. Since VAE is stochastic in nature, the variabil-
ity of the latent space can be taken into account. We use the re-
construction probability as the anomaly score for the proposed
LSTM-VAE. The reconstruction probability is the Monte Carlo
estimate of the log-likelihood E, (.| [logpe(z]2)] in (1),
which can be calculated by a number of samples drawn from
the latent variable distribution. Therefore the variability of the
latent variable space can be taken into account, which extends
its expressive power since normal data and anomaly data might
share the same mean value but have different variability [27].

However, the Monte Carlo estimate requires sampling from
the latent space and then forward the samples to the decoder
to calculate the reconstruction probability. We implemented it
in a different way by making use of a batch prediction, i.e.,
replicate the input by the number of samples and then perform
the forward pass through the whole network. Algorithm 1
shows the pseudo-code for the online detection process using
reconstruction probability.

Algorithm 1 Online anomaly detection algorithm in terms of
reconstruction probability

Input: z, € R”, s,_1, n
Output: py(z|%;), s
¢,0 < load the trained LSTM-VAE model, the ¢,0 is
obtained using the loss function in eq.(3)
x; < get current multi-sensor data
S¢—1 < get the state of LSTM from previous time step
x¢  Normalize(xy)
x; < Batch(z,n)
Re, St fop.0(Xe,5¢-1), refer to eq.(2)
w, 0 < Statistics(X¢)
po(z|2) = p(z|p,0)
return log pg(x|), st

E. Fault detection threshold

For the fault detection threshold, a constant can be spec-
ified. The sensitivity of the detector is then controlled by
assigning different constants [S]. One approach to determine
such threshold is to maintain a separate validation set with
fault and normal data. The threshold can be tuned based on
the validation set to get the optimal fault detection accuracy
or false alarm rate. However, since no fault data is available
in this paper, The fault detection threshold is determined as
u + 30. The mean p and standard deviation o is obtained
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Fig. 4. R/V Gunnerus starboard side view.

from anomaly score in the validation set that contains only the
normal data. The assumption is that the anomaly score should
have a similar range as the validation set when the component
is normal. We empirically found that this threshold provides
satisfactory results in our case.

V. EXPERIMENTAL STUDY

In this section, a maritime diesel engine operated in NTNU’s
research vessel Gunnerus is used to show the efficacy of
the proposed method. The data collection procedure, model
training, and the experimental results will be presented.

A. Data collection

The data is collected from a diesel engine operated on Nor-
wegian University of Science and Technology’s research vessel
Gunnerus, as shown in Fig. 4. Gunnerus is equipped with the
latest technology for a variety of research activities within
biology, technology, geology, archaeology, oceanography and
fisheries research. The diesel electric system of Gunnerus is
used to generate electric power which is supplied to the power
grid for operating the vessel. We collected the data from an
entire month of November 2019. During these periods, the
vessel has been sent out for several purposes such as sea trial,
maneuvering courses, etc. No specific fault for the engine was
found in this period. The time interval when the vessel is
in operation is filtered out. In total, we got 10 days that the
vessel is in operation and approximately an average of 6 hours
for each day. Table I lists the sensor measurement related to
the diesel engine from the logging system. The sensor data
was collected at a sampling rate of 1 Hz. Fig. 5 presents the
sensor measurement from a randomly selected day. It can be
found that the measurement varied a lot due to the change in
operational conditions.

On 21th, November 2019, we went on board to introduce
a fault on this diesel engine. The air filter clogging fault was
simulated using a cloth winding tape, as shown in Fig. 6. The
left subgraph in Fig. 6 shows the diesel engine onboard and
the right subgraph presents that the air filter is clogged with
the tape. The outer surface of the air filter of the diesel engine
is wrapped with a cloth winding tape. In this way, the heat
dissipation and exhaust capacity of the air filter are reduced.

TABLE |
DESCRIPTIONS OF 9 SENSORS INCLUDED IN THE LOGGING SYSTEM.
Index Sensor Unit
1 Boost Pressure bar
2 Engine Speed RPM
3 Engine Exhaust Gas Temperature 1 °C
4 Engine Exhaust Gas Temperature 2 °C
5 Fuel Rate liter/min
6 Lube Oil Pressure bar
7 Lube oil Temperature °C
8 Engine Power kW
9 Cooling Water Temperature °C
-
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Fig. 5.
2019.

Sensor measurement in the diesel engine on 8th, November,

Note that the fault introduced can be categorized as abrupt
fault.

The 10 days of collected data is divided into the following
three parts: (1) a test set containing 2 days of data: the
day when the fault was introduced and a random normal
operation day; (2) a validation set containing data for 1 of
the remaining 8 days; (3) a training set containing the data for
the remaining 7 days. The training set and validation set are
used in the training phase of the model. The test set is used
to show the efficacy of the model. Fig. 7 shows the path of
the vessel operated in these 10 days. The vessel is operated
around the fjord of Trondheim. The blue line indicates the
training instances, the green line is the validation instances
while the red line denotes the test instances. Since the training,
verification, and test data come from different paths of the
ship, resulting in different operating conditions, data leakage
is unlikely to happen. Furthermore, the test result can reveal
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Fig. 6. Diesel engine operated in the NTNU'’s research vessel. The air
filter is manually clogged for a period of time.
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Fig. 7. Path taken by the R/V Gunnerus. The engine data on this path
is used in this study.

that the proposed model can detect the fault regardless of the
operation conditions.

B. Data pre-processing

Each sensor measurement in the training data sets is scaled
with standard (z-score) normalization:

T, = “4)

Where p and o is the mean and standard deviation, respec-
tively. n refers to the sensor index. The normalization statistics
obtained from training set is then applied to the validation set
and test set, respectively.

77777 Fault Profile
Detection Signal
Detection Threshold

Anomaly Score

I 4 Lol iz
Time

Fig. 8. lllustration of the evaluation metrics.

C. Hyperparameters for training

Both the encoder LSTM and decoder LSTM consist of two-
layer LSTM with hidden units number {12, 8}. The size of
the latent space is selected as 4.

The proposed LSTM-VAE is trained using the back-
propagation algorithm. Since one day of data usually contains
over 25,000 time steps, it is difficult to train LSTM with
such time length. The training data in each day was cut into
segments with 1,000 data-point using stride 10 and then the
batch learning can be applied. The mini-batch size is set to be
512 and Adam [28] is used as the optimizer with a learning
rate of 1 x 1073, The I, regularization term with coefficient
1 x 1072 was used. The training process stops if the loss
for the validation set with no decrease for 100 epochs. The
hyperparameters are selected by trial and error and these values
provide satisfactory results for the training of the proposed
model.

D. Evaluation metrics

Two performance evaluation metrics, time to detect and
detection stability factor [29], are used in this paper to evaluate
the performance of proposed method. Time to detect (TTD) is
defined as the period of time from the beginning of a fault
injection to the moment of the first detection signal occurs.
Detection stability factor (DSF) is the level of stability of
the detection signal measured as a percentage of the sum of
duration of fault detection signals to the total time elapsed after
fault injection. Fig. 8 presents an simple schematic illustration
of the fault detection process, where ¢ is the moment when
the fault is introduced while ¢ is the time that the fault is
ended. These two evaluation metrics can be calculated through
Eq.(5). The time to detect attempts to measure how quickly the
fault detection algorithms respond to faults while the detection
stability factor measures the stability of fault detection.

TTD =t —ts
to —t1) + (ty2 —t3) (5)
tro —ty1

DSF:(

E. Baseline methods

To evaluate the performance of the proposed method, we
implemented 6 baseline methods:
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TABLE Il
TRAINING, VALIDATION, TESTING LOSS OF DIFFERENT METHODS.
Method Training  Validation  Testing
iForest 0.437 0.454 0.471
iForest (MRN) 0.402 0.410 0.450
AE 0.007 0.014 0.022
AE (MRN) 0.114 0.134 0.329
VAE 0.358 0.436 0.504
VAE (MRN) 0.772 0.820 1.195
LSTM-VAE 0.486 0.496 0.503

o iForest: An isolation forest based detector with standard
normalization.

o iForest (MRN): An isolation forest based detector with
multi-regime normalization (MRN).

e« AE: An autoencoder based detector with standard nor-
malization.

e AE (MRN): An autoencoder based detector with multi-
regime normalization.

o VAE: A variational autoencoder based detector with stan-
dard normalization.

e VAE (MRN): A variational autoencoder based detector
with multi-regime normalization.

For a fair comparison, the hidden units size and the latent
space size for both AE and VAE are set as the same as LSTM-
VAE. Multi-regime normalization [30] refers to normalize
the data based on its operation conditions. Since no prior
knowledge about the number of operating conditions or the
way to divide the data into different operation conditions
is available, we perform multi-regime normalization through
three steps: (1) Calculate the coefficient of variation (CV)
for different sensors and select four sensors with the highest
CV; (2) Perform K-Means clustering based on these four
sensors; (3) Normalize all the sensors measurements based
on the cluster it belongs. The first step is to select the relevant
sensor measurements to the operation condition. The operation
condition is approximated by the cluster.

F. Experimental results and discussions

1) Training, validation, testing loss: Table II shows the loss
for different methods. The testing loss is calculated from the
day where no fault is introduced to the engine. The loss of
isolation forest based anomaly detector is the anomaly score
defined in [31]. The loss of AE is the reconstruction error
while the loss of VAE and LSTM-VAE is the KL-divergence
plus the reconstruction error. It is shown that the training,
validation, testing loss are in the similar range for these
methods. This indicates that the models is well trained and the
training, validation, testing data is from the same distribution.

2) Qualitative results: Fig. 9 shows the qualitative compar-
ison of our proposed LSTM-VAE with the baselines method.
The fault detection algorithms are run on the test set to produce
the anomaly score. The left subgraphs are from the day where
a fault is introduced while the right subgraphs are from the
normal operation test day. The period where the air filter
clogging fault is introduced is marked with red background.
The anomaly score is filtered by a median filter with kernel
size 79 to remove the random spike.

The anomaly score presented in Fig. 9 is reconstruction
error for AE, VAE and the anomaly score defined in [31]
for iForest. For LSTM-VAE, both the reconstruction error
and log reconstruction probability are provided. We perform
sampling 100 times and then compute the mean reconstruction
error for VAE and LSTM-VAE. From the left first three
subgraphs, the fault can be only detected when the multi-
regime normalization is used. When standard normalization is
used, there is no distinguishable increase in anomaly score at
the fault time step for AE and VAE. Even though the anomaly
score is noticeable at fault time step for iForest, the score
in normal operation is relatively high. The results emphasize
the necessity of taking temporal dependencies or operation
conditions into account to successfully detect the fault for
maritime systems. The right four subgraphs show the anomaly
score for one normal operation day. The scores are therefore
relatively low.

The left fourth and fifth subgraphs in Fig. 9 show that the
LSTM-VAE provides a similar result to iForest, AE, VAE
when the multi-regime normalization is used. A clear increase
in reconstruction error can be found at the fault time step. The
LSTM-VAE applies directly to the standard normalized data,
which makes the method easy to scale to a complex system.
Generally, lots of sensors are equipped in a maritime system
and complex operation conditions are involved. Performing
multi-regime normalization is unrealistic in most scenarios.
Even for this diesel engine, we spent lots of effort to decide
the relevant sensor and the number of clusters. LSTM-VAE
naturally includes the temporal dependencies and there is
potential to easily scale the model in maritime systems.

From the left fourth and fifth subgraphs in Fig. 9, it is
shown that the reconstruction probability provides a more
noticeable change than reconstruction error. It indicates that
it is beneficial to include the variety in the latent space. The
reconstruction probability is expected to more expressive than
the reconstruction error.

3) Quantitative results: Table III summarizes the perfor-
mance of different methods in terms of time to detect (TTD)
and detection stability factor (DSF). Different kernel size w in
the median filter is used to smooth the anomaly score. Only
the results of the Iforest, AE, and VAE with the multi-regime
normalization is shown since these models with standard
normalization fail to detect the fault. It is shown that the
AE, VAE, and LSTM-VAE performs better than the iForest
in our case. The AE, VAE and LSTM-VAE shows a similar
performance with TTD around 80 seconds and DSF around
0.78. For the LSTM-VAE, it is shown that using log recon-
struction probability as anomaly score provides lower TTD as
well as higher DSF than using reconstruction error. With log
reconstruction probability, the LSTM-VAE can archive TTD
as 60 seconds and DSF as 0.791.

V. CONCLUSION AND FUTURE WORK

In this paper, a long-short term memory based variational
autoencoder (LSTM-VAE) is proposed for anomaly detection
for maritime systems. The encoder and decoder of VAE are
implemented with LSTM to introduce temporal dependencies.
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Fig. 9. Visualization of the anomaly scores over time in the test set. The left five sub graphs are the anomaly score from the day where a fault is
introduced. The right five sub graphs show the anomaly score from the normal operation test day. The red background on the graphs represents
the ground truth of the fault.

This method enables feasible and robust detection without method naturally. The proposed method follows the semi-
further assumptions on data. In particular, no knowledge of supervised framework that only the data in normal operation
the complex operation conditions is required to preprocess is nessary for training. Since the underlying distribution of
the data since the temporal dependencies are included in this multi-dimensional signals is modeled and the signals are
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TABLE Il

COMPARISON OF DIFFERENT METHODS.
Method w TIDJ| DSF?
39 163 0.553
. 59 175 0.564
iForest (MRN) 79 178 0.565
99 182 0.565
39 77 0.755
59 78 0.781
AE (MRN) 79 78 0781
99 79 0.781
39 76 0.757
59 80 0.749
VAE (MRN) 79 8 0783
99 84 0.785
39 75 0.782
. 59 77 0.782
LSTM-VAE (Reconstruction Error) 79 80 0.784
99 83 0.782
39 60 0.774
. . s 59 65 0.786
LSTM-VAE (Log Reconstruction Probability) 79 66 0.791
99 72 0.791

reconstructed with expected distribution information, the log
reconstruction probability can be used as the anomaly score.
From the experiment on a maritime diesel engine operating in
the real world, we showed that the LSTM-VAE can accurately
detect the air filter clogging fault and it outperforms several
baseline methods in terms of two temporal metrics: time to
detect and detection stability factor.

Our current work only considers two temporal metrics to
evaluate the proposed method. In future work, more data
including different fault types in different operation conditions
will be collected, which can enable a comprehensive evalua-
tion of the performance of the proposed method with static
metrics such as false positive rate. The next step is to develop
fault isolation, fault identification as well as remaining useful
life prediction to establish a PHM system.
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