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Abstract
The imaginary of data-driven public administration promises a more effective and 
knowing public sector. At the same time, corporate practices of datafication are often 
hidden behind closed doors. Critical algorithm studies, therefore, struggle to access and 
explore these practices, to produce situated accounts of datafication and possible entry 
points to reconfigure the emerging data-driven society. This article offers a unique 
empirical account of the inner workings of data-driven public administration, asking the 
overall question of how sociotechnical imaginaries of datafication are constrained in 
the context of public administration. Teams working on datafication in two Norwegian 
public sector entities have been followed and interviewed over the course of 2 years 
(2018–2020). While sociotechnical imaginaries thrive in organizational culture and 
policy discourse alike, the observed data teams struggle to realize data assemblages due 
to a variety of structural and institutional constraints.
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Constraints, critical algorithm studies, data assemblage, datafication, public 
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Introduction

Across European countries, interest in the sociotechnical imaginary of data-driven public 
administration is growing (Misuraca and van Noordt, 2020). According to the Organisation 
for Economic Co-operation and Development (OECD), data-driven technology promises 
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to deliver more effective state benefits to families in need, save the lives of patients, pro-
tect children from abuse, and predict possible terrorist attacks (van Ooijen et al., 2019)—
in other words, improving both service delivery and the efficiency of the public sector. 
While sociotechnical imaginaries represent collectively held and institutionally stabilized 
future visions of society, they nevertheless can be multiplied and contested (Mager and 
Katzenbach, 2021). Furthermore, future visions of datafication are mediated and negoti-
ated by the institutions, workers, and users set on the quest to materialize the grand ideas of 
datafication (Caplan et al., 2020). This article asks the overall question: how does the con-
text of public administration constrain the sociotechnical imaginaries of datafication as 
these are realized in specific data assemblages? The article offers unique empirical insight 
into the inner workings of public administration datafication in Norway and contributes to 
critical data and algorithm studies by situating datafication beyond Internet platforms, pro-
viding possible entry points for the reconfiguration of the data-driven society.

Data-driven technology is far from benign. Social scientists have pointed out a variety 
of shortcomings tied to the ever-growing influence of datafication in society, such as its 
impenetrable opaqueness, reinforcement of discrimination, and facilitation of surveil-
lance (boyd and Crawford, 2012; Pasquale, 2015; van Dijck, 2014; Zuboff, 2019). A 
growing body of case studies has begun to address the unintended consequences of data-
driven systems in public administration (Allhutter et  al., 2020; Eubanks, 2018). 
Ultimately, this critique addresses a shift in the power dynamics between governments 
and citizens, as the state’s potential to understand, predict, and control the activities of 
citizens is vastly enhanced (Dencik, Hintz, et al., 2019). Data activist studies have, there-
fore, started to research bottom-up initiatives in response to unjust data practices (Beraldo 
and Milan, 2019). This article builds on this research and directs analytical attention 
toward the ways dominant imaginaries of datafication are mediated and responded to 
within various contexts in which they are employed, prior to their working in the world 
(Kazansky and Milan, 2021). By doing so, the article aims to produce an actionable cri-
tique rather than a general and oversimplified account of datafication. This critique takes 
into consideration the variety of conditions of production and implementation and how 
these might mediate the power and influence of data-driven technology. Recognizing the 
already existing mediations helps to extend the understanding of how to respond to and 
govern datafication, to mitigate data harms, and to facilitate discussion about the ways in 
which datafication is contingent and therefore might be otherwise. 

Social science researchers must find a balance between problematizing general 
trends in society and particular applications (Dencik, Redden, et al., 2019). Internet 
platform datafication has received significant scholarly interest (Bucher, 2018; Mejias 
and Couldry, 2019). Corporate practices of datafication, however, are often hidden 
behind closed doors. Researchers, therefore, struggle to access and explore datafica-
tion practices and to establish a balance between myth and hype and actual applica-
tions of data-driven systems (Elish and boyd, 2018; Ziewitz, 2015). Research carries 
the risk of disregarding how imaginaries are negotiated by the institutions, workers, 
and users as they strive to realize these future visions, and researchers may overdeter-
mine its power or fetishize data and algorithms in this regard (Caplan et  al., 2020; 
Thomas et al., 2018). Earlier research on administrative reforms related to data-driven 
public administration has already shown that the public sector encounters a variety of 
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obstacles when negotiating such visions of the future (Andrews, 2019; Mergel et al., 
2016; Redden, 2018). Observed obstacles are often tied to the very nature of public 
administration and its constituent institution. Public administration consists of thou-
sands of human minds; the work of its organizational units is heavily governed by legal 
documents, organizational structures, and existing data infrastructures. Its subjects are 
not consumers, but citizens; its goals are decided by politicians rather than corporate 
managers. Its inner workings are not “black boxed” because of trade secrets, but 
instead open for scrutiny by law.

The case studies presented in this article were conducted in two Norwegian public 
sector entities and use machine learning projects as an entry point into newly established 
data assemblages. The Norwegian Tax Administration and the Norwegian Labor and 
Welfare Administration are the two largest public sector entities in Norway, owning and 
managing vast amounts of data on its citizens and entrusted with broad public mandates. 
Data teams have been followed and interviewed over the course of 2 years (2018–2020). 
Before presenting the analysis of public administration mediations, the article introduces 
the concepts of datafication, sociotechnical imaginaries, and data assemblages, along 
with its research design.

Approaching datafication: from sociotechnical imaginaries 
to data assemblages

Datafication is the practice of quantifying every aspect of life so that it can be analyzed 
(Mayer- Schönberger and Cukier, 2013). The datafication of public administration con-
sists of two interwoven processes: the use of more and different data (big government 
data) and the deployment of more advanced methods to analyze these data and feed it 
back into existing work processes. These interwoven practices materialize in concrete 
projects of automated decision-making, sorting algorithms, and the development of deci-
sion support tools enabled by machine learning. Datafication represents a strategy of 
administrative reform primarily concerned with the reform of knowledge production 
practices and the introduction of algorithmic forms of ordering (Yeung, 2020). Data-
driven public administration operates according to the logics of categorization, classifi-
cation, scoring, and selection and presents an extension and profound change in public 
sector data practices (Dencik et al., 2019). The datafication of public administration is 
built on the ideological foundation of dataism, the belief that data can promote a better, 
more effective, and more ‘objective’ societal apparatus (van Dijk, 2014). It is this belief 
in data’s potential that is the core of the sociotechnical imaginary of data-driven public 
administration.

The concept of sociotechnical imaginaries addresses the normative function of 
“collectively held, institutionally stabilized, and publicly performed visions of desir-
able futures, animated by shared understandings of forms of social life and social 
order attainable through, and supportive of, advances in science and technology” 
(Jasanoff and Kim, 2015: 4). This analytical tool addresses the co-production of tech-
nology, society, and politics and provides researchers with a framework within which 
to investigate how practitioners and institutions make sense of technological change. 
Sociotechnical imaginaries provide visions of the kinds of society that sociotechnical 
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change could bring into being; they shape what is thinkable and the practices through 
which actors perform their roles (Ruppert, 2018). Connected to social and technologi-
cal order, they are, therefore, often associated with state power and the selection of 
priorities, allocation of funds, and investment in material infrastructures (Jasanoff 
and Kim, 2009). Datafication lies at the heart of the future imaginary of the welfare 
state and guides and informs public administration reforms (Dencik and Kaun, 2020). 
The data-driven imaginary is built on the idea of fast and cheap data analysis, the pos-
sibility of gleaning data from entire populations, data speaking for itself, and agnostic 
algorithms that guarantee an impartial view from nowhere (Rieder and Simon, 2016). 
Such sociotechnical imaginaries include notions of proactive, rather than reactive, 
modes of governance. Datafication provides the public sector with a sense of being 
able to do more, better, faster, and more cheaply and is therefore perceived as a solu-
tion to the growing complexity of society and administration and as a tool to reduce 
uncertainty (Maciejewski, 2017; Strauß, 2015). The vast amounts of data in Nordic 
registries were into this overall sociotechnical imaginary of the public sector as a data 
gold mine (Tupasela et al., 2020).

The content and performativity of sociotechnical imaginaries of datafication has been 
discussed and assessed in a variety of ways in recent years (see, for example, Lehtiniemi 
and Ruckenstein, 2019; Tupasela et  al., 2020; Williamson, 2018). Although studying 
sociotechnical imaginaries themselves presents interesting insights into the wider origin 
and legitimation of data-driven technology in public administration, it provides little 
insight into the ways they reconfigure public administration and are themselves altered 
in concrete settings. Jasanoff and Kim (2015) therefore emphasize the need to investigate 
how sociotechnical imaginaries enter, are translated, and negotiated into assemblages of 
materiality, which this article intends to do.

Kitchin and Lauriault’s (2014) framework of the data assemblage holds the potential 
to advance this understanding further. This framework is intended to illuminate the con-
textual and situational forces that influence the way data systems are shaped, to gain a 
better appreciation of the work they do in the world (Kitchin, 2014: 24). Data assem-
blages consist of a variety of apparatuses (entwined and contingent parts of the larger 
system) and elements (see Table 1).

These elements work together to produce a data assemblage not only discursively but 
also materially. Deconstructing the assemblage of data-driven technology allows 
researchers to show that these technologies are value-laden, socially constructed entities 
influenced by a variety of technological, political, social, and economic apparatuses 
(Kitchin, 2017). In their analysis of datafied child welfare services, Redden et al. (2020) 
apply this framework and show how systems of thought, ownership structures, policy 
agendas, organizational practices, and legal frameworks influence the datafication of 
public administration. They use these influencing factors to point out the sociotechnical 
aspects of datafication and the value-ladenness of systems. The following analysis is an 
attempt to reframe this argument: rather than regarding the apparatuses presented by 
Kitchin and Lauriault (2014) only as value-laden influencing factors, this analysis 
attempts to regard them as possible mediators that constrain sociotechnical imaginaries 
and allow for reconfigurations as these become specific data assemblages. This builds on 
the idea advocated by Tanweer et al. (2016) and Redden and Grant (2020) to study points 
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of breakdown, where progress is stopped due to material and discursive limitations; these 
provide valuable insights and allow new imaginations and configurations of data assem-
blages to be developed. Bridging the concepts of sociotechnical imaginaries and data 
assemblages, this article shows how collectively held future visions are translated and 
negotiated into assemblages of materiality. This also creates the potential to find an ana-
lytical balance between problematizing general trends in society and emphasizing par-
ticular applications (Dencik et al., 2019). The sociotechnical imaginary of the data-driven 
society can be observed across both private and public institutions, but the apparatuses 
of data assemblages are highly context-dependent.

Researching public administration datafication

Machine learning, where algorithms are fed with big government data, is only one of the 
technologies associated with the datafication of public administration. This article uses 
this to illustrate the realization of sociotechnical imaginaries of data-driven public 
administration into specific data assemblages. Machine learning projects present an 
entry point into the data assemblage of data-driven technology; this article offers a con-
crete example of how such administrative reforms are (or are not) implemented.

Table 1.  The apparatus and elements of a data assemblage (Kitchin, 2014).

Apparatus Elements

Systems of thought Modes of thinking, philosophies, theories, models, 
ideologies, rationalities, etc..

Forms of knowledge Research texts, manuals, magazines, websites, experiences, 
word of mouth, chat forums, etc..

Finance Business models, investment, venture capital, grants, 
philanthropy, profit, etc..

Political economy Policy, tax regimes, public and political opinion, ethical 
considerations, etc..

Governmentalities and legalities Data standards, file formats, system requirements, 
protocols, regulations, laws, licensing, intellectual property 
regimes, etc..

Materialities and infrastructures Paper/pens, computers, digital devices, sensors, scanners, 
databases, networks, servers, etc..

Practices Techniques, ways of doing, learned behavior, scientific 
conventions, etc..

Organizations and institutions Archives, corporations, consultants, retailers, government 
agencies, universities, conferences, clubs and societies, 
committees and boards, communities of practice, etc..

Subjectivities and communities Of data producers, curators, managers, analysts, scientists, 
politicians, users, citizens, etc..

Places Laboratories, offices, field sites, data centers, etc., and their 
agglomerations

Marketplace For data, its derivates, analysist, analytical software, 
interpretations, etc..
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Kitchin (2017) and Dencik (2019) encourage research into specific datafication pro-
jects and their contexts. This article therefore employs an empirical research design con-
sisting of fieldwork, interviews, meeting observations, and document study. By law, the 
Norwegian public sector is required to provide access for researchers, which provides 
unique insight into its inner workings.1 Two data teams in two different public entities 
have been followed over 2 years, the Norwegian Labour and Welfare Administration 
(NAV) and the Norwegian Tax administration (SKATT). Neither entity relies on private 
sector competence, which further eases access to the field itself. Contact with the NAV 
team was established in 2017 and with SKATT at an AI fagforum meeting in 2018. As 
the progression of these projects is slow, the NAV team was followed from January 2018 
to May 2019 and the SKATT team from June 2019 to November 2019. This included five 
visits to each of these public entities, with each visit lasting 1 week or less. In total, the 
assembled data include 37 days of field notes, 17 interviews with key organizational 
actors and interviews with the data team, 16 meeting observations, 12 PowerPoint pres-
entations, and approximately 60 pages of strategic documents or internal documentation. 
Several check-in meetings were conducted after the initial field work to follow-up on the 
projects. To understand the wider foundations of the work more thoroughly, I also 
attended and observed several industry and public sector conferences in 2018 and 2019. 
At conferences, notes were taken both at presentations and reflecting informal discus-
sions among data team members. Key policy documents were analyzed: these included 
the digitalization strategy for the public sector, the Norwegian AI strategy, the concept 
selection study on sharing of data within the public sector, and mandate letters for the 
two organizations (2017–2019). An abductive analysis of the data material was con-
ducted (as described by Tavory and Timmermans, 2014), based on in-depth reading of 
literature, immersion in fieldwork, and subsequent coding in NVivo. The element of 
surprise—the fact that most observed datafication efforts seem to meet a variety of obsta-
cles along the way despite strong sociotechnical imaginaries—guided this research pro-
ject significantly.

Research site: the NAV data team

NAV is the largest Norwegian public agency and is at the forefront of an ongoing nationwide 
digital transformation. It is a public welfare agency that delivers over 60 benefits and ser-
vices, such as unemployment benefits and pensions. Operating under the Ministry of Labour, 
NAV has approximately 19,000 employees and manages approximately one-third of the 
overall state budget. NAV established a “big data”-laboratory in 2016, collecting a variety of 
actors from across the organization and exploring possibilities for big government data 
recirculation. The NAV data team resulted from this initiative, as part of the newly estab-
lished division for Data and Insight. This section is mandated to collect all environments that 
develop and manage data products in the organization and is placed within the IT depart-
ment. The NAV data team has now approximately 10 data workers from a variety of back-
grounds, including physics, political science, and data engineering. At the time of writing, 
NAV has no machine learning model in production (November 2020).

One of the major projects followed in the fieldwork was the “sickness benefit” pro-
ject. This project was established in 2018 and aims to have a first pilot in production by 
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December 2020. The project intends to predict the sickness absence of employees and 
give an indication for the necessity of an assessment meeting between a NAV case 
worker, the employee on sick leave, and the employer. The project has two full-time data 
team members and trains its models with sick leave certificates, using a boosting tree 
model. At this time, the final product is intended to be a decision support tool in the 
expert system for the case workers.

Research site: the SKATT data team

SKATT operates under the Ministry of Finance. Its main objective is to secure the fund-
ing of the welfare state through tax collection. It employs approximately 6500 people 
and has a variety of control and tax functions. The SKATT data group has a well-estab-
lished team of data analysists, having existed since the early 2000s. Its main tasks include 
both traditional data analysis and report production, and project-based recirculation of 
data. This team has 27 employees based in two locations, and most of these employees 
still work on traditional analysis. SKATT has seven models in production that can be 
classified as machine learning.

One of the main projects followed in the field is the value-added tax project (PSU 
project). This project was established around 2013, aiming to systemize and automate 
the selection of control cases in value-added tax reporting by companies. Initially a rule-
based engine (using if-then selection criteria) was employed in this process, but the 
organization’s control unit wished to further optimize this process. Machine learning was 
not within the initial mandate of the data team’s work but was explored along the way. 
The developed PSU model, a supervised machine learning model, is now one out of the 
seven working machine learning models in production within the agency. Based on his-
torical data, it risk-scores and sorts all incoming reports, which are then controlled by 
street-level bureaucrats. Controlled and resolved cases are then fed back into the machine 
learning model.

Constraining context: toward a data-driven Norwegian 
public administration

Although the Norwegian public sector is one of the most digitized in Europe and socio-
technical imaginaries are enacted widely, a recent general mapping shows that there are 
few data-driven technologies in production (Broomfield and Reutter, 2019). Both data 
teams observed in this study have struggled to develop and implement new data assem-
blages within their organizations. It therefore appears that the context of Norwegian 
public administration is one where sociotechnical imaginaries flourish within the organi-
zational discourse but where new data assemblages struggle to stabilize, despite the vast 
amounts of registry and case-work data on citizens. The following analysis reflects an 
attempt to deconstruct data-driven technology production and implementation within 
Norwegian public administration. It follows the sociotechnical imaginary from collec-
tively held visions of the future as they do or do not stabilize into concrete data assem-
blages. This analysis begins by presenting the policy and the strategy guiding the work 
of data teams; then it moves on to the organizational and institutional constraints that 
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provide the framework within which the data teams work, the legal and regulatory envi-
ronment for data utilization, the data infrastructure, and the practical aspects of imple-
menting machine learning. The apparatuses presented in the analysis do not offer an 
exhaustive list of obstacles that mediate data-driven technologies in the process of their 
production. They serve, however, as a starting point to engage with these administrative 
reforms, to better understand how future visions are negotiated and translated into public 
administration practices.

Policy and strategy

Sociotechnical imaginaries are often associated with the ways nation states and govern-
mental actors envision technological development and unfold their power to imagine, 
govern, and program technologies (Jasanoff and Kim, 2009). This is strongly evident in 
the field of public administration. Systems of thought and sociotechnical imaginaries 
about data-driven public administration are interwoven, manifested, circulated, and 
enacted in both national and multinational policy and strategy documents, as, for exam-
ple, shown in the introduction of the national AI strategy:

We know that Norway will be affected by an aging population, climate change and increased 
globalization, and that we must work smarter and more efficiently to maintain competitiveness 
and the level of welfare in the years to come. Digitalisation and new technology are the key to 
achieve this—and artificial intelligence will be central. (Ministry of Local Government and 
Modernisation, 2020)

The sociotechnical imaginary of public sector datafication in Norway promises to 
solve the problem of ineffective public administration. As do other countries, Norway 
supposedly faces a variety of future challenges, any of which might decrease the level of 
national welfare. These challenges include the downsizing of the oil sector, growing 
immigration, climate change, and globalization. Norwegian value creation in both public 
and private entities is deemed to be dependent on a thriving data-driven economy and 
government, according to policy documents. Datafication is thus regarded a common 
sense solution and part of the evolution of public administration. Public administration is 
concerned with the implementation of government policy and the administration and 
execution of public law. Policy documents, therefore, reduce sociotechnical imaginaries 
to actionable plans and focus areas.

Policy documents stress the tremendous unused potential in Norway’s data sources. 
Much emphasis is placed on the sharing and re-use of data in public administration and 
between public and private organizations. The sheer availability of data is expected to 
lead to new solutions and improved services. This vision of the future is increasingly 
influenced by the private sector propagating notions of technological progress and ben-
efit, as evident in a public spheres elsewhere (Hockenhull and Cohn, 2021). This could 
be observed in relation to the stakeholders consulted in policy production and the confer-
ences visited in the field work. The private sector regards data as a key value-creation 
opportunity. According to national policy, users of public services also experience the 
services provided by the public sector as bothersome. Data sharing is expected to enable 
new data practices and more effective and seamless public service.
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Policy documents are an important apparatus within the data assemblage, as they 
frame what and how data are used and recirculated (Kitchin, 2014). They provide public 
sector leadership with legitimation and a planning framework for the implementation of 
administrative reforms. Mandate letters, given to the public entities observed, shape the 
actual day-to-day work in the public entities. These are produced every year by the gov-
erning ministry and determine what the public entity is to work on through a 1-year 
period. They provide fiscal frameworks, priorities, expected results, and reporting 
requirements. The areas of special interest within these documents often define where 
the data teams will work and what kind of projects are initiated. Sickness benefit follow-
up, for example, has been key to several mandate letters.

Organizational scope

Organizations and institutions are key apparatuses of the data assemblage (Kitchin, 
2014). In addition to mandate letters, each of the organizations has detailed strategies 
which lay out long-term plans for the organization. These offer descriptions of how the 
organization is expected to operate in the future, echoing the sociotechnical imaginaries 
outlined at policy level and emphasizing the tremendous potential for effective change 
and the fear of missing out on a technological opportunity.

Technological developments can make the agency more efficient and free up resources for 
other tasks. [.  .  .] It is likely that several of the agency’s tasks over time, in whole or in part, will 
be replaced by smart ICT solutions. The Tax Administration must avoid ending up in a situation 
where the agency's systems and solutions become outdated and incompatible with the rapidly 
changing outside world. (Skatteetaten 2025, 2017)

The institutional framework of public administration, therefore, is an important factor 
shaping the data assemblage. Data teams act as executive agents of sociotechnical imagi-
naries within their organizations and play a key role in maintaining and circulating these 
imaginaries. Within a public sector organization, however, the data team’s influence is 
mediated by its assigned scope. Both of the data teams observed are relatively small 
compared to the size of their organizations. The teams are part of a larger effort to recir-
culate data with stakeholders across the whole organization. Meanwhile, the two teams 
are placed in different sections in their organizations. The SKATT data team is relatively 
well-established within the analysis department, having its origins in the data warehouse 
section established in the early 2000s. The NAV data team, however, was created recently 
and is part of the IT department. The placement of a data team and its size, in addition to 
its organizational constraints, limits what it can do. Tight connections to the IT depart-
ment ease the integration of systems into already existing digital infrastructure, as 
observed in NAV. At the same time, extensive experience curating, accessing, and ana-
lyzing data provide the SKATT data team with competence in the field of data analysis 
and existing data infrastructures.

Most datafication efforts and projects are led by the central core of public administra-
tion and are intended to be spread to lower levels. The public entities examined in this 
study differ in size, organization, and administrative scope. The NAV data team has a 
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wider administrative scope and a more fragmented and distributed organizational struc-
ture than the SKATT data team. This has complicated data access, due to differences in 
legal mandates between the municipal entities and the central level at NAV, according to 
member of the data team.

The financial apparatus of Norwegian public administration places great emphasis on 
project-based practices. Projects are mostly owned and ordered by other entities within 
the organization. Data teams are expected to deliver projects to these entities, which 
manage and decide how much to spend. As projects are time-limited, and data-driven 
efforts are often costly and regarded as long-term strategies by these organizations, sev-
eral projects were ‘‘put on ice’’ during the period of observation because they either 
lacked resources or were not prioritized by the project owner. The data teams do not initi-
ate projects by themselves, but instead are expected to act on “needs” identified by others 
within the organization. Surprisingly, both teams experienced little interest in data-driven 
technologies in their wider organizational environment. The SKATT team has struggled 
to identify possible future projects and, on multiple occasions, had to initiate an internal 
effort to find projects. The NAV data team spent its first months in existence presenting 
what machine learning is, and how it can be used, to a variety of actors within the organi-
zation. Both data teams highlighted that the so-called “need” for data-driven technology 
often needs to be produced by the data team together with the domain knowledge experts. 
Presentations about what data-driven technology is, and what it can help to accomplish, 
seemed to be a key activity for the circulation and enactment of sociotechnical imaginar-
ies. The data teams use significant resources to distribute and circulate these visions of 
desirable futures for data-driven public administration, building authenticity through 
pilot projects or success stories. This has been especially difficult for the NAV data team, 
as they do not yet have a success story of their own. As Hockenhull and Cohn (2021: 16) 
point out in their study on corporate sociotechnical imaginaries of datafication, these 
imaginaries work in complex ways, being both vacuous and productive. These authors 
use the notion of “hot air” to point out the way sociotechnical imaginaries can reinforce 
common sense notions of progress, using buzz words to create a rhetorical ethos and 
building authority through exemplars.

Overall frameworks for projects are decided on by the domain experts as project own-
ers. The framework of the sickness benefit project and its goals were assigned to the data 
team members, with the specific goal being to predict the necessity of assessment meet-
ings. What the data team members actually attempted to predict is whether a worker 
would be on sick leave for longer than 16 weeks, which according to subject matter 
experts indicates a need for follow-up. What can be done, and how, is therefore often 
quite restricted and rule-based and is not steered by data as such. As one of the data team 
members points out: “The 16 weeks are maybe not an ideal cut. But we make the best out 
of it” (NAV data team member).

The project-based organization of work also leads to a high degree of dependence on 
other actors and sections within the organization. The data teams’ progress, therefore, 
also depends on their ability to cooperate across the organization and to include key 
actors in their work: this includes subject matter experts, data managers, and legal staff. 
A key apparatus of the data assemblage is the form of knowledge itself. The public man-
date of NAV is often connected to relatively vulnerable situations in people’s lives, such 
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as unemployment, pensions, and illness; the organization therefore regards social work 
as a key form of knowledge. SKATT, on the contrary, regards accounting as its key form 
of knowledge, which is often connected to the practice of control.

Legal mandates

Legal frameworks are regarded as inhibiting the progress of datafication by data team 
members and have therefore received significant attention in recent policy documents. 
The translation and negotiation of sociotechnical imaginaries into material assemblages 
depends on an apparatus of governmentalities and legalities (Kitchin, 2014). Public 
administration represents the executive sphere of politics in modern democracies, and its 
realm of action is tied to some legal frameworks and mandates. In the Norwegian con-
text, the public administration act, the context specific NAV law, and the tax administra-
tion act are each central to how specific public services are regulated, encompassing 
everything from what services are provided to how they should be performed. The analy-
sis arising from this study clearly shows that mediation through law heavily influences 
new data assemblages in both data teams; this apparatus also manages to stop or delay 
most projects in these organizations.

“Legal assessments are a real show-stopper” (Project lead, SKATT). These data 
teams experience two main areas as especially challenging: (1) legal mandates that pro-
hibit the recirculation of data collected in one area of the public entity into other areas of 
practice, and (2) the lack of legal frameworks to regulate the linking of different data 
sources. This concerns both existing legal frameworks and the absence of frameworks. 
Where legal frameworks do not yet exist juridical decisions can be restrictive, stopping 
projects before they start or along the way. Legal staff in both organizations struggle with 
the concept of government data recirculation. For example, the SKATT data team repeat-
edly noted that the assessment of projects can be frustrating and unpredictable and, in 
some cases, is experienced as essentially random. Existing legal frameworks signifi-
cantly constrain projects in both data teams, for example, by excluding specific variables 
or datasets from use or analysis.

All data projects must be tied to a legal mandate, meaning that data teams and 
subject matter experts spend a significant amount of time identifying sections in the 
public administration act that can be connected to their projects, to legitimate the use 
of data-driven technology. In the case of the NAV sickness benefit project, the folket-
rygdloven, Chapter 8, § 8–7 a states that NAV must hold a meeting together with the 
sick employee, the employer, before the illness benefit reaches 26 weeks. This is unless 
a meeting is considered to be clearly unnecessary. Here, the sentence “considered to 
be clearly unnecessary” has been used to legitimize the whole project. The machine 
learning model is supposed to show what is “clearly unnecessary” by predicting cases 
that do not require follow-up. This decision was previously taken by the case worker 
responsible for sickness benefit follow-up, independent of any data analysis. It is now 
intended to be taken by case workers informed by the decision support tool the team 
has developed. As both the SKATT and NAV data teams point out, the legal mandates 
tied to control issues are often wider. It is therefore easier to get projects tied to con-
trol approved.
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Most machine learning work at SKATT begins with simple logistic regressions, as 
nearly all projects are built on already existing rule-based automated sorting. The 
Norwegian Public Administration Act clearly states that decisions must be explainable 
and transparent (Public Administration Act, 2021). The data teams therefore perceive 
that the range of methods allowed is small. Most of the models developed and discussed 
at the point of observation were decision tree models or advanced logistic regressions. 
Supervised machine learning is often chosen rather than complex deep learning or neural 
networks: the latter are not explainable and therefore cannot be used, even if they score 
higher for accuracy in the test data. The NAV data team, for example, has developed a 
neural network to analyze the text in the certificates but decided to stop as this would 
require further legal assessments. It is often not the coding work itself that is negotiated, 
but its outcomes and foundations. Both teams spent a significant amount of time assess-
ing the question of fairness in their machine learning models, asking questions, such as 
what is fairness in machine learning models in general? What kind of fairness measures 
should be used in which situation, and who can decide on this? The NAV team in particu-
lar has worked both methodologically and practically on this issue.

While the SKATT data team has obtained approval for several projects, the NAV 
data team has often been blocked in their work. Again, this may be connected to the 
nature of the work in NAV, which is often connected to vulnerable situations in the 
lives of citizens and is therefore regarded as more complex than taxation. The NAV 
data team has, therefore, initiated a project to standardize the overall process of impact 
assessment and juridical work. This data impact assessment contains a detailed descrip-
tion of the work processes and different phases of projects, in addition to risk descrip-
tions tied to different variables. It also attempts to assess the potential societal 
consequences of the system as a whole.

The most interesting aspect is the perception by both data teams of gaps in the legal 
frameworks governing their work. This was also connected to the fact that, although 
there is a significant body of regulations dealing with privacy issues, machine learning 
regulation has often been left to vaguer ethical guidelines. These guidelines, however, 
are not the core domain of legal staff in public administration in these organizations. 
Making decisions concerning what are good enough reasons to use data, where data 
can be combined, and what decisions can be influenced by machine learning is left to 
individual organizations and data team members. They, however, are not comfortable 
making these decisions, while questions of fairness or transparency are not resolved by 
clear guidelines.

Data and infrastructure

Data both limit and enable the work of the data teams observed in this study. Policymakers 
and public sector leaders see the availability of data as a key enabler and force within the 
sociotechnical imaginary of public administration. According to these data teams, how 
data can be used depend on access, quality, and the context within which the data are 
collected. Both teams have expressed their requirement for resources to make data 
machine learnable. Data thus are mutually constituted and bound together in a variety of 
practices (Kitchin, 2014).
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All policy and strategy documents examined for this study highlight the tremendous 
potential within the public sector’s gold mine of data. However, existing materialities 
and infrastructures have not been constructed with this in mind. The data infrastructure 
of both organizations is, therefore, currently being upgraded. Although their efforts differ 
in size and original impetus, both public entities envision a new data platform to ease 
data analysis and the re-circulation and use of existing data. A visionary in the NAV IT 
department used the metaphor of a self-serve buffet to describe their project, where data 
could easily be picked and combined by a variety of actors. These infrastructures are 
envisioned to replace traditional data warehouses in both organizations. Both envision 
data platforms as strategic goals for the future. The NAV data team was required to build 
their own data infrastructure to start their work, to realize a sociotechnical imaginary on 
their own. As projects often do not start with data, but are required to be connected to a 
need or problem and a legal mandate in the organization, data enter the scene after a 
variety of apparatuses are already arranged. What data are available, and in what quality, 
is often unclear to the data teams. How to access previously unused data or acquire suf-
ficient information on datasets is regarded by both data teams as difficult. Data are often 
not organized and curated for data analysis, in either organization. According to data 
team members, the data available in warehouses are often in aggregate form inadequate 
for machine learning purposes.

Mining public sector data is seldom a straightforward process. How much data can be 
put together depend on a variety of practical constraints. The sickness benefit project has 
spent nearly 2 years collecting and analyzing one data source: sick leave certificates. 
These have been produced by doctors around the country and submitted to NAV in vari-
ous formats. In addition, hospitals have still not digitized all sick leave certificates. 
Although this project intended to use other data sources, it had to halt such efforts: “This 
project is pragmatically driven. We do not have time to dig into more data right now. 
There are so many owners and sources” (NAV data team member). Aligning data sources 
and cleaning the data so they can be analyzed requires significant work. The data team 
also pointed out that they have received a lot of feedback from case workers on the data 
sources they currently use in their assessment of cases. These sources, however, cannot 
be accessed by the team, as they lie outside of their systems.

The SKATT and NAV data teams spend a significant amount of time “getting to 
know” the data before starting their analysis. This activity is connected to under-
standing how data have been collected and why, and includes an active dialogue 
between subject matter experts and the data team. Discovering the limitations of the 
data is regarded as highly important by the data team members. This is clearly in 
direct contrast to the expectations of fast and cheap data analysis, and whole-popu-
lation data, which feed the sociotechnical imaginary of datafied public services 
(Rieder and Simon, 2016).

Doing machine learning?

The data teams spend little time actual coding machine learning algorithms or training 
and testing models, as most of their time is spent determining organizational require-
ments, holding project meetings, acquiring data, managing data quality, performing legal 
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assessments, and discussing which model to use in both teams. “Building the actual 
machine learning models, is what takes the least time here (laughs)” (SKATT data team 
member). It is only at this point that the sociotechnical imaginary is finally realized into 
a specific working data assemblage, able to do work in the world (Kitchin and Lauriault, 
2014). To date, few machine learning models have been deployed in these organizations. 
Most new data assemblages remain within the data teams and have not yet managed to 
do work in the world. At the time of observation, SKATT had been able to deploy seven 
models, while NAV still has none.

The actual training and testing of models has not been observed in this project. 
Nevertheless, the outcome and content of choosing, training, and testing was discussed 
with data team members in both public entities. Training and testing machine learning 
models is often experienced as highly interesting for team members: “They love tinker-
ing with the models” (SKATT, team lead). The required accuracy level of machine learn-
ing models is decided on by the data team together with subject matter experts and legal 
staff. The sickness benefit project, for example, has decided that an 82% accuracy rate 
will be sufficient for the decision support tool. Again, a variety of subjectivities and com-
munities is involved in these negotiations.

The day-to-day reality that a lot of time is not spent on any form of direct data work 
could be experienced as bothersome by practitioners. The NAV data team in particular 
expressed severe frustration at times. The content of the practice of machine learning is 
itself contested; several members of the data teams argued that all of the other work also 
is part of their responsibility and cannot be disregarded. This quote shows exemplifies 
the variety of tasks of a data team member:

There were many processes to deal with and manual transfers of data and information. 
[.  .  .] The entire project consisted of many actors and it was our task to make this work. 
Client / management, tax assessment team, coordination team (management for the 
inspectors), project managers / analysts and controllers. In addition, one had to have an 
overview of the data flow in data warehouses and ask them to change their work routines. 
In other words, there was a lot of practical planning work. In addition, we were on tour to 
inform about the model and reassure the employees of what is going to happen. (SKATT, 
data team member)

Circulating and maintaining the sociotechnical imaginaries of data-driven public 
administration is regarded as equally important to actually building the data assemblage, 
at this point of time because the data teams depend on the acceptance of this future vision 
within their organizations. An analysis of presentations also shows how the data teams 
translate the dominant sociotechnical imaginaries developed by corporate and state 
actors into the context of public administration.

Interestingly, most data team members point out that machine learning or other pre-
dictive technologies may not be an appropriate solution to the problems they are assigned. 
The practice of machine learning, therefore, also includes the practice of understanding 
when machine learning is not the solution. In other words, data team members engage in 
negotiations concerning the extent and the boundaries of these sociotechnical imaginar-
ies in their day-to-day work.
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Discussion and conclusion: situating datafication

The datafication of public administration has been encouraged by both multinational and 
national policy and strategy documents for several years; the sociotechnical imaginaries 
related to this administrative reform have been circulated and been enacted in a variety 
of arenas. However, they largely represent visions of the future rather than any accom-
plished result. The context of Norwegian public administration prohibits a variety of 
datafication efforts. This situation is experienced as bothersome and frustrating by prac-
titioners, who have set out to realize the promise of data-driven public administration. 
This observed friction, however, offers valuable insights into the variety of apparatuses 
that frame the nature, operation, and work of this administrative reform (Kitchin and 
Lauriault, 2014). Such insights contribute to our understanding of how data-driven tech-
nologies can be governed, controlled, and held to account (Dencik, Hintz, et al., 2019). 
A growing body of literature testifies to the societal consequences of datafication and 
shows how data-driven technologies are socially constructed rather than neutral (Beer, 
2017; Kitchin, 2017; Redden et al., 2020). This article builds on the developing litera-
ture, reframing the apparatuses of the data assemblage by investigating how existing 
public administration apparatuses manage to constrain powerful future visions when 
actors attempt to translate and negotiate them into assemblages of materiality. This anal-
ysis demonstrates the rich observations made possible through situated, empirical studies 
on datafication in public administration in specific contexts, rather than attempting to 
make more abstract, general observations.

Sociotechnical imaginaries are contingent, multiple, and contested (Mager and 
Katzenbach, 2021). They often do not materialize in full, and not without interruption 
(Caplan et al., 2020). The data projects followed in this study are all intended to alter 
public administration but at the same time are themselves constrained by a variety of 
mediations. Structural and institutional constraints provide obstacles to the fulfillment of 
future visions of a data-driven society. While sociotechnical imaginaries clearly thrive in 
corporate discourse and policy, and within organizational discourse, the new data assem-
blages constructed by the data teams observed in this study remain highly unstable and 
demand immense resources (Hagendorff and Wezel, 2019). Practitioners are forced to 
constantly negotiate between existing apparatuses and broader future visions. The prom-
ise of a more effective and informed public administration is restricted by the technical, 
legal, organizational, methodological, and political constraints observed in these cases. 
Some of these constraints seem mundane at first but contribute to the mediation of socio-
technical imaginaries into small, often unstable, data assemblages. Datafication is always 
embedded into specific contexts, with structures, values, and conditions that are reflected 
in practice and thus already manage to mediate the power of data and algorithms.

The concept of the sociotechnical imaginary introduced in this research project offers an 
analytical tool to understand the nature and power of collectively held future visions, while 
the concept of the data assemblage directs our analytical attention toward the relational and 
contextual discursive and material practices shaping data-driven technologies. Currently, 
the constraints presented in this case study have prohibited the data teams from utilizing the 
vastly enhanced possibilities afforded by emerging technologies to understand, predict, and 
control the activities of citizens. At the same time, they also reduce the richness of 
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sociotechnical imaginaries, as can be observed in the narrow focus on control in projects. 
SKATT has a clear advantage when producing data-driven technology, as one of its main 
tasks is controlling, and public mandate is more clearly defined. Most constraints face 
contrary pressure from policymakers and other actors who work to maintain the sociotech-
nical imaginary and therefore aim to get rid of these obstacles. This has led, for example, 
to the idea of digitalization-friendly law, which is intended to enhance datafication (Plesner 
and Justesen, 2021). There is little reflection in the field on why these obstacles have been 
established in the first place. A deeper understanding of the interaction, interrelation, and 
negotiation between mediations is crucial to further develop the field of critical data and 
algorithm studies. To avoid oversimplified accounts of data-driven technology which are 
of little influence in this field of practice, research must take the variety of conditions of 
datafication into account (Moats and Seaver, 2019; O’Neil, 2016).

Data assemblages are not neutral and are influenced by a variety of apparatuses 
(Kitchin and Lauriault, 2014). Datafication may often be problematic, producing unin-
tended consequences in its entanglement with power and politics (Beer, 2017; Bucher, 
2018; Dencik and Kaun, 2020; Dencik, Hintz, et al., 2019). To understand datafication as 
more than a general, albeit substantial, shift in the organization of society requires us to 
situate it beyond Internet platforms. Data-driven technologies produced at the Google 
headquarters in Silicon Valley may differ substantially from monitoring systems in the 
Norwegian Tax administration. The critique of private sector datafication often seems to 
place society in passive or powerless positions, leaving little space for intervention and 
reification except after systems have already caused harm (Caplan et  al., 2020). This 
study’s approach avoids data-driven determinism, showing how policy, organizational 
structures, legal frameworks, subject matter experts, and existing data infrastructures are 
able to mediate datafication in significant ways. These constraints act as counterforces 
against dominant sociotechnical imaginaries strongly dominated by the private sector 
(Bareis and Katzenbach, 2021). The constraints laid out above provide us with an inter-
esting point of departure to engage reflexively and critically in datafication practices. In 
many cases, data-driven public administration still remains a future vision rather than 
being realized in stable data assemblages; this might provide us, as citizens, users, or 
researchers, with opportunities to alter these imaginaries prior to or even during their 
translation into new and effective data assemblages. An actionable critique of the phe-
nomenon might ask which limitations to interrogate and how these already existing con-
straints can and should be altered, and by whom. Further investigation will also require 
us to reflect more deeply on who is able to mediate them and who is not. The obstacles 
presented here can, therefore, act as points of entry to reconfigure the sociotechnical 
imaginary of data-driven public administration.
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Note

1.	 The research project had to constantly renegotiate access to the public entities and was heav-
ily inspired by Nick Seaver’s (2017) work on the ethnography of algorithmic systems. Here, 
Seaver argues to treat “access as a kind of texture, a resistance to knowledge that is omni-
present and not always the same.” The topics of ethics and unintended social consequences 
have become quite prominent in the public sector: this was used to legitimate access to work 
practices in this study. While this article is theoretically driven and intended to contribute to 
the field of critical data and algorithm studies, other parts of the research project included 
more practically oriented research outputs and popular science presentations to practitioners.
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