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SummaryThis dotoral thesis is onerned with two main subjets, namely path generationand motion ontrol of observation lass Remotely Operated Vehiles (ROVs).Both of them are examined with an emphasis on the motion ontrol problem. Theommon fous renders the subjets interrelated, although they an be investigatedseparately. Indeed, the investigation is arried out separately in the thesis.The �rst subjet dealt with is path generation. A path generation sheme on-erned with the generation of su�iently smooth position, veloity, and aeler-ation referenes, for guiding the motion of ROVs along purposefully pre-de�nedplanar and spatial urvature- and torsion-ontinuous paths omprised of retilin-ear and urvilinear parts, is proposed. The referenes are meant to be used in high-performane Motion Control Systems (MCSs) with trajetory traking and Dy-nami Positioning (DP) apabilities. Four Degrees-of-Freedom (DoFs) are simul-taneously onsidered, namely surge, sway, heave, and yaw. Steadier motion an beattained through the use of the referenes, whih: i) indue steadier hydrodynamie�ets, thereby induing less plant parameter variations; and ii) demand stead-ier thrust fores and moments from the propulsion system. Consequently, higheroverall motion auray an be attained, despite the hallenging operating ondi-tions underwater, while energy saving along the motion is favoured. Towards thisend, a Referene Model (RM) that synthesises ontinuous position, veloity, andaeleration referenes onerning a single DoF motion, either linear or angular, isinitially proposed. The RM synthesises suboptimal referenes with respet to thetime taken to omplete the motion under the ondition of onstrained aelerationand veloity. The ondition of suboptimality has harmless impliations in pratie.It is mostly a onsequene of the fat that the RM has to re�et the desired mo-tion spei�ations and the bandwidth limitations of the MCS being fed with thereferenes. The RM is easy to tune through its meaningful tuning parameters.Two versions of the RM are proposed: i) a basi version, whih guides motionunder the ondition that both the initial and the �nal values of the veloity andaeleration referenes are equal to zero; and ii) an extended version, whih guidesmotion under the ondition that the initial and �nal values of the veloity ref-erene an be di�erent from zero, whereas both the initial and the �nal valuesv



Summaryof the aeleration referene are equal to zero. Finally, the three referenes syn-thesised by the RM are used as the parametrisation of the group of referenesonerning multiple DoF motion whih is �rst and foremost the aim of the pro-posed path generation sheme. Even though the proposed sheme fouses only onthe (typially) fully-atuated ROVs, some of the presented ideas an be adaptedto be used as a means of also guiding the motion of (typially) underatuatedmarine rafts, e.g. ships and Autonomous Underwater Vehiles (AUVs), in pathfollowing motion ontrol appliations. The path planning problem is not in thesope of this work. The proposed RM and the proposed path generation shemeare two of the main ontributions found in this thesis. The mathematial devel-opment, as well as the experiments and simulations arried out, foused only onplanar urvature-ontinuous paths.The seond subjet dealt with is motion ontrol. An MCS dediated to ontrolobservation lass ROVs, whih are used to ondut automated (high-resolution)image-apturing missions, is proposed. The MCS essentially onsists in a model-based Multiple-Input-Multiple-Output (MIMO) output feedbak ontrol systemthat works in tandem with an open-loop guidane system. The MIMO outputfeedbak ontrol system is omprised of a MIMO Proportional-Integral-Derivative(PID) ontroller that works in ombination with a High-Gain State Observer(HGSO). The MIMO PID ontroller is aided by two additional ontrol laws: i)one that implements state feedbak linearisation of the plant dynamis; and ii)another that implements referene feedforward. An elementary thrust alloationalgorithm ompletes the proposed MCS. The MCS has DP and trajetory trakingapabilities. Suh apabilities enable the end-users of the ROV tehnology, e.g.marine arhaeologists, biologists, and geologists, to obtain sequential high-qualityimages at the proper pae to onstrut onsistent representations of objets andenvironments of interest. Four DoFs are ontrolled, namely surge, sway, heave,and yaw, whereas both remaining DoFs, namely roll and pith, are left unontrol-led under the argumentation that they are self-stable � metaentri stability �by the design of the ROVs. Stability and satisfatory traking performane are at-tainable through the use of suitable and su�iently smooth referene trajetories,e.g. those generated by the path generation sheme also proposed in this thesis, inspite of the presene of unmodelled plant dynamis, plant parameter variations,measurement errors and noise, and environmental disturbanes. Two other mainontributions found in this thesis are the Globally Exponentially Stable (GES)model-based MIMO output feedbak MCS, and the veri�ation of the hypothe-sis that an HGSO serves as an alternative to the benhmark Extended KalmanFilter (EKF) in the proposed MCS.Results from omputer simulations and full-sale sea trials, both based on theNTNU's ROV Minerva, are presented and disussed to support the developmentarried out in the thesis.vi
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Chapter 1Contributions and motivation1.1 IntrodutionThis thesis is onerned with two main subjets, namely path generation and mo-tion ontrol of observation lass Remotely Operated Vehiles (ROVs). Both sub-jets are examined with an emphasis on the motion ontrol problem. The ommonfous renders the subjets interrelated, although they an be investigated separ-ately. Indeed, the investigation is presented separately herein. The �rst subjet, apath generation sheme, is presented in Part II of the thesis. The seond subjet, aMotion Control System (MCS), is presented in Part III of the thesis.Results from omputer simulations and full-sale sea trials, both based on theNTNU's ROV Minerva, are presented and disussed to support the developmentarried out in both parts of the thesis.ROVs are underwater vehiles teleoperated from support vessels through um-bilial ables whih transmit power, ommands, and data. They have many ap-pliations in shallow, mid, and deep waters. Observation lass ROVs are smaller-sized vehiles whih are indispensable workhorses used worldwide as arriers ofimagery devies for industrial, researh, and military ativities. They an also per-form light-duty sampling and intervention tasks.1.2 Contributions and motivation1.2.1 Path generation shemeA path generation sheme onerned with the generation of su�iently smoothposition, veloity, and aeleration referenes, for guiding the motion of ROVsalong purposefully pre-de�ned planar and spatial urvature- and torsion-ontinu-ous (G2) paths omprised of retilinear and urvilinear parts, is proposed. The3



1. Contributions and motivationreferenes are meant to be used in high-performane MCSs with trajetory trak-ing and Dynami Positioning (DP) apabilities. Four Degrees-of-Freedom (DoFs)are simultaneously onsidered, namely surge, sway, heave, and yaw. Towards thisend, a Referene Model (RM) that synthesises position, veloity, and aelerationreferenes of lasses C2, C1, and C0, respetively, onerning a single DoF motion,either linear or angular, is initially proposed. The RM synthesises suboptimalreferenes with respet to the time taken to omplete the motion under the on-dition of onstrained aeleration and veloity. The RM is easy to tune throughits meaningful tuning parameters, whih re�et the desired motion spei�ationsand the bandwidth limitations of the MCS being fed with the referenes. Steadiermotion an be attained through the use of the referenes, whih indue steadierhydrodynami e�ets, thereby induing less plant parameter variations along themotion, and require steadier thrust fores and moments. Consequently, higheroverall motion auray an be attained, despite the hallenging operating on-ditions underwater, while energy saving along the motion is favoured. The twomain ontributions of Part II � the RM and the path generation sheme � arerespetively found in Chapter 3 and Chapter 4. Both are original ontributions.The main motivation for developing the RM was to develop another alterna-tive to the useful, yet simple, Filter-Based Referene Model (FBRM), in order toontribute to the development of the versatile MCS for ROVs that is arried out atNTNU under the ollaborative e�ort of the researh team headed up by Prof. As-geir J. Sørensen. The topi FBRM is super�ially revisited in Appendix B for theease of reading. The motivation for developing the path generation sheme amenaturally, as it is an extension of the previous objetive to multiple DoF motion.RMs are important building bloks of referene trajetory traking ontrol sys-tems in general but, however, not very muh published on their own sake. As ageneral rule when it omes to motion ontrol appliations, even when it is learlystated that an RM is used, little or no attention is given to details. This fat leavesit impliit that the RM is atually an FBRM, whih, although easy to implementin pratie, has major drawbaks. Improvements are possible at the ost of addingomplexity to the originally simple linear design, but the advantages of the im-provements are still limited. On the other hand, more sophistiated RMs are oftenused in the �elds of robotis and Computer Numeri Controlled (CNC) mahines.One more sophistiated designs are sought, it is possible to think about an overallimprovement, whih onern not only the motion auray, but also energy on-sumption and optimality.1.2.2 Motion ontrol systemAn MCS dediated to ontrol observation lass ROVs, whih are used to ondutautomated image-apturing missions, is proposed. The MCS essentially onsistsin a model-based Multiple-Input-Multiple-Output (MIMO) output feedbak on-4



1.3. List of publiationstrol system that works in tandem with an open-loop guidane system. The MIMOoutput feedbak ontrol system is omprised of a MIMO Proportional-Integral-Derivative (PID) ontroller that works in ombination with a High-Gain StateObserver (HGSO). The MIMO PID ontroller is aided by two additional ontrollaws: i) one that implements state feedbak linearisation of the plant dynamis;and ii) another that implements referene feedforward. An elementary thrust allo-ation algorithm ompletes the proposed MCS. The MCS has DP and trajetorytraking apabilities. Four DoFs are ontrolled, namely surge, sway, heave, andyaw, whereas both remaining DoFs, namely roll and pith, are left unontrolledunder the argumentation that they are self-stable � metaentri stability � bythe design of the ROVs. Stability and satisfatory traking performane are at-tainable through the use of suitable and su�iently smooth referene trajetories,e.g. those generated by the path generation sheme also proposed in this thesis, inspite of the presene of unmodelled plant dynamis, plant parameter variations,measurement errors and noise, and environmental disturbanes. The two mainontributions of Part III � the Globally Exponentially Stable (GES) model-basedMIMO output feedbak MCS and the veri�ation of the hypothesis that an HGSOserves as an alternative to the benhmark Extended Kalman Filter (EKF) in theproposed MCS � are onentrated in Chapter 8. Both are original ontributions.The motivation for developing the MCS was to ontribute to the developmentof the aforementioned NTNU's MCS. More spei�ally, the study of whether ornot an HGSO serves as an alternative to the benhmark EKF motivated the wholework that ulminated in the proposed MCS.1.3 List of publiationsBook hapter(s)
• A. J. Sørensen, F. Dukan, M. Ludvigsen, D. A. Fernandes, and M. Candeloro.Development of dynami positioning and traking system for the ROVMinerva.In G. N. Roberts and R. Sutton, editors, Further advanes in unmanned marinevehiles, volume 77 of IET Control Engineering Series, hapter 6, pages 113�128. IET � The Institution of Engineering and Tehnology, Stevenage, UK,2012.Journal paper(s)
• D. A. Fernandes, A. J. Sørensen, and D. C. Donha. Path generation for high-performane motion of ROVs based on a referene model. Modeling, Identi�-ation and Control, 36(2):81�101, April 2015a. 5



1. Contributions and motivation
• D. A. Fernandes, A. J. Sørensen, K. Y. Pettersen, and D. C. Donha. Out-put feedbak motion ontrol system for observation lass ROVs based on ahigh-gain state observer: theoretial and experimental results. IFAC ControlEngineering Pratie, 39:90�102, June 2015b.Conferene paper(s)
• D. A. Fernandes, A. J. Sørensen, and D. C. Donha. Full-sale sea trials of amotion ontrol system for ROVs based on a high-gain state observer. In IFACWC 2014 � South Afria, pages 5157�5162, August 2014.
• D. A. Fernandes, A. J. Sørensen, and D. C. Donha. Trajetory trakingmotion ontrol system for observation lass ROVs. In IFAC CAMS 2013� Japan, pages 251�256, September 2013.
• D. A. Fernandes, F. Dukan, and A. J. Sørensen. Referene model for highperformane and low energy onsumption motions. In IFAC NGCUV 2012 �Portugal, pages 217�222, April 2012.1.4 Thesis outlineThe subjet matter of this thesis is divided into three main parts plus four ap-pendies. Eah part is in turn subdivided into hapters.Part I is omprised of Chapter 1 only, whih introdues the problems dealtwith in the thesis, and presents the motivation to deal with them. Chapter 1 alsoprovides the reader with a list of publiations, whih indiates where nearly thetotality of the ontents of the thesis was �rst published, and a list of aronyms andabbreviations whih appear throughout the text.Part II is omprised of Chapters 2�5. It deals with the problem of generationof suitable and su�iently smooth referenes for guiding high-performane, fourDoF motion of observation lass ROVs along purposefully pre-de�ned planar andspatial urvature- and torsion-ontinuous paths in automated missions. The pathsare omprised of retilinear and urvilinear parts. The DoFs of interest are surge,sway, heave, and yaw. The referenes are meant to be employed in trajetorytraking and DP appliations. The proposed referene generation sheme buildsupon an RM that is initially proposed. Heneforward, the ontents of every hap-ter of Part II is given separately.Chapter 2 introdues the problem dealt with in Part II, presents the motiv-ation to deal with it, and presents a literature review.Chapter 3 proposes an RM that synthesises referenes for single DoF motion,either linear or angular, whose most notieable harateristis are: i) high overall6



1.5. List of aronyms and abbreviationsmotion auray an be attained, despite the hallenging operating onditions ofthe ROVs, sine less plant parameter variations are indued while moving; andii) steadier thrust fores and moments are demanded from the propulsion systemof the ROVs, whereupon energy saving is favoured while moving.Chapter 4 is devoted to the proposed referene generation sheme.Chapter 5 presents onluding remarks and provides a list of future works.Part III is omprised of Chapters 6�9. It is onerned with an MCS dediatedto ontrol the motion of observation lass ROVs whih are used to ondut auto-mated image-apturing missions. Four DoFs � surge, sway, heave, and yaw �are simultaneously ontrolled. The MCS onsists of a model-based MIMO outputfeedbak ontrol system, omprised of a MIMO PID ontroller, a pair of auxiliaryontrol laws, and an HGSO, that is fed by an open-loop guidane system. Hene-forward, the ontents of every hapter of Part III is given separately.Chapter 6 introdues the problem dealt with in Part III, presents the motiv-ation to deal with it, and presents a literature review.Chapter 7 presents the plant modelling, where espeial attention is drawn tothe hydrodynami e�ets.Chapter 8 is devoted to the proposed MCS.Chapter 9 presents onluding remarks and provides a list of future works.Appendix A furnishes some MATLABr-based ready-made implementationexamples regarding the RMs desribed within Part II.Appendix B touhes upon the subjet FBRM, whih is espeially relevant inthe ontext of Part II.Appendix C introdues the NTNU's ROV Minerva, whih served as the testplatform to the experiments and numerial simulations whih yielded the pra-tial and simulation results presented throughout the thesis. In addition, themathematial model of Minerva was instrumental in the synthesis of the ontrollaws and state observers arried out in Part III.Appendix D touhes upon some topis of interest in mathematis, whih arerelevant in the ontext of the subjets overed in this thesis. In partiular, theTustin's approximation method, whih provides reliable disrete-time approxima-tions of ontinuous-time dynamial systems, is onisely revisited in the appendix.Suh a method was instrumental in the MATLABr- and LabVIEWr-based im-plementation of the MCS proposed in Part III.1.5 List of aronyms and abbreviationsBF Body-FixedCB Centre of BuoyanyCG Centre of GravityCW Clokwise 7



1. Contributions and motivationDP Dynami PositioningGA(s) Geneti Algorithm(s)KF Kalman FilterLQ Linear-QuadratiRM(s) Referene Model(s)R/V Researh VesselSD Standard DeviationTF(s) Transfer Funtion(s)ACW AntilokwiseAUV(s) Autonomous Underwater Vehile(s)CNC Computer Numeri ControlledCPM Control Plant ModelDoF(s) Degree(s)-of-FreedomDVL Doppler Veloity LogEKF Extended Kalman FilterGES Globally Exponentially StableGNC Guidane, Navigation, and ControlIMU Inertial Measurement UnitKYP Kalman-Yakubovih-PopovLoS Line-of-SightLPF(s) Low-Pass Filter(s)LQG Linear-Quadrati GaussianLTI Linear Time InvariantLTR Loop Transfer ReoveryLTV Linear Time VaryingMCS(s) Motion Control System(s)MPC Model Preditive ControlNED North-East-DownNGC Navigation, Guidane, and ControlNTV Nonlinear Time VaryingPID Proportional-Integral-DerivativePPM Proess Plant ModelRMS Root-Mean-SquareROV(s) Remotely Operated Vehile(s)SO(N) Speial Orthogonal group of order N ∈ N |N > 1SPR Stritly Positive RealSS(N) Skew-Symmetri group of order N ∈ N |N > 1UAV(s) Unmanned Aerial Vehile(s)UUV(s) Unmanned Underwater Vehile(s)ZOH Zero-Order Hold8



1.5. List of aronyms and abbreviationsRIO ompat Reon�gurable Input/OutputFBRM(s) Filter-Based Referene Model(s)HGSO(s) High-Gain State Observer(s)ITAE Integral of Time multiplied by Absolute ErrorMEMS Miro-Eletro-Mehanial SystemMIMO Multiple-Input-Multiple-OutputMRAC Model Referene Adaptive ControlSISO Single-Input-Single-Output
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Chapter 2Introdution2.1 IntrodutionPart II of this thesis deals with the generation of su�iently smooth position,veloity, and aeleration referenes for guiding the motion of ROVs along pur-posefully pre-de�ned planar and spatial urvature- and torsion-ontinuous pathsin automated missions. Four DoFs are simultaneously onsidered, namely surge,sway, heave, and yaw (SNAME, 1950). Towards that end, an RM that synthe-sises referenes onerning a single DoF motion along a straight line path, in asuboptimal manner with regard to the time taken to traverse this type of path, isinitially proposed. Then, the referenes synthesised by the RM are used as the par-ametrisation of other referenes onerning multiple DoF motion along planar andspatial urvature- and torsion-ontinuous paths omprised of retilinear and urvi-linear parts. The generated referenes are meant to be used in high-performaneMCSs with trajetory traking and DP apabilities, e.g. Fernandes et al. (2015b),Omerdi et al. (2012), Sørensen et al. (2012), Caia (2006), and Hsu et al. (2000).The main ontributions found in this part of the thesis were also published inFernandes et al. (2015a) and Fernandes et al. (2012).Although Part II fouses on (typially) fully-atuated Unmanned UnderwaterVehiles (UUVs) suh as ROVs, some of the ideas presented herein an be adaptedto be used as a means of also guiding the motion of (typially) underatuated mar-ine rafts, e.g. ships and UUVs suh as Autonomous Underwater Vehiles (AUVs),in path following motion ontrol appliations. In partiular, the main geometrialproperty that underlies the path onstrution in this work � urvature and tor-sional ontinuities � is of relevane in path following appliations in general.Above all, this work is onerned with observation lass ROVs.Observation lass ROVs are indispensable workhorses used worldwide as ar-riers of imagery devies, e.g. ameras, eho sounders, hyperspetral imagers, and13



2. Introdutionsonars, for industrial, researh, and military ativities, e.g. inspetion, mapping,monitoring, surveillane, and survey. They an also perform light-duty interven-tion tasks. In essene, ROVs are typially vehiles with open-frame struturesteleoperated from support vessels through umbilial ables whih transmit power,ommands, and data. An example is the NTNU's ROV Minerva introdued inAppendix C. More information onerning observation lass ROVs is oniselyprovided in Setion 6.3 in Part III. The interested reader is referred to e.g. Christand Wernli (2014, 2007) for a omprehensive overage of the subjet. Results fromsimulations and full-sale sea trials, both based on Minerva, are presented anddisussed to support the development arried out in Part II.Granted that aurate motion ontrol is desirable regardless of the type ofautomated mission that is performed, and is a requirement when it omes toautomatially apturing usable images at the proper pae to onstrut onsistentrepresentations of objets or environments of interest, e.g. mapping mission, anMCS with trajetory traking and DP apabilities has to inorporate a guidane(sub)system apable of generating suitable and su�iently smooth referenes.Only referenes with these attributes an be satisfatorily traked (Sørensen, 2013;Fossen, 2011; Slotine and Li, 2005).Guidane is onerned with the transient motion behaviour assoiated with theahievement of the motion ontrol objetives (Fossen, 2011; Breivik and Fossen,2009), so that the mission spei�ations and the vehile dynamis are all simul-taneously observed. Furthermore, ollisions with stationary obstales are avoidedwhenever a ollision-free path is losely traked or followed. The path planningproblem, however, is not in the sope of this work. The reader is referred to Tsour-dos et al. (2011), Kavraki and LaValle (2008), Minguez et al. (2008), and LaValle(2006), when it omes to the path planning problem, where the latter provides athorough overage of the subjet. The former referene is onerned with oopera-tive path planning of Unmanned Aerial Vehiles (UAVs), whereas both middlereferenes address the robotis task of planning ollision-free motion.2.2 ObjetivesObjetive I. Propose an RM that guides steady single DoF motion in �nite timeand is easy to tune. Steadier motion an be attained through the use of refereneswhih indue steadier hydrodynami e�ets, thereby induing less plant parametervariations along the motion, and demand steadier thrust fores and momentsfrom the propulsion system. Consequently, higher overall motion auray an beattained, despite the hallenging operating onditions underwater, while energysaving along the motion is favoured. Easy tuning is ahieved through the use ofmeaningful tuning parameters, whih relate well to the motion spei�ations andthe vehile dynamis. The RM is desribed in Chapter 3.14



2.3. MotivationObjetive II. Propose a path generation sheme, also referred to as referenegeneration sheme, built upon the proposed RM, that guides steady multiple DoFmotion along purposefully pre-de�ned urvature- and torsion-ontinuous pathsformed by retilinear and urvilinear parts. Figure 2.1 depits a blok diagramthat illustrates how the path generation sheme builds upon the proposed RM.The path generation sheme is desribed in Chapter 4.
Figure 2.1: Blok diagram of the path generation sheme built upon the referenemodel.
2.3 MotivationThe motivation for developing the RM was to develop another alternative to theuseful, yet simple, FBRM found in e.g. Sørensen (2013) and Fossen (2011), in orderto ontribute to the development of the versatile MCS for ROVs that is arriedout at NTNU under the ollaborative e�ort of the researh team headed up byProf. Asgeir J. Sørensen (Dukan, 2014; Sørensen et al., 2012). The topi FBRM issuper�ially revisited in Appendix B for the ease of reading. The inspiration thatunderlies the development of the proposed RM ame from works on motion op-timisation for AUVs, e.g. Chyba et al. (2008) and Kumar et al. (2005), althoughthe present work does not neessarily seek to provide optimal referenes, and fromworks on referene generation for highly aurate CNC mahines, e.g. Huo andPoo (2012) and Matsubara et al. (2011). It is important to emphasise that the ref-erenes are generated in open-loop through an FBRM in Matsubara et al. (2011),whereas they are diretly synthesised by a omputer in Huo and Poo (2012). Thereferenes are generated likewise by the proposed RM, i.e. through diret om-puter synthesis.The motivation for developing the path generation sheme ame naturally, asit onsists in an extension of the previous objetive to multiple DoF motion. 15



2. Introdution2.4 Literature reviewNaeem et al. (2003) reviewed several guidane laws relevant to UUVs, with anemphasis on AUVs, and asserted that `the main problem in bringing autonomyto any vehile lies in the design of a suitable guidane law'. Breivik and Fossen(2009) arried out another survey of the same subjet keeping the emphasis onAUVs, but taking planar and spatial motion into aount. Among other onlu-sions, Naeem et al. (2003) stated that, `in pratie, Line-of-Sight (LoS) guidaneis the key element of all guidane systems', given that the losed-loop path follow-ing sheme suits best the needs when it omes to guiding underatuated vehiles.That work made evident the fat that the researh on guidane has historiallybeen fousing mainly on underatuated vehiles suh as missiles and airrafts,whose omplex guidane problems have been dealt with sine the World War II(Breivik and Fossen, 2009). An example of early MCS for UUVs based on theLoS guidane is the work by Healey and Lienard (1993). Improvements aiming atompensating for heading disturbanes aused by the sea urrent an be found ine.g. Aguiar and Pasoal (1997). Fossen and Pettersen (2014) proved that the equi-librium point of the proportional LoS guidane law by Healey and Lienard (1993)is Uniformly Semi-Globally Exponentially Stable (USGES). The work by Caharijaet al. (2014) aims at merging intuitive and theoretial perspetives of the integralLoS guidane for urrent ompensation problems of underatuated ships. Thetehnial hallenges underatuated vehiles impose on the referene generation,due to their non-holonomi kinemati onstraints (Aiardi et al., 2000; Egelandet al., 1996), justify the attention they have reeived. The LoS and LoS-basedguidane laws are still often employed to guide ROVs, e.g. Omerdi et al. (2012),Sørensen et al. (2012), and Caia (2006), due to their simpliity and ease ofimplementation (Breivik and Fossen, 2009; Naeem et al., 2003). An example ofLoS-based onjoint guidane and ontrol sheme that generates referene head-ing to steer an ROV towards the destination point employing a Lyapunov-basedalgorithm to ensure smoothness and onvergene is given by Caia et al. (1998).The approah was re�ned in Caia and Veruggio (2000). A similar MCS by Guoet al. (2003), oneived to ontrol the motion of AUVs, employs a sliding modefuzzy algorithm in plae of the Lyapunov-based algorithm. Dukan (2014) pro-posed a spatial LoS guidane strategy dediated to guide fully atuated ROVs.The interested reader is referred to Caharija (2014) and Lekkas (2014), and thereferenes therein, when it omes to more reent extensions regarding the LoSand LoS-based guidane laws for underatuated marine vehiles. Both latter ref-erenes also furnish good literature review on LoS and LoS-based guidane laws.There are relatively fewer publiations whih propose guidane shemes unrelatedto the LoS guidane. As an example, Børhaug et al. (2006) developed an opti-mal guidane sheme for ross-trak ontrol of UUVs that optimises the rate ofonvergene of the vehiles towards the referene paths, while keeping both the16



2.4. Literature reviewdesired ourse angle and the rate of turn bounded. Kim and Ura (2003) proposedan optimal guidane law that enables an AUV, subjet to the sea urrent, to reahthe terminal position under the minimum fuel onsumption. The guidane law isformulated as a two-point boundary value problem based on the Euler-Lagrangeequations. Other alternatives of integrated guidane and ontrol shemes an beobtained through the use of the so-alled manoeuvring theory, see e.g. Fossen(2011), Skjetne (2005), Skjetne et al. (2004a), Enarnação and Pasoal (2001a),Enarnação and Pasoal (2001b), Enarnação and Pasoal (2001), Hauser andHindman (1995), and the referenes therein. The manoeuvring problem involvesperforming two tasks, namely a geometri task and a dynami task. The geometritask onsists in onverging to, and then following, a referene path, whereas thedynami task onsists in satisfying a dynami behaviour along the referene path(Fossen, 2011; Skjetne, 2005). The tasks do not have to be performed simultan-eously, and the geometri one has higher priority. It ensures that at least pathfollowing is performed when trajetory traking annot be performed due to inher-ent limitations of the losed-loop system, e.g. unstable zero dynamis, exogenousdisturbanes, et. (Skjetne, 2005). Trajetory traking is a speial ase of the man-oeuvring problem, where both tasks have to be performed simultaneously. Thereare some similarities and subjet overlap � e.g. path generation and path par-ametrisation � between the manoeuvring theory and the path generation shemedealt with in Part II of this thesis.ROV-based missions neither typially need high autonomy levels, nor pres-ent tehnial hallenges with respet to non-holonomi onstraints. On the otherhand, repetitive missions, and missions whih require aurate motion ontrol,laim some degree of automation. Furthermore, ROV pilots may feel exhaustedand less attentive during long-lasting missions, and these fators may lead toriskier and more expensive missions. The reader is referred to Dukan (2014),Vasilijevi¢ et al. (2013), Ho et al. (2011), Hsu et al. (2000), Pioh et al. (1997),and Yoerger et al. (1986) for disussions about the omplexity of the ROV pilot-ing task and the hallenges it entails. Experiened pilots have a�rmed that everyontribution towards automating ROV-based missions is e�etive not only ininreasing the overall motion ontrol auray level, but also in improving theglobal mission performane (Hsu et al., 2000). Assisted joystik ontrol (Dukan,2014; Dukan and Sørensen, 2012), also known as joystik in losed-loop ontrol,partially ompensates for dynamial and environmental motion disturbanes, inorder for the pilot to more easily guide an ROV based on the typially rela-tively poor visual feedbak of position and veloity that haraterises the motionontrol with a human being in the loop. Unassisted joystik ontrol, with auto-mati heading and depth ontrol, is urrently the most ommon on�guration ofthe ommerially available ROVs (Christ and Wernli, 2014, 2007). Fully-atuatedROVs permit high-performane motion ontrol to be exerised through traje-tory traking and DP. A olletion of guidane tehniques, ranging from open-17



2. Introdutionloop FBRMs to losed-loop optimisation-based referene generators, suitable forguiding the motion of fully-atuated UUVs an be found in Fossen (2011) and inthe referenes therein. The simplest, yet e�etive, tehnique onsists of an FBRMbuilt upon a 2nd- or 3rd-order Low-Pass Filter (LPF) Transfer Funtion (TF),see Appendix B. It an be easily implemented and modi�ed, and runs fast, evenin a digital omputer with modest hardware. Its main drawbak lies in its lin-earity, beause, for any �xed tuning, the generated veloities and aelerationsare linearly proportional to the distanes to be overed (Fernandes et al., 2012;Fossen, 2011). Fossen (2011) presents alternatives to partially remedy the prob-lem. Some of them are revisited in Appendix B. Linear FBRMs stem from theModel Referene Adaptive Control (MRAC) tehnique (Landau, 1974), and areommonly employed in trajetory traking ontrol systems to improve the losed-loop transient response (Åström and Hägglund, 2011; Slotine and Li, 2005).
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Chapter 3Referene model3.1 IntrodutionThe proposed RM synthesises position, veloity, and aeleration referenes oflasses C2, C1, and C0, respetively, for guiding a single DoF motion, either linearor angular, in a suboptimal manner with regard to time. The di�erentiability lass
Cn, n ∈ N, denotes a funtion whose n-th derivative with respet to time existsand is ontinuous on the domain of de�nition of the funtion. The ondition ofsuboptimality has harmless impliations in pratie. It is mostly a onsequene ofthe fat that the RM has to re�et the onstraints assoiated with the dynamisof the guided ROV, e.g. limited aeleration and veloity. This point beomeslearer when the shapes of the referenes synthesised by the RM, seen in e.g. Fig-ure 3.2, are ompared with the shapes of the (theoretial) optimal urves shownand disussed in Setion 3.2. The maximum � or minimum, depending on themotion diretion � synthesised veloity is kept for the longest time span possible,as shown in Figure 3.2. Suh veloity regime is intended to:
• indue steadier hydrodynami e�ets, thereby induing less plant parametervariations;
• indue high overall motion auray despite the hallenging operating on-ditions the marine vessels are subjet to;
• demand steadier thrust fores and moment from the propulsion system,thereby promoting energy saving.These fators together favour the attainment of small referene traking errors.In ases where adaptive ontrollers/observers are used, these fators also providemore favourable onditions for them to (faster and more robustly) estimate andope with unknown plant parameter variations and urrent-generated perturb-ations. Furthermore, the proposed RM is tuned through meaningful parameters.19



3. Referene modelThe RM generates referenes via diret omputer synthesis, similarly to Huoand Poo (2012). Thus, repeatability, �nite onvergene time, and failitated inter-ation with the referenes while they are being synthesised, e.g. starting, pausing,resuming, and aborting, an be ahieved. The shapes of the synthesised refereneskeep muh resemblane with those onsidered better in Kumar et al. (2005). Bothited referenes, among others, served as the inspiration for the development ofthe proposed RM. Chek Setion 2.3 for details.The basi version of the RM desribed in Setion 3.3 serves as the basis forthe desription of an extended version found in Setion 3.4.3.2 Optimal urve shapesFigure 3.1 shows the shapes of the optimal aeleration, veloity, and positionurves along a straight line path whih is to be traversed under the ondition ofonstrained aeleration and veloity. The veloity urve is optimal in the sensethat it yields the shortest travelling time Tmin := t3 − t0 [s] between both path'sextremities, whih are separated by the distane d ∈ R>0 [m]. The path is to betraversed under the additional onstraints: i) a(t0) = v(t0) = p(t0) = 0; and ii)
a(t3) = v(t3) = 0 and p(t3) = d. Symmetry between the maximum aelerationand deeleration is assumed for the sake of simpliity without loss of generality.Let these maximum values be equal to ±amax, where amax ∈ R>0 [m/s

2]. Let, inaddition, the maximum veloity be equal to vmax ∈ R>0 [m/s]. It is immediateto verify the laim that v(t) is optimal by realising that for any funtion a′(t) :
T → R, where a′(t) is a ontinuous funtion de�ned on the ompat set T ⊂ R |
T := {t ∈ R | t ∈ [t0, t3]}, suh that |a′(t)| < |a(t)|, the result
p′(t0, t3) =

∫ t3

t0

(∫ t3

t0

a′(t) dt

)
dt = d′ < d (3.1)is obtained. Hene, travelling times greater than Tmin are needed to eventuallyover the entire distane d.It is worth knowing that

a(t) := amax (H(t− t0)−H(t− t1)−H(t− t2) + H(t− t3)) (3.2)where H(·) is the unit step funtion, see Appendix D for details, whereupon
p(t0, t1, t2, t3) =

∫ t3

t0

(∫ t3

t0

a(t) dt

)
dt

=
amax

2

(
(t3 − t0)

2
− (t3 − t1)

2
− (t3 − t2)

2
)
= d

(3.3)This laim an be alternatively formulated and proved in the framework ofthe alulus of variations (van Brunt, 2004; Forsyth, 1960).20



3.2. Optimal urve shapes

Figure 3.1: Optimal urve shapes.

Figure 3.2: Shapes of the referenes synthesised by the referene model.
21



3. Referene model3.3 Desription of the basi versionThe referenes are parameterised by the parameter time t ∈ R>0 [s]. They aresynthesised through a ombination of funtions distributed into four onseutivephases, as seen in Figure 3.2, where eah funtion is ative only during a ertainamount of time, suh that
a(t) := a1(t) + a2(t) + a3(t) + a4(t) (3.4)
v(t) := v1(t) + v2(t) + v3(t) + v4(t) (3.5)
p(t) := p1(t) + p2(t) + p3(t) + p4(t) (3.6)where a(t) [m/s2], v(t) [m/s], and p(t) [m] denote the aeleration, veloity, andposition referenes, respetively. The subsripts `1' through `4' identify the phases.Every phase is separately desribed in Subsetions 3.3.1�3.3.4. The required pre-omputations are introdued in Subsetion 3.3.5. Eah tuning parameter is ex-plained on the spot where it is mentioned for the �rst time. Table 3.1 olletsand summarises all tuning parameters in advane, inluding those related only tothe extended version found in Setion 3.4. They are divided into two ategories.One ategory inludes the tuning parameters whih are frequently readjusted tosatisfy the appliation needs � the �rst six table entries. The third and fourthtuning parameters, i.e. Vi and Vf , are meaningless when it omes to the basiversion of the RM. The seond ategory inludes the last four table entries. Thesetuning parameters hardly ever require readjustments, one they are satisfatorilytuned for a partiular use with a spei� ROV.Table 3.1: Tuning parameters of the referene modelParameter Desription Unit

L Path length (straight line) [m]
Vd Desired ruise veloity [m/s]
Vi Desired initial veloity (Extended version only) [m/s]
Vf Desired �nal veloity (Extended version only) [m/s]
Ta Desired minimum time to reah Vd [s]
Td Desired minimum time to stop from Vd [s]

ǫL Minimum fration of L to be traversed at vm [−]
θa Funtion swithing threshold [−]
θd Funtion swithing threshold [−]
θ0 Funtion swithing threshold [−]22



3.3. Desription of the basi versionRemark 3.1. A linear motion has been hosen to be used in the explanationgiven throughout Setion 3.3, without loss of generality. Should an angular motionbe guided, it is enough to onsider L in `rad' or `◦' (degree), and Vd in `rad/s' or`◦/s', in Table 3.1.3.3.1 First phase: the aeleration phaseThis phase is haraterised by the modulus of the veloity referene inreasingfrom zero to virtually the maximum value, see Figure 3.2. The phase is split intotwo subphases in whih the modulus of the aeleration referene �rstly inreasesfrom zero to virtually the maximum absolute aeleration, and thene dereasesto virtually zero again. In this phase, the referenes are de�ned as
a1(t) := am f11(t) h11(t) + am f12(t) h12(t) (3.7)
v1(t) := am ((t− t0)− τ11 f11(t)) h11(t) + vm (1− (1 − θa) f12(t)) h12(t) (3.8)
p1(t) := am ((t− t0)

2/2− τ11 (t− t0) + τ211 f11(t)) h11(t)

+ (P1 + vm ((t− t1)− (1− θa) τ12 (1− f12(t)))) h12(t)
(3.9)where am ∈ R [m/s2] is the maximum � or minimum, depending on the mo-tion diretion � aeleration, vm ∈ R [m/s] is the maximum � or minimum,depending on the motion diretion � veloity, τ11, τ12 ∈ R>0 [s] are time on-stants respetively assoiated with the 1st and 2nd subphases, t0 ∈ R>0 [s] is theinstant at whih this phase begins, and t1 ∈ R>0 | t1 > t0 [s] is the instant atwhih the 2nd subphase begins, when the veloity referene reahes the thresh-old v1(t1) = vm θa [m/s], where θa ∈ R | θa ∈ [0.6, 1) is the tuning parameter (seeTable 3.1) that de�nes the fration of vm at whih the veloity referene startsgetting bent as it proeeds towards vm. Lastly, P1 ∈ R |P1 := p1(t

−
1 ) [m], where

t−1 denotes tր t1, i.e. parameter t tending to t1 from the left. The expressions of
am, vm, τ11, τ12, t1, and P1 are given in Subsetion 3.3.5. The auxiliary funtions
f11(t) and f12(t) are de�ned as
f11(t) := 1− exp(−(t− t0)/τ11) (3.10)
f12(t) := exp(−(t− t1)/τ12) (3.11)It is worthwhile to realise that (3.10)�(3.11) an virtually make limt→t1 a1(t) =
am [m/s2], i.e. virtually render (3.7) ontinuous. The funtions h11(t) and h12(t),whih are the harateristi funtions of the half-losed �nite intervals [t0, t1) and
[t1, t2), respetively, are de�ned as
h11(t) :=H(t− t0)−H(t− t1) (3.12)23



3. Referene model
h12(t) :=H(t− t1)−H(t− t2) (3.13)where H(·) is the unit step funtion, see Appendix D for details, and t2 ∈ R>0 | t2
> t1 [s] is the instant at whih this phase ends, when the aeleration referenereahes the threshold a1(t

−
2 ) := θ0 am, beyond whih the aeleration referenevirtually vanishes, where t−2 denotes t ր t2, i.e. parameter t tending to t2 fromthe left, and θ0 ∈ R>0 | θ0 ≪ 1 is another tuning parameter (see Table 3.1), whihis disussed within the next subsubsetion. The expression of t2 is furnished inSubsetion 3.3.5.3.3.2 Seond phase: the onstant veloity phaseThis phase is haraterised by the (onstant) ruise veloity vm, see Figure 3.2.In this phase, the referenes are de�ned as

a2(t) := 0 h2(t) (3.14)
v2(t) := vm h2(t) (3.15)
p2(t) := (P2 + vm (t− t2)) h2(t) (3.16)where P2 ∈ R |P2 := p1(t

−
2 ) [m]. The expression of P2 is furnished in Subsetion3.3.5. The funtion h2(t), whih is the harateristi funtion of the half-losed�nite interval [t2, t3), is de�ned as

h2(t) :=H(t− t2)−H(t− t3) (3.17)Remark 3.2. Every referene undergoes a step disontinuity of negligibly smallmagnitude at the transition from the 1st phase to the 2nd phase due to the pres-ene of the exponential funtion in (3.11). The lesser θ0, the lesser the magnitudesof the step disontinuities. On the other hand, the lesser θ0, the longer the 1stphase lasts, hene ausing the ruise veloity vm to be redued. For instane,if θ0 = exp(−7) and am = 1m/s2, then a(t2) undergoes a step of magnitude
|θ0 am| < 9.12× 10−4m/s2 (< 0.1%). Likewise, if vm = 1m/s, then v(t2) under-goes a step of magnitude (1− θa) θ0 vm < 9.12× 10−4m/s (< 0.1%). Likewise, if
τ12 = 1 s, then p(t2) undergoes a step of magnitude (1−θa) θ0 τ12 < 9.12×10−4m.If θ0 = exp(−11.11) ≈ 1.5 × 10−5 instead, whereas all other values are kept thesame as before, the step disontinuities would virtually disappear in the fae ofquantisation (Åström and Wittenmark, 1997), if the RM was implemented ina 16-bit digital system, given that 2−16 ≈ 1.53 × 10−5 yields the resolution of
≈ 0.0015%. Therefore, in this work, it is de�ned that exp(−13) 6 θ0 6 exp(−7).24



3.3. Desription of the basi version3.3.3 Third phase: the deeleration phaseThis phase is haraterised by the modulus of the veloity referene dereasingfrom the maximum value, i.e. |vm|, to virtually zero, see Figure 3.2. The phase issplit into two subphases in whih the modulus of the aeleration referene �rstlyinreases from zero to virtually the maximum absolute deeleration, and thenedereases to virtually zero again. In this phase, the referenes are de�ned as
a3(t) := dm f31(t) h31(t) + dm f32(t) h32(t) (3.18)
v3(t) := (vm + dm ((t− t3)− τ31 f31(t))) h31(t) + vm θd f32(t) h32(t) (3.19)
p3(t) := dm ((t− t3)

2/2− τ31 (t− t3) + τ231 f31(t)) h31(t)

+ (P3 + vm (t− t3)) h31(t) + (P4 + vm θd τ32 (1 − f32(t))) h32(t)
(3.20)where dm ∈ R [m/s2] is the maximum � or minimum, depending on the motiondiretion � deeleration, τ31, τ32 ∈ R>0 [s] are time onstants respetively assoi-ated with the 1st and 2nd subphases, t3 ∈ R>0 | t3 > t2 [s] is the instant at whihthis phase begins, t4 ∈ R>0 | t4 > t3 [s] is the instant at whih the 2nd subphasebegins, when the veloity referene reahes the threshold v3(t4) = vm θd [m/s],where θd ∈ R | θd ∈ (0, 0.4] is the tuning parameter (see Table 3.1) that de�nesthe fration of vm at whih the veloity referene starts getting bent as it proeedstowards zero. Lastly, P3 ∈ R |P3 := p2(t

−
3 ) [m], where t−3 denotes t ր t3, i.e. par-ameter t tending to t3 from the left, and P4 ∈ R |P4 := p3(t

−
4 ) [m], where t−4denotes t ր t4, i.e. parameter t tending to t4 from the left. The expressionsof dm, τ31, τ32, t3, t4, P3, and P4 are given in Subsetion 3.3.5. The auxiliaryfuntions f31(t) and f32(t) are de�ned as

f31(t) := 1− exp(−(t− t3)/τ31) (3.21)
f32(t) := exp(−(t− t4)/τ32) (3.22)It is worthwhile to realise that (3.21)�(3.22) an virtually make limt→t4 a3(t) =
dm [m/s2], i.e. virtually render (3.18) ontinuous. The funtions h31(t) and h32(t),whih are the harateristi funtions of the half-losed �nite intervals [t3, t4) and
[t4, t5), respetively, are de�ned as
h31(t) :=H(t− t3)−H(t− t4) (3.23)
h32(t) :=H(t− t4)−H(t− t5) (3.24)25



3. Referene model3.3.4 Fourth phase: the onstant position phaseThis phase is haraterised by the onstant position referene, see Figure 3.2. Inthis phase, the referenes are de�ned as
a4(t) := 0 h4(t) (3.25)
v4(t) := 0 h4(t) (3.26)
p4(t) := sgn(vm)L h4(t) (3.27)where L ∈ R>0 [m] is the tuning parameter (see Table 3.1) that de�nes the(straight line) path length. The funtion h4(t), whih is the harateristi funtionof the losed semi-in�nite interval [t5,∞), is de�ned as
h4(t) :=H(t− t5) (3.28)Remark 3.3. Every referene undergoes another step disontinuity of negligiblysmall magnitude at the transition from the 3rd phase to the 4th phase due to thepresene of the exponential funtion in (3.22).3.3.5 Pre-omputationLet the time ratio rT ∈ R>0 be de�ned as
rT :=Ta/Td (3.29)where Ta ∈ R>0 [s] is the tuning parameter (see Table 3.1) that de�nes the desiredminimum time to reah Vd ∈ R \ {0} [m/s], whih is the tuning parameter (seeTable 3.1) that de�nes the desired ruise veloity, and Td ∈ R>0 [s] is the tuningparameter (see Table 3.1) that de�nes the desired minimum time to stop mov-ing from Vd. These parameters translate the desired maximum � or minimum,depending on the motion diretion � aeleration and deeleration through thediret relations `Vd/Ta' and `−Vd/Td', respetively.Let the auxiliary onstants κa, κd ∈ R>0 be de�ned as
κa :=

θ2a ((ξa − exp(−ξa))
2 − 2 (ξa − 1))

2 (ξa − 1)2

− (1 − θa)
2 (1− θ0)− (1 − θa) ln(θ0)

(3.30)
κd :=−

(1− θd)
2(ξd − exp(−ξd))

2

2 (ξd − 1)2
+ θ2d (1− θ0)

+
(1− θd)

2 + (1− θd)(ξd − exp(−ξd))

ξd − 1

(3.31)26



3.3. Desription of the basi versionwhere ξa, ξd ∈ R>0 are onstants. The greater ξa and ξd, the steeper the slopesof the referenes during the 1st subphases of the 1st and 3rd phases, respetively,sine these onstants diretly in�uene the time onstants de�ned in (3.38) and(3.40) ahead. Even though ξa and ξd are not primarily designed to be tuningparameters, it an be useful to be able to hange their values. Hene, it is de�nedthat 10 6 ξa, ξd 6 15 in this work.Then, the andidate absolute value vc ∈ R>0 [m/s] for the ruise veloity isde�ned as
vc :=

√
L

(
1−min{ǫL, 0.1}

κa rT + κd

)
|Vd|

Td
(3.32)where ǫL ∈ R>0 | ǫL < 0.1 is the tuning parameter (see Table 3.1) that de�nesthe minimum fration of the path length L that is to be traversed at the ruiseveloity vm, whih is de�ned as

vm := sgn(Vd)min{vc, |Vd|} (3.33)The adjusted minimum time to stop moving from vm, i.e. td ∈ R>0 [s], andthe adjusted minimum time to reah vm, i.e. ta ∈ R>0 [s], are de�ned as
td := (vm/Vd)Td (3.34)
ta := rT td (3.35)The maximum � or minimum � aeleration and deeleration are de�ned as
am := vm/ta (3.36)
dm :=−(vm/td) (3.37)The time onstants τ11 through τ32 are de�ned as
τ11 := θa ta/(ξa − 1) (3.38)
τ12 := (1 − θa) ta (3.39)
τ31 := (1 − θd) td/(ξd − 1) (3.40)
τ32 := θd td (3.41)The auxiliary time instants Ti ∈ R>0 [s], i ∈ {1, 2, 3, 4, 5}, where Ti := t−i , arede�ned as
T1 := ξa τ11 (3.42)
T2 :=−τ12 ln(θ0) (3.43)27



3. Referene model
T3 := |L/vm| − (κa ta + κd td) (3.44)
T4 := ξd τ31 (3.45)
T5 :=−τ32 ln(θ0) (3.46)suh that the funtion swithing time instants ti, i ∈ {1, 2, 3, 4, 5}, are onseu-tively de�ned, with respet to the initial instant t0, as
ti :=Ti + t(i−1) (3.47)Finally, the positions Pi, i ∈ {1, 2, 3, 4}, are respetively de�ned as
P1 := am (T 2

1 /2− τ11 T1 + τ211 (1 − exp(−ξa))) (3.48)
P2 :=P1 + vm (T2 − (1− θa) τ12 (1− θ0)) (3.49)
P3 :=P2 + vm T3 (3.50)
P4 :=P3 + vm T4 + dm (T 2

4 /2− τ31 T4 + τ231 (1− exp(−ξd))) (3.51)where the relation T1/τ11 = ξa, whih is used in (3.48), stems from (3.42), therelation T2/τ12 = − ln(θ0), whih is used in (3.49), stems from (3.43), and therelation T4/τ31 = ξd, whih is used in (3.51), stems from (3.45).3.3.6 Implementation examplesSripts A.1�A.2 in Appendix A furnish ready-made implementation examples ofthe basi version of the RM. The examples are oded in MATLABr and an easilybe onverted to other programming languages, e.g. LabVIEWr, C++, and C#.3.3.7 Results from full-sale sea trialsThis subsetion presents seleted results from two full-sale sea trials based on theROV Minerva, see Appendix C. The experiments were arried out in Trondheims-fjorden, Norway, in Otober, 2011. The four DoF MCS used to arry out theexperiments was that reported in Sørensen et al. (2012) � essentially an outputfeedbak ontrol system omprised of a PID ontroller and an EKF �, with theguidane system running the algorithm of the basi version of the RM reported inFernandes et al. (2012). The MCS was implemented on a ompat Reon�gurableInput/Output (RIO) module, and programmed via LabVIEWr for MirosoftWindows, both by National Instruments. The MCS ran at the onstant samplingfrequeny of 5Hz � sampling period of 200ms.28



3.3. Desription of the basi versionBoth experiments onsisted in a 50m-long surge motion along a straight lineheading northwards from the loal origin of the North-East-Down (NED) refer-ene frame. This fat implied that ψd(t) = 0◦, whereupon J(ψd(t)) = I4 in (4.2),where I4 ∈ R4×4 is an identity matrix, ηd = [ p(t), 0, 0, 0 ]T � vetor of desiredposition and heading in the NED frame �, νd = [ v(t), 0, 0, 0 ]
T � vetor of de-sired linear and angular veloities in the Body-Fixed (BF) referene frame �,and ν̇d = [ a(t), 0, 0, 0 ]

T � vetor of desired linear and angular aelerations inthe BF frame � in (4.1)�(4.4), respetively. Detailed information on ηd, νd, and
ν̇d is given in Setion 4.1, where referene generation for multiple DoF motion istreated separately. The �rst experiment foused on the proposed RM. The seondexperiment onsisted in a simple omparison of performane and energy onsump-tion along the motion. Regarding the latter experiment, the same movement wasrepeated twie, in the same diretion and taking virtually the same time, oneguided by the proposed RM, and one guided by a Linear Time Invariant (LTI)FBRM, see Appendix B.1st experiment: proposed RM onlyThe tuning parameters of the RM were L = 50m, Vd = 0.3m/s, Ta = Td = 20 s,
ǫL = 0.05, θa = 0.8, θd = 0.2, and θ0 = exp(−11.1̄), see Table 3.1 for details.Figure 3.3 depits separately the elements of the position and heading vetor.The maximum absolute spatial position error was< 0.5m (based on the estimatedposition), with maximum absolute depth error < 0.1m. The maximum absoluteheading error was < 4◦. Satisfatory traking performane was attained, despitethe hallenging operating onditions underwater, beause the referenes were suit-able for traking.Figure 3.4 depits separately the elements of the vetor of linear and angularveloities. The referenes were losely traked, as in the previous �gure, beausethe tuning of the RM re�eted the bandwidth limitations of the guided ROV.Figure 3.5 depits the ommanded rotations of the propellers. The urvesregarding the starboard and port thrusters are nearly �at, somewhat mimikingthe shape of the desired surge veloity ud(t) in Figure 3.4. The urve related to thelateral thruster osillated gently in order to ompensate for motion disturbanes,thereby maintaining the desired position and heading. The urve related to thevertial thruster remained pratially �at all the time. This means that bothvertial thrusters worked pratially only to keep the ROV at the desired depth,by ounterating her slightly positive buoyany. These four urves orroboratethe laim that the RM guides motion that demands steadier thrust fores andmoments from the propulsion system. 29
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3.3. Desription of the basi version
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3.3. Desription of the basi versionthat they were similar to those seen before, see Figure 3.3. Figures 3.7�3.8 depitthe orresponding absolute traking errors regarding the measured and estimatedvalues, respetively. It is lear that the movement guided by the RM was moreaurate than that guided by the FBRM. This omparison orroborates the laimthat the RM indues high overall motion auray despite the hallenging operat-ing onditions the marine vessels are subjet to. The traking error peaks ourredat the beginning and at the end of the movement guided by the RM were due tothe aggressive tuning, i.e. Ta = Td = 5 s turned out to be slightly too short.Figure 3.9 depits the surge veloities. The desired veloity synthesised by theRM was �atter and lower than that synthesised by the FBRM. The Root-Mean-Square (RMS) values of the desired veloities (see Appendix D) were ≈0.2362m/sand ≈ 0.3097m/s, respetively. The latter value is ≈ 31% higher than the formervalue. Suh di�erene is sharp in Figure 3.9. Through the use of the Morrison'sequation (Lewandowski, 2004; Faltinsen, 1990; Newman, 1977; Abkowitz, 1972)
Fdrag = 0.5 ρACdrag U

2 (3.52)where ρ is the water density, A is the referene area de�ned on a plane perpen-diular to the motion diretion, Cdrag is a (dimensionless) drag oe�ient, and
U is the motion veloity, it is possible to infer that the indued RMS drag foreswere ≈ 16.42N and ≈ 28.22N, respetively. The latter value is ≈ 72% higher thanthe former value. The values onsidered above were ρ = 1025 kg/m3, A = 0.66m2(for ψ = 0◦), and Cdrag = 0.87. As expeted, the smaller and steadier the experi-ened drag fore, the better the operating onditions for the MCS, whereupon themore aurate the motion. It is not a oinidene that the highest traking errorsshown in Figures 3.6�3.8, regarding the movement guided by the FBRM, ourredduring the �rst half of the experiment. The urves in Figure 3.9 orroborate thelaims: i) steadier hydrodynami e�ets are indued by the RM; and ii) high over-all motion auray is indued by the RM, despite the hallenging operating on-ditions the marine vessels are subjet to.Figure 3.10 depits the ommanded rotations of the propellers. The urves as-soiate with the movement guided by the RM were �atter and of lower amplitudesthan those assoiate with the movement guided by the FBRM. Notie, in partiu-lar, the struggle of the lateral propeller under the FBRM to ensure that the ROVlosely traks the position referene and keeps the desired heading, espeially dur-ing the �rst half of the experiment, given that there is signi�ant oupling amongall DoFs. The vertial propellers were ommanded to strive likewise, in order forthe ROV to keep the desired onstant depth.The power delivered by a propeller an be inferred from the ommanded ro-tation through the formula (Sørensen, 2013)
Pprop = 2 π ρD5KQ |ω

3
comm| (3.53)33
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3.4. Desription of an extended versionpeller shaft. When it omes to the horizontal propellers of Minerva, the values tobe onsidered are DS = DP = 0.22m and KQS
= KQP

= 0.043 (Starboard andport thrusters), and DL = 0.19m and KQL
= 0.089 (Lateral thruster). Therefore,regarding the movement guided by the RM, it is possible to infer that the RMSpower delivered by the starboard and port propellers together was PS+P ≈ 231W,whereas the RMS power delivered by all the horizontal propellers together was

PS+P+L ≈ 245W, provided that the RMS ommanded rotations, onerning thestarboard, port, and lateral propellers, were ≈ 604 rpm, ≈ 506 rpm, and ≈ 277
rpm, respetively. Similarly, regarding the movement guided by the FBRM, it ispossible to infer that the RMS power delivered by the starboard and port pro-pellers together was PS+P ≈ 324W, whereas the RMS power delivered by all thehorizontal propellers together was PS+P+L ≈ 435W, provided that the RMS om-manded rotations, onerning the starboard, port, and lateral propellers, were ≈
605 rpm, ≈ 645 rpm, and ≈ 553 rpm, respetively. Both values of power under theFBRM are muh higher than the orresponding values under the RM. Namely,
PS+P is ≈ 40% higher, whereas PS+P+L is ≈ 78% higher, under the FBRM. Thesedi�erenes are already signi�ant, but they ould be even higher, if the power de-livered by the vertial thruster had been also taken into aount. The urves inFigure 3.10 orroborate the laim that steadier thrust fores and moments aredemanded from the propulsion system under the RM, thereby promoting energysaving.3.4 Desription of an extended versionThe extended version builds upon the basi version desribed in Setion 3.3 and,thus, it bears strong resemblane to that version. The synthesised referenes arelikewise strutured as in (3.4)�(3.6). Eah of the four phases is separately de-sribed in Subsetions 3.4.1�3.4.4. The required pre-omputations are introduedin Subsetion 3.4.5. Table 3.1 ollets and summarises all tuning parameters. Themain di�erenes in omparison with the basi version are the following:
• The initial veloity and the �nal veloity an be both di�erent from zero;
• The �rst and third phases are skipped depending on the initial and �nalveloities; the seond phase is always exeuted; and the fourth phase isexeuted whenever the �nal veloity is null;
• The ruise veloity is reursively determined through a numerial method.3.4.1 First phase: the aeleration phaseThis phase is haraterised by the modulus of the veloity referene inreasingfrom the modulus of the initial value, i.e. |vi| = |v(t0)|, where vi ∈ R [m/s] isderived from Vi ∈ R |Vi = 0 ∨ (|Vi| 6 |Vd| ∧ sgn(Vi) = sgn(Vd)) [m/s], whih is35



3. Referene modelthe tuning parameter (see Table 3.1) that de�nes the desired initial veloity, tovirtually the maximum value, i.e. |vm| = |v(t2)|, where vm ∈ R [m/s] is the ruiseveloity. This phase is skipped whenever vi = vm. Likewise in the basi version,this phase is split into two subphases. In this phase, the referenes are de�ned as
a1(t) := am f11(t) h11(t) + am f12(t) h12(t) (3.54)
v1(t) := (vi + am ((t− t0)− τ11 f11(t))) h11(t)

+ (vm − (vm − vi)(1 − θa) f12(t)) h12(t)
(3.55)

p1(t) := ((vi − am τ11)(t− t0) + am ((t− t0)
2/2 + τ211 f11(t))) h11(t)

+ (P1 + vm (t− t1)− (vm − vi)(1 − θa) τ12 (1 − f12(t))) h12(t)
(3.56)where am ∈ R [m/s2] is the maximum � or minimum, depending on the motiondiretion � aeleration, whih is omputed as indiated in (3.36), τ11, τ12 ∈

R>0 [s] are time onstants respetively assoiated with the 1st and 2nd subphases,
t0 ∈ R>0 [s] is the instant at whih this phase begins, and t1 ∈ R>0 | t1 > t0 [s] isthe instant at whih the 2nd subphase begins, when the veloity referene reahesthe threshold v1(t1) = vi + (vm − vi) θa [m/s], where θa ∈ R | θa ∈ [0.6, 1) isthe tuning parameter (see Table 3.1) that de�nes the fration of (vm − vi) atwhih the veloity referene starts getting bent as it proeeds towards vm. Lastly,
P1 ∈ R |P1 := p1(t

−
1 ) [m]. The expressions of vi, vm, τ11, τ12, t1, P1, and ta, thelatter being useful to ompute am as in (3.36), are given in Subsetion 3.4.5.The funtions f11(t), f12(t), h11(t), and h12(t) are de�ned similarly to those in(3.10)�(3.13).3.4.2 Seond phase: the onstant veloity phaseThis phase is haraterised by the ruise veloity vm. In this phase, the referenesare de�ned as

a2(t) := 0 h2(t) (3.57)
v2(t) := vm h2(t) (3.58)
p2(t) := (P2 + vm (t− t2)) h2(t) (3.59)where P2 ∈ R |P2 := p1(t

−
2 ) [m], and t2 ∈ R>0 | t2 > t1 [s] is the instant at whihthis phase begins. The expressions of P2 and t2 are furnished in Subsetion 3.4.5.The funtion h2(t) is de�ned similarly to that in (3.17).Notie the similitude between this phase and the seond phase of the basiversion in Subsetion 3.3.2.36



3.4. Desription of an extended version3.4.3 Third phase: the deeleration phaseThis phase is haraterised by the modulus of the veloity referene dereasingfrom the maximum value, i.e. |vm| = |v(t3)|, to virtually the modulus of the�nal value, i.e. |vf | = |v(t5)|, where vf ∈ R [m/s] is derived from Vf ∈ R |Vf =
0 ∨ (|Vf | 6 |Vd| ∧ sgn(Vf ) = sgn(Vd)) [m/s], whih is the tuning parameter (seeTable 3.1) that de�nes the desired �nal veloity. This phase is skipped whenever
vf = vm. Likewise in the basi version, this phase is split into two subphases. Inthis phase, the referenes are de�ned as
a3(t) := dm f31(t) h31(t) + dm f32(t) h32(t) (3.60)
v3(t) := (vm + dm ((t− t3)− τ31 f31(t))) h31(t)

+ (vf + (vm − vf ) θd f32(t)) h32(t)
(3.61)

p3(t) := (P3 + vm (t− t3)) h31(t)

+ dm ((t− t3)
2/2− τ31 (t− t3) + τ231 f31(t)) h31(t)

+ (P4 + vf (t− t4) + (vm − vf ) θd τ32 (1− f32(t))) h32(t)

(3.62)where dm ∈ R [m/s2] is the maximum � or minimum, depending on the motiondiretion � deeleration, whih is omputed as indiated in (3.37), τ31, τ32 ∈
R>0 [s] are time onstants respetively assoiated with the 1st and 2nd subphases,
t3 ∈ R>0 | t3 > t2 [s] is the instant at whih this phase begins, and t4 ∈ R>0 | t4 >

t3 [s] is the instant at whih the 2nd subphase begins, when the veloity referenereahes the threshold v3(t4) = vf +(vm− vf ) θd [m/s], where θd ∈ R | θd ∈ (0, 0.4]is the tuning parameter (see Table 3.1) that de�nes the fration of (vm − vf ) atwhih the veloity referene starts getting bent as it proeeds towards vf . Lastly,
P3 ∈ R |P3 := p2(t

−
3 ) [m], and P4 ∈ R |P4 := p3(t

−
4 ) [m]. The expressions of dm, vf ,

τ31, τ32, t3, t4, P3, P4, and td, the latter being useful to ompute dm as indiatedin (3.37), are given in Subsetion 3.4.5. The funtions f31(t), f32(t), h31(t), and
h32(t) are de�ned similarly to those in (3.21)�(3.24).3.4.4 Fourth phase: the onstant position phaseThis phase is haraterised by the onstant position referene. It is exeutedwhenever vf = 0m/s. In this phase, the referenes are de�ned as
a4(t) := 0 h4(t) (3.63)
v4(t) := vf h4(t) (3.64)
p4(t) := sgn(vm)L h4(t) (3.65)37



3. Referene modelwhere the funtion h4(t) is de�ned similarly to that in (3.28), and the expressionof t5, whih appears in (3.28), is furnished in Subsetion 3.4.5.Notie the similitude between this phase and the seond phase of the basiversion in Subsetion 3.3.4.3.4.5 Pre-omputationLet the adjusted minimum time to reah vm from vi, whih is ta ∈ R>0 [s], andthe adjusted minimum time to reah vf from vm, whih is td ∈ R>0 [s], be givenby
ta := (vm/Vd)Ta (3.66)
td := (vm/Vd)Td (3.67)and also the maximum (minimum) aeleration and deeleration be de�ned as
am := vm/ta (3.68)
dm :=−(vm/td) (3.69)The time onstants τ11 through τ32 are de�ned as
τ11 :=

(
vm − vi
vm

)(
θa ta
ξa − 1

) (3.70)
τ12 :=

(
vm − vi
vm

)
(1− θa) ta (3.71)

τ31 :=

(
vm − vf
vm

)(
(1 − θd) td
ξd − 1

) (3.72)
τ32 :=

(
vm − vf
vm

)
θd td (3.73)The auxiliary time instants Ti ∈ R>0 [s], i ∈ {1, 2, 4, 5}, where Ti := t−i , arede�ned similarly to those in (3.42)�(3.43) and (3.45)�(3.46). Notie that T3 haspurposefully been skipped. It is separately treated ahead.The auxiliary lengths L11, L12, L2, L31, L32 ∈ R>0 [m] are de�ned as (notiethe modulus funtion)

L11 :=
∣∣vi T1 + am T 2

1 /2− am τ11 T1 + am τ211 (1− exp(−ξa))
∣∣ (3.74)

L12 := |vm T2 − (vm − vi)(1 − θa) τ12 (1 − θ0)| (3.75)
L31 :=

∣∣vm T4 + dm T 2
4 /2− dm τ31 T4 + dm τ231 (1− exp(−ξd))

∣∣ (3.76)38



3.4. Desription of an extended version
L32 := |vf T5 + (vm − vf ) θd τ32 (1 − θ0)| (3.77)
L2 :=L− (L11 + L12 + L31 + L32) (3.78)Finally, any robust, fast-exeution numerial method an be employed to de-termine vm through the reursive use of (3.66)�(3.78), inluding the omputationof T1, T2, T4, and T5, suh that the three following onditions




L2 > L min{ǫL, 0.1}, and

|vm| 6 |Vd|, and

|vi|, |vf | 6 |vm|

(3.79)are satis�ed with the highest |vm|. To begin with, vm = Vd, vi = Vi, and vf = Vfare tested. If the onditions in (3.79) are not satis�ed, then |vm| < |Vd| is used.Notie that it may also be needed to adjust vi and vf in order to ensure that
|vi| 6 |vm| and |vf | 6 |vm|, in ase |vm| drops down to less than |Vi| or |Vf |.Then, the positions Pi, i ∈ {1, 2, 3, 4}, are respetively de�ned as
P1 := sgn(Vd)L11 (3.80)
P2 := sgn(Vd)L12 + P1 (3.81)
P3 := sgn(Vd)L2 + P2 (3.82)
P4 := sgn(Vd)L31 + P3 (3.83)Lastly, T3 is de�ned as
T3 := |L2/vm| (3.84)and the funtion swithing time instants ti, i ∈ {1, 2, 3, 4, 5}, are onseutivelyde�ned, with respet to the initial instant t0, in a similar fashion to those in(3.47).3.4.6 Implementation exampleSript A.3 in Appendix A furnishes a ready-made implementation example of thisextended version of the RM. The example is oded in MATLABr and an easilybe onverted to other programming languages, e.g. LabVIEWr, C++, and C#.39



3. Referene model3.4.7 Simulation resultsThis subsetion presents simulation results regarding the extended version of theRM desribed in Setion 3.4. The RM is studied in isolation, for the sake of lar-ity. Referenes regarding a single DoF motion were synthesised. The simulationwas based on reursive use of the RM thrie. Di�erent features of the RM wereexplored every time it was run. The onstant sampling frequeny was 6.6̄ Hz �sampling period of 150ms. The tuning parameters are olleted in Table 3.2. SeeTable 3.1 for details on them.
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Figure 3.11: Referenes synthesised by the extended version of the referenemodel.The results are onentrated in Figure 3.11. The 250m-long motion starts andends at rest. It is worthwhile to realise that vm = Vd, vi = Vi, and vf = Vf inall the three ases. The vertial dashed red lines separate eah ase, whih beginat 15 s, ≈ 78 s, and ≈ 128 s, respetively. The latter ends at ≈ 224 s. In the �rstase, the fourth phase is skipped, sine the desired �nal veloity is not zero. Inthe seond ase, the �rst, third, and fourth phases are skipped, beause the ruiseveloity is held throughout. Finally, in the third ase, all phases are exeuted. Inpartiular, the fourth phase is exeuted due to the fat that the desired �nal vel-oity is equal to zero.Remark 3.4. Simulation results onerning a losed-loop MCS are provided inthe next hapter, in Setion 4.6.40



3.5. Further featuresTable 3.2: Tuning parameters of the referene model used in the simulationParameter 1st 2nd 3rd Unit
L 100 50 100 m
Vd 2 1 1.5 m/s
Vi 0 1 1 m/s
Vf 1 1 0 m/s
Ta 10 10 10 s
Td 10 10 10 s
ǫL 0.05 0.05 0.05 −
θa 0.8 0.8 0.8 −
θd 0.2 0.2 0.2 −
θ0 exp(−13) exp(−13) exp(−13) −3.5 Further featuresBoth the basi and the extended versions of the RM an be oded together, sothat they an be somewhat interhangeable. The usage of the tuning parametersan then ditate whih version is the best in every ase. As an example, let bothSript A.1 and Sript A.3 in Appendix A be onditionally used, and the riterionto selet the more appropriate sript be based on the desired initial and �nal vel-oities, i.e. Vi and Vf , respetively, see Table 3.1 for details. The basi version isused, if and only if Vi = Vf = 0m/s, with the advantage of being the fastest to pre-ompute the (suboptimal) ruise veloity vm, beause it is not dependent on anyreursive numerial method. The extended version is used otherwise.So far, both versions of the RM work in open-loop. However, the use of ref-erene and state � either diretly measured or estimated � feedbak opens upnew possibilities. For instane, the following an be listed:3.5.1 Hystereti waiting funtionBy monitoring how losely an ROV traks the synthesised position referene, it ispossible to `wait' for the ROV, for how long it is needed, in ase the ROV is laggingbehind the referene, until the di�erene is redued to an aeptable value. Sinethe referenes are diretly synthesised, it is possible to hold the value of the pos-ition referene without a�eting the other referenes. It is reommended thatsuh a measure is applied only during the seond phase, beause the aelerationreferene is null during that phase, see Figure 3.2.To avoid hattering (Levant, 2010), the simple hystereti funtion skethedout in Figure 3.12 an be implemented, where dmax ∈ R>0 [m] is the maximumdistane the guided ROV is allowed to lag behind the position referene, and41



3. Referene model
dmin ∈ R>0 | dmin < dmax [m] is the minimum distane the guided ROV has to lagbehind the position referene, after she had already lagged at least dmax m behindthat referene, in order for the RM to release the synthesised position referene.

Figure 3.12: Sketh of the hystereti waiting funtion.A simpler strategy was experimented in pratie instead. It onsisted in foringthe RM to wait for the guided ROV at the end of the seond phase, see Figure 3.2.This strategy serves no useful purpose in pratie but, nonetheless, it is useful toillustrate the topi of the present subsetion. Moreover, this simpler strategy tookno time to be implemented in the original omputer ode of the basi version of theRM for experimenting purposes. The general onditions and setup of the experi-ment were the same as those reported in Subsetion 3.3.7. The tuning parametersof the RM were L = 50m, Vd = 0.75m/s, Ta = Td = 10.7 s, ǫL = 0.05, θa = 0.9,
θd = 0.15, and θ0 = exp(−11.8), see Table 3.1 for details. Another tuning param-eter was dmin = 1m.Figures 3.13�3.14 show seleted experimental results. The RM waited for theROV Minerva from ≈ 80.6 s to ≈ 98.4 s, as she ould not trak the veloity refer-ene, as planned, whereupon she lagged ≈ 11.4m behing the position referene.Notie that the veloity referene was not a�eted during the waiting interval theposition referene was held onstant at ≈ 46.1m.Remark 3.5. The apaity of waiting for the guided UUV is one of the prop-erties of the manoeuvring framework (Skjetne, 2005).3.5.2 Emergeny stop funtionIf a ollision against a stationary objet or the seabed, for instane, is in theimminene of happening, it might be a good idea to bring the ROV to a halt withinthe shortest time possible. Towards this end, a slightly modi�ed version of thethird phase of the basi version of the RM (see Figure 3.2) an be oded, suh thatboth the aeleration and the veloity referenes are quikly zeroed.42



3.5. Further features
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3. Referene modelmotion ontrol of UUVs have only been hosen not to be explored in this hapter.For example, the preise ontrol of the angular position, veloity, and aelerationof a servomotor an be attained through the use of the proposed RMs; any suit-able referene trajetory traking ontrol system an be fed with the referenes
a(t), v(t), and p(t) in (3.4)�(3.6) synthesised by the proposed RMs. Reall thatthe synthesised referenes an be obtained diretly in radians, or degrees, as re-marked in Remark 3.1.
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Chapter 4Path generation4.1 IntrodutionThe path generation sheme proposed in this hapter, also sometimes referred toas the referene generation sheme, takes advantage of the referenes synthesisedby the RM proposed in Chapter 3. The referenes synthesised by the RM are usedas the parametrisation of a group of referenes generated for guiding the four DoF� surge, sway, heave, and yaw � motion of ROVs along pre-de�ned urvature-and torsion-ontinuous1 paths, see Figure 2.1. The advantageous harateristis ofthe referenes synthesised by the RM, see Setion 3.1, are likewise possessed by thereferenes generated by the referene generation sheme proposed herein.There are di�erent ways and purposes of de�ning paths. This work is not on-erned with the path planning problem at all. It is assumed here that purposefulplanar and spatial urvature- and torsion-ontinuous paths, omprised of reti-linear and urvilinear parts, have been previously de�ned, either through the useof proper path planning tehniques, or diretly based on the target appliations,e.g. lawn mower pattern path. To illustrate the point of this hapter, paths om-prised of straight lines onneted through planar lothoids are used, without lossof generality. In fat, any planar urve that satis�es the urvature ontinuity on-dition an be used instead. For example, the Fermat's spiral (Lekkas, 2014; Lekkaset al., 2013), the single polar polynomial (Lai et al., 2007; Nelson, 1989), the ubiBézier urve (Farouki, 2012; Seidel, 1993), and the ubi Pythagorean hodograph1Positional ontinuity (G0) denotes the ase in whih the endpoints of two subpaths oinide.Tangential ontinuity (G1) denotes the ase in whih two subpaths are G0 and share a ommonunit tangent vetor at the join point, i.e. their derivatives with respet to their parameter havethe same orientation at the join point. Curvature/torsional ontinuity (G2) denotes the ase inwhih two subpaths are G1 and share a ommon unit urvature/torsion vetor at the join point,i.e. they share a ommon entre of urvature/torsion at the join point. Details an be found ine.g. Tsourdos et al. (2011), Adams and Essex (2009), Kreyszig (2006), and LaValle (2006). 45



4. Path generation(Farouki, 2008, 1997; Farouki and Sakkalis, 1990) are suitable alternatives.4.2 Referene framesMotion ontrol appliations onerning UUVs typially require the use of tworeferene frames simultaneously (Antonelli, 2014; Sørensen, 2013; Fossen, 2011;Lewandowski, 2004; SNAME, 1950). Suint information an also be found inSubsetion 7.2.1 in Chapter 7. The loally inertial NED referene frame serves asthe referene for the following vetor of desired position and attitude � headingangle
ηd(t) :=

[
nd(t) ed(t) dd(t) ψd(t)

]T (4.1)where the elements nd(t), ed(t), and dd(t) are respetively related to the N-,
E-, and D-axis, and ψd(t) is the heading angle measured with respet to the N-axis. The parameter t ∈ R>0 [s] is the time. The NED frame is typially usedfor loally �at Earth navigation. The non-inertial BF referene frame servesas the referene for the vetor of desired linear and angular veloities νd(t) =
[ud(t), vd(t), wd(t), rd(t) ]

T , and for the vetor of desired linear and angular a-elerations ν̇d(t) =
d
dt [νd(t)] = [ u̇d(t), v̇d(t), ẇd(t), ṙd(t) ]

T , where the pairs ud(t)and u̇d(t), vd(t) and v̇d(t), wd(t) and ẇd(t), and rd(t) = d
dt [ψd(t)] and ṙd(t) arerespetively related to the motion in surge, sway, heave, and yaw (Antonelli,2014; Sørensen, 2013; Fossen, 2011; Lewandowski, 2004; SNAME, 1950). The ori-gin of the BF frame is attahed to a point of the UUV. The transformationmatrix J(ψd(t)) ∈ SO(4) (Speial Orthogonal group of order 4) is de�ned as

J(ψd(t)) :=




cos(ψd(t)) − sin(ψd(t)) 0 0

sin(ψd(t)) cos(ψd(t)) 0 0

0 0 1 0

0 0 0 1




(4.2)transforms νd(t) into η̇d(t) =
d
dt [ηd(t)], suh that

νd(t) :=JT(ψd(t)) η̇d(t) (4.3)
ν̇d(t) = J̇T(ψd(t)) η̇d(t) + JT(ψd(t)) η̈d(t) (4.4)The desired heading ψd(t) has to be aumulated along onseutive turnsprior to being used in (4.1), through the use of e.g. Algorithm 1, for the sake ofontinuity beyond the natural supremum� either 2 π or π [rad], depending on theonsidered range�, and the natural in�mum� either 0 or−π [rad], depending on46



4.3. Straight linesAlgorithm 1: Desired heading aumulation1 if ψc(q) < 0 then2 ψc(q)← ψc(q) + 2 π3 end4 if ψc(q − 1) < 0 then5 ψc(q − 1)← ψc(q − 1) + 2 π6 end7 if |ψc(q)− ψc(q − 1)| > π then8 if ψc(q − 1) > ψc(q) then9 counter(q)← counter(q − 1) + 110 else11 counter(q)← counter(q − 1)− 112 end13 end14 ψd(q)← ψc(q) + 2 π counter(q)the onsidered range �, i.e. to avoid step disontinuities at the aforementionedin�mum and supremum.The aumulated desired heading angle ψd(q) that omes out from Algorithm1, where q ∈ N\{0}, when it omes to a disrete-time implementation, is based onthe two most reently omputed values of the desired heading angle, i.e. ψc(q) and
ψc(q − 1), whih have the same bounded range, and on the variable counter(·) ∈
Z, whih aumulates the number of turns taken either in the Clokwise (CW)diretion (counter(·) > 0), or in the Antilokwise (ACW) diretion (counter(·) <
0). The variable is initialised as counter(1) = counter(0) = 0.4.3 Straight linesStraight lines are fundamental building bloks of urvature- and torsion-ontinu-ous paths formed by retilinear and urvilinear parts.The length Ll ∈ R>0 [m] of a straight line is given by
Ll :=

∥∥(n1
l , e

1
l , d

1
l )− (n0

l , e
0
l , d

0
l )
∥∥ (4.5)where the supersripts `0' and `1' are not exponents, but help to identify the startpoint (n0

l , e
0
l , d

0
l ) and the endpoint (n1

l , e
1
l , d

1
l ), whose oordinates in the NEDframe are n(·)

l , e(·)l , d(·)l ∈ R [m].The elements of the points (nl(̟l(t)), el(̟l(t)), dl(̟l(t))) [m], whih desribethe straight line in the NED frame, are given by 47



4. Path generation
nl(̟l(t)) :=n0

l +̟l(t)Ll cos(α
v
l ) cos(α

h
l ) (4.6)

el(̟l(t)) := e0l +̟l(t)Ll cos(α
v
l ) sin(α

h
l ) (4.7)

dl(̟l(t)) := d0l +̟l(t)Ll sin(α
v
l ) (4.8)where ̟l(t) ∈ R>0 |̟l(t) ∈ [0, 1] ∀ t ∈ R>0 is the time-dependent parameter thatparameterises the straight line, αh

l ∈ R |αh
l ∈ (−π, π] [rad], whih is a onstantangle ontained in the NE-plane that is measured from the N-axis, and αv

l ∈
R |αv

l ∈ [−π/2, π/2] [rad], whih is a onstant angle ontained in a vertial planethat is measured from the NE-plane, are given by
αh
l := atan2((e1l − e

0
l ), (n

1
l − n

0
l )) (4.9)

αv
l := tan−1

(
d1l − d

0
l

‖(n1
l , e

1
l )− (n0

l , e
0
l )‖

) (4.10)4.3.1 Derivatives with respet to the parameter ̟l(t)The orresponding veloities ṅl( ˙̟ l(t)), ėl( ˙̟ l(t)), and ḋl( ˙̟ l(t)) [m/s], and ael-erations n̈l( ¨̟ l(t)), ël( ¨̟ l(t)), and d̈l( ¨̟ l(t)) [m/s
2], are given by

ṅl( ˙̟ l(t)) = ˙̟ l(t)Ll cos(α
v
l ) cos(α

h
l ) (4.11)

ėl( ˙̟ l(t)) = ˙̟ l(t)Ll cos(α
v
l ) sin(α

h
l ) (4.12)

ḋl( ˙̟ l(t)) = ˙̟ l(t)Ll sin(α
v
l ) (4.13)and

n̈l( ¨̟ l(t)) = ¨̟ l(t)Ll cos(α
v
l ) cos(α

h
l ) (4.14)

ël( ¨̟ l(t)) = ¨̟ l(t)Ll cos(α
v
l ) sin(α

h
l ) (4.15)

d̈l( ¨̟ l(t)) = ¨̟ l(t)Ll sin(α
v
l ) (4.16)4.4 Mirror-symmetri twin lothoidsThe lothoid, also known as the Euler spiral, or the Cornu spiral, is a plane urvewhose urvature hanges linearly with the ar length (Levien, 2008). Harary andTal (2012) extended it to three dimensions, suh that the torsion also hangeslinearly with the ar length. These harateristis an be explored for onstrut-ing urvature- and torsion-ontinuous paths, whih are formed by straight linesonneted through pairs of mirror-symmetri twin lothoids. Every pair of twinlothoids presents symmetry with respet to the line biseting the (total) angle48



4.4. Mirror-symmetri twin lothoidsspan. The (total) ar length an be exatly and easily omputed based on theangle span. By knowing the ar length, the angle span, the rotation diretion,and the parity, it is possible to determine the endpoint of the pair of twin loth-oids, through the aurate omputation of the midpoint, based on the start point.Only planar lothoids are onsidered in this hapter, as already mentioned.The ar length Lc ∈ R>0 [m] of a pair of mirror-symmetri twin lothoids thatwinds from the start point, at whih the urvature is null, to the midpoint, atwhih the urvature is maximum, and thene unwinds to the endpoint, at whihthe urvature is equal to zero again, is given by
Lc := 2 θc/κ

max
c (4.17)where θc ∈ R>0 | θc ∈ (0, π] [rad] is the angle span, and κmax

c = (1/rmin
c ) ∈ R>0

[m−1] is the maximum admissible urvature, where rmin
c ∈ R>0 [m] is the minimumradius of urvature, whih ours at the midpoint, i.e. at the point where Lc/2and θc/2.Remark 4.1. It is worth knowing that the ar length ratio Lc/Lr, where Lr ∈

R>0 [m] is the length of a virtual ar of irumferene � shortest ar (Dubins,1957) � whose start point and endpoint oinide with those of the pair of twinlothoids, is losely approximated by the urve depited in Figure 4.1. Notiethat Lc beomes more than 10% longer than Lr only for θc > 105.4◦. The radiusratio rr/rmin
c , where rr ∈ R>0 [m] is the radius of the virtual ar of irumferenewhose length is equal to Lr, is losely approximated by the urve depited in Fig-ure 4.1. Notie that for θc < 20◦, κmax

c is approximately twie that of the irum-ferene. Table 4.1 furnishes some approximated values from Figure 4.1.Table 4.1: Approximated values of ar length and radius ratios from Figure 4.1
θc [

◦] 0 30 60 90 120 150 180
Lc/Lr 1 1.0069 1.0288 1.0695 1.1371 1.2497 1.4526
rr/r

min
c 2 1.9862 1.9439 1.8701 1.7589 1.6004 1.3768Remark 4.2. It is worth knowing how a pair of twin lothoids ompares withother types of urves in terms of urvature and length. Figure 4.2 depits a om-parison of urvatures, for the sake of example, inluding an ar of irumferenethat serves as the referene. The ar of irumferene has unit radius and spans anangle of 90◦. The other urves are a pair of twin Fermat's spirals (Lekkas, 2014;Lekkas et al., 2013), a single polar polynomial (Lai et al., 2007; Nelson, 1989), anda ubi Bézier urve (Farouki, 2012; Seidel, 1993). Notie that the single polarpolynomial and the pairs of twin lothoids and Fermat's spirals an yield some-what similar results. A downside of the single polar polynomial and of the pair of49
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Figure 4.1: Ar length ratio and radius ratio.twin Fermat's spirals is that there is no losed form solution to determine theirlength, whereupon a numerial method has to be employed to do so. On the otherhand, both urves an be omputed faster than a pair of twin lothoids. All urvesare parameterised by the same unit parameter, and span an angle of 90◦. Figure4.3 depits the urves, whose approximate lengths are given in Table 4.2. Notiethe math of the data in Figures 4.2�4.3 and Table 4.2, and that given in theolumn of Table 4.1 relative to 90◦.Table 4.2: Approximated lengths of the urves in Figure 4.3Type Length [m] Overlength [%]Ar of irumferene π/2 0Single polar polynomial 1.6443 4.68Pair of twin Fermat's spirals 1.6662 6.07Pair of twin lothoids 1.6799 6.95Cubi Bézier urve 1.8021 14.734.4.1 Desription of the pair of twin lothoidsThe elements of the points (nc(̟c(t)), ec(̟c(t))) [m], whih desribe the pair oftwin lothoids in the NE-plane, and the tangent angles αc(̟c(t)) [rad] at the50
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Figure 4.3: Length omparison.points, are given by
nc(̟c(t)) :=n0

c + n1
c(̟c(t))(H(̟c(t))−H(̟c(t)− 0.5))

+ n2
c(̟c(t))(H(̟c(t)− 0.5)−H(̟c(t)− 1))

(4.18)51



4. Path generation
ec(̟c(t)) := e0c + e1c(̟c(t))(H(̟c(t)) −H(̟c(t)− 0.5))

+ e2c(̟c(t))(H(̟c(t)− 0.5)−H(̟c(t)− 1))
(4.19)

αc(̟c(t)) :=α0
c + α1

c(̟c(t))(H(̟c(t)) −H(̟c(t)− 0.5))

+ α2
c(̟c(t))(H(̟c(t)− 0.5)−H(̟c(t)− 1))

(4.20)where the supersripts `0', `1', and `2' are not exponents, ̟c(t) ∈ R>0 |̟c(t) ∈
[0, 1] ∀ t ∈ R>0 is the time-dependent parameter that parameterises the pair oftwin lothoids, (n0

c , e
0
c) is the start point, whose oordinates are n0

c ∈ R [m] (north)and e0c ∈ R [m] (east), α0
c ∈ R |α0

c ∈ (−π, π] [rad] is the tangent angle at the point
(n0

c , e
0
c), and H(·) is the unit step funtion, see Appendix D for details.4.4.2 First lothoid ar of the pair of twin lothoidsThe parameter ̟c(t) ranges from zero to 0.5 along the �rst lothoid ar of thepair of twin lothoids, as indiated in (4.18)�(4.20). The terms n1

c(̟c(t)) [m] and
e1c(̟c(t)) [m] are given by
[
n1
c(̟c(t))

e1c(̟c(t))

]
:=

[
cos(α0

c) − sin(α0
c)

sin(α0
c) cos(α0

c)

][
c′c(̟c(t))

s′c(̟c(t))

] (4.21)where c′c(̟c(t)) and s′c(̟c(t)) are given by the following absolutely onvergentpower series
c′c(̟c(t)) :=

1

κmax
c

∞∑

k=0

(−1)k θ2k+1
c (2̟c(t))

4k+1

(2 k)! (4 k + 1) 22k
(4.22)

s′c(̟c(t)) :=
λc
κmax
c

∞∑

k=0

(−1)k θ2k+2
c (2̟c(t))

4k+3

(2 k + 1)! (4 k + 3) 22k+1
(4.23)where λc ∈ Z |λc ∈ {−1, 1} denotes the rotation diretion developed from thepoint (n0

c , e
0
c), i.e. λc = 1 assigns the CW diretion, whereas λc = −1 assigns theACW diretion.The tangent angles α1

c(̟c(t)) [rad] are given by
α1
c(̟c(t)) := 2λc θc̟

2
c (t) (4.24)52



4.4. Mirror-symmetri twin lothoids4.4.3 Seond lothoid ar of the pair of twin lothoidsThe parameter ̟c(t) ranges from 0.5 to 1 along the seond lothoid ar of thepair of twin lothoids, as indiated in (4.18)�(4.20). The terms n2
c(̟c(t)) [m] and

e2c(̟c(t)) [m] are given by
[
n2
c(̟c(t))

e2c(̟c(t))

]
:=

[
cos(α0

c) − sin(α0
c)

sin(α0
c) cos(α0

c)

][
c′′c (̟c(t))

s′′c (̟c(t))

] (4.25)where c′′c (̟c(t)) and s′′c (̟c(t)) are given by
[
c′′c (̟c(t))

s′′c (̟c(t))

]
:=

[
cos(χc) −ρc sin(χc)

− sin(χc) −ρc cos(χc)

][
c′′′c (̟c(t))− c

′
c(0.5)

s′′′c (̟c(t))− s
′
c(0.5)

]

+

[
c′c(0.5)

s′c(0.5)

] (4.26)where ρc ∈ Z | ρc ∈ {−1, 1} denotes the parity, i.e. ρc = 1 assigns the even parity,whih results in a symmetri pair of twin lothoids, whereas ρc = −1 assigns theodd parity, whih results in an antisymmetri pair of twin lothoids. The latterpair presents a urvature disontinuity at the midpoint, due to an instantaneoushange of the entre of urvature at the midpoint, whih auses suh pair of loth-oids to degenerate into just tangent-ontinuous (G1). The argument χc is de�nedas
χc :=λc (π − (1 + ρc) θc/2) (4.27)and c′′′c (̟c(t)) and s′′′c (̟c(t)) are given by
c′′′c (̟c(t)) :=

1

κmax
c

∞∑

k=0

(−1)k θ2k+1
c (2 (1−̟c(t)))

4k+1

(2 k)! (4 k + 1) 22k
(4.28)

s′′′c (̟c(t)) :=
λc
κmax
c

∞∑

k=0

(−1)k θ2k+2
c (2 (1−̟c(t)))

4k+3

(2 k + 1)! (4 k + 3) 22k+1
(4.29)The tangent angles α2

c(̟c(t)) [rad] are given by
α2
c(̟c(t)) := (λc θc/2)(1 + ρc (1 − 4 (1−̟c(t))

2)) (4.30)53



4. Path generation4.4.4 Derivatives with respet to the parameter ̟c(t)The linear and angular veloities ṅc(̟c(t), ˙̟ c(t)) [m/s], ėc(̟c(t), ˙̟ c(t)) [m/s],and α̇c(̟c(t), ˙̟ c(t)) [rad/s] along the pair of twin lothoids are given by
ṅc(̟c(t), ˙̟ c(t)) =

d

dt
[nc(̟c(t))] (4.31)

ėc(̟c(t), ˙̟ c(t)) =
d

dt
[ec(̟c(t))] (4.32)

α̇c(̟c(t), ˙̟ c(t)) =
d

dt
[αc(̟c(t))] (4.33)and the orresponding linear and angular aelerations n̈c(̟c(t), ˙̟ c(t), ¨̟ c(t))

[m/s2], ëc(̟c(t), ˙̟ c(t), ¨̟ c(t)) [m/s
2], and α̈c(̟c(t), ˙̟ c(t), ¨̟ c(t)) [rad/s

2] aregiven by
n̈c(̟c(t), ˙̟ c(t), ¨̟ c(t)) =

d2

dt2
[nc(̟c(t))] (4.34)

ëc(̟c(t), ˙̟ c(t), ¨̟ c(t)) =
d2

dt2
[ec(̟c(t))] (4.35)

α̈c(̟c(t), ˙̟ c(t), ¨̟ c(t)) =
d2

dt2
[αc(̟c(t))] (4.36)where the derivatives with respet to time in (4.31)�(4.32) and (4.34)�(4.35) areobtained with the help of

dn

dtn
[φc(̟c(t))]=

dn

dtn

[
ζ

∞∑

k=0

INum(k,̟c(t))

IDen(k)

]
=ζ

∞∑

k=0

dn

dtn

[
INum(k,̟c(t))

IDen(k)

] (4.37)where φc(̟c(t)) is a dummy funtion that represents c′c(̟c(t)) in (4.22), s′c(̟c(t))in (4.23), c′′′c (̟c(t)) in (4.28), and s′′′c (̟c(t)) in (4.29), ζ is a dummy onstant thatrepresents either 1/κmax
c or λc/κmax

c , and INum(k,̟c(t)) and IDen(k) respetivelystand for the numerator and the denominator of φc(̟c(t)).Based on (4.31), (4.32), (4.34), and (4.35), the urvature is given by
κc(̟c(t)) =

|ṅc(·) ëc(·)− ėc(·) n̈c(·)|√
((ṅc(·))2 + (ėc(·))2)

3
(4.38)Remark 4.3. The power series (4.22), (4.23), (4.28), and (4.29) are adaptedfrom Råde and Westergren (2004). The magnitude of the terms in the sums toin�nity (4.22), (4.23), (4.28), (4.29), and (4.37) dereases rapidly as k inreases.The use of only a few terms, e.g. k ∈ {0, 1, . . . , 10}, yields very lose approxima-tions for the sums in pratie. Exploring this fat leads to expedited, yet aurate,omputations of those summands.54



4.5. Path generation sheme4.5 Path generation shemeThere are essentially two possibilities of ombining straight lines and pairs of twinlothoids � or other suitable types of urved lines � to form paths. The �rst pos-sibility onsists of using the pairs of twin lothoids as approximating urves withspei�ed maximum urvatures and torsions, thereby resulting in paths whih donot pass through all the waypoints whih sketh out the paths. There are typiallyas many pairs of twin lothoids as the total number of waypoints minus two. Fig-ure 4.4 shows an example in whih all planar lothoids have the same maximumurvature. The seond possibility onsists of using the pairs of twin lothoids asinterpolating urves with spei�ed maximum urvatures and torsions, thereby re-sulting in paths whih do pass through all the waypoints whih sketh out thepaths. Figure 4.5 shows an example in whih all planar lothoids have the samemaximum urvature. Suh a kind of path, whih enompasses two suessive lanehanges, is useful, among other things, to avoid ollisions.The path in Figure 4.5 is based on antisymmetri pairs of twin lothoids �odd parity (ρc = −1) �, whih render the path only tangent-ontinuous (G1),due to the inherent properties of the lothoids. Notie that this fat has nothingto do with the urve interpolation. Alternatives to irumvent the urvature dis-ontinuity problem are: i) to replae eah antisymmetri pair of twin lothoidsby two symmetri pairs of twin lothoids linked by a short straight line; or ii)to replaed them with urved lines whih yield urvature-ontinuous lane hangepaths, e.g. the urve reported in Nelson (1989); or iii) to move along the path insuh a manner that the veloity and the aeleration are both null at the joinpoint of both lothoids of the antisymmetri pair.The total path length Lp ∈ R>0 [m] is given by
Lp :=

N∑

i=1

Li (4.39)where Li ∈ R>0 [m] denotes the length of the i-th part of the path, whih is formedby N juxtaposed parts in total. In essene, the path length an be mapped, fromthe start point to the endpoint, as a stritly monotonially inreasing one-to-onefuntion of the parameter ̟p(t) ∈ R>0 |̟p(t) ∈ [0, 1] ∀ t ∈ R>0. Similarly, thelength of the i-th part of the path an be mapped as a funtion of the parameter
̟i(t) ∈ R>0 |̟i(t) ∈ [0, 1] ∀ t ∈ R>0. Then, either ̟l(t) = ̟i(t), ˙̟ l(t) = ˙̟ i(t),and ¨̟ l(t) = ¨̟ i(t), or ̟c(t) = ̟i(t), ˙̟ c(t) = ˙̟ i(t), and ¨̟ c(t) = ¨̟ i(t), i ∈ {1,
2, . . . , N}, depending on the type of the line � retilinear or urvilinear, respet-ively �, see Setions 4.3�4.4.The parameter̟p(t), and its derivatives with respet to time ˙̟ p(t) and ¨̟ p(t),are de�ned as
̟p(t) = ̟p(p(t)) := |p(t)|/Lp (4.40)55
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Figure 4.4: Example of path using approximating urves.
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Figure 4.5: Example of path using interpolating urves.
˙̟ p(t) = ˙̟ p(v(t), p(t)) := sgn(p(t)) v(t)/Lp (4.41)
¨̟ p(t) = ¨̟ p(a(t), p(t)) := sgn(p(t)) a(t)/Lp (4.42)56



4.6. Simulation resultswhere a(t), v(t), and p(t) ome respetively from (3.4)�(3.6). They an be gen-erated by either the basi version of the RM that is desribed in Setion 3.3, oran extended version of the RM, as desribed in Setion 3.4. The relation |p(t)| ≡
sgn(p(t)) p(t)⇔ p(t) ∈ R\{0} is utilised to determine the derivatives with respetto time in (4.41)�(4.42). Consequently, the N parameters ̟i(t), i ∈ {1, 2, . . . , N},and their derivatives with respet to time ˙̟ i(t) and ¨̟ i(t), are de�ned as
̟i(t) :=

Lp

Li


̟p(t)−

i−1∑

j=1

Lj

Lp


hi(̟p(t)) (4.43)

˙̟ i(t) := (Lp/Li) ˙̟ p(t) hi(̟p(t)) (4.44)
¨̟ i(t) := (Lp/Li) ¨̟ p(t) hi(̟p(t)) (4.45)where Lj = Li ⇔ j = i. The harateristi funtions hi(̟p(t)) of the �rst N − 1(half-losed) subintervals of ̟p(t), i.e. for i ∈ {1, 2, . . . , N − 1}, are de�ned as
hi(̟p(t)) :=H


Lp

Li


̟p(t)−

i−1∑

j=1

Lj

Lp




−H


 Lp

Li+1


̟p(t)−

i∑

j=1

Lj
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 (4.46)where H(·) denotes the unit step funtion, see Appendix D. The harateristifuntion of the N -th (losed) subinterval of ̟p(t), i.e. for i = N , is de�ned as
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 (4.47)Remark 4.4. Reall that the proposed path generation sheme onerns bothplanar and spatial paths, as stated in Setion 4.1. Therefore, (4.39)�(4.47) arevalid for both planar and spatial paths. Reall also that planar paths omprisedof straight lines onneted through lothoids are used to illustrate the point of thishapter without loss of generality, as also stated in Setion 4.1.4.6 Simulation resultsThis setion presents simulation results based on the ROV Minerva, see AppendixC. The four DoF MCS used to arry out the simulation was that reported in PartIII of this thesis, with the guidane system built upon the referene generationsheme proposed in this hapter. The simulation was based on reursive use of theextended version of the RM that is desribed in Setion 3.4. Notie that the basiversion of the RM that is desribed in Setion 3.3 ould have been used instead.57



4. Path generationThe sampling frequeny was 6.6̄ Hz � sampling period of 150ms. The tuning par-ameters of the RM are all olleted in Table 4.3. See Table 3.1 for details on them.The additional tuning parameters onerning the path generation were rmin
c =

10m and ρc = 1. They held for both pairs of twin lothoids. Table 4.4 gives thewaypoints whih sketh out the path.The tuning parameters of the MCS, regarding the ontroller, were




KP = diag(52.6, 83.8, 53.3, 69.2)

KI = diag(5, 10, 5, 20)

KD = diag(420.3, 533.8, 432.5, 182.0)

(WC)i,j = (WL)i,j = (WM )i,j = (WQ)i,j = 1

WP = I5

(4.48)where i, j ∈ {1, 2, 3, 4}, and I5 ∈ R5×5 is an identity matrix, whereas the tuningparameters regarding the state observer, were




L11 = diag(0.1, 0.1, 10, 10)M̂−1

L12 = diag(5, 5, 5, 5)M̂−1

L21 = diag(0.03, 0.03, 3, 3)M̂−1

L22 = diag(100, 100, 100, 100)M̂−1

ǫ = 0.0005 and γ = 1

(4.49)
where M̂ ∈ R4×4 is the weighted nominal inertia matrix of the ROV Minervathat is implemented in the MCS. See Appendix C for details on Minerva, andChapter 8 for details on the tuning parameters of the MCS.Figures 4.6�4.9 are exlusively related to the path generated as referene.Figure 4.6 depits the path based on Table 4.4. Figure 4.7 depits the path urv-ature. Notie that κ(̟p(t)) is ontinuous, and that κ(̟p(t)) 6 1/rmin

c = 0.1m−1

∀ ̟p(t) ∈ [0, 1]∧ ∀ t ∈ R>0. The parameter̟p(t), and its derivatives with respetto time, are shown in Figure 4.8. The whole path, whose length is ≈ 184.3m, has�ve parts, eah of whih with a harateristi funtion hi(̟p(t)), and parameter-ised by a parameter ̟i(t), i ∈ {1, 2, 3, 4, 5}, see Figure 4.9. The vertial dashedred lines separate eah part of the path. The desired depth of 80m was held on-stant throughout the simulation.Figure 4.10 depits the trajetory desribed by Minerva in the NE-plane. No-tie the strong resemblane it bears to the referene path in Figure 4.6. Themotion started at 50 s from DP, and stopped bak in DP at ≈ 731.5 s. Figure4.11 depits the desribed trajetory elementwise. The maximum absolute (spa-tial) position error was < 0.5m, where the maximum absolute depth error was58



4.6. Simulation resultsTable 4.3: Tuning parameters of the referene model used in the simulationPar. 1st 2nd 3rd 4th 5th Unit
L ≈ 27.446 ≈ 43.176 ≈ 43.058 ≈ 43.176 ≈ 27.446 m
Vd 0.4 0.25 0.4 0.25 0.4 m/s
Vi 0 0.25 0.25 0.25 0.25 m/s
Vf 0.25 0.25 0.25 0.25 0 m/s
Ta 20 20 20 20 20 s
Td 20 20 20 20 20 s
ǫL 0.05 0.05 0.05 0.05 0.05 −
θa 0.8 0.8 0.8 0.8 0.8 −
θd 0.2 0.2 0.2 0.2 0.2 −
θ0 exp(−13) exp(−13) exp(−13) exp(−13) exp(−13) −Table 4.4: Table of waypoints in the NE-planeWaypoint 1st 2nd 3rd 4th UnitNorth 0 60 0 60 mEast 0 0 90 90 mDown 80 80 80 80 m

< 0.15m. The maximum absolute heading error was < 2.5◦. The satisfatoryperformane of the MCS under hallenging operating onditions, e.g. motion on-erning the three horizontal DoFs simultaneously, plant parameter variations,and measurement errors and noise, ould be attained thanks to the suitable andsu�iently smooth motion referenes generated by the proposed referene gen-eration sheme. Figure 4.12 depits the orresponding veloities along the tra-jetory. The measured and the estimated veloities remained lose to the refer-enes all the time. It is worthwhile to realise that vm = Vd, vi = Vi, and vf =
Vf in all the four last parts of the path. In the �rst part, however, vm = 0.93Vd =
0.372m/s, aording to the numerial method employed to determine vm, see Sub-setion 3.4.5 and Sript A.3 in Appendix A for details. The vertial dashed redlines in Figures 4.11�4.13 indiate the separate parts of the path, whih beganat the instants 50 s, ≈ 140.3 s, ≈ 313.1 s, ≈ 430.6 s, and ≈ 603.5 s, respetively.The latter ended at ≈ 731.5 s. The same division holds for Figure 4.8. Figure 4.13depits the ommanded thrust fores and moment from the propulsion system ofthe ROV. The urves somewhat mimiked the shapes of the referene veloitiesdepited in Figure 4.12. When it omes to the sway and heave fores, and the yawmoment, the urves gently osillated around onstant values in order to ompen-sate for disturbanes. The heave thrust fore kept the desired depth by ounter-59



4. Path generation
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4.6. Simulation results

Figure 4.8: Parameter ̟p(t) and its derivatives with respet to time.
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4. Path generation
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4.6. Simulation results
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Chapter 5Conluding remarks5.1 ConlusionsPart II of this thesis dealt with the generation of su�iently smooth referenesfor guiding the motion of ROVs along purposefully pre-de�ned planar and spatialurvature- and torsion-ontinuous paths omprised of retilinear and urvilinearparts. The mathematial development, as well as the experiments and simulationsarried out, foused only on (planar) urvature-ontinuous paths. The generatedreferenes yielded motion:
• suboptimal with regard to the time taken to traverse the paths;
• under less indued plant parameter variations;
• that favoured energy saving while moving;
• with higher overall traking auray;
• with �nite onvergene time.An RM that synthesises referenes regarding a single DoF motion, either lin-ear or angular, was initially proposed in Chapter 3. It is easy to tune due to itsmeaningful tuning parameters, whih re�et the desired motion spei�ations andthe bandwidth limitations of the MCS. Two versions of the RM were desribed: i)a basi version, in Setion 3.3, whih guides motion under the ondition that theinitial and �nal values of the veloity and aeleration referenes are equal to zero;and ii) an extended version, in Setion 3.4, whih guides motion under the ondi-tion that the initial and �nal values of the veloity referene an be di�erent fromzero, whereas the initial and �nal values of the aeleration referene are equal tozero.After that, in Chapter 4, the referenes synthesised by the RM were used toparameterise other referenes onerning the motion along urvature- and torsion-ontinuous paths omprised of retilinear and urvilinear parts. 65



5. Conluding remarks5.2 Future worksFuture works must seek to extend the �ndings and results found in Part II of thethesis, as well as to provide solutions to the unsolved problems. It is most im-portant to:
• Find a more suitable, i.e. robust and fast-exeution, numerial method fordetermining the ruise veloity vm in the extended version of the RM pro-posed in Setion 3.4;
• Develop spatial urvature- and torsion-ontinuous paths based on e.g. the3D spirals developed by Harary and Tal (2012);
• Integrate the proposed path generation sheme with path planners;
• Fully develop the `further features' listed in Setion 3.5, and inorporatethem into both urrent versions of the RM, as suggested therein;
• Devise other extended versions of the RM whih will serve yet di�erentpurposes;
• Extend the formulation found in Chapter 4 to six DoF motion.
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Part IIIMotion ontrol system
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Chapter 6Introdution
6.1 IntrodutionPart III of this thesis deals with an MCS dediated to ontrol observation lassROVs whih are used to ondut automated (high-resolution) image-apturingmissions, e.g. Fillinger and Funke (2013), Marsh et al. (2013), Amado-Filho et al.(2012), Ludvigsen et al. (2007), Singh et al. (2007), and Yoerger et al. (1998).The MCS has DP and trajetory traking apabilities. Suh apabilities enable theend-users of the ROV tehnology, e.g. marine arhaeologists, biologists, and geolo-gists, to obtain sequential high-quality images at the proper pae to onstrutonsistent representations of objets and environments of interest. Four DoFs areontrolled, namely surge, sway, heave, and yaw (SNAME, 1950), whereas bothremaining DoFs, namely roll and pith, are left unontrolled under the argumen-tation that they are self-stable � metaentri stability � by the design of theROVs. Stability and satisfatory traking performane are attainable through theuse of suitable and su�iently smooth referene trajetories, e.g. those generatedthrough the path generation sheme proposed in Part II of this thesis, in spiteof the presene of unmodelled plant dynamis, plant parameter variations, meas-urement errors and noise, and environmental disturbanes. Further details on theproposed MCS are provided in the next setion. Further details on observationlass ROVs are provided in Setion 6.3.Results from simulations and full-sale sea trials, both based on the (observa-tion lass) ROV Minerva, see Appendix C, are presented and disussed to supportthe development arried out in Part III.The main ontributions found in this part of the thesis were also published inFernandes et al. (2015b), Fernandes et al. (2014), and Fernandes et al. (2013).69



6. Introdution

Figure 6.1: Blok diagram of the proposed motion ontrol system.6.2 Proposed motion ontrol systemThe MCS1 proposed herein essentially onsists in a model-based MIMO outputfeedbak ontrol system that works in tandem with an open-loop guidane sys-tem. The MIMO output feedbak ontrol system is omprised of a MIMO PIDontroller that works in ombination with an HGSO. The MIMO PID ontrolleris aided by two additional ontrol laws: iii) one that implements (state) feedbaklinearisation of the plant dynamis; and iv) another that implements referenefeedforward. The proposed output feedbak ontrol system is fully detailed inChapter 8, whereas the plant model is given in Chapter 7. Espeial attentionis drawn to the hydrodynami e�ets in Chapter 7. The guidane system buildsupon the path generation sheme presented in Part II. Thus, it is not treated againin Part III. An elementary thrust alloation algorithm ompletes the MCS. Figure6.1 depits a blok diagram that piees together all omponents of the MCS, inwhih the ontrolled plant is represented by the ROV Minerva.6.2.1 On guidane, navigation, and ontrol systemsAn MCS intended to ontrol the motion of an ROV, so that the vehile an be de-ployed to perform semi- or fully-automated missions, is typially ompartmental-1The main onepts making up the proposed MCS an also be utilised in related marineand eletro-mehanial ontrol appliations under the neessary adaptation.70



6.2. Proposed motion ontrol systemised into guidane, navigation, and ontrol systems2, as exempli�ed in Figure 6.1.Beause of suh ompartmentalisation, an MCS an also be alternatively referredto as either a Guidane, Navigation, and Control (GNC) system, in e.g. Ca�azet al. (2012) and Fossen (2011), or a Navigation, Guidane, and Control (NGC)system, in e.g. Caia et al. (2012), Naeem et al. (2012), Loebis et al. (2006), andNaeem et al. (2003). Every system is suintly desribed in the sequene.6.2.2 Control systemThe ontrol system is responsible for determining the steering fores and momentsthe propulsion system of the ontrolled vehile/raft is to deliver, so that the ref-erene trajetories and attitude are followed or traked, aording to the ontrolobjetive. When it omes to ROVs, whih typially have propellers as the onlytype of atuator, the ontrol system also has to ompute the propulsive fores andmoments the propulsion system is to deliver.6.2.3 Navigation systemThe navigation system is responsible for determining the position, attitude, vel-oities, and sometimes also the aelerations, of the ontrolled vehile/raft, bymeans of diret measurement or reonstrution via state estimation. Wheneverthe navigation system inludes a state observer, as exempli�ed in Figure 6.1, thenavigation and the ontrol systems are interdependent.6.2.4 Guidane systemThe guidane system is responsible for generating suitable and su�iently smoothreferene trajetories, as well as the referene attitude along the trajetories. Itan also generate the orresponding linear and angular veloities and aelerationsalong the referene trajetories. Guidane is onerned with the transient motionbehaviour assoiated with the ahievement of the motion ontrol objetives (Fos-sen, 2011; Breivik and Fossen, 2009), so that the mission spei�ations and the ve-hile/raft dynamis are all simultaneously observed. Furthermore, ollisions withstationary obstales are avoided whenever a ollision-free path is losely traked orfollowed, aording to the ontrol objetive. The guidane system is more or lessinterdependent on both the navigation and the ontrol systems, depending on thedesired and feasible omplexity and sophistiation levels of the MCS. In an open-loop guidane sheme, for instane, the guidane system generates referenes re-gardless of the atual position, attitude, and veloities of the ontrolled vehile/2The same struture applies to MCSs in general, regardless of the type of vehile they areintended to ontrol, namely terrestrial vehiles, underwater vehiles, surfae and semi-submers-ible marine rafts, airrafts, and spaerafts. 71



6. Introdutionraft. On the other hand, in a losed-loop guidane sheme, the guidane systemgenerates referenes also taking into onsideration the atual position, attitude,and veloities of the ontrolled vehile/raft. In the latter ase, it may even makeuse of the ontrols generated by the ontrol system.6.3 Observation lass ROVsA supergroup onstituted by all types of UUVs an be basially subdivided intothree main subgroups or ategories: i) ROVs; ii) AUVs; and iii) hybrid UUVs,whih simultaneously possess harateristis inherent in eah of the previoustypes. Notie that the latter ategory is highly heterogeneous. Figure 6.2 depits ashemati diagram that indiates how underwater vehiles in general an be las-si�ed (Christ and Wernli, 2014, 2007). The path highlighted in blue in the �gureputs the observation lass ROVs into perspetive among all types of underwatervehiles.To put it simply, ROVs are typially fully-atuated vehiles with open-framestrutures. They are teleoperated from ontrol rooms loated on board supportvessels through umbilial ables supplying them with power and transmittingommands and data, e.g. video streams. In ontrast, AUVs are typially torpedo-shaped, underatuated, battery-powered vehiles whih an be launhed and re-trieved from either vessels or the land. They are apable of autonomously perform-ing (pre-programmed) missions, and have no physial onnetion with any ontrolroom during the exeution of missions.6.3.1 Observation lass ROVsThe distinguishing features of the observation lass ROVs are:
• The maximum power of the propulsion systems is limited to a few kilowatts;
• The maximum depth they an reah is limited to a few thousands of meters;
• The maximum payload apaity is limited to a few tens of kilograms.Observation lass ROVs are indispensable workhorses used worldwide as ar-riers of imagery devies, e.g. ameras, eho sounders, hyperspetral imagers, andsonars, for industrial, researh, and military ativities, e.g. inspetion, mapping,monitoring, surveillane, and survey. They are also used to ollet samples, e.g.water, sediment, and piees of oral, in whih ase they are equipped with ap-propriate tools, e.g. rosette samplers, baskets, utting and drilling devies, andmanipulators. In addition, they an be used to perform some light-duty interven-tion tasks. An example is the NTNU's ROV Minerva introdued in Appendix C.Some appliation examples an be found in e.g. Christ and Wernli (2014, 2007),Fillinger and Funke (2013), Marsh et al. (2013), Amado-Filho et al. (2012), Lud-vigsen et al. (2007), Singh et al. (2007), and Yoerger et al. (1998).72



6.4. Objetives

Figure 6.2: Shemati diagram of types of underwater vehiles.The interested reader is referred to e.g. Christ and Wernli (2014, 2007) for aomprehensive overage of the subjet.6.4 ObjetivesObjetive I. Propose, and explore some of the potentialities of, an MCS dedi-ated to ontrol the motion of observation lass ROVs whih are used to ondutautomated image-apturingmissions. Four DoFs � surge, sway, heave, and yaw�are simultaneously ontrolled. The MCS onsists of a model-based MIMO outputfeedbak ontrol system, omprised of a MIMO PID ontroller, auxiliary ontrollaws, and an HGSO, that is fed by an open-loop guidane system. The exploredpotentialities are onerned with: i) tuning methods for both the PID ontrol-ler and the state observer; and ii) the Globally Exponential Stability (GES) ofthe MCS. Everything relies on the properties of the matries of the plant model.Hene, some aspets of the plant modelling also deserve areful attention. 73



6. IntrodutionObjetive II. To study whether or not an HGSO serves as an alternative to thebenhmark EKF in the MCS.6.5 MotivationThe motivation for developing the MCS proposed in Part III of this thesis was toontribute to the development of the versatile MCS for ROVs that is arried outat NTNU under the ollaborative e�ort of the researh team headed up by Prof.Asgeir J. Sørensen (Dukan, 2014; Sørensen et al., 2012). More spei�ally, thestudy of whether or not an HGSO serves as an alternative to the benhmark EKFin the NTNU's MCS �rst and foremost motivated the whole work that ulminatedin the ontents of Part III.6.6 Literature review6.6.1 ControllerThe lassial PID ontrol is often preferred for motion ontrol of ROVs and mar-ine rafts in general (Smallwood and Whitomb, 2004; Roberts et al., 2003; Hsuet al., 2000), and for ontrol of industrial appliations in general (Åström andHägglund, 2011), despite the availability of several modern ontrol tehniques(Bennett, 1996). Although the PID ontrol has its limitations to ope with ahighly oupled MIMO Nonlinear Time Varying (NTV) plant dynamis, as it isthe ase of the ROV dynamis, it is often preferred due to its synthesis and imple-mentation simpliity, apart from being fully understood, and having been exten-sively and suessfully tested in pratie for almost one entury sine it was intro-dued (Åström and Hägglund, 2011; Fossen, 2011; Franklin et al., 2009; Robertset al., 2003; Bennett, 1996; Friedland, 1986). The PID ontrol alone annot pro-vide exat traking of time-varying referenes, even dealing with a 2nd-orderLTI plant, neither an it dynamially ompensate for unmodelled plant dynam-is. However, suh limitations an be sought to be irumvented by ombiningother tehniques with the basi PID algorithm, whereupon satisfatory PID-basedontrollers an be obtained. Among the various possibilities, the linearisation ofthe plant dynamis an often be satisfatorily attained through either state feed-bak � omputed torque ontrol law (Franklin et al., 2009) �, or referene feed-forward, as in e.g. Fernandes et al. (2015b), Sørensen et al. (2012), and Smallwoodand Whitomb (2004); or the otherwise �xed ontroller gains an be varied onlineeither disretely, through gain-sheduling, as in e.g. Sørensen (2013), Caia et al.(2012), Caia (2006), and Caia and Veruggio (2000), or ontinuously, throughsome adaptive mehanism, as in e.g. Antonelli (2014), Smallwood and Whitomb(2004), Antonelli et al. (2001), Hsu et al. (2000), and Goheen and Je�erys (1990),74



6.6. Literature reviewin order to ope with the plant parameter variations. Perrier and Canudas-de-Wit(1996) proposed simple nonlinear robust ontrollers whih explore the potentialityof bridging the linear PID ontrol and nonlinear ontrol tehniques. A number ofsuessful PID-based marine ontrol appliations an be found in literature, e.g.Fernandes et al. (2015b), Antonelli (2014), Sørensen (2013), Caia et al. (2012),Martin and Whitomb (2012), Omerdi et al. (2012), Sørensen et al. (2012), Fos-sen (2011), Hoang and Kreuzer (2007), Caia (2006), Smallwood and Whitomb(2004), Caia et al. (2003), Caia and Veruggio (2000), Park et al. (2000), Per-rier and Canudas-de-Wit (1996), and the referenes therein. PID-based MCSs forUUVs and marine rafts have parallels in industrial robot manipulator ounter-parts, provided that similar matrix-vetor models an be used to model both typesof dynamis (Fossen, 2011; Smallwood and Whitomb, 2004).The modern ontrol tehniques are more apable of oping with the dynamisof UUVs and marine rafts, while also rejeting environmental disturbanes. How-ever, fairly aurate nominal models are usually required in order for suh teh-niques to yield the expeted superior performane. Thus, a great deal of e�ort anbe neessary to aurately model and identify the hydrodynami and atuator par-ameters, apart from also estimating their unertainty boundaries. On the otherhand, suh tehniques are more ommonly and advantageously employed in MCSfor AUVs than for ROVs, sine AUVs are typially underatuated vehiles whihexeute more omplex manoeuvres during the missions. Moreover, AUVs in gen-eral are relatively easier to model and identify than ROVs, due to the symmetriesof their typial torpedo-like losed hulls. A olletion of examples of marine appli-ations based on suh ontrol tehniques, namely integrator bakstepping, Linear-Quadrati Gaussian (LQG)/Loop Transfer Reovery (LTR), and Model Predit-ive Control (MPC), an be found in e.g Sørensen (2013), Fossen (2011), and Doand Pan (2009). Examples of robust modern ontrol tehniques are the slidingmode (Maro and Healey, 2001; Healey and Lienard, 1993; Fossen and Foss, 1991;Yoerger and Slotine, 1991, 1985), H∞ (Silvestre and Pasoal, 2004; Park et al.,2000; Conte and Serrani, 1998; Donha et al., 1998; Fryxell et al., 1996), and someadaptive tehniques (Antonelli, 2014; Antonelli et al., 2001; Fossen and Fjellstad,1995; Fossen and Sagatun, 1991; Yuh, 1990). The sliding mode ontrol demandssomewhat high gains in the swithing ontrollers (∞ frequeny), despite the rela-tively narrow bandwidths of the marine systems. Besides, this tehnique has highnoise sensitivity at the equilibrium points. The H∞ ontrol an be extended to anonlinear version with optimised performane (Park et al., 2000), but designingsuh ontroller is di�ult, sine quite intense mathematial treatment is needed,e.g. solving a set of oupled nonlinear partial di�erential equations. Thus, someapproximations may be required where analytial solutions annot be provided.Model parameter unertainties an be oped with, to some extent, through adap-tation but, however, this often results in time onsuming algorithms and ro-bustness problems regarding the adaptation loops. Intelligent ontrol tehniques,75



6. Introdutione.g. fuzzy logi, arti�ial neural networks, and neuro-fuzzy (Liang et al., 2006;Kanakakis et al., 2004), an be good alternatives, although often requiring lengthytuning proesses.6.6.2 State observersThe vast majority of the marine output ontrol systems are based on the benh-mark EKF, an extension to nonlinear systems of the optimal � minimum vari-ane � Linear-Quadrati (LQ) estimator Kalman Filter (KF) (Kalman and Buy,1961; Kalman, 1960), whih has been extensively and suessfully tested in pra-tie for over half entury sine it was introdued (Sørensen, 2013; Fossen, 2011;Kinsey et al., 2006; Bennett, 1996; Friedland, 1986). Tuning an EKF may be ahard and time-onsuming task due to its quite numerous ovariane parameters,whih are not neessarily diretly related to the plant quantities. Other nonlineartehniques, suh as integrator bakstepping and passivity, are interesting alter-natives for asymptoti state estimation (Fossen, 2011, and referenes therein). Astate observer based on the integrator bakstepping tehnique is easier to tunethan an EKF. A passivity-based state observer is even easier to tune than bothaforementioned algorithms, requires less detailed plant models to work satisfator-ily, and allows design simpli�ations based on a version of the separation priniplethat holds for ertain lasses of nonlinear systems (Fossen, 2011; Khalil, 2002).An HGSO has the ability to robustly estimate the unmeasured states, while itasymptotially rejets disturbanes. It behaves approximately like a di�erentiator(Khalil, 2002), thus �tting well appliations where veloities may not be diretlymeasured, but obtained from position and attitude measurements. Its mahineode needs less memory spae to be stored, and also runs faster, than that of theEKF. Moreover, it allows the use of the aforementioned separation priniple forertain lasses of nonlinear systems (Khalil, 2002; Atassi and Khalil, 2000; Esfan-diari and Khalil, 1992). High-gain observers urrently represent an ative area ofresearh, as indiated by Khalil and Praly (2014), and the referenes therein.
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Chapter 7Plant models7.1 IntrodutionProper plant modelling is a prerequisite for the development of the model-basedMCS proposed in Part III. Beause the modelling of UUVs is quite standardised,see e.g. Antonelli (2014), Sørensen (2013), Fossen (2011), Do and Pan (2009), andPerez and Fossen (2007), this hapter presents the modelling onisely. Emphasisis plaed on the modelling of the hydrodynami e�ets. The expliit dependeneof the modelling on time is omitted for the sake simpliity. Nevertheless, thedependene is learly indiated wherever neessary for larity.7.2 Proess plant modelThe Proess Plant Model (PPM) is de�ned as the most omprehensive mathemat-ial desription of the ontrolled plant (Sørensen, 2013, 2005), i.e. it is as aurate,and inludes as many details, as possible. It is useful in numerial stability andperformane robustness analyses, as well as in the initial e�orts towards pre-tuningboth the ontroller and the state observer, if any.In this work, the PPM is built upon the following general premises:
• The loations of both the Centre of Gravity (CG) and the Centre of Buoy-any (CB) of the ontrolled ROV are �xed;
• The ROV operates deeply submerged, i.e. below the wave-a�eted zone �assumed to range from the sea surfae down to half the length of the wave;
• The veloity and the orientation of the sea urrent vary slowly enough tobe taken as onstants;
• The �uid � sea water � is irrotational, of onstant and uniform density,and of in�nite extent. 77



7. Plant models

Figure 7.1: NED and BF referene frames.Meaningless line �lling text!7.2.1 Referene framesTwo referene frames are simultaneously needed, beause the motion has to bereferened in an inertial frame to be meaningfully guided and navigated, whereasthe inertia tensor of an ROV, and the hydrodynami e�ets it experienes duringoperation, are more easily dealt with if referened in a frame moving along withthe ROV. Figure 7.1 depits suitable referene frames. One referene frame isthe loally inertial NED frame, whose origin ONED is attahed at a point on theEarth's surfae. Its is used for loally �at Earth navigation. The N-axis is diretedtowards the Earth's true north, the E-axis is direted eastwards, and the D-axis isdireted towards the Earth's entre. The other referene frame is the non-inertialBF frame, whose origin OBF is attahed to a onvenient point of the struture ofthe ROV. OBF is often hosen to oinide with the CG of the ROV. The axes of theBF frame are de�ned with respet to the struture of the ROV. The (longitudinal)
X-axis is direted from aft to fore, the (transversal) Y-axis is direted from portto starboard, and the (orthogonal) Z-axis is direted from top to bottom. The BFframe hanges orientation with respet to the NED frame as the ROV rotates.The Euler angles φ, θ, and ψ [rad] are used to represent the roll, pith, and yawmovements of the ROV, respetively. The attitude of the BF frame with respetto the NED frame, and the attitude of the ROV likewise, are desribed by a�xed sequene of three rotations, whih is onsolidated into the transformationmatrix J(η2) ∈ R6×6 that is de�ned as78



7.2. Proess plant model
J(η2) :=

[
JL(η2) 03×3

03×3 JA(η2)

] (7.1)where η2 := [φ, θ, ψ ]T [rad] is the attitude vetor, and 03×3 ∈ R3×3 is a null mat-rix. The rotation matrix matrix JL(η2) ∈ SO(3), whih handles linear quantities,and the matrix JA(η2) ∈ R
3×3, whih handles angular quantities, are respetivelyde�ned as

JL(η2) :=



c(θ)c(ψ) −c(φ)s(ψ)+s(φ)s(θ)c(ψ) s(φ)s(ψ)+c(φ)s(θ)c(ψ)

c(θ)s(ψ) c(φ)c(ψ)+s(φ)s(θ)s(ψ) −s(φ)c(ψ)+c(φ)s(θ)s(ψ)

−s(θ) s(φ)c(θ) c(φ)c(θ)


 (7.2)where s(i) := sin(i) and c(i) := cos(i), i ∈ {φ, θ, ψ}, and

JA(η2) :=



1 sin(φ) tan(θ) cos(φ) tan(θ)

0 cos(φ) − sin(φ)

0 sin(φ) sec(θ) cos(φ) sec(θ)


 (7.3)Beause JL(η2) ∈ SO(3), J−1

L (η2) = JT
L (η2) and det(JL(η2)) = 1 ∀ φ, θ, ψ ∈

[0, 2 π). On the other hand, JA(η2) is not orthogonal. Thus, J−1
A (η2) is obtainedby solving J−1

A (η2)JA(η2) = I3 for J−1
A (η2), where I3 ∈ R3×3 is an identity mat-rix. Notie that det(JA(η2)) = sec(θ), whih impliates that θ 6= ±π/2 rad. Fortu-nately, both forbidden values of the pith angle, whih result in the representationsingularity referred to as gimbal lok � degeneration of the spae down to a planebeause the Y- and Z-axis beome parallel �, are hardly ever reahed in pratie.The reason for the singularity to our is that JA(η2) is not a rotation matrix,but a matrix operator yielding in�nitesimal rotations.7.2.2 KinematisThe linear and angular veloities of an ROV (Antonelli, 2014; Sørensen, 2013;Fossen, 2011; Do and Pan, 2009; Perez and Fossen, 2007; SNAME, 1950) are givenin the BF frame by the dynami model (7.5), whih is to be desribed next. It isimmediate to obtain these veloities in the NED frame by applying the followingkinemati transformation based on (7.1)

η̇ =

[
η̇1

η̇2

]
=

[
JL(η2) 03×3

03×3 JA(η2)

][
ν1

ν2

]
= J(η2)ν (7.4)where the vetor of linear and angular veloities in the BF frame ν ∈ R6 is om-posed of ν1 = [u, v, w ]T [m/s], whih ollets the linear veloities in surge, sway,and heave, taken along the X-, Y-, and Z-axis, respetively, and ν2 = [ p, q, r ]T79



7. Plant models
[rad/s], whih ollets the angular veloities in roll, pith, and yaw, taken aboutthe X-, Y-, and Z-axis, respetively. The vetor of position and attitude in theNED frame η ∈ R6 is omposed of η1 = [n, e, d ]T [m], whih ollets the positionelements along the N-, E-, and D-axis, respetively, and the aforementioned vetor
η2, whih ollets the attitude elements about the N-, E-, and D-axis, respetively.Hene, the vetor of linear and angular veloities in the NED frame η̇ = η̇(t) =
d
dt [η(t)], where η(t) = η and the parameter t ∈ R>0 [s] is the time, is omposed of
η̇1 = [ ṅ, ė, ḋ ]T [m/s] and η̇2 = [ φ̇, θ̇, ψ̇ ]T [rad/s]. Notie then that the relations
η̇1 = JL(η2)ν1 and η̇2 = JA(η2)ν2 hold, aording to (7.4).7.2.3 Rigid body dynamisThe dynami model pursued in this hapter is based on the Newton-Euler equa-tion � lassial mehanis. It is given by
MRB ν̇ +CRB(ν2)ν = τhd + τhs(η2) + τd + τp (7.5)where the vetors τhd and τhs(η2) represent hydrodynami and hydrostati foresand moments, respetively. The e�ets of the sea urrent are taken into aount in
τhd. The vetor of disturbanes τd = [ du, dv, dw, dp, dq, dr ]

T represents fores andmoments generated by the umbilial able. The vetor τp represents propulsionand steering fores and moments. All vetors but τd, whose denomination is self-explanatory, are addressed separately in the sequene. This means that the dis-turbanes due to the umbilial able are not modelled in the present work.The inertia matrix MRB ∈ R6×6 |MRB > 0 is given by
MRB =

[
m I3 −mS(rcg)

mS(rcg) Icg −mS2(rcg)

] (7.6)wherem ∈ R>0 [kg] is the (dry) mass, Icg ∈ R3×3 is the inertia tensor with respetto the CG, and S(rcg) ∈ SS(3) (Skew-Symmetri group of order 3) is a ross-produt matrix. The matrix S(rcg) stems from the vetor rcg = [xcg, ycg, zcg ]
T

[m], whih gives the loation of the CG with respet to OBF, suh that
S(rcg) =




0 −zcg ycg

zcg 0 −xcg

−ycg xcg 0


 (7.7)The Coriolis-entripetal matrix CRB(ν2) ∈ R6×6, whih an be straightfor-wardly derived from MRB, is given by

CRB(ν2) =

[
mS(ν2) −mS(ν2)S(rcg)

mS(rcg)S(ν2) −S((Icg −mS2(rcg))ν2)

] (7.8)80



7.2. Proess plant modelwhere the ross-produt matrix S(ν2) ∈ SS(3), whih stems from the vetor ν2,is given by
S(ν2) =




0 −r q

r 0 −p

−q p 0


 (7.9)and the ross-produt matrix S((Icg−mS2(rcg))ν2) ∈ SS(3), whih stems fromthe vetor (Icg −mS2(rcg))ν2 ∈ R3, is determined likewise.HydrodynamisThe ROV motion transfers mehanial energy to the �uid, whih is a dissipativemedium, with the result that the �uid aelerates and the motion is a�eted tosome extent. The energy transfer produes hydrodynami e�ets appearing asthe ROV, the �uid, or both have non-zero aelerations or veloities. The hydro-dynami e�ets are typially divided into visous e�ets and e�ets approahedby the potential theory � invisid �uid � (Sørensen, 2013; Fossen, 2011; Le-wandowski, 2004; Faltinsen, 1990; Newman, 1977; Abkowitz, 1972). Drag/liftfores and moments are visous e�ets due to the motion of the ROV relativeto the �uid, i.e. the ROV an be either moving through the still �uid, or stand-ing still against the sea urrent, e.g. in DP. Added masses and the so-alledMunk moments, whih are also referred to as potential e�ets due to the sea ur-rent, are approahed by the potential theory (Faltinsen, 1990; Newman, 1977).The wave zone potential damping, whih is typially frequeny-dependent, anbe negleted, whenever the ROV is operating deeply submerged, whereupon theadded mass an be simpli�ed to asymptoti values regarding a wave frequenyequal to zero. All e�ets are typially modelled by ombinations of analytial andsemi-empirial methods, where the model oe�ients are typially obtained fromdediated hydrodynami software odes, e.g. WAMIT, tank tests, or full-saletrials performed with the ROV.The vetor of hydrodynami e�ets τhd ∈ R6 is given by

τhd = −MA ν̇r −CA(νr)νr −DL(κ,νr)νr −DQ |νr|νr (7.10)where the vetor of relative linear and angular veloities νr ∈ R
6 in the BF frameis given by

νr =

[
νr1

νr2

]
=

[
ν1

ν2

]
−

[
νc1

03

]
= ν − νc (7.11)where the vetor of sea urrent veloities νc = [νT

c1
,0T

3 ]T is omposed of νc1
=

[uc, vc, wc ]
T [m/s], whih ollets the linear veloities of the sea urrent in the BF81



7. Plant modelsframe, and 03 ∈ R3 is a null vetor. Notie then that νr2
= ν2. Notie also that

νc is so de�ned beause of the premise of irrotational sea urrent. Consequently,the vetor ν̇r = ν̇r(t) =
d
dt [νr(t)], where νr(t) = νr. Lastly, the vetor of signedquadrati relative veloities |νr|νr ∈ R

6 is de�ned herein as
|νr|νr :=

[
|ur|ur |vr|vr |wr|wr |p|p |q|q |r|r

]T (7.12)The sea urrent veloities are more naturally expressed in the NED framethrough the vetor νNED
c = νNED

c (αh, αv), whih is given by
νNED

c = Vc
[
cos(αh) cos(αv) sin(αh) cos(αv) sin(αv) 0 0 0

]T (7.13)where Vc ∈ R>0 [m/s] is the onstant sea urrent speed, αh ∈ R |αh ∈ (−π, π] [rad]is a onstant angle, ontained in the horizontal NE-plane, that is measured fromthe N-axis, and αv ∈ R |αv ∈ [−π/2, π/2] [rad] is a onstant angle, ontained in avertial plane, that is measured from the NE-plane. The last three entries of (7.13)are likewise null beause of the premise of irrotational sea urrent. Therefore,
νc = νBF

c = JT(η2)ν
NED

c (7.14)and
ν̇c = ν̇BF

c = d
dt [J

T(η2(t))]ν
NED
c (7.15)where the matrix J(η2(t)) = J(η2) is given in (7.1). Notie that ν̇NED

c = 06,where 06 ∈ R6 is a null vetor, is used in (7.15), beause of the premise of onstantsea urrent. Notie also that νc and ν̇c are time-varying under the matrix J(η2).The added mass inertia matrixMA ∈ R6×6 |MA > 0, also sometimes referredto as the virtual mass inertia matrix, whih omes from the quadrati expressionof the kineti energy the �uid possesses due to the pressure �eld reated aroundthe aelerating ROV, is de�ned as
MA :=




Xu̇ Xv̇ Xẇ Xṗ Xq̇ Xṙ

Yu̇ Yv̇ Yẇ Yṗ Yq̇ Yṙ

Zu̇ Zv̇ Zẇ Zṗ Zq̇ Zṙ

Ku̇ Kv̇ Kẇ Kṗ Kq̇ Kṙ

Mu̇ Mv̇ Mẇ Mṗ Mq̇ Mṙ

Nu̇ Nv̇ Nẇ Nṗ Nq̇ Nṙ




(7.16)Assumption 7.1. The thirty-six hydrodynami derivatives of MA are on-stant, beause they are predominantly dependent on the shape of the ontrolledROV and negligibly dependent on its veloity, despite the fat that, in pratie,every entry may slightly vary over time about its nominal value, mostly dependingon operating and environmental onditions. All the elements of MA are expeted82



7.2. Proess plant modelto be non-zero and distint, sine an ROV typially has an open-frame struturewith asymmetries in the shapes and distribution of the parts and omponents,apart from the interonnetions, e.g. ables and tubes, among the parts and om-ponents randomly spread inwards.The added mass Coriolis-entripetal matrix CA(νr) ∈ R6×6, whih an bestraightforwardly derived from MA, is given by
CA(νr) = −




03×3 S
([
cA1

cA2
cA3

]T)

S
([
cA1

cA2
cA3

]T)
S
([
cA4

cA5
cA6

]T)


 (7.17)where the ross-produt matries S([ cA1

, cA2
, cA3

]T ),S([ cA4
, cA5

, cA6
]T ) ∈ SS(3)stem from the vetors [ cA1

, cA2
, cA3

]T and [ cA4
, cA5

, cA6
]T , respetively, suh that

S
([
cA1

cA2
cA3

]T)
=




0 −cA3
cA2

cA3
0 −cA1

−cA2
cA1

0


 (7.18)and

S
([
cA4

cA5
cA6

]T)
=




0 −cA6
cA5

cA6
0 −cA4

−cA5
cA4

0


 (7.19)where cAi

= cAi
(νr), and cAi

(νr) ∈ R | cAi
(νr) := (MA)i νr, i ∈ N | i ∈ {1, . . . , 6},where (MA)i denotes a (row) vetor that is equal to the entire i-th row of MA.The matrix DL(κ,νr) ∈ R6×6 models the linear damping due to linear skinfrition in laminar �ows, i.e. at very low �ow veloities. The matrix DQ ∈ R6×6models the nonlinear damping due to vortex shedding and quadrati skin fritionin turbulent �ows. Together, the matries DL(κ,νr) and DQ allow linear e�etsto be strengthened at lower veloities and gradually vanish as nonlinear e�etstake over at higher veloities. The matries are de�ned as

DL(κ,νr) :=




Xur
exp(−κ |ur|) Xvr exp(−κ |vr|) . . . Xr exp(−κ |r|)

Yur
exp(−κ |ur|) Yvr exp(−κ |vr|) . . . Yr exp(−κ |r|)

Zur
exp(−κ |ur|) Zvr exp(−κ |vr|) . . . Zr exp(−κ |r|)

Kur
exp(−κ |ur|) Kvr exp(−κ |vr|) . . . Kr exp(−κ |r|)

Mur
exp(−κ |ur|) Mvr exp(−κ |vr|) . . . Mr exp(−κ |r|)

Nur
exp(−κ |ur|) Nvr exp(−κ |vr|) . . . Nr exp(−κ |r|)




(7.20)and 83



7. Plant models
DQ :=




X|ur|ur
X|vr|vr X|wr|wr

X|p|p X|q|q X|r|r

Y|ur |ur
Y|vr |vr Y|wr|wr

Y|p|p Y|q|q Y|r|r

Z|ur|ur
Z|vr|vr Z|wr|wr

Z|p|p Z|q|q Z|r|r

K|ur|ur
K|vr|vr K|wr|wr

K|p|p K|q|q K|r|r

M|ur|ur
M|vr|vr M|wr|wr

M|p|p M|q|q M|r|r

N|ur|ur
N|vr|vr N|wr|wr

N|p|p N|q|q N|r|r




(7.21)where κ ∈ R>0 determines how fast the stability derivatives of (7.20) deay as
‖νr‖ inreases. Experimental data (Refsnes and Sørensen, 2012) suggested theuse of exponential terms in DL(κ,νr), in order to fore the linear damping toderease under inreasing veloities, sine the �ow beomes turbulent for inreasedveloities, whereupon the damping is better modelled by DQ working alone.Assumption 7.2. The thirty-six hydrodynami derivatives of DL(κ,νr), aswell as those of DQ, are onstant, despite the fat that, in pratie, every entrymay slightly vary over time about its nominal value, mostly depending on operat-ing and environmental onditions. All the elements of both matries are expetedto be non-zero and distint, sine an ROV typially has an open-frame struturewith asymmetries in the shapes and distribution of the parts and omponents,apart from the interonnetions, e.g. ables and tubes, among the parts and om-ponents randomly spread inwards.Assumption 7.3. The modelling of the hydrodynami damping based on thematries DL(κ,νr) and DQ provides a satisfatory approximation of the a-tual damping. It presents an intermediate level of omplexity between fully de-oupled models � diagonal matries �, e.g. Sørensen et al. (2012), Fossen (2011),Smallwood and Whitomb (2004), and Caia et al. (2000b), and fully oupled,hene more aurate, models, e.g. Martin and Whitomb (2012, 2008). The lat-ter typially have as many time-varying matries olleting nonlinear dampingoe�ients as the number of modelled DoFs. There are also other ways of mod-elling the nonlinear damping, e.g. Sørensen (2013), Fossen and Ross (2012),Fossen (2011), and Lewandowski (2004). The term DQ |νr|νr seen in (7.10) ispreferred in this work beause DQ beomes a onstant matrix.Remark 7.1. An analogy to justify the use of DL(κ,νr) and DQ: an open-frame ROV is subjet to a stition-like phenomenon, as it experienes relativelymore intense damping fores and moments at the motion imminene than whenalready set in motion. The term stition is a portmanteau of `stati frition'. AnROV has a large wet surfae due to its omplex onstrution. At very low �ow vel-oities, the large surfae reates signi�ant hydrodynami damping. At inreased�ow veloities, however, shedding e�ets redue the wet surfae due to the partial`shadowing' reated by losely installed parts.84



7.2. Proess plant modelHydrostatisThe roll and pith movements, i.e. φ 6= 0 rad and θ 6= 0 rad, respetively, induefores and moments on the ROV, whih would be equal to zero otherwise.The vetor of restoring fores and moments τhs(η2) ∈ R6 is given by
τhs(η2) =

[
JT
L (η2) (Whs +Bhs)

rcg ×
(
JT
L (η2)Whs

)
+ rcb ×

(
JT
L (η2)Bhs

)
] (7.22)whereWhs = [ 0, 0,W ]T [N] is built upon the weight foreW ∈ R>0 |W =mg [N]that ats upon the CG pointing downwards, where g ∈ R>0 [m/s

2] is the aeler-ation of gravity,Bhs = [ 0, 0,−B ]T is built upon the buoyany foreB ∈R>0 |B =
ρ g∇ [N] that ats upon the CB pointing upwards, where ρ ∈ R>0 [kg/m

3] is the�uid density and ∇ ∈ R>0 [m
3] is the volume of �uid displaed by the ROV, andthe vetor rcb = [xcb, ycb, zcb ]
T [m] gives the loation of the CB with respet to

OBF. The fores W and B are parallel to D-axis, sine they are funtions of g.Remark 7.2. It is safer to have the ROV designed slightly positive buoyant,i.e. B > W , beause it an naturally emerge to the sea surfae in ase a hardfailure ours in the MCS. On the other hand, a thrust fore, whose value amountsto (B−W)N, is permanently demanded from the propulsion system in order tokeep the ROV submerged.Propulsion systemMarine thrusters annot be modelled by �nite-dimensional models based on �rstpriniples (Sørensen, 2013). In partiular, the omplex nature of the propeller-�uid interation makes it di�ult to aurately model thrusters. To overomeruial modelling shortomings, a ombination of analytial and semi-empirialtehniques has to be employed to produe simpli�ed models. Stati mappings areommonly used simpli�ations whereby the angular veloity np ∈ R [rad/s] of apropeller is related to the thrust fore T ∈ R [N] it develops (Sørensen, 2013; Ca-ia et al., 2000b; Ishidera et al., 1986). Furthermore, the typial eletromehanialservo veloity loop of a thruster has a negligible time onstant in omparison withthe time onstants of the ROV dynamis (Do and Pan, 2009; Caia et al., 2000b).An example of stati mapping is depited in Figure 7.2. It onerns a thruster ofthe ROV Minerva, see Appendix C. The urves were adapted from the experi-mental data found in Ludvigsen and Ødegaard (2005, 2004).The thrust fore delivered by a thruster an be modelled as
T = (1− tp) (kT0

ρD4 |np|np − kT1
ρD3 |np| vw) (7.23)where tp ∈ R>0 | tp ∈ (0, 1) is a global thrust dedution oe�ient that lusterstogether all losses with respet to the open-water thrust. Losses are mainly aused85
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Figure 7.2: Example of stati mapping of thrust fore.by: i) the inreased hydrodynami drag that arises from the loal pressure redu-tion that stems from the propeller sution; ii) the motion of the propeller alongwith the ROV; and iii) the �ow disturbanes aused by other omponents of theROV losely installed and/or other propellers working nearby (Sørensen, 2013;Fossen, 2011; Lewandowski, 2004; Ishidera et al., 1986). The onstant D ∈ R>0

[m] denotes the propeller dis diameter, and vw ∈ R [m/s] is the water in�ow vel-oity into the nozzle of the thruster, whih di�ers from vrel ∈ R [m/s] � proje-tion of the vetor of relative veloities νr of the self-propelled ROV onto a straightline parallel to propeller shaft � due to: i) potential and visous hydrodynamie�ets; and ii) the last two just mentioned auses of thrust loss. The atual valueof the water in�ow veloity an be determined through
vw = (1− wp) vrel (7.24)where wp ∈ R>0 |wp ∈ (0, 1) is the wake fration number. The nominal thrustoe�ients are kTi

∈ R>0, i ∈ {0, 1}. They are two-folded typially, i.e. k+Ti
holdsfor np > 0, whereas k−Ti

holds for np < 0. They are obtained from open-water tanktests arried out with the propeller alone under near lossless operating onditions,i.e. tp ≈ 0, and are ommonly approximated (Sørensen, 2013; Fossen and Blanke,2000; Blanke et al., 2000) by a linear funtion of the so-alled advane number
J = vw/(Dnp) (7.25)86



7.3. Control plant modelThe oe�ient kT0
orresponds to the bollard pull operating ondition in whih

vw = 0m/s.The thrust on�guration matrix of the propulsion system (Sørensen, 2013;Fossen, 2011) is denoted Tp ∈ R
q×p, p > q, where q is the dimension of theon�guration spae � number of atuated DoFs (Breivik and Fossen, 2009) �,and p is the number of thrusters whih atuate the on�guration spae.The vetor of propulsion and steering fores and moments τp∈R6 is given by

τp = Tp

[
T1 T2 . . . Tp−1 Tp

]T (7.26)where Ti, i ∈ N | i ∈ {1, 2, . . . , p}, represents the thrust fore delivered by the i-ththruster, whih is given by (7.23).7.2.4 The proess plant modelThe pursued PPM is obtained by putting (7.4) and a dynamis equation refer-ened in the BF frame together. The dynamis equation is obtained by �rstlysubstituting (7.10), (7.15), (7.22), and (7.26) into (7.5), and then manipulatingalgebraially the resulting equation afterwards.The PPM is given in the state spae by




η̇ = J(η2)ν

M ν̇ =−CRB(ν2)ν −CA(νr)νr −DL(κ,νr)νr −DQ |νr|νr

+MA J̇T(η2)ν
NED

c + τhs(η2) + τd + τp

(7.27)where M = MRB +MA > 0 and J̇T(η2) = J̇T(η2(t)) =
d
dt [J

T(η2(t))].7.3 Control plant modelThe Control Plant Model (CPM) is a diligently simpli�ed version of the PPM. Itis introdued for ontroller and observer design purposes (Sørensen, 2005, 2013).Some simpli�ations an be performed in the mathematial modelling beause theontroller dominates ertain terms of the losed-loop dynamis, e.g. damping andrestoring fores and moments. The CPM is also useful in the analytial stabilityanalysis of the resulting losed-loop system.In this work, the CPM is built upon the general premises underlying the PPM,see Setion 7.2, plus the following assumptions:Assumption 7.4. The on�guration spae (Breivik and Fossen, 2009) an berestrited to the four DoFs of interest, namely surge, sway, heave, and yaw, whihare ontrolled by the MCS proposed in Chapter 8. Both unontrolled DoFs, name-ly roll and pith, are self-stable by the design of the ROV � metaentri stability87



7. Plant models�, are not atuated at all, and span negligibly narrow ranges, i.e. |φ(t)|, |θ(t)| ≈
0 rad ∀ t > 0 s. Thus, both DoFs an be permanently disregarded. This means thatboth the 4th and the 5th elements of the vetors must be removed. The redutionin the dimension of the model auses all vetors de�ned within Setion 7.2 to berede�ned as e.g. τhs := [ 0, 0, (W − B), 0 ]T and τp :=Tp [T1, T2, . . . , Tp−1, Tp ]

T ,where Tp ∈ R4×p. In partiular, it auses ν2 and η2 to be redued to ν2(t) = r(t)and η2(t) = ψ(t), respetively, whereupon η̇2(t) = ψ̇(t) = d
dt [ψ(t)] = r(t) = ν2(t).The redution a�ets all matries de�ned within Setion 7.2 likewise. This meansthat the whole 4th and 5th rows and olumns of the matries must be removed.Notie then that the transformation matrix J(η2) = J(ψ) ∈ SO(4).Assumption 7.5. The deay rate κ of the entries of DL(κ,νr) an be droppedfor the sake of stability proo�ng, when it omes to the MCS proposed in Chapter8. The total hydrodynami damping e�ets have to be urve re�tted, suh that

DL ∈ R4×4 |DL > 0 and DQ ∈ R4×4 |DQ > 0 are both onstant.Assumption 7.6. The thrust fore T an be satisfatorily approximated by
T = kT (np) |np|np (7.28)where kT (np) ∈ R>0 is the nominal thrust mapping, whih is a nonlinear fun-tion of the angular veloity of the propeller np that is determined in tank testsperformed under the bollard pull ondition with the ROV fully assembled. Themapping kT (np) already inludes the overall loss. The reason for simplifying theexpression of the thrust fore is to drop the expliit dependene on vw from (7.23),beause vw is neither measured nor estimated in the present work.Assumption 7.7. The terms in (7.10) whih generate perturbations in (7.5),whereupon do likewise in (7.27), due to the sea urrent, an be isolated from (7.10)and olleted in the vetor of urrent-generated perturbations τc(ν,νc, ν̇c) ∈ R4,whih is referened in the BF frame. The vetor τc(·) an be immediately obtainedin the NED frame through the use of (7.14)�(7.15). The reason for reating τc(·)is that νNED

c is neither measured nor estimated in the present work. Towardsthis end, �rstly the vetors νr, ν̇r, |νr|νr ∈ R4 are resolved into
νr = ν − νc and ν̇r = ν̇ − ν̇c (7.29)and
|νr|νr = |ν|ν + (|ν − νc|(ν − νc)− |ν|ν) (7.30)where |ν − νc|(ν − νc) ∈ R4 in (7.30) denotes a olumn vetor that entails fourmultipliations arried out omponentwise � Hadamard, or Shur, produt �i.e. |ν − νc|(ν − νc) = [ |u− uc|(u− uc), |v − vc|(v− vc), |w−wc|(w−wc), |r|r ]

T .Reall the fat rc = 0 rad/s under the premise of irrotational sea urrent.88



7.3. Control plant modelThen, the expansion of the term CA(νr)νr yields
CA(νr)νr :=CA(ν)ν +CA1

(ν)νc +CA2
(νc)νc (7.31)where the matries CAi

( · ) ∈ R4×4, i ∈ {1, 2}, are de�ned as
CA1

(ν) :=−




νT TX MA

νT TY MA

01×4

νT
(
TN MA +MT

A T T
N

)




(7.32)and
CA2

(νc) :=

[
03×4

νT
c TN MA

] (7.33)where 0i×4 ∈ Ri×4, i ∈ {1, 3}, are null matries, and TX ,TY ,TN ∈ R4×4 areonstant sparse matries, suh that
TX :=




0 0 0 0

0 0 0 0

0 0 0 0

0 −1 0 0


, TY :=




0 0 0 0

0 0 0 0

0 0 0 0

1 0 0 0


, and TN :=




0 1 0 0

−1 0 0 0

0 0 0 0

0 0 0 0


 (7.34)where TN ∈ SS(4).Finally, by olleting the terms of interest from (7.10), with the aid of (7.31),and then manipulating algebraially the resulting equation afterwards, the vetorof urrent-generated perturbations τc(ν,νc, ν̇c) is de�ned as

τc(ν,νc, ν̇c) :=MA ν̇c −CA1
(ν)νc −CA2

(νc)νc +DL νc

+DQ (|ν|ν − |ν − νc|(ν − νc))
(7.35)where τc(ν,νc, ν̇c) = 04 ⇔ νc = 04, where 04 ∈ R

4 is a null vetor.The vetor τc(·) also provides useful information on the sea urrent. It an beused, among other possibilities, to:
• estimate νc, but suh a goal is not pursued in the present work;
• help to determine the needed apaity of the propulsion system of the ROVduring the design stage. 89



7. Plant models7.3.1 The ontrol plant modelThe pursued CPM is obtained by putting (7.4) and a dynamis equation refer-ened in the BF frame together, both under the redution in the dimension of themodel to four DoFs. The dynamis equation is derived from (7.27) with the aidof (7.31) and under the aforementioned assumptions.The CPM is given in the state spae by
{
η̇ = J(ψ)ν

M ν̇ = −C(ν)ν −DL ν −DQ |ν|ν + τc + τhs + τp
(7.36)where M = MRB+MA > 0, C(ν) = CRB(ν)+CA(ν), where C(ν) = C(ν2) =

C(r) = C(ψ̇), and τc = τc(ν,νc, ν̇c) in (7.35) for the sake of simpliity.Remark 7.3. Notie that the vetor of disturbanes τd = [ du, dv, dw, dr ]
T �already with both the 4th and the 5th rows removed with regard to the ounter-part in (7.27) �, see Subsetion 7.2.3, is not present in (7.36). The reason todrop τd is to simplify the CPM, sine the disturbanes � fores and moment �generated by the umbilial able are neither measured nor estimated in the presentwork.

90



Chapter 8Motion ontrol system8.1 IntrodutionThe MCS presented in this hapter onsists in a model-based MIMO output feed-bak ontrol system that works in tandem with an open-loop guidane system.The ontrol system is presented in Setion 8.2. The navigation system is presentedin Setion 8.3. Both of them are built upon the CPM found in Subsetion 7.3.1in Chapter 7. The guidane system builds upon the path generation sheme pres-ented in Part II of this thesis, and is not treated again in this hapter. Figure 6.1 inChapter 6 depits a blok diagram of the MCS where the ontrolled plant is repre-sented by the NTNU's ROV Minerva.The expliit dependene of the MCS on time is omitted for the sake simpliity.Nevertheless, the dependene is learly indiated wherever neessary for larity.8.2 Control systemThe ontrol system performs two tasks:
• Linearisation of the plant dynamis;
• Asymptoti traking of the referene vetor xR := [ηT

R,ν
T
R ]T ∈ R

8.The �rst task is performed aiming at helping the performane of the seondtask, and at enabling the use of the linear HGSO to estimate the (possibly)unmeasured plant state variables, i.e. veloities, and �lter the measured plantstate variables.The full vetor of suitable and su�iently smooth referenes [ηT
R,ν

T
R, ν̇

T
R ]T ∈

R12 that is generated by the guidane system is omposed of the position andheading angle referene vetor ηR := [nR, eR, dR, ψR ]T , whih is referened in theNED frame, see Subsetion 7.2.1, of the veloity referene vetor νR := [uR, vR,91



8. Motion ontrol system
wR, rR ]T , whih is referened in the BF frame, see Subsetion 7.2.1 and, lastly,of the aeleration referene vetor ν̇R = ν̇R(t) = d

dt [νR(t)], where νR(t) = νRand the parameter t ∈ R>0 [s] is the time. Reall from Setion 4.2 in Chapter 4that η̇R(t) = d
dt [ηR(t)] = J(ψ(t))νR(t), where ηR(t) = ηR and ψ(t) = ψ, andsee also Setion 7.3.8.2.1 Separation prinipleAssumption 8.1. The plant state vetor x := [ηT ,νT ]T ∈ R8 is available forfeedbak as if measured, whereas it is in reality the estimated vetor x̂ := [ η̂T ,

ν̂T ]T ∈ R8 supplied by the HGSO. This assumption is supported by a separ-ation priniple based on the use of the HGSO. Suh a separation priniple holdsfor ertain lasses of nonlinear systems (Khalil, 2002; Atassi and Khalil, 2000;Esfandiari and Khalil, 1992), inluding the proposed MCS, given that:
• The ontrolled plant is left-invertible and minimum-phase;
• The state feedbak ontrol system is globally bounded in the state vetor.The left-inversion problem haraterises strutural properties of a model withregard to estimation and reonstrution of its state vetor (Estrada et al., 2007).Exat asymptoti traking annot be ahieved by non-minimum-phase systems(Franklin et al., 2009; Slotine and Li, 2005). Moreover, suh type of system isoften the soure of onsiderable di�ulty in synthesising well-behaved state feed-bak ontrol systems (Friedland, 1986). The ontrolled plant is left-invertible andminimum-phase if its linearised version also has both harateristis (Esfandiariand Khalil, 1992). This is indeed the ase in this work, as it is shown later inthis setion. It is shown in Subsetion 8.2.3 that the (state feedbak) ontrol sys-tem is GES. This means that its region of attration is the whole vetor spae

D ≡ R12, whih is an equivalent ondition to that of being globally boundedin the state vetor. Finally, it is shown in Setion 8.4 that the proposed outputfeedbak ontrol system is also GES.Remark 8.1. Global boundedness in the state vetor an always be ahieved bysaturating either the ontrol or the estimated state vetor outside a ompat re-gion of interest D ⊂ Rk, where k ∈ N>0 (Khalil, 2002). This is important to avoidthat the high-valued short-duration peaks in the estimated state vetor, whih areintrinsially produed by the HGSO, as disussed in Setion 8.3, severely a�etthe losed-loop system response, as the ontroller may overreat to them. For in-stane, a loally stable ontroller would be driven to instability by an estimatepeaking outside its basin of attration.Consider the following LTI system derived from the CPM in (7.36)
{
ż = Az +B (τc + τp)

y = C z
(8.1)92



8.2. Control systemwhere z ∈ R8 is the state vetor, y ∈ R4 is the output vetor, τc ∈ R4 is the per-turbation vetor de�ned in (7.35), and τp ∈ R4 is the propulsion and steering ve-tor rede�ned in Setion 7.3. Notie that τc and τp are two input vetors of the sys-tem (8.1). Let the matries be de�ned as
A :=

[
04×4 J(ψ)

04×4 −M−1DL

]
, B :=

[
04×4

M−1

]
, and C :=

[
I4 04×4

] (8.2)where J(ψ) is onstant for any onstant heading angle ψ rad, and 04×4, I4 ∈ R4×4are the null and identity matries of order 4. In partiular, ψ = 0 rad is preferred,yielding J(0) = I4, without loss of generality. Notie thatM andDL are the onlymatries kept from (7.36). How this is ahieved is detailed later. The matrix pair
(A,B) is ontrollable, as the ontrollability matrix C ∈ R8×32 given by
C =

[
B AB A2B A3B A4B A5B A6B A7B

] (8.3)has full row rank, provided that e.g. det([B AB ]) = det(M−2) > 0. Notiethat ∃M−1 |M > 0, see Subsetion 7.3.1. The matrix pair (A,C) is observable,as the observability matrix O ∈ R32×8 given by
O =

[
CT ATCT (A2)TCT . . . (A6)TCT (A7)TCT

]T (8.4)has full olumn rank, provided that e.g. det([CT ATCT ]T ) = det(I8) = 1,where I8 ∈ R8×8 is an identity matrix.It an be onluded that the LTI system (8.1) is:
• a minimal realisation, beause it has no transmission zeros in the wholeomplex plane, and having no suh zeros implies having no zeros at all �in partiular, having no zeros in the right-hand plane �, whereupon it is aminimum-phase system;
• left-invertible, as the transfer funtion matrix G(s) = C (s I4 −A)−1B ∈

R4×4 has full rank ∀ s ∈ C. Equivalently, dim(ker(G(s))) = 0 ∀ s ∈ C.Details on these properties an be found in e.g. Franklin et al. (2009), Estradaet al. (2007), Slotine and Li (2005), Friedland (1986), and Kailath (1980).The separation priniple (Khalil, 2002; Atassi and Khalil, 2000; Esfandiari andKhalil, 1992) is therefore assumed to hold for the present nonlinear system, as theonditions on both the CPM and the state feedbak ontroller are satis�ed. Noproof is repeated herein, and the interested reader is referred to the ited worksfor details and the proof. The perturbation theory (Khalil, 2002; Kokotovi¢ et al.,1999), whih deals with dynamial systems ontaining di�erent sales, whetherspae or time, is ommonly employed therein to demonstrate that the state esti-mation by the HGSO onverges very fast to the atual plant states for high enoughgains of the state observer. Hene, two time sales oexist in the output feedbak93



8. Motion ontrol systemontrol system, namely the slower state feedbak dynamis and the faster stateestimation dynamis, suh that the system performane under output feedbakbeomes almost indistinguishable from that under state feedbak.8.2.2 Control vetorThe ontrol vetor u ∈ R4 is de�ned as
u :=ulin + upid + uff (8.5)where ulin takles to anel out the nonlinear terms in the dynamis of the CPMin (7.36), upid implements full state feedbak, and uff provides referene feedfor-ward. The three terms in (8.5) are detailed in the sequene.Thrust alloationThe thrust alloation blok, see Figure 6.1, onverts the ontrol vetor u into p in-dividual signals µi ∈ R� either voltages or urrents � whih ontrol the thrusterservos, where µ ∈ Rp |µ := [µ1, µ2, . . . , µp−1, µp ]

T . The signals then produethe vetor τp in (7.36) through τp :=Tp [T1, T2, . . . , Tp−1, Tp ]
T , see Setion 7.3.The ontrol signals are given by

µi := θi sgn(Ti)
√
|Ti| / kTi

(npi
) (8.6)for i ∈ {1, . . . , p}, based on (7.28), where θi ∈ R>0 | θi :=µi/npi

are saling fators� inverse thruster servo gains � whih relate the signals µi to the orrespondingpropeller angular veloities npi
[rad/s], and Ti [N] are the thrust fores wanted thepropellers to deliver, suh that

[
T1 T2 . . . Tp−1 Tp

]T
:=T ⋆

p u (8.7)where T ⋆
p ∈ Rp×4 is the thrust alloation algorithm given by the onstant map-ping

T ⋆
p :=W−1

p T T
p (Tp W

−1
p T T

p )−1 (8.8)whih basially onsists in the Moore-Penrose pseudo-inverse of the thrust on�g-uration matrix Tp of the propulsion system, see Subsetion 7.2.3 �rst, and thenSetion 7.3. The typially diagonal matrix Wp ∈ R
p×p |Wp = W T

p > 0 weightsthe thruster usage, so that it is possible to reah an optimal thrust alloationthrough the minimisation of the quadrati ost funtion
JT := min

‖θT ‖
(θT

T Wp θT ) (8.9)94



8.2. Control systemsubjet to τp−Tp θT = 04, where θT := [T1, T2, . . . , Tp−1, Tp ]
T and 04 ∈ R4 is anull vetor. Details on suh unonstrained least-squares optimisation problem anbe found in e.g. Fossen et al. (2009) and Fossen and Sagatun (1991).Linearisation of the dynamis of the ontrol plant modelThe nonlinear terms C(ν)ν and DQ |ν|ν in the dynamis of the CPM in (7.36)an theoretially be anelled out by state feedbak, as both satisfy the mathingondition, i.e. they enter the dynamis equation at the same point the ontrolvetor τp does (Khalil, 2002), or, equivalently, they belong to the same rangespae of the input matrix B in (8.2). The vetor τhs also satis�es the mathingondition, whereupon it an also theoretially be eliminated. Canelling them outorresponds to applying the method of omputed torque, whih is popular in the�eld of robotis (Franklin et al., 2009).The linearisation vetor ulin ∈ R

4 is de�ned as
ulin := Ĉ(ν)ν + D̂Q |ν|ν − τhs (8.10)where
Ĉ(ν) :=WC ◦C(ν) and D̂Q :=WQ ◦DQ (8.11)where C(ν), DQ, and τhs are the nominal expressions of C(ν), DQ, and τhsimplemented in the MCS. The nominal matries C(ν) and DQ may slightly di�erfrom their atual ounterparts, sine C(ν) and DQ have �xed entries, whereasboth atual matries may vary slowly, as stated in Subsetion 7.2.3. The nominalmatries often have diagonal strutures, beause it is di�ult to obtain aurateestimates of their o�-diagonal elements (Sørensen, 2013; Fossen, 2011; Lewan-dowski, 2004; Caia et al., 2000b). The vetor τhs may also slightly di�er fromthe atual τhs. The matries WC , WQ ∈ R4×4 weight, i.e. sale, the entries of
C(ν) and DQ, respetively, beause, in pratie, it is better to have some smallresidual nonlinear e�ets, than overompensating for the nonlinear terms. Thesymbol `◦' in (8.11) represents the entrywise Hadamard, or Shur, produt be-tween two matries of idential dimensions.Remark 8.2. The vetor ulin represents the best endeavour towards linearis-ing the dynamis of the CPM. However, the nonlinearities an never be exatlyanelled out, beause the CPM always ontains modelling simpli�ations andparameter unertainties.Asymptoti trajetory trakingThe ontrol objetive is to ahieve ‖xR−x‖ → 0 as t→∞. The task is performedby a MIMO PID ontroller aided by referene feed-forward � antiipative ation.95



8. Motion ontrol systemPID ontrollers �t well appliations where su�iently damped 2nd-order dynam-is are dealt with (Åström and Hägglund, 2011). Asymptoti traking needs feed-forward ation to ensure that the required ontrol e�ort to ahieve the goal is pro-vided (Åström and Hägglund, 2011; Franklin et al., 2009; Slotine and Li, 2005;Friedland, 1986).The state feedbak vetor upid ∈ R4 is de�ned as
upid :=KP JT(ψ) eη +KI J

T(ψ) eI +KD eν (8.12)where et := [ eTI , e
T
η , e

T
ν ]T ∈ R12 is the traking error vetor, whose omponentsare the position and heading traking error vetor eη ∈ R4 | eη :=ηR−η, the vel-oity traking error vetor eν ∈ R4 | eν := νR−ν, and the integral of eη evaluatedover time eI ∈ R4 | eI :=
∫ t

0 eη(τ) dτ , and the diagonal matries KP ,KI ,KD ∈
R4×4 |KP ,KI ,KD > 0 keep the proportional, integral, and derivative gain setsof the ontroller. A method for tuning the PID ontroller is suggested and dis-ussed in Subsetion 8.2.4.The referene feedforward vetor uff ∈ R4 is de�ned as
uff := D̂L νR + M̂ ν̇R (8.13)where
D̂L :=WL ◦DL and M̂ :=WM ◦M (8.14)where DL and M are the nominal expressions of DL and M implemented inthe MCS. The nominal matries DL and M may slightly di�er from their atualounterparts, sine DL and M have �xed entries, whereas both atual matriesmay vary slowly, as stated in Subsetion 7.2.3. The nominal matries often havediagonal strutures, beause it is di�ult to obtain aurate estimates of theiro�-diagonal elements (Sørensen, 2013; Fossen, 2011; Lewandowski, 2004; Caiaet al., 2000b). The matries WL, WM ∈ R4×4 weight, i.e. sale, the entries of DLand M , respetively, beause, in pratie, it is advantageous, in terms of trakingperformane, to onsider that the plant has less damping and inertia than it atu-ally has, as this may result in smoother ontrol ations. The symbol `◦' in (8.14)represents the entrywise Hadamard, or Shur, produt between two matries ofidential dimensions.8.2.3 Traking error dynamisBy substituting (8.10), (8.12), and (8.13) into (8.5), and then by substituting (8.5)into (7.36) through (8.6)�(8.9) and the relation τp :=Tp [T1, T2, . . . , Tp−1, Tp ]

T ,see Setion 7.3, and lastly by performing a few algebrai operations to the �nallyobtained expression, the traking error dynamis is found to be given by
ėt = Tt(ψ)At T

T
t (ψ) et +Bt

δ δt(ν) +Bt
R [νT

R, ν̇
T
R ]T −Bt

δ τc (8.15)96



8.2. Control systemwhere Tt(ψ) := blockdiag(J(ψ),J(ψ), I4) ∈ SO(12), and
At =




04×4 I4 04×4

04×4 04×4 I4

−M−1KI −M−1KP −M−1 (DL +KD)


 (8.16)

Bt
δ = [04×4 04×4 M−T ]T (8.17)and

Bt
R =




04×4 04×4

04×4 04×4

M−1 (DL − D̂L) I4 −M−1M̂


 (8.18)where 04×4, I4 ∈ R4×4 are the null and identity matries of order 4, respetively,and δt(ν) ∈ R4 lumps together all the mismathes whih stem from the attemptto linearise the dynamis of (7.36) through state feedbak under the inevitablepresene of modelling errors in (8.10), suh that

δt(ν) = (C(ν)− Ĉ(ν))ν + (DQ − D̂Q) |ν|ν (8.19)Notie that the more exatly the parameters of the CPM are known, the loserto zero the mismath vetor δt(ν) and the referene input matrix Bt
R are, with

(WC)i,j = (WL)i,j = (WM )i,j = (WQ)i,j = 1, where i, j ∈ {1, 2, 3, 4}, i.e.with all entries of the weighting matries equal to one. The vetor of referenes
[νT

R, ν̇
T
R ]T remains bounded ∀ t ∈ R>0 and vanishes eventually, see Chapter 4.Assumption 8.2. The vetor δt(ν) remains `small' ∀ t ∈ R>0, and vanisheseventually along with νR, in ase τc also remains `small'. This assumption is rea-sonably realisti in pratie, as long as a fairly aurate CPM is available. In fat,

δt(ν) ≈ 04 for νR ≈ 04, e.g. DP, with νNED
c ≈ 04.Remark 8.3. It is obviously expeted that the propulsion system is apable ofounterating τc, so that (τp)i > (τc)i ∀ t ∈ R>0, i ∈ {1, 2, 3, 4}. Otherwise, theROV is unable to perform any task. The vetor τc an be used to determine theneeded apaity of the propulsion system, as suggested in Setion 7.3.Assumption 8.3. The vetor of restoring fores τhs is pratially anelled,i.e. τhs − τhs ≈ 04. Notie that it is already omitted from (8.15). 97



8. Motion ontrol systemStability analysisConsider the global di�eomorphism ξt :=T T
t (ψ) et (Khalil, 2002; Slotine and Li,2005), based on the transformation Tt(ψ). Equation (8.15) an be rewritten as

ξ̇t = Ξt(ψ̇) ξt +Bt
δ δt(ν) +Bt

R [νT
R, ν̇

T
R ]T −Bt

δ τc (8.20)where
Ξt(ψ̇) = At − T T

t (ψ) Ṫt(ψ) = At + ψ̇ blockdiag(TN ,TN ,04×4) (8.21)is a simpler Linear Time Varying (LTV) system matrix. Notie that the matries
Bt

R and Bt
δ are not a�eted by the transformation T T

t (ψ), so that T T
t (ψ)B

t
R =

Bt
R and T T

t (ψ)B
t
δ = Bt

δ hold. The relation
St(ψ̇) :=−T T

t (ψ) Ṫt(ψ) = ψ̇ blockdiag(TN ,TN ,04×4) (8.22)where Ṫt(ψ(t)) =
d
dt [Tt(ψ(t))], and ψ̇(t) = d

dt [ψ(t)] = r(t) [rad/s] is the yaw rate,is based on the onstant sparse skew-symmetri matrix TN in (7.34). The systemrepresentations (8.15) and (8.20) are equivalent, although the latter shows learerhow the heading angle hanges a�et the traking error dynamis.The stability of the origin ξ∗t = 012 � the only equilibrium point � of the un-fored LTV system ξ̇t = Ξt(ψ̇) ξt extrated from (8.20), where 012 ∈ R12 is a nullvetor, is studied by: i) suitably regarding suh a system as a feedbak onnetionbetween the auxiliary subsystems S1 and S2, as indiated in Figure 8.1, where S1 isan LTI dynamial system and S2 is an LTV memoryless funtion (Khalil, 2002);and ii) then applying the irle riterion (Slotine and Li, 2005; Khalil, 2002;Lozano et al., 2000).
Figure 8.1: Feedbak onnetion between the auxiliary subsystems S1 and S2.The origin of the unfored subsystem S1 is GES, one At is Hurwitz, and thematrix At an always be rendered Hurwitz, beause the matrix pair (A,B) in(8.2) is ontrollable, see Subsetion 8.2.1.Let the subsystem S1 be de�ned as seen in Figure 8.1. The matrix Bt :=CT

t ,where Ct ∈ R4×12 is the following onstant sparse matrix
Ct :=

[
I2 02×2 02×2 02×2 02×2 02×2

02×2 02×2 I2 02×2 02×2 02×2

] (8.23)98



8.2. Control systemwhere 02×2, I2 ∈ R2×2 are the null and identity matries of order 2, respetively.The matriesBt and Ct have full rank, i.e. rank(Bt) = rank(Ct) = 4. The matrixpair (At,Bt) is ontrollable, as the ontrollability matrix Ct ∈ R12×48 given by
Ct =

[
Bt At Bt A2

t Bt A3
t Bt . . . A9

t Bt A10
t Bt A11

t Bt

] (8.24)has full row rank, provided that e.g. det([Bt A2
t Bt A4

t Bt ]) 6= 0. The matrixpair (At,Ct) is observable, as the observability matrix Ot ∈ R48×12 given by
Ot =

[
CT

t AT
t C

T
t (A2

t)
TCT

t . . . (A10
t )TCT

t (A11
t )TCT

t

]T (8.25)has full olumn rank, provided that e.g. det([CT
t (A2

t)
TCT

t (A4
t)

TCT
t ]T ) 6= 0.The hydrodynami derivatives of DL and MA, whereupon also of M , are all ex-peted to be non-zero and distint, see Subsetion 7.2.3. This fat guarantees that

Ct and Ot have full rank, sine At is omprised ofDL andM−1. Then, the (Hur-witz) transfer funtion matrix Ht(s) :=Ct (s I12 −At)
−1Bt ∈ R4×4 assoiatedwith S1, where I12 ∈ R12×12 is an identity matrix, is Stritly Positive Real (SPR),as there exist a matrix Pt = P T

t > 0, where Pt := I12, a matrix Qt ∈ R12×12 |Qt

:=Γt Υt, both to be de�ned soon, and a onstant εt ∈ R>0 | εt > max(|λi(Λt)|),
i ∈ {1, . . . , 12}, where Λt is also to be de�ned soon, whih satisfy the relationsin (8.26) regarding the Kalman-Yakubovih-Popov (KYP) lemma (Khalil, 2002;Lozano et al., 2000)
{
AT

t Pt + PtAt = −QtQ
T
t − εt Pt

PtBt = CT
t

(8.26)where Γt ∈ R12×12 is an orthogonal matrix that forms a basis of R12 with theeigenvetors of (AT
t +At), andΛt ∈ R12×12 is a diagonal matrix that is omprisedof the eigenvalues of the orthogonally diagonalisable symmetri matrix (AT

t +At)(Horn and Johnson, 2013), suh that AT
t +At = Γt Λt Γ

T
t . The diagonal matrix

Υt ∈ R12×12 |Υt > 0, where (Υt)i,i :=
√
εt + (Λt)i,i , i ∈ {1, . . . , 12}. It an alsobe onluded that S1 is (state) stritly passive, one Ht(s) is SPR, aording toSlotine and Li (2005), Khalil (2002), and Lozano et al. (2000).Let the matrix Ψt(ψ̇) ∈ SS(4) of the subsystem S2, see Figure 8.1, be

Ψt(ψ̇) = ψ̇ blockdiag

([
0 1

−1 0

]
,

[
0 1

−1 0

]) (8.27)Then, ϕT
t ζt = ϕT

t Ψt(ψ̇)ϕt = ξTt BtΨt(ψ̇)Ct ξt = 0 ∀ ψ̇ ∈ R ∧ ∀ t ∈ R>0 ∧

∀ ϕt ∈ R4 (ξt ∈ R12), due to the skew-symmetry ofΨt(ψ̇). The relationBt = CT
tis utilised above. It immediate to onlude that ϕT

t Ψt(ψ̇)ϕt lies in the setor
[0,∞), whereupon S2 is a lossless passive subsystem, aording to Slotine and Li(2005), Khalil (2002), and Lozano et al. (2000). 99



8. Motion ontrol systemIt an be onluded, based on the appliation of the irle riterion, that ξ∗t isGES (Lozano et al., 2000, Th. 3.5), one ξ̇t = Ξt(ψ̇) ξt is viewed as onsisting of afeedbak onnetion between the SPR transfer funtion matrix Ht(s) � subsys-tem S1 � and the lossless passive subsystem S2, as depited in Figure 8.1.Finally, based on the onluded global stability of ξ∗t , thereby implying thatof e∗t = 012, it an be inferred that the trajetory traking ontrol objetive
‖xR − x‖ → 0 as t → ∞ an always be attained. In partiular, for persistenturrent-generated perturbations, i.e. τc 6= 0 ∀ t ∈ R>0, and vanishing vetorof referenes [νT

R, ν̇
T
R ]T , under the inevitable presene of modelling errors, allsolutions of (8.20), and those of (8.15) likewise, onverge into a small ball Bt ofradius ρBt

∈ R>0 | ρBt
< 1 � ρBt

≪ 1 ideally � entred at ξ∗t ≡ e∗t . The radius
ρBt

is ultimately de�ned by the gains of the MIMO PID ontroller, so that ρBt
isdiretly proportional to ‖τc‖, and inversely proportional to the ontroller gains.8.2.4 Tuning of the MIMO PID ontrollerTuning a MIMO PID ontroller is a hard task in general, beause it frequentlyinvolves a onsiderable number of variables. The omplexity of the derived expres-sions often render the tuning problem di�ult to analyse and solve analytially.Finding the optimal tuning is an even harder task, that may be pratially un-feasible for higher-order systems. Numerial tehniques, e.g. exhaustive searh,Geneti Algorithms (GAs), and optimisation, among others, are thus ommonlyemployed to �nd a satisfatory tuning. Common to all tehniques is the fat thatevery andidate tuning has to be numerially evaluated, and the number of andi-dates grows exponentially with the size of the problem � ombinatorial explosion�, whereupon a prohibitively long time may be demanded to omplete the tuningproess.Example 8.1. (Exhaustive searh) The present ase has 12 gains to be deter-mined, i.e. the diagonal elements of the matries KP , KI , and KD. By taking12 sparse sets, if eah set has N ∈ N andidate gains, N12 omputer simulationshave to be performed in total. If N = 5, whih is a low number of andidates thatyields poor tuning, 512 = 244140625 simulations are needed. If eah simulationlasts 1 s, then a period of ira 7 years and 9 months is required in order for thispoor tuning proess to be ompleted! This example shows learly that a simplertuning approah has to be onsidered in this ase.Contribution 8.1. It is suggested in this work to tune the ontroller basedon the well-known optimal riterion named Integral of Time multiplied by Abso-lute Error (ITAE), whih was originally developed for linear Single-Input-Single-Output (SISO) systems (Åström and Hägglund, 2011; Franklin et al., 2009; Gra-ham and Lathrop, 1953). This riterion is adapted and repliated to four de-oupled SISO systems herein. The gains are de�ned as100



8.2. Control system




KP := 2 diag(M̂)Ω2

KI := diag(M̂ )Ω3

KD := 3 diag(M̂ )Ω

(8.28)where the onstants are derived from those appearing in the denominator of the3rd-order ITAE prototype transfer funtion for zero traking error of aelerationreferenes (Graham and Lathrop, 1953). The pre-existent amount of damping isignored in the alulation, i.e. DL ≡ 04×4 momentarily, in order to make surethat KD > 0, whih is a neessary ondition for stability. Hene, more dampingis always added to the system. The original onstant values, when it omes to thematriesKP andKD, respetively, are 4.94 and 2.97 but, however, the value 4.94proved to be too high in the battery of full-sale sea trials from whih seletedresults are reported in Setion 8.6. Thus, the value 4.94 underwent a redution of
≈ 60%, based on results from full-sale sea trials and numerial simulations, bothbased on the ROV Minerva. The value 2.97 was just rounded up to 3.The matrix diag(M̂) keeps only the main diagonal of M̂ in (8.14), and thediagonal matrix Ω ∈ R

4×4 is de�ned as
Ω := 2 π ((diag(M̂ ))−1 WΩ diag(D̂L))

−1 (8.29)where Ω is the multivariable version of the salar ounterpart ω = 2 π/τ [rad/s],where τ ∈ R>0 [s] is the natural motion period. The matrix diag(D̂L) keepsonly the main diagonal of D̂L in (8.14), and the diagonal matrix WΩ ∈ R4×4weights the ontroller gains, so that the higher an entry ofWΩ, the lower the gainsregarding the orresponding DoF. The use of the diagonal elements of M̂ and D̂Lis stritly required in order to guarantee that KP ,KI ,KD > 0.This tuning approah guarantees that all oe�ients of the following 12th-order harateristi polynomial of At

pAt
(s) = det(I4 s

3 +M−1 ((DL +KD) s2 +KP s+KI)) (8.30)remain stritly positive, whih is a neessary, although not su�ient, onditionfor stability of At (Franklin et al., 2009; Friedland, 1986). The stability is thenassessed by �nding the loation of the eigenvalues of At, i.e. by �nding the zerosof the harateristi equation pAt
(s) = 0. This important result holds as longas M > 0 and DL > 0, independently of whether these matries have or notdiagonal strutures. A thorough proof of the statement about the positiveness ofthe oe�ients of pAt

(s) is omitted for the sake of brevity, although a hint forthe simplest ase an be suitably provided as follows: if all matries in (8.30) areonsidered to be diagonal, then four independent 3rd-order SISO systems arise,whereupon the expeted result naturally arises by �nding the zeros of pAt
(s) = 0.101



8. Motion ontrol systemStability robustnessRobust stability against plant parameter variations an be attained at the expenseof fairly intensive algebrai work on pAt
(s), whih an be substantially speeded upwith the aid of a omputer, as the 12 ontroller gains ultimately depend only onthe four entries ofWΩ. The intervals of (WΩ)i,i, i ∈ {1, 2, 3, 4}, whereAt remainsHurwitz under presumed hanges of the entries ofM and DL � with M > 0 and

DL > 0 � an be onservatively found via the Routh-Hurwitz stability riterion(Franklin et al., 2009; Friedland, 1986), or via the Kharitonov polynomials (Man-sour and Anderson, 1993; Dasgupta, 1988; Kharitonov, 1979) or, alternatively, viathe Ger²gorin's diss (Horn and Johnson, 2013). The latter is more restritive, andhas therefore limited usefulness in providing the desired intervals, despite its sim-pliity, and the lessened analysis omplexity it demands.The suggested approah provides an easier manner to takle the tuning task,sine the gains of the MIMO PID ontroller beome ultimately dependent solelyon the diagonal entries ofWΩ. This means that the gains an be readily alulatedthrough the use of (8.28)�(8.29) one the elements of the main diagonal of bothmatriesM andDL are identi�ed in full-sale tests performed with the ontrolledROV either in a tank or at the sea. The tuning problem thus resides in deter-mining the appropriate entries of WΩ, with the advantage o�ered by the adoptedontrol arhiteture � MIMO PID ontroller, feedbak linearisation of the plantdynamis, and referene feedforward working together � that eah entry of WΩorresponds to a DoF whih is independent from all other DoFs to a ertain extent.As satisfatory performane must be sought, this objetive underlies the proessof deiding the values of the entries of WΩ. However, prior to diretly using anynewly alulated set of gains KP , KI , and KD, equation (8.30) has to be usedto assess the stability of At in the manner desribed above, i.e. to determine theeigenvalues of At through �nding the zeros of pAt
(s) = 0, where the newly alu-lated set of gains has to yield stability in the worst-ase senario, given the pre-sumed variation ranges of the entries of M and DL.Fine-tuning an be ahieved by tweaking the gains individually, i.e. by diretlyhanging the diagonal entries of KP , KI , and KD, after a satisfatory oarsertuning is ahieved, always making sure that the gains yield stability in the worst-ase senario through the use of (8.30).8.3 Navigation system8.3.1 IntrodutionReonstrution and �ltering of the plant state vetor are tasks of the navigationsystem, in whih a state observer plays the entral role. See also Subsetion 6.2.3.In an output feedbak ontrol system, in partiular, the observer reonstruts, i.e.102



8.3. Navigation systemestimates, the (possibly) unmeasured state variables based on the measured vari-ables (Franklin et al., 2009; Khalil, 2002; Atassi and Khalil, 2000; Friedland, 1999,1986; Kailath, 1980). Furthermore, as the measurements are typially noisy, andmay also be jumpy and get frozen awhile, these distortions must be smoothed outprior to supplying the state feedbak ontroller (Sørensen, 2013).An HGSO is used in the MCS, as seen in Figure 6.1 in Chapter 6. This setionfouses on an appliation of the theory mainly found in Khalil (2002), Atassi andKhalil (2000), and Esfandiari and Khalil (1992).
8.3.2 High-gain state observerShortly realling its main features, the HGSO is a linear system based on themodel of the plant that behaves approximately like a di�erentiator. It is robustto estimate the unmeasured states, while rejeting the e�et of disturbanes due tounmodelled dynamis and parameter unertainties. It allows an output feedbakontrol system to reover the performane ahievable under state feedbak, sothat both performanes beome almost indistinguishable when the observer gainsare su�iently high. Moreover, the region of attration under state feedbak ispratially reovered when the observer gains are su�iently high. The gains areultimately determined by a small tuning parameter, e.g. ε ∈ R>0 | ε ≪ 1, whihsales the estimation error dynamis, ausing the estimated states to onvergevery fast towards the plant states. Suh gains ultimately yield muh faster poles,whereupon muh faster dynamis, than the losed-loop dynamis of the outputfeedbak ontrol system the HGSO is part of, a fat that is in good agreement withthe linear state estimation theory found in e.g. Franklin et al. (2009), Friedland(1999), Friedland (1986), Kailath (1980). Beause of the high gains, it also pro-dues impulsive-like transient responses, i.e. high-valued peaks of short durationproportional to the estimation errors, implying the existene of terms of the form
(a/ε) exp(−b t/ε) in the response, for some a ∈ R, b ∈ R>0, and εց 0, i.e. ε tend-ing to zero from the right. The intrinsi so-alled peaking phenomenon may be evi-dent at the initial time instant, when the estimation error is typially larger thanduring the remaining operating time. The amplitudes of the peaks tend to in�nity,and their duration tend to zero, as ε ց 0. On the other hand, in pratie, thegains only need to be su�iently high, and there are also limiting fators, e.g.trade-o� between the estimation auray and the bandwidth of the output feed-bak ontrol system (Khalil, 2002; Atassi and Khalil, 2000). The initial peaks anbe avoided, or at least drastially attenuated, in pratie, if the initial state ofthe ontrolled plant is known by the HGSO. 103



8. Motion ontrol system8.3.3 Asymptoti state estimationThe estimation objetive is to ahieve ‖x−x̂‖→0 as t→∞, where x̂ := [ η̂T , ν̂T ]T

∈ R
8 is the estimated state vetor. The HGSO is implemented here based on theCPM in (7.36), yet keeping only the linear portion of the dynamis of (7.36), asit follows

˙̂x = Te(ψ)Ae T
T
e (ψ) x̂+Be v + Te(ψ)LT T

e (ψ) (y − ŷ) (8.31)where Te(ψ) :=blockdiag(J(ψ), I4) ∈ SO(8), and the remaining matries aregiven by
Ae =

[
04×4 I4

04×4 −M̂−1 D̂L

]
and Be =

[
04×4

M̂−1

] (8.32)and
L =

[
ǫ−1 L11 γ ǫ−1L12

ǫ−2 L21 γ ǫ−2L22

] (8.33)where Lij ∈ R4×4, i, j ∈ {1, 2}, are tuning submatries whih ompose the outputinjetion matrix L, the small onstant ǫ ∈ R>0 | ǫ≪ 1 is a global tuning parameteryielding the high-gains, γ ∈ N | γ ∈ {0, 1} indiates the availability of the veloitymeasurements, where γ = 1 means `available', v ∈ R4 |v :=upid + uff is theontrol vetor dediated to the HGSO, y := [ηT , γ νT ]T ∈ R8 is the measurementvetor, and ŷ ≡ Ce x̂, whereCe ∈ R8×8 |Ce := blockdiag(I4, I4), is the estimatedstate vetor atually feeding the ontrol system in Setion 8.2. It is worthwhileto realise the resemblane kept between the matrix pair formed by Ae and Be in(8.32), and the orresponding matrix pair in (8.2).8.3.4 Estimation error dynamisBy substituting (8.10), (8.12), and (8.13) into (8.5), and then by substituting (8.5)into (7.36) through (8.6)�(8.9) and the relation τp :=Tp [T1, T2, . . . , Tp−1, Tp ]
T ,see Setion 7.3, the losed-loop trajetory traking ontrol subsystem � 1st sub-system� is set. To derive the losed-loop state observation subsystem� 2nd sub-system �, (8.12) and (8.13) are �rst added to yield v, and then the 2nd subsys-tem is set by substituting v into (8.31). By subtrating the expression of the 2ndsubsystem from the expression of the 1st subsystem, and lastly by performing afew algebrai operations, the estimation error dynamis is found to be given by

ėe = Te(ψ) (Ae −L)T T
e (ψ) ee +Be

K T T
t (ψ) et +Be

I δe(ν̂)−Bδt(ν)

+Be
R [νT

R, ν̇
T
R ]T +Bτc

(8.34)104



8.3. Navigation systemwhere ee ∈ R8 | ee :=x−x̂ is the estimation error vetor, the vetors δt(ν) and τcare de�ned in (8.19) and (7.35), respetively, see Subsetion 7.3.1, the matrixB isde�ned in (8.2), the traking error vetor et, the vetor of referenes [νT
R, ν̇

T
R ]T ,and the transformation matrix Tt(ψ) are all de�ned in Subsetion 8.2.3, and

Be
I =

[
04×4

−I4

]
and Be

R =

[
04×4 04×4

∆M D̂L ∆M M̂

] (8.35)and
Be

K =

[
04×4 04×4 04×4

∆M KI ∆M KP ∆M KD

] (8.36)where ∆M ∈ R4×4 |∆M :=M−1−M̂−1, and δe(ν̂) is another mismath vetor,whih stems from the attempt to linearise the dynamis of (7.36) through statefeedbak under the inevitable presene of modelling errors in (8.10), suh that
δe(ν̂) = ((M−1DL)− (M̂−1 D̂L)) ν̂ (8.37)Notie that the more exatly the parameters of the CPM are known, the loserto zero the mismath vetor δe(ν̂), the residual referene input matrix Be

R, andthe residual ontrol input matrixBe
K are, with (WL)i,j = (WM )i,j = 1, i, j ∈ {1,

2, 3, 4}.Assumption 8.4. The vetors et, δt(ν), and [νT
R, ν̇

T
R ]T remain bounded ∀ t ∈

R>0, and also pratially vanish eventually. This assumption is based on theanalysis and onlusion drawn in Subsetion 8.2.3.Stability analysisConsider the global di�eomorphism ξe :=T T
e (ψ) ee (Khalil, 2002; Slotine and Li,2005), based on the transformation Te(ψ). Equation (8.34) an be rewritten as

ξ̇e = Ξe(ψ̇) ξe +Be
I δe(ν̂)−B δt(ν) +Be

K ξt +Be
R [νT

R, ν̇
T
R ]T +B τc (8.38)where

Ξe(ψ̇) = (Ae −L)− T T
e (ψ) Ṫe(ψ) = (Ae −L) + ψ̇ blockdiag(TN ,04×4) (8.39)is a simpler LTV system matrix. Notie that the matries Be

I , B, Be
K , and Be

Rare not a�eted by the transformation T T
e (ψ), so that T T

e (ψ)B
e
I = Be

I , T T
e (ψ)B

= B, T T
e (ψ)B

e
K = Be

K , and T T
e (ψ)B

e
R = Be

R hold. The relation
Se(ψ̇) :=−T T

e (ψ) Ṫe(ψ) = ψ̇ blockdiag(TN ,04×4) (8.40)105



8. Motion ontrol systemwhere Ṫe(ψ(t)) =
d
dt [Te(ψ(t))], and ψ̇(t) = d

dt [ψ(t)] = r(t) [rad/s] is the yaw rate,is based on the onstant sparse skew-symmetri matrix TN in (7.34). The di�eo-morphism ξt :=T T
t (ψ) et de�ned in Subsetion 8.2.3 is also utilised to obtain(8.38). The systems (8.34) and (8.38) are equivalent, although the latter showslearer how the heading angle hanges a�et the estimation error dynamis.The stability of the origin ξ∗e = 08 � the only equilibrium point � of theunfored LTV system ξ̇e = Ξe(ψ̇) ξe extrated from (8.38), where 08 ∈ R8 is a nullvetor, is studied by: i) suitably regarding suh a system as a feedbak onnetionbetween the auxiliary subsystems S1 and S2, as indiated in Figure 8.2, where S1 isan LTI dynamial system and S2 is an LTV memoryless funtion (Khalil, 2002);and ii) then applying the irle riterion (Slotine and Li, 2005; Khalil, 2002;Lozano et al., 2000).

Figure 8.2: Feedbak onnetion between the auxiliary subsystems S1 and S2.The origin of the unfored subsystem S1 is GES, one the matrix (Ae−L) isHurwitz. The matrix (Ae−L) an always be rendered Hurwitz, as the entries of Lan be freely hosen.Let the subsystem S1 be de�ned as seen in Figure 8.2. The matrix Be :=CT
e ,where Ce ∈ R4×8 |Ce := [ I4 04×4 ]. The matriesBe and Ce have full rank, i.e.

rank(Be) = rank(Ce) = 4. The matrix pair (Ae,Be) is ontrollable, as the on-trollability matrix Ce ∈ R8×32 given by
Ce =

[
Be Ae Be A2

e Be A3
e Be A4

e Be A5
e Be A6

e Be A7
e Be

] (8.41)has full row rank, provided that e.g. det([Be Ae Be ]) = det(−ǫ−2 L21) 6= 0.The matrix pair (Ae,Ce) is observable, as the observability matrix Oe ∈ R32×8given by
Oe =

[
CT

e AT
eC

T
e (A2

e)
TCT

e . . . (A6
e)

TCT
e (A7

e)
TCT

e

]T (8.42)has full olumn rank, given that e.g. det([CT
e AT

eC
T
e ]T ) = det(I4 − γ ǫ

−1L12)
6= 0. Then, the (Hurwitz) transfer funtion matrix He(s) :=Ce (s I8 − Ae +
L)−1Be ∈ R4×4 assoiated with S1 is SPR, as there exist a matrix Pe = P T

e > 0,where Pe := I8, a matrixQe ∈ R8×8 |Qe :=Γe Υe, both to be de�ned soon, and aonstant εe ∈ R>0 | εe > max(|λi(Λe)|), i ∈ {1, . . . , 8}, where Λe is also to be de-106



8.3. Navigation system�ned soon, whih satisfy the relations in (8.43) regarding the KYP lemma (Khalil,2002; Lozano et al., 2000)
{
(Ae −L)TPe + Pe (Ae −L) = −Qe Q

T
e − εePe

Pe Be = CT
e

(8.43)where Γe ∈ R8×8 is an orthogonal matrix that forms a basis of R8 with theeigenvetors of (Ae − L)T + (Ae − L), and Λe ∈ R8×8 is a diagonal matrixthat is omprised of the eigenvalues of the orthogonally diagonalisable sym-metri matrix (Ae − L)T + (Ae − L) (Horn and Johnson, 2013), suh that
(Ae − L)T + (Ae − L) = Γe Λe Γ

T
e . The diagonal matrix Υe ∈ R8×8 |Υe > 0,where (Υe)i,i :=

√
εe + (Λe)i,i , i ∈ {1, . . . , 8}. It an also be onluded that S1is (state) stritly passive, one He(s) is SPR, aording to Slotine and Li (2005),Khalil (2002), and Lozano et al. (2000).Let the matrix Ψe(ψ̇) ∈ SS(4) of the subsystem S2, see Figure 8.2, be de-�ned as Ψe(ψ̇) := ψ̇ TN , where the onstant sparse skew-symmetri matrix TN isde�ned in (7.34). Then, ϕT

e ζe = ϕT
eΨe(ψ̇)ϕe = ξTe Be Ψe(ψ̇)Ce ξe = 0 ∀ ψ̇ ∈

R ∧ ∀ t ∈ R>0 ∧ ∀ ϕe ∈ R4 (ξe ∈ R8), due to the skew-symmetry of Ψe(ψ̇). Therelation Be = CT
e is utilised above. It immediate to onlude that ϕT

eΨe(ψ̇)ϕelies in the setor [0,∞), whereupon S2 is a lossless passive subsystem, aordingto Slotine and Li (2005), Khalil (2002), and Lozano et al. (2000).It an be onluded, based on the appliation of the irle riterion, that ξ∗e isGES (Lozano et al., 2000, Th. 3.5), one ξ̇e = Ξe(ψ̇) ξe is viewed as onsisting of afeedbak onnetion between the SPR transfer funtion matrix He(s) � subsys-tem S1 � and the lossless passive subsystem S2, as depited in Figure 8.2.Finally, based on the onluded global stability of ξ∗e , thereby implying that of
e∗e = 08, it an be inferred that the state estimation objetive ‖ee‖ = ‖x− x̂‖ →
0 as t→∞ an always be attained. In partiular, for persistent urrent-generatedperturbations, i.e. τc 6= 0 ∀ t ∈ R>0, and vanishing vetor of referenes [νT

R, ν̇
T
R ]T ,under the inevitable presene of modelling errors, all solutions of (8.38), and thoseof (8.34) likewise, onverge into a small ball Be of radius ρBe

∈ R>0 | ρBe
< 1 �

ρBe
≪1 ideally � entred at ξ∗e ≡ e∗e. The radius ρBe

is ultimately de�ned by thegains of the HGSO, so that ρBe
is diretly proportional to ‖τc‖, and inversely pro-portional to the observer gains. 107



8. Motion ontrol system8.3.5 TuningThe tuning approah suggested in this subsetion is heuristi and based on simu-lation and experimental results.When it omes to underwater appliations in general, the sensitivity to meas-urement errors and noise is a major onern. In partiular, the position measure-ments provided by hydroaousti positioning systems typially have unfavourableharateristis, namely low update rates, e.g. 6 1Hz, jumps, and frozen measure-ments. The linear veloity measurements, when available, are typially providedby Doppler Veloity Logs (DVLs) under low update rates, e.g. ≈ 1Hz. On theother hand, the ontrolled plants typially have slow and overdamped dynamis.Therefore, an HGSO an be satisfatorily tuned with relatively high gains.The output injetion matrix L in (8.33) damps the estimation response insuh a manner that a ertain trade-o� between relying more upon the responsethat is predited based on the CPM, or relying more upon the inoming meas-urements instead, an be exploited. Indeed, suh kind of trade-o� is a om-mon feature of all state observation algorithms. In some ases, instead of onesingle tuning matrix, there are multiple tuning matries, e.g. the EKF. Thegreater the amount of damping represented by L, the slower the estimation re-sponse with regard to hanges in the measurements.Contribution 8.2. It is suggested in this work to tune the HGSO as it follows,apart from the onstant ǫ ∈ R>0 | ǫ ≪ 1, whih has to be as small as possible inpratie (Khalil, 2002).
Lij = Kij M̂

−1 where Kij := diag(κ1ij , κ
2
ij , κ

3
ij , κ

4
ij) (8.44)where κ1ij , κ2ij , κ3ij , κ4ij ∈ R>0, i, j ∈ {1, 2}, are 16 onstants, and the numbers 1,2, 3, and 4 are not exponents. Moreover,





κ111, κ
2
11, κ

3
11, κ

4
11 ∈ (0, 100]

κ112, κ
2
12, κ

3
12, κ

4
12 ∈ [1, 20]

K21 = cK1
K11 where cK1

∈ R | cK1
∈ (0, 5]

K22 = cK2
K12 where cK2

∈ R | cK2
∈ [1, 50]

(8.45)Furthermore, it is neessary in �rst plae to make sure that the tuning rendersthe matrix (Ae −L) Hurwitz.8.4 Stability of the output feedbak ontrol systemThe stability of the output feedbak ontrol system, i.e. the whole MCS, is studiedbased on the previously obtained partial results. The expressions of the traking108



8.4. Stability of the output feedbak ontrol systemerror dynamis in (8.20) and of the estimation error dynamis in (8.38) are ofpartiular interest in the analysis. The pair of expressions (8.15) and (8.34) ouldhave been optionally hosen for suh task instead. The output feedbak ontrolsystem an be expressed as
ξ̇c = Ξc(ψ̇) ξc +Bc

I [ (δt(ν)− τc)
T , δTe (ν̂) ]

T +Bc
R [νT

R, ν̇
T
R ]T (8.46)where ξc := [ ξTt , ξ

T
e ]T ∈ R20 is the state vetor, [ (δt(ν)− τc)

T , δTe (ν̂) ]
T ∈ R8 isthe vetor of perturbations � internal and external �, [νT

R, ν̇
T
R ]T is the samevetor of referenes used before, and the matries are de�ned as

Ξc(ψ̇) = Ac + Sc(ψ̇) and Ac =

[
At 012×8

Be
K (Ae −L)

] (8.47)
Sc(ψ̇) := ψ̇ blockdiag(TN ,TN ,04×4,TN ,04×4) (8.48)and
Bc

I =

[
Bt

δ 012×4

−B Be
I

]
and Bc

R =

[
Bt

R

Be
R

] (8.49)where 012×j ∈ R12×j , j ∈ {4, 8}, are two null matries. The other matries arede�ned either in Subsetion 8.2.3 or in Subsetion 8.3.4. The matrixBe
K is ideallynull, impliating thatAc is ideally a blok diagonal matrix. This would only ourunder the ideal onditions: i) x̂ = x � assumed to hold throughout Setion 8.2;and ii) there are neither modelling errors nor plant parameter variations, suhthat ∆M = 04×4 in (8.36).Remark 8.4. The separation priniple (Franklin et al., 2009; Khalil, 2002;Friedland, 1986; Kailath, 1980) is naturally manifested in (8.46)�(8.47), in par-tiular, through the asade struture of the matrix Ac, beause the studied out-put feedbak ontrol system admits suh a linear representation.The stability of the origin ξ∗c = 020 � the only equilibrium point � of the un-fored LTV system ξ̇c = Ξc(ψ̇) ξc extrated from (8.46), where 020 ∈ R20 is a nullvetor, is studied by: i) suitably regarding suh a system as a feedbak onnetionbetween the auxiliary subsystems S1 and S2, as indiated in Figure 8.3, where S1 isan LTI dynamial system and S2 is an LTV memoryless funtion (Khalil, 2002);and ii) then applying the irle riterion (Slotine and Li, 2005; Khalil, 2002;Lozano et al., 2000).The origin of the unfored subsystem S1 is GES, one the lower triangularmatrix Ac in (8.47) is Hurwitz. The matrix Ac an always be rendered Hurwitz,sine the matries At and (Ae−L) an always be individually rendered Hurwitzlikewise, as onluded in Subsetion 8.2.3 and Subsetion 8.3.4, respetively. 109



8. Motion ontrol system
Figure 8.3: Feedbak onnetion between the auxiliary subsystems S1 and S2.Let the subsystem S1 be de�ned as seen in Figure 8.3. The matrix Bc :=CT

c ,where Cc ∈ R8×20 is the following onstant sparse matrix
Cc := blockdiag(Ct,Ce) =




1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0




(8.50)
The matries Bc and Cc have full rank, i.e. rank(Bc) = rank(Cc) = 8. Thematrix pair (Ac,Bc) is ontrollable, as the ontrollability matrix Cc ∈ R20×160given by

Cc =
[
Bc Ac Bc A2

c Bc A3
c Bc . . . A17

c Bc A18
c Bc A19

c Bc

] (8.51)has full row rank, provided that e.g. det([Bc A2
c Bc A4

c Bc ]) 6= 0. The matrixpair (Ac,Cc) is observable, as the observability matrix Oc ∈ R
160×20 given by

Oc =
[
CT

c AT
c C

T
c (A2

c)
TCT

c . . . (A18
c )TCT

c (A19
c )TCT

c

]T (8.52)has full olumn rank, provided that e.g. det([CT
c (A2

c)
TCT

c (A4
c)

TCT
c ]T ) 6= 0.The hydrodynami derivatives of DL and MA, whereupon also of M , are allexpeted to be non-zero and distint, see Subsetion 7.2.3. This fat guaranteesthat Cc and Oc have full rank, sine Ac is omprised of At, whih in turn is om-prised of DL and M−1. Then, the (Hurwitz) transfer funtion matrix Hc(s) :=

Cc (s I20−Ac)
−1Bc ∈ R8×8 assoiated with S1, where I20 ∈ R20×20 is an identitymatrix, is SPR, as there exist a matrix Pc = P T

c > 0, where Pc := I20, a matrix
Qc ∈ R20×20 |Qc :=Γc Υc, both to be de�ned soon, and a onstant εc ∈ R>0 | εc
> max(|λi(Λc)|), i ∈ {1, . . . , 20}, where Λc is also to be de�ned soon, whih sat-110



8.4. Stability of the output feedbak ontrol systemisfy the relations in (8.53) regarding the KYP lemma (Khalil, 2002; Lozano et al.,2000)
{
AT

c Pc + Pc Ac = −Qc Q
T
c − εc Pc

Pc Bc = CT
c

(8.53)where Γc ∈ R
20×20 is an orthogonal matrix that forms a basis of R20 with theeigenvetors of (AT

c +Ac), andΛc ∈ R20×20 is a diagonal matrix that is omprisedof the eigenvalues of the orthogonally diagonalisable symmetri matrix (AT
c +Ac)(Horn and Johnson, 2013), suh that AT

c +Ac = Γc Λc Γ
T
c . The diagonal matrix

Υc ∈ R20×20 |Υc > 0, where (Υc)i,i :=
√
εc + (Λc)i,i , i ∈ {1, . . . , 20}. It an alsobe onluded that S1 is (state) stritly passive, one Hc(s) is SPR, aording toSlotine and Li (2005), Khalil (2002), and Lozano et al. (2000).Let the matrix Ψc(ψ̇) ∈ SS(8) of the subsystem S2, see Figure 8.3, be

Ψc(ψ̇) := blockdiag(Ψt(ψ̇),Ψe(ψ̇))

= ψ̇ blockdiag

([
0 1

−1 0

]
,

[
0 1

−1 0

]
,

[
0 1

−1 0

]
,

[
0 0

0 0

]) (8.54)where the matries Ψt(ψ̇) and Ψe(ψ̇) are de�ned in Subsetion 8.2.3 and Sub-setion 8.3.4, respetively. Then, ϕT
c ζc = ϕT

c Ψc(ψ̇)ϕc = ξTc BcΨc(ψ̇)Cc ξc =
0 ∀ ψ̇ ∈ R ∧ ∀ t ∈ R>0 ∧ ∀ ϕc ∈ R8 (ξc ∈ R20), due to the skew-symmetry of
Ψc(ψ̇). The relation Bc = CT

c is utilised above. It immediate to onlude that
ϕT

c Ψc(ψ̇)ϕc lies in the setor [0,∞), whereupon S2 is a lossless passive subsys-tem, aording to Slotine and Li (2005), Khalil (2002), and Lozano et al. (2000).It an be onluded, based on the appliation of the irle riterion, that ξ∗c isGES (Lozano et al., 2000, Th. 3.5), one ξ̇c = Ξc(ψ̇) ξc is viewed as onsisting of afeedbak onnetion between the SPR transfer funtion matrix Hc(s) � subsys-tem S1 � and the lossless passive subsystem S2, as depited in Figure 8.3.For persistent urrent-generated perturbations, i.e. τc 6= 0 ∀ t ∈ R>0, andvanishing vetor of referenes [νT
R, ν̇

T
R ]T , under the inevitable presene of mod-elling errors, all solutions of (8.46) onverge into a small ball Bc of radius ρBc

∈
R>0 | ρBc

< 1 � ρBc
≪ 1 ideally � entred at ξ∗c . The radius ρBc

is ultimatelyde�ned by the gains of the MIMO PID ontroller and of the HGSO, so that ρBcis diretly proportional to ‖τc‖, and inversely proportional to the ontroller andstate observer gains.Contribution 8.3. The global exponential stability onluded for ξ∗c = 020 isthe main result sought in Setion 8.4. It indiates that the proposed model-basedMIMO output feedbak ontrol system an work stably in pratie. 111



8. Motion ontrol systemRemark 8.5. The resulting system (8.46), and the subsequently arried outanalysis, are due to the representation hoies made initially. Had the estimatedstate x̂ been expliitly used bak in Setion 8.2, as it is typially done in the an-alysis of LTI systems, see e.g. Franklin et al. (2009), Friedland (1986), and Kailath(1980), equation (8.46) would be slightly di�erent, although representing exatlythe same system. In partiular, for the same state vetor ξc, the system (8.46)would then have a partitioned upper triangular system matrix instead, whose onlynon-zero o�-diagonal submatrix would not then be the urrent submatrix Be
K .8.5 Implementation of the MCS in pratie8.5.1 IntrodutionThis setion stands in isolation from the rest of the hapter. It suintly desribeshow the MCS was implemented in pratie. The implementation di�ers a littlefrom the expressions in the rest of the hapter, but nevertheless it yields exatlythe same results. The di�erenes are due to the fat that the implementation wasarried out so as to save omputation time. The objetive was to perform the min-imum number of alulations. Some variables used within this setion are valid ex-lusively within the setion.The MCS was implemented in LabVIEWr for Mirosoft Windows. The trap-ezoidal method, see Appendix D, was used to derive stable disrete-time approxi-mations from the originally stable ontinuous-time ontrol and navigation sys-tems. Other approximation methods ould have been used instead.The MCS ran synhronously. At every sampling instant the HGSO used themost reent navigation data to perform its tasks, and the thrust alloation blokupdated the ontrol signals to the thruster servos through Zero-Order Hold (ZOH)iruits. A data bu�er stored the most reently made available navigation data.The navigation sensors and a hydroaousti positioning system fed data into thedata bu�er asynhronously. The sensors having update rates higher than thesampling period renewed the orresponding portion of the data several times persampling period. The sensors having update rates lower than the sampling periodand the hydroaousti positioning system fored the orresponding portion of thedata to be reused multiple times. The updates of the ontrol signals to the thrusterservos were omputed in between two onseutive sampling instants.8.5.2 ControllerThe ontrol vetors u(·) and v(·) � disrete-time ounterparts of those in (8.5)and Subsetion 8.3.3, respetively � were implemented as

v(k) = upid(k − 1) + uff (k) (8.55)112



8.5. Implementation of the MCS in pratieand
u(k) = ulin(k) + v(k) (8.56)where k ∈ N \ {0}. The vetor upid(·) is taken one sampling period delayed toprelude the algebrai loop between the MIMO PID ontroller and the HGSO, asthey feed eah other, see Figure 6.1. The terms of (8.55)�(8.56) � disrete-timeounterparts of those in (8.10), (8.12), and (8.13), respetively � were imple-mented as
ulin(k) = Ĉ(ν̂(k)) ν̂(k) + D̂Q |ν̂(k)|ν̂(k)− τhs (8.57)
upid(k) = KP e′η(k) +KI e

′
I(k) +KD eν(k) (8.58)and

uff (k) = D̂L νR(k) + M̂ ν̇R(k) (8.59)where ν̂(·) is the veloity vetor estimated by the HGSO, and νR(·) and ν̇R(·) arereferene vetors generated by the guidane system, whih is not treated in PartIII of the thesis. The error vetors e′η(·), e′I(·), and eν(·) were implemented as
e′η(k) = JT(ψ̂(k − 1)) (ηR(k)− η̂(k)) (8.60)
e′I(k) = e′I(k − 1) + (h/2) (e′η(k) + e′η(k − 1)) (8.61)and
eν(k) = νR(k)− ν̂(k) (8.62)where η̂(·) is the position and heading angle vetor estimated by the HGSO, suhthat ψ̂(·) = (η̂(·))4 is the estimated heading angle used everywhere in the MCS inorder to keep all referene frame transformations synhronised, ηR(·) is anotherreferene vetor generated by the guidane system, and h ∈ R>0 [s] is the samplingperiod. The transformation matrix J(ψ̂(·)) ∈ SO(4) is the disrete-time ounter-part of that de�ned in Setion 7.3.Finally, the thrust alloation blok straightforwardly onverts the vetor u(k)into µ(k) = [µ1(k), µ2(k), . . . , µp−1(k), µp(k) ]

T through (8.6)�(8.9).Proper initialisation of the vetors is an important preaution in order to pre-lude unpreditable initial behaviour. The vetors were initialised as:
• e′η(0) = e′I(0) = upid(0) = v(0) = 04;
• ηR(1) = η̂(1) and νR(1) = ν̇R(1) = 04 � ROV in DP at ONED, i.e. theorigin of the NED frame.The initialisation of ν̂(·) and η̂(·) is disussed within Subsetion 8.5.3. 113



8. Motion ontrol system8.5.3 High-gain state observerThe vetor of estimated states x̂(·) = [ η̂T(·), ν̂T(·) ]T � disrete-time ounterpartof that de�ned in Subsetion 8.3.3 � was implemented as
[
η̂(k)

ν̂(k)

]
= Φ(ψ̂(k − 1))

[
η̂(k − 1)

ν̂(k − 1)

]
+ ΓV (ψ̂(k − 1)) (v(k) + v(k − 1))

+ ΓY (ψ̂(k − 1))

([
η̄m(k)

νm(k)

]
+

[
η̄m(k − 1)

νm(k − 1)

]) (8.63)where v(·) is de�ned in (8.55), νm(·) ∈ R4 is the vetor of measured veloities, and
η̄m(·) ∈ R4 is the vetor of measured position and aumulated heading angle.The vetor η̄m(·) is derived partially diretly from the vetor of measured positionand heading angle ηm(·) ∈ R4 and partially through Algorithm 2, whih enablesthe MCS to keep trak of the number of onseutive turns of the ROVs. Algorithm2 and η̄m(·) are further desribed soon. The vetor νm(·) = 04 ∀ k ∈ N⇔ γ = 0,i.e. in ase the veloities are not measured. Notie that ηm(·), η̄m(·), and νm(·)are manipulated, i.e. read and written, by the HGSO, whereas the data bu�er de-sribed in Subsetion 8.5.1 is only read by the HGSO. The system matrix Φ(ψ̂(·))

∈ R8×8, the ontrol input matrix ΓV (ψ̂(·)) ∈ R8×4, and the output injetion mat-rix ΓY (ψ̂(·)) ∈ R
8×8 are given by

Φ(ψ̂(k − 1)) = ∆(ψ̂(k − 1)) (I8 +Λ(ψ̂(k − 1))) (8.64)
ΓV (ψ̂(k − 1)) = ∆(ψ̂(k − 1)) (h/2)Be (8.65)and
ΓY (ψ̂(k − 1)) = ∆(ψ̂(k − 1))T (ψ̂(k − 1)) (h/2)LT T(ψ̂(k − 1)) (8.66)where the matrix Be is that in (8.32), T (ψ̂(·)) = blockdiag(J(ψ̂(·)), I4) ∈ SO(8),and the matries ∆(ψ̂(·)), Λ(ψ̂(·)) ∈ R8×8 are given by
∆(ψ̂(k − 1)) = (I8 −Λ(ψ̂(k − 1)))−1 (8.67)and
Λ(ψ̂(k − 1)) = T (ψ̂(k − 1)) (h/2) (Ae −L)T T(ψ̂(k − 1)) (8.68)where the matries Ae and L are those in (8.32) and (8.33), respetively.Notie that ψ̂(k − 1) is taken one sampling period delayed to prelude an al-gebrai loop in the HGSO.The heading angle measurement ψm(·) = (ηm(·))4 is typially ommeriallyavailable in the ranges:114



8.6. Results from full-sale sea trials
• range 1: ψm(·) ∈ [0, 2 π) [rad];
• range 2: ψm(·) ∈ (−π, π] [rad].In either ase the range is disontinuous and limited, so that the headingangle is not automatially aumulated along onseutive turns. Algorithm 2 wasused to overome this ondition, where counter(·) ∈ Z is a variable initialised as

counter(0) = counter(1) = 0, and the variable range ∈ N | range ∈ {1, 2}.Algorithm 2: Heading angle aumulation1 if range = 2 ∧ ψm(k) < 0 then2 ψm(k)← ψm(k) + 2 π3 end4 if range = 2 ∧ ψm(k − 1) < 0 then5 ψm(k − 1)← ψm(k − 1) + 2 π6 end7 if |ψm(k)− ψm(k − 1)| > π then8 if ψm(k − 1) > ψm(k) then9 counter(k)← counter(k − 1) + 110 else11 counter(k)← counter(k − 1)− 112 end13 end14 ψacc(k)← ψm(k) + 2 π counter(k)The �rst three elements of ηm(·) are diretly opied into η̄m(·), suh that
(η̄m(·))i = (ηm(·))i, i ∈ {1, 2, 3}, and the aumulated heading angle ψacc(·)that omes out from Algorithm 2 ompletes η̄m(·), suh that (η̄m(·))4 = ψacc(·).Proper initialisation of the vetors is an important preaution in order to pre-lude, or at least drastially attenuate, the initial peaks of the estimated statevetor x̂(·). The vetors were initialised as η̂(0) = η̂(1) = η̄m(0) = η̄m(1) and
ν̂(0) = ν̂(1) = νm(0) = νm(1) = 04 � ROV immobilised at ONED. Hene, theinitial estimation errors were zeroed.8.6 Results from full-sale sea trialsThis setion presents seleted results from full-sale sea trials in whih the ROVMinerva was operated in Trondheimsfjorden, Norway, in Otober 2013 and April2014. Trajetory traking and dynami positioning tests were arried out. Theguidane system was not based on the referene generation sheme proposed inPart II. Information regarding the test setup and the ROV Minerva an be found115



8. Motion ontrol systemin Appendix C. The MCS ran at the onstant sampling frequeny of 6.6̄ Hz �sampling period of 150ms. The implementation of the MCS is desribed in Se-tion 8.5. See also Dukan (2014) and Sørensen et al. (2012) for further details onthe implementation onerning the whole versatile ontrol system that is arriedout at NTNU under the ollaborative e�ort of the researh team headed up byProf. Asgeir J. Sørensen, whih served as the basis for the implementation of theherein proposed MCS.8.6.1 Trajetory traking test with veloity measurementsFigures 8.4�8.9 depit results from a test in whih the spatial referene trajetoryonsisted of the so-alled lawn mower pattern desribing a planar path in thehorizontal plane elevated a onstant height from the sea bottom, i.e. it repliatedthe sea bottom pro�le. The lawn mower pattern was omprised of three 20m-longparallel legs separated 2m from eah other, see Figure 8.4. All measurements werereasonably well �ltered by the HGSO, thereby yielding the aeptable trakingperformane seen in Figures 8.4�8.8 and the smooth ontrol ation seen in Fig-ure 8.9. Table 8.1 summarises the information ontained in Figures 8.4�8.6. Thetable shows position error norms and absolute heading angle errors alulatedwith respet to the orresponding referenes. The largest errors ourred duringthe turns, i.e. heading angle hanges, due to the relatively high maximum angularveloity referene used. Figure 8.9 shows that the starboard and port thrustersnearly reahed their saturation limits during the turns. A jump in the horizontalposition measurement ourred during the last turn around 196.6 s. Notie theonsistently better traking performane attained along the �rst and third legsthan that ahieved along the seond leg. The trajetory traking errors remainedlose to the stated mean values during the motion along the �rst and third legs,whereas a pronouned error ourred during the motion along the seond leg. Asimultaneous sway veloity deviation an be seen in Figure 8.7. Suh trakingerror was most probably aused by tuning issues regarding both the ontrollerand the observer. Firstly, the output injetion matrix L in (8.33) overdamped theTable 8.1: Information summary onerning Figures 8.4�8.6Estimation MeasurementMax. error Mean error Max. error Mean errorPosition 49.3 cm 15.9 cm 1.168m 37.6 cm(� 186.3 s) � (� 196.6 s) �Heading angle 9.49◦ 1.74◦ 12.85◦ 2.41◦(� 93.9 s) � (� 181.6 s) �116
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8. Motion ontrol system
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8. Motion ontrol systemrent and the umbilial able, also played important roles in the overall trajetorytraking performane.The tuning parameters of the ontroller were




KP = diag(208.0, 209.5, 298.2, 33.0)

KI = diag(10.0, 10.0, 16.7, 1.7)

KD = diag(528.8, 533.8, 647.0, 79.6)

(WC)i,j = (WL)i,j = (WM )i,j = (WQ)i,j = 1

Wp = I5

(8.69)where i, j ∈ {1, 2, 3, 4} and I5 ∈ R5×5 is an identity matrix, whereas the tuningparameters of the HGSO were




L11 = diag(2, 2, 2, 2)M̂−1

L12 = diag(20, 20, 20, 20)M̂−1

L21 = diag(4, 4, 4, 4)M̂−1

L22 = diag(40, 40, 40, 40)M̂−1

ǫ = 0.001 and γ = 1

(8.70)The gains in (8.69)�(8.70) were determined in an early stage of the develop-ment of the MCS. It is worthwhile to realise that they are fundamentally di�erentfrom those in (4.48)�(4.49) and (8.75)�(8.76), whih were determined muh later,therefore, more onsiously. The gains in (4.48)�(4.49) and (8.75)�(8.76) onernnumerial simulations whose results are shown in Chapter 4 and Setion 8.7, re-spetively. These di�erenes laid the foundations of the disussion on proper tun-ing arried out in Subsetion 8.2.4 and Subsetion 8.3.5, whih respetively ul-minated in (8.28), when it omes to the MIMO PID ontroller, and (8.44)�(8.45),when it omes to the HGSO. Other results, whih were not inluded in the thesis,orroborated the de�nition of (8.28), as well as the de�nition of (8.44)�(8.45).8.6.2 Dynami positioning test with veloity measurementsFigures 8.10�8.14 depit results from a DP test in whih the ROV was desired tokeep station at a depth of 70m. Aeptable state regulation an be seen in Figures8.10�8.13 and reasonably smooth ontrol ation an be seen in Figure 8.14. Table8.2 summarises the information ontained in Figures 8.10�8.11. The errors seen inTable 8.2 are larger than those seen in Table 8.1 only beause of the jump in thehorizontal position measurement that ourred around 319 s. Another jump o-urred earlier, around 130 s. The errors remained lose to the stated mean values120
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Figure 8.10: Dynami positioning test: position and heading angle (NED frame).
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8. Motion ontrol system
50 100 150 200 250 300 350

−0.05
0

0.05
0.1

u
[m

/
s]

 

 

50 100 150 200 250 300 350

0

0.1

v
[m

/
s]

 

 

50 100 150 200 250 300 350

−0.02
0

0.02

w
[m

/
s]

 

 

0 50 100 150 200 250 300 350

−2
0
2

Time [s]

r
[◦
/
s]

 

 

Reference
Measured
Estimated

Figure 8.12: Dynami positioning test: veloities (BF frame).
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8.6. Results from full-sale sea trialsTable 8.2: Information summary onerning Figures 8.10�8.11Estimation MeasurementMax. error Mean error Max. error Mean errorPosition 60.2 cm 9.6 cm 1.368m 14.8 cm(� 319.2 s) � (� 318.2 s) �Heading angle 3.88◦ 0.86◦ 3.83◦ 0.88◦(� 319.8 s) � (� 319.6 s) �
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8. Motion ontrol systemsame as in the trajetory traking test reported in Subsetion 8.6.1, i.e. tuningproblems. On the other hand, the HGSO aptured more aurately the plantdynamis in this ase, as already expeted, sine ν ≈ 04 during all the test.The tuning parameters of the ontroller were




KP = diag(74.9, 74.5, 105.4, 11.9)

KI = diag(2.2, 2.1, 3.5, 0.4)

KD = diag(317.3, 318.4, 384.7, 47.7)

(WC)i,j = (WL)i,j = (WM )i,j = (WQ)i,j = 1

Wp = I5

(8.71)where i, j ∈ {1, 2, 3, 4}, whereas the tuning parameters of the HGSO were




L11 = diag(2, 2, 2, 2)M̂−1

L12 = diag(20, 20, 20, 20)M̂−1

L21 = diag(3, 3, 3, 3)M̂−1

L22 = diag(50, 50, 50, 50)M̂−1

ǫ = 0.002 and γ = 1

(8.72)The gains in (8.71)�(8.72) were determined in an early stage of the develop-ment of the MCS. It is worthwhile to realise that they are fundamentally di�er-ent from those more onsiously determined whih are seen in (4.48)�(4.49) and(8.75)�(8.76). All omments on the fundamental di�erenes found in the lastparagraph of Subsetion 8.6.1 apply likewise in this ase.8.6.3 Dynami positioning test without veloity measurementsFigures 8.15�8.19 depit results from a DP test in whih the ROV was desired tohange the heading angle 90◦ twie, while keeping the onstant depth of 137.7m.Veloity measurements were not used by the HGSO, in spite of being available forthe sake of omparison. Stable and aeptable, although not entirely satisfatory,state regulation an be seen in Figures 8.15�8.18, whereas the ontrol ation anbe seen in Figure 8.19. Table 8.3 summarises the information ontained in Figures8.15�8.16. The position measurements were reasonably well �ltered, even withoutthe support of the veloity measurements. The depth and heading were kept loserto the referenes beause of their inherently more favourable measurement hara-teristis, i.e. high update rates and less measurement variane. Figures 8.17�8.18show fairly good veloity reonstrution, in partiular, regarding heave and yaw,thereby orroborating the laim that better results an be attained under more124
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8. Motion ontrol system
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Figure 8.17: Dynami positioning test: veloities (BF frame).
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8.6. Results from full-sale sea trialsdiretly measured by a DVL. Undesirable and unneessary extra propeller workan be seen in Figure 8.19, whih explains the unsteady motion of Minerva whilein DP, whih is manifested through the (high-variane) veloities in onsonanewith the unsteady (zero-mean) displaement around ONED, i.e. the origin of theNED frame, seen in Figure 8.15. The most probable auses of suh behaviour werethe same as in the trajetory traking test reported in Subsetion 8.6.1, i.e. tuningproblems.Table 8.3: Information summary onerning Figures 8.15�8.16Estimation MeasurementMax. error Mean error Max. error Mean errorPosition 52.9 cm 18.2 cm 1.073m 46.6 cm(� 74.4 s) � (� 101.4 s) �Heading angle 8.02◦ 0.03◦ 11.68◦ 0.04◦(� 58.7 s) � (� 64.3 s) �
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8. Motion ontrol system




KP = diag(330, 330, 340, 200)

KI = diag(20, 20, 20, 20)

KD = diag(670, 670, 690, 240)

(WC)i,j = (WL)i,j = (WM )i,j = (WQ)i,j = 1

Wp = I5

(8.73)where i, j ∈ {1, 2, 3, 4}, whereas the tuning parameters of the HGSO were




L11 = diag(2, 2, 2, 2)M̂−1

L12 = diag(0, 0, 0, 0)M̂−1

L21 = diag(2, 2, 2, 2)M̂−1

L22 = diag(0, 0, 0, 0)M̂−1

ǫ = 0.1 and γ = 0

(8.74)
The gains in (8.73)�(8.74) were determined in an even earlier stage of the de-velopment of the MCS than that when (8.69)�(8.70) and (8.71)�(8.72) were deter-mined. It is worthwhile to realise that the gains in (8.73)�(8.74) are fundamentallydi�erent from those more onsiously determined whih are seen in (4.48)�(4.49)and (8.75)�(8.76). All omments on the fundamental di�erenes found in the lastparagraph of Subsetion 8.6.1 apply likewise in this ase.8.7 Simpli�ed benhmark against the EKF8.7.1 IntrodutionThis setion is onerned with a simpli�ed benhmark against the EKF. Simula-tion results based on the ROV Minerva, see Appendix C for details, were usedto benhmark the HGSO against the EKF. Two bathes of 10000 simulationseah were run and the results olleted and summarised in Figures 8.20�8.23 andTables 8.4�8.5 for the sake of omparison. One bath is onerned with the MCSdesribed in this hapter. The other bath is onerned with a variation of thatMCS, whose ontrol system was the same that is desribed in Setion 8.2, whereasthe navigation system was built upon the EKF without any bias estimator. Thetuning of the ontrol system was kept the same for both MCSs. The implementa-tion of the EKF is reported in Subsetion 8.7.2. Further information on the KF,as well as on its variants, suh as the EKF, an be found in e.g. Sørensen (2013),Fossen (2011), Kinsey et al. (2006), Kirk (2004), Athans (1999), Friedland (1999),Brown and Hwang (1997), Friedland (1986), Gelb et al. (1974), Kalman and Buy128



8.7. Simpli�ed benhmark against the EKF(1961), and Kalman (1960). The MCSs ran at the onstant sampling frequeny of
6.6̄ Hz � sampling period of 150ms. In all simulations, the ROV Minerva startedbeing run in DP at the initial point (0, 0, 300) [m] in the NED frame, traversed a
52m-long straight line path towards the �nal point (48, 12, 316) [m] in the NEDframe, while also hanging the heading angle from 0◦ to 90◦, and lastly remainedin DP at (48, 12, 316) [m]. The transets were taken at relatively high speed, givenMinerva's ratings, in order to arouse the ouplings among all DoFs to hallengethe MCSs, whih also had to ope with the onstant horizontal sea urrent whoseharateristis were Vc = 0.25m/s, αh = −135◦, and αv = 0◦, see Subsetion7.2.3 for details, apart from random plant parameter variations limited to ±50%of the nominal values of the CPM. The guidane system was the same for bothMCSs. It was built upon the referene generation sheme proposed in Chapter 4.The basi version of the RM that is desribed in Setion 3.3 was used. The tuningparameters of the RM were L = 52m, Vd = 0.3m/s, Ta = Td = 20 s, ǫL = 0.05,
θa = 0.8, θd = 0.2, and θ0 = exp(−10), see Table 3.1 for details on them. Withregard to the referene generation, notie that the referene heading angle wasomputed as ψR(t) := (π/2−0)̟p(t), where̟p(t) is the stritly monotonially in-reasing parameter that parameterised the straight line path, see Setion 4.2 andSetion 4.5 for details.The tuning parameters of the ontroller were




KP = diag(52.6, 83.8, 53.3, 69.2)

KI = diag(5, 10, 5, 20)

KD = diag(420.3, 533.8, 432.5, 182.0)

(WC)i,j = (WL)i,j = (WM )i,j = (WQ)i,j = 1

Wp = I5

(8.75)where i, j ∈ {1, 2, 3, 4}, whereas the tuning parameters of the HGSO were




L11 = diag(0.1, 0.1, 10, 10)M̂−1

L12 = diag(5, 5, 5, 5)M̂−1

L21 = diag(0.03, 0.03, 3, 3)M̂−1

L22 = diag(100, 100, 100, 100)M̂−1

ǫ = 0.0005 and γ = 1

(8.76)and the tuning parameters of the EKF were
{
QK = I8

RK = diag(10, 30, 5, 1, 0.1, 0.3, 2.5, 0.01)
(8.77)129



8. Motion ontrol system8.7.2 Extended Kalman �lter implementationThe disrete-time orretor was implemented through (8.78)�(8.81) as follows
KK(k) = PK(k − 1)CT

K (CK PK(k − 1)CT
K +RK)−1 (8.78)

x̂K(k) = xK(k − 1) +KK(k) ([ η̄T
m(k),νT

m(k) ]T −CK xK(k − 1)) (8.79)and
P̂K(k) = (I8 −KK(k)CK)PK(k − 1) (I8 −KK(k)CK)T

+KK(k)RK KT
K(k)

(8.80)
P̂K(k) = (P̂K(k) + P̂ T

K(k))/2 (8.81)where KK(·) ∈ R8×8 is the gain matrix that minimises the mean-square estima-tion error, PK(·) ∈ R8×8 is the error ovariane matrix, CK = I8 is an outputmatrix, RK ∈ R
8×8 |RK = RT

K > 0 is a noise ovariane matrix assoiated withthe measurements, and x̂K(·) ∈ R8 builds upon both the estimated state vetor
xK(·) ∈ R8 and the vetor of measured position and veloities and aumulatedheading angle [ η̄T

m(·),νT
m(·) ]T . See Setion 8.5 for details on η̄m(·), νm(·), andall other variables whih are of interest when it omes to the implementationof the EKF. Equation (8.80) is valid under any KK(·), either optimal or subop-timal. The matrix P̂K(·) ∈ R8×8 is guaranteed to be symmetri through (8.81).The disrete-time preditor was implemented through (8.82)�(8.85) as follows

xK(k) =

(
I8 + h

[
04×4 J((x̂K(k))4)

04×4 −M̂−1 D̂L

])
x̂K(k) + h

[
04×4

M̂−1

]
v(k) (8.82)where J((x̂K(k))4) ∈ SO(4) is given by

J((x̂K(k))4) = blockdiag

([
cos((x̂K(k))4) − sin((x̂K(k))4)

sin((x̂K(k))4) cos((x̂K(k))4)

]
,

[
1 0

0 1

]) (8.83)Reall that (̺)i, i, n ∈ N \ {0} | i 6 n, denotes the i-th element of the vetor
̺ ∈ Rn, and notie the resemblane the matries in (8.82) bear to those in (8.2).
PK(k) = ΦK(k) P̂K(k)ΦT

K(k) + h2 QK (8.84)where QK ∈ R8×8 |QK = QT
K > 0 is a noise ovariane matrix assoiated withthe states, and the Jaobian matrix ΦK(k) ∈ R8×8 evaluated at the point x̂K(k)is given by

ΦK(k) =
d

dx̂K(k)

[(
I8 + h

[
04×4 J((x̂K(k))4)

04×4 −M̂−1 D̂L

])
x̂K(k)

]∣∣∣∣∣
x̂K(k)=x̂K (k)

(8.85)130



8.7. Simpli�ed benhmark against the EKFProper initialisation of PK(·) and xK(·) is an important preautionary meas-ure to be taken, as already mentioned in Setion 8.5. Therefore, PK(0) :=08×8,where 08×8 ∈ R8×8 is a null matrix, and xK(0) := [ η̄T
m(1),νT

m(1) ]T .8.7.3 Simulation resultsFigures 8.20�8.21 onern the maximum absolute position and heading angleerrors under the HGSO and EKF, respetively. Table 8.4 summarises the in-formation ontained in both �gures. The position errors were omputed through
Max.abs.pos.error :=max

Tsim

(√
(nR − n)2 + (eR − e)2 + (dR − d)2

) (8.86)where Tsim ⊂ R | Tsim := {tsim ∈ R>0 | tsim ∈ [0, TSIM]} is the �xed simulation in-terval used to arry out eah of the 20000 simulations, where TSIM ∈ R>0 [s] is the�nal simulation time, whereas the heading angle errors were omputed through
max(|ψerr|) :=max

Tsim

(|ψR − ψ|) (8.87)Notie that the atual position and heading angle were used in the ompu-tations above, instead of the estimated values, sine they are available in theMATLABr-based simulator.Table 8.4: Information summary onerning Figures 8.20�8.21HGSO EKFPosition Min. value 53.01 cm 51.08 cmMax. value 79.79 cm 78.20 cmMean value (SD1) 63.34 cm (3.65 cm) 62.23 cm (3.74 cm)RMS value 63.45 cm 62.34 cmMin. value 0.8623◦ 0.8918◦Heading Max. value 8.2367◦ 10.6816◦angle Mean value (SD) 2.9342◦ (1.1202◦) 3.1476◦ (1.2337◦)RMS value 3.1408◦ 3.3807◦The data sets plotted in Figures 8.20�8.21 agree to a large extent, and Table8.4 orroborates this laim. The main ause of the large position traking errors,whih ourred in both simulation bathes, is the typially low update rate of thehydroaousti positioning system, see Appendix C for details. The depth meas-urement updates are faster and more preise, thus yielding loser depth referenetraking. This is also the ase, when it omes to the heading angle measurements.1Standard Deviation (SD), assuming a normal, or Gaussian, distribution, see Appendix D.131
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Figure 8.20: Maximum absolute position and heading angle errors (NED frame)under the HGSO.
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Figure 8.21: Maximum absolute position and heading angle errors (NED frame)under the EKF.
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8.7. Simpli�ed benhmark against the EKFFigures 8.22�8.23 onern the maximum absolute linear speed and yaw rateerrors under the HGSO and EKF, respetively. Table 8.5 summarises the infor-mation ontained in both �gures. The linear speed errors were omputed through
Max.abs.lin.speed.error :=max

Tsim

(√
(uR − u)2 + (vR − v)2 + (wR − w)2

) (8.88)whereas the yaw rate errors were omputed through
max(|rerr|) :=max

Tsim

(|rR − r|) ≡ max
Tsim

(|ψ̇R − ψ̇|) (8.89)Notie that the atual veloities were used in the omputations above, in-stead of the estimated values, sine they are available in the MATLABr-basedsimulator.Table 8.5: Information summary onerning Figures 8.22�8.23HGSO EKFMin. value 3.32 cm/s 2.62 cm/sLinear Max. value 10.16 cm/s 10.62 cm/sspeed Mean value (SD) 5.27 cm/s (0.80 cm/s) 4.70 cm/s (0.79 cm/s)RMS value 5.33 cm/s 4.77 cm/sMin. value 0.6450◦/s 0.6037◦/sYaw Max. value 3.4590◦/s 3.1627◦/srate Mean value (SD) 1.2315◦/s (0.2540◦/s) 1.1513◦/s (0.2671◦/s)RMS value 1.2575◦/s 1.1819◦/sThe data sets plotted in Figures 8.22�8.23 agree to a large extent, and Table8.5 orroborates this laim. The main ause of the large linear speed trakingerrors, whih ourred in both simulation bathes, is the typially low update rateof the DVL, see Appendix C for details.Contribution 8.4. The experimental and simulation results reported in thishapter permit to asertain that the HGSO is apable of performing satisfatorilywhen the tuning is arefully exerised. This is a satisfatory result for the studyof how the HGSO ompares with the benhmark EKF in the entral role in thenavigation system of an MCS for observation lass ROVs, provided that both stateobservers yielded rather similar referene traking performane.
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8. Motion ontrol system
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Figure 8.22: Maximum absolute linear speed and yaw rate errors (BF frame)under the HGSO.
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Figure 8.23: Maximum absolute linear speed and yaw rate errors (BF frame)under the EKF.
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Chapter 9Conluding remarks9.1 ConlusionsPart III of this thesis dealt with an MCS dediated to ontrol observation lassROVs. The MCS, with DP and trajetory traking apabilities, onsisted of aGES model-based Multiple-Input-Multiple-Output MIMO output feedbak on-trol system omprised of a MIMO PID ontroller, two auxiliary ontrol laws, andan HGSO, and fed by an open-loop guidane system. The MCS was desribedand analysed thoroughly in Part III. Conduted full-sale sea trials and numer-ial simulations, both based on the NTNU's ROV Minerva, showed that the MCSwas able to perform stably and satisfatorily under the hallenging operatingonditions faed in pratie, e.g. unmodelled plant dynamis, plant parametervariations, measurement errors and noise, and environmental disturbanes. Inpartiular, the experimental results enouraged the use of an HGSO as anotheralternative to the benhmark EKF in MCSs for observation lass ROVs.Based on the analysis of simulation and experimental results, it is possible toonlude that improved motion ontrol performane an be ahieved under morefavourable operating onditions, namely:
• Higher update rates when it omes to the horizontal position measurements.Clearly, higher sensor update rates yield better performane, as it an beveri�ed in the experimental results regarding the heave and yaw motions.This evidene is orroborated by simulation results. While the update ratesof the hydroaousti positioning systems are urrently low, there may besolutions in the pipeline, e.g. obtaining faster and more aurate positionmeasurements through the geometry of the umbilial able, e.g. Hiranandaniet al. (2009);
• More aurately identi�ed CPM parameters. Aurately identi�ed modelparameters doubtlessly have a high, positive impat on the performane of135



9. Conluding remarksmodel-based MCSs. The experimental results were in�uened by the lowerauray of the identi�ed model parameters that ours beause the ROVMinerva serves di�erent purposes when it omes to the di�erent researhrequirements and needs of the researhers at NTNU. Moreover, further in-sight about how to �ne-tune the HGSO ould have been gained through theavailability of a more detailed and aurately identi�ed CPM;
• Proper thruster modelling and ontrol. Poor thruster modelling and ontrolis ertainly an important hindrane to better motion ontrol performane.While it is very di�ult to model underwater thrusters aurately in pra-tie, it seems reasonable to expet enhaned performane if the thrusterservos of the ROV Minerva were able to deliver ommanded torques ratherthan the ommanded propeller shaft angular veloities. Propeller torqueontrol is surely a goal to be pursued and attained for better motion ontrolperformane.9.2 Future worksFuture works must seek to extend the �ndings and results found in Part III ofthe thesis, as well as to provide solutions to the unsolved problems. It is most im-portant to:
• Improve the tuning of both the MIMO PID ontroller and the HGSO basedon more analytial and experimental results. In partiular, suggest gainintervals based on di�erent models and operating onditions;
• Find means of aounting for the e�ets of unmodelled plant dynamis,plant parameter variations, and environmental disturbanes, e.g. inludebias estimators, if viable, in order to avoid divergenes in the HGSO;
• Inlude the dynamis of the propulsion system in both the PPM and theCPM in order to properly take it into aount when the MCS is synthesised,simulated, and pre-tuned;
• Use more sophistiated thrust alloation algorithms in order to extend thethrust availability along any preferred DoF, or along a DoF that has higherpriority momentarily;
• Use the vetor τc(ν,νc, ν̇c) in (7.35) in onjuntion with more sophistiatedand aurate propulsion system and CPM to estimate the sea urrent νNED

c .Currently, it does not seem to be possible to attain an aurate estimationdue to the model simpli�ations and limitations. One suh estimation iseventually available, it an possibly be well omparable to the relative seaurrent veloity measurement provided by e.g. a DVL.136
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Appendix AReferene model: MATLABr-based,ready-made ode examplesA.1 Basi versionSript A.1 furnishes a ready-made implementation example of the basi versionof the RM introdued in Setion 3.3.Sript A.1: Basi version of the referene model1 %% ====================== TUNING PARAMETERS ======================2 % 1ST CATEGORY3 L = 500; % Path length (straight line) [m]4 V_d = 5; % Desired cruise velocity [m/s]5 T_a = 35; % Desired minimum time to reach V_d [s]6 T_d = 25; % Desired minimum time to stop moving from V_d [s]78 % 2ND CATEGORY9 epsilon_L = 0.05; % Min. frac. of L to be trav. at max. (min.) vel.10 theta_a = 0.90; % Function switching threshold (0.6 <= theta_a < 1)11 theta_d = 0.15; % Function switching threshold (0 < theta_d <= 0.4)12 theta_0 = exp(−10); %Fcn. switching thr.(exp(−13)<=theta_0<=exp(−7))1314 % GENERAL15 t = 0:0.2:180; % Vector of discrete time instants [s]16 t_0 = 10; % Initial time instant [s]1718 %% ====================== PRE−COMPUTATIONS =======================19 r_T = T_a/T_d; % Time ratio2021 xi_a = 15; % Ratio T_1/tau_11 (10 <= xi_a <= 15)22 kappa_a = (theta_a^2)∗((xi_a − exp(−xi_a))^2)/(2∗((xi_a − 1)^2)) ...23 − (theta_a^2)/(xi_a − 1) − ((1 − theta_a)^2)∗(1 − theta_0) − ...24 (1 − theta_a)∗log(theta_0); % Auxiliary constant 139



A. Referene model: MATLABr-based, ready-made ode examples2526 xi_d = 15; % Ratio T_4/tau_31 (10 <= xi_d <= 15)27 kappa_d = (2∗(1 − theta_d)∗(xi_d − 1)∗(xi_d − exp(−xi_d)) − ...28 ((1 − theta_d)^2)∗(((xi_d − exp(−xi_d))^2) − 2∗(xi_d − 1)))/ ...29 (2∗((xi_d − 1)^2)) + (1 − theta_0)∗(theta_d^2); % Aux. constant3031 auxVar = L∗(1 − min([0.1 epsilon_L]))/(kappa_a∗r_T + kappa_d);32 v_c = sqrt(auxVar∗abs(V_d)/T_d);%Cand. abs. val. for the cruise vel.33 v_m = sign(V_d)∗min([v_c abs(V_d)]); % Max. (min.), or cruise, vel.3435 t_d = T_d∗v_m/V_d; % Adj. min. time to stop from the cruise velocity36 t_a = t_d∗r_T; % Adjusted min. time to reach the cruise velocity3738 a_m = v_m/t_a; % Maximum (minimum) acceleration39 d_m = −v_m/t_d; % Maximum (minimum) deceleration4041 tau_11 = theta_a∗t_a/(xi_a − 1); % Time constant tau_1142 tau_12 = (1 − theta_a)∗t_a; % Time constant tau_1243 tau_31 = (1 − theta_d)∗t_d/(xi_d − 1); % Time constant tau_3144 tau_32 = theta_d∗t_d; % Time constant tau_324546 T_1 = tau_11∗xi_a; % Auxiliary time instant T_147 T_2 = −tau_12∗log(theta_0); % Auxiliary time instant T_248 T_3 = abs(L/v_m) − (kappa_a∗t_a + kappa_d∗t_d); %Aux. time inst. T_349 T_4 = tau_31∗xi_d; % Auxiliary time instant T_450 T_5 = −tau_32∗log(theta_0); % Auxiliary time instant T_55152 t_1 = T_1 + t_0; % Function switching time instant t_153 t_2 = T_2 + t_1; % Function switching time instant t_254 t_3 = T_3 + t_2; % Function switching time instant t_355 t_4 = T_4 + t_3; % Function switching time instant t_456 t_5 = T_5 + t_4; % Function switching time instant t_55758 P_1 = a_m∗((T_1^2)/2 − tau_11∗T_1 + (tau_11^2)∗(1 − exp(−xi_a)));59 P_2 = P_1 + v_m∗(T_2 − (1 − theta_a)∗tau_12∗(1 − theta_0)); % p(T_2)60 P_3 = P_2 + v_m∗T_3; % Position p(T_3)61 P_4 = P_3 + v_m∗T_4 + d_m∗((T_4^2)/2 − tau_31∗T_4 + ...62 (tau_31^2)∗(1 − exp(−xi_d))); % Position p(T_4)6364 %% ==================== REFERENCE GENERATION =====================65 % Memory space pre−allocation (recommended for expedited runs)66 a = zeros(numel(t), 1); % a = a(t) = acceleration reference67 v = zeros(numel(t), 1); % v = v(t) = velocity reference68 p = zeros(numel(t), 1); % p = p(t) = position reference6970 for i = 1:numel(t)71 if t(i) >= t_5 % 4th phase72 a(i) = 0;73 v(i) = 0;74 p(i) = sign(v_m)∗L;75 elseif t(i) >= t_4 % 3rd phase − 2nd subphase76 curTime = t(i) − t_4;140



A.1. Basi version77 f_32 = exp(−curTime/tau_32);78 a(i) = d_m∗f_32;79 v(i) = v_m∗theta_d∗f_32;80 p(i) = P_4 + v_m∗theta_d∗tau_32∗(1 − f_32);81 elseif t(i) >= t_3 % 3rd phase − 1st subphase82 curTime = t(i) − t_3;83 f_31 = 1 − exp(−curTime/tau_31);84 a(i) = d_m∗f_31;85 v(i) = v_m + d_m∗(curTime − tau_31∗f_31);86 p(i) = P_3 + v_m∗curTime + d_m∗(0.5∗(curTime^2) − ...87 tau_31∗curTime + (tau_31^2)∗f_31);88 elseif t(i) >= t_2 % 2nd phase89 curTime = t(i) − t_2;90 a(i) = 0;91 v(i) = v_m;92 p(i) = P_2 + v_m∗curTime;93 elseif t(i) >= t_1 % 1st phase − 2nd subphase94 curTime = t(i) − t_1;95 f_12 = exp(−curTime/tau_12);96 a(i) = a_m∗f_12;97 v(i) = v_m∗(1 − (1 − theta_a)∗f_12);98 p(i) = P_1 + ...99 v_m∗(curTime − (1 − theta_a)∗tau_12∗(1 − f_12));100 elseif t(i) >= t_0 % 1st phase − 1st subphase101 curTime = t(i) − t_0;102 f_11 = 1 − exp(−curTime/tau_11);103 a(i) = a_m∗f_11;104 v(i) = a_m∗(curTime − tau_11∗f_11);105 p(i) = a_m∗(0.5∗(curTime^2) − tau_11∗curTime + ...106 (tau_11^2)∗f_11);107 else % Before the 1st phase starts108 a(i) = 0;109 v(i) = 0;110 p(i) = 0;111 end112 endFigures A.1�A.2 show groups of referenes synthesised by running Sript A.1twie with a little di�erene in the tuning in every ase. The referenes depited inFigure A.1 re�et the tuning seen in the sript. The referenes depited in FigureA.2 re�et another tuning, in whih Vd = 10m/s, Ta = 70 s, and Td = 50 s. Notiethat the desired maximum aeleration and deeleration, `Vd/Ta' and `−Vd/Td',respetively, are the same in both ases. However, the desired maximum veloity
Vd = 10m/s is not feasible in the seond ase. Hene, the ruise veloity wasautomatially adjusted by the RM to the highest feasible value vm ≈ 6.1326m/s,whereas the maximum aeleration am ≈ 0.1429m/s2, and the maximum deel-eration dm = −0.2m/s2, remained both unaltered. 141



A. Referene model: MATLABr-based, ready-made ode examples
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A.1. Basi versionSript A.2 furnishes another ready-made implementation example of the basiversion of the RM introdued in Setion 3.3. It onsists of a shorter and slightlysimpler implementation alternative than Sript A.1, nonetheless produing pra-tially idential results. Suh advantage omes at the prie of a slightly dereasedexatness. The trapezoidal method, see Appendix D for details, is employed inSript A.2 to integrate twie the synthesised aeleration referene with respetto time, in order to dynamially derive the veloity and position referenes fromthe aeleration referene. Pratially the same referenes depited in Figure A.1an be obtained by running Sript A.2 as it is.Sript A.2: Basi version of the referene model (alternative)1 %% ====================== TUNING PARAMETERS ======================2 % 1ST CATEGORY3 L = 500; % Path length (straight line) [m]4 V_d = 5; % Desired cruise velocity [m/s]5 T_a = 35; % Desired minimum time to reach V_d [s]6 T_d = 25; % Desired minimum time to stop moving from V_d [s]78 % 2ND CATEGORY9 epsilon_L = 0.05; % Min. frac. of L to be trav. at max. (min.) vel.10 theta_a = 0.90; % Function switching threshold (0.6 <= theta_a < 1)11 theta_d = 0.15; % Function switching threshold (0 < theta_d <= 0.4)12 theta_0 = exp(−10); %Fcn. switching thr.(exp(−13)<=theta_0<=exp(−7))1314 % GENERAL15 t = 0:0.2:180; % Vector of discrete time instants [s]16 t_0 = 10; % Initial time instant [s]1718 %% ====================== PRE−COMPUTATIONS =======================19 r_T = T_a/T_d; % Time ratio2021 xi_a = 15; % Ratio T_1/tau_11 (10 <= xi_a <= 15)22 kappa_a = (theta_a^2)∗((xi_a − exp(−xi_a))^2)/(2∗((xi_a − 1)^2)) ...23 − (theta_a^2)/(xi_a − 1) − ((1 − theta_a)^2)∗(1 − theta_0) − ...24 (1 − theta_a)∗log(theta_0); % Auxiliary constant2526 xi_d = 15; % Ratio T_4/tau_31 (10 <= xi_d <= 15)27 kappa_d = (2∗(1 − theta_d)∗(xi_d − 1)∗(xi_d − exp(−xi_d)) − ...28 ((1 − theta_d)^2)∗(((xi_d − exp(−xi_d))^2) − 2∗(xi_d − 1)))/ ...29 (2∗((xi_d − 1)^2)) + (1 − theta_0)∗(theta_d^2); % Aux. constant3031 auxVar = L∗(1 − min([0.1 epsilon_L]))/(kappa_a∗r_T + kappa_d);32 v_c = sqrt(auxVar∗abs(V_d)/T_d);%Cand. abs. val. for the cruise vel.33 v_m = sign(V_d)∗min([v_c abs(V_d)]); % Max. (min.), or cruise, vel.3435 t_d = T_d∗v_m/V_d; % Adj. min. time to stop from the cruise velocity36 t_a = t_d∗r_T; % Adjusted min. time to reach the cruise velocity37 143



A. Referene model: MATLABr-based, ready-made ode examples38 a_m = v_m/t_a; % Maximum (minimum) acceleration39 d_m = −v_m/t_d; % Maximum (minimum) deceleration4041 tau_11 = theta_a∗t_a/(xi_a − 1); % Time constant tau_1142 tau_12 = (1 − theta_a)∗t_a; % Time constant tau_1243 tau_31 = (1 − theta_d)∗t_d/(xi_d − 1); % Time constant tau_3144 tau_32 = theta_d∗t_d; % Time constant tau_324546 T_1 = tau_11∗xi_a; % Auxiliary time instant T_147 T_2 = −tau_12∗log(theta_0); % Auxiliary time instant T_248 T_3 = abs(L/v_m) − (kappa_a∗t_a + kappa_d∗t_d); %Aux. time inst. T_349 T_4 = tau_31∗xi_d; % Auxiliary time instant T_450 T_5 = −tau_32∗log(theta_0); % Auxiliary time instant T_55152 t_1 = T_1 + t_0; % Function switching time instant t_153 t_2 = T_2 + t_1; % Function switching time instant t_254 t_3 = T_3 + t_2; % Function switching time instant t_355 t_4 = T_4 + t_3; % Function switching time instant t_456 t_5 = T_5 + t_4; % Function switching time instant t_55758 %% ==================== REFERENCE GENERATION =====================59 % Memory space pre−allocation (recommended for expedited runs)60 a = zeros(numel(t), 1); % a = a(t) = acceleration reference61 v = zeros(numel(t), 1); % v = v(t) = velocity reference62 p = zeros(numel(t), 1); % p = p(t) = position reference6364 h = t(2) − t(1); % Sampling period [s]6566 for i = 1:numel(t)67 if t(i) >= t_5 || (t(i) >= t_2 && t(i) < t_3) || t(i) < t_068 a(i) = 0;69 elseif t(i) >= t_4 % 3rd phase − 2nd subphase70 a(i) = d_m∗exp(−(t(i) − t_4)/tau_32);71 elseif t(i) >= t_3 % 3rd phase − 1st subphase72 a(i) = d_m∗(1 − exp(−(t(i) − t_3)/tau_31));73 elseif t(i) >= t_1 % 1st phase − 2nd subphase74 a(i) = a_m∗exp(−(t(i) − t_1)/tau_12);75 else % 1st phase − 1st subphase76 a(i) = a_m∗(1 − exp(−(t(i) − t_0)/tau_11));77 end7879 % Single and double integrals of a(t) with respect to time80 % (Trapezoidal method)81 if i > 182 v(i) = v(i − 1) + (h/2)∗(a(i) + a(i − 1));83 p(i) = p(i − 1) + (h/2)∗(v(i) + v(i − 1));84 else85 v(i) = (h/2)∗a(i); % Handles the initial cond. a(0)=0 m/s^286 p(i) = (h/2)∗v(i); % Handles the initial cond. v(0)=0 m/s87 end88 end144



A.2. Extended versionIt is worthwhile to realise that there are at least three reasonable possibilitiesof implementation of the funtion-swithing logi:
• Based on the elapsed time, as in Sripts A.1�A.2. This is the best alternativein terms of ontinuity of the synthesised referenes, as it yields the smalleststep disontinuities among all the three alternatives in this list. Moreover,the RM works in open-loop, i.e. the synthesised referenes do not have to befed bak into the RM in order to be properly synthesised;
• Based on the synthesised position referene p(t). Requires position referenefeedbak. This alternative is the best between both requiring referene feed-bak. Its advantage, in omparison with the next alternative, lies in the fatthat p(t) is a monotoni funtion that an be easily ompared with the mile-stones, i.e. the positions Pi, i ∈ {1, 2, 3, 4}, in (3.48)�(3.51). In Sript A.1,for instane, the milestones are omputed in lines 58�62;
• Based on the synthesised veloity referene v(t). Requires veloity referenefeedbak. This alternative requires the most involved logi among all thethree alternatives in this list. A �ag that distinguishes the aeleration andthe deeleration phases is entailed in the logi.A.2 Extended versionSript A.3 furnishes a ready-made implementation example of the extended ver-sion of the RM introdued in Setion 3.4. Notie the extremely simple numerialmethod, whih ranges from line 25 to line 76, used to reursively determine theruise veloity vm. It onsists of dereasing vm from the initially assigned value

vm = Vd, at the onstant rate Vd/100 at every iteration, until the ondition
L2 > L min{ǫL, 0.1}, see (3.79), is satis�ed. This ours in line 29. Both remain-ing onditions in (3.79) are automatially dealt with in the piee of ode thatranges from line 31 to line 41. Other methods ould have been used instead.Sript A.3: Extended version of the referene model1 %% ====================== TUNING PARAMETERS ======================2 % 1ST CATEGORY3 L = 500; % Path length (straight line) [m]4 V_d = 5; % Desired cruise velocity [m/s]5 V_i = 1; % Desired initial velocity [m/s]6 V_f = 3; % Desired final velocity [m/s]7 T_a = 25; % Desired minimum time to reach V_d [s]8 T_d = 40; % Desired minimum time to stop moving from V_d [s]910 % 2ND CATEGORY11 epsilon_L = 0.05; % Min. frac. of L to be trav. at max. (min.) vel.12 theta_a = 0.80; % Function switching threshold (0.6 <= theta_a < 1)13 theta_d = 0.20; % Function switching threshold (0 < theta_d <= 0.4)145



A. Referene model: MATLABr-based, ready-made ode examples14 theta_0 = exp(−11.11); %Fcn.switch.thr.(exp(−13)<=theta_0<=exp(−7))1516 % GENERAL17 t = 0:0.2:125.4; % Vector of discrete time instants [s]18 t_0 = 0; % Initial time instant [s]1920 %% ====================== PRE−COMPUTATIONS =======================21 xi_a = 15; % Ratio T_1/tau_11 (10 <= xi_a <= 15)22 xi_d = 15; % Ratio T_4/tau_31 (10 <= xi_d <= 15)2324 % Very simple numerical method used to recursively determine v_m25 iterationNumber = 0; % Initialisation of the iteration counter26 while 127 iterationNumber = iterationNumber + 1; % Advances count2829 v_m = ((101 − iterationNumber)/100)∗V_d; % Cruise velocity3031 if abs(V_i) > abs(v_m) % Assessment of V_i; determination of v_i32 v_i = v_m;33 else34 v_i = V_i;35 end3637 if abs(V_f) > abs(v_m) % Assessment of V_f; determination of v_f38 v_f = v_m;39 else40 v_f = V_f;41 end4243 t_a = T_a∗v_m/V_d; % Adj. min. time to reach the cruise velocity44 t_d = T_d∗v_m/V_d; % Adj. min. time to stop from the cruise vel.4546 a_m = v_m/t_a; % Maximum (minimum) acceleration47 d_m = −v_m/t_d; % Maximum (minimum) deceleration4849 tau_11 = ((v_m − v_i)/v_m)∗theta_a∗t_a/(xi_a − 1); % tau_1150 tau_12 = ((v_m − v_i)/v_m)∗(1 − theta_a)∗t_a;%Time const. tau_1251 tau_31 = ((v_m − v_f)/v_m)∗(1 − theta_d)∗t_d/(xi_d − 1); %tau_3152 tau_32 = ((v_m − v_f)/v_m)∗theta_d∗t_d; % Time constant tau_325354 T_1 = tau_11∗xi_a; % Auxiliary time instant T_155 T_2 = −tau_12∗log(theta_0); % Auxiliary time instant T_256 T_4 = tau_31∗xi_d; % Auxiliary time instant T_457 T_5 = −tau_32∗log(theta_0); % Auxiliary time instant T_55859 L_11 = abs(v_i∗T_1 + ...60 a_m∗((T_1^2)/2 − tau_11∗T_1 + (tau_11^2)∗(1 − exp(−xi_a))));61 L_12 = abs(v_m∗T_2 − ...62 (v_m − v_i)∗(1 − theta_a)∗tau_12∗(1 − theta_0)); % L_1263 L_31 = abs(v_m∗T_4 + ...64 d_m∗((T_4^2)/2 − tau_31∗T_4 + (tau_31^2)∗(1 − exp(−xi_d))));65 L_32 = abs(v_f∗T_5 + (v_m − v_f)∗theta_d∗tau_32∗(1 − theta_0));146



A.2. Extended version66 L_2 = L − (L_11 + L_12 + L_31 + L_32); % Auxiliary length L_26768 if L_2 >= L∗min([0.1 epsilon_L]) % Assessment of L_2: stops69 break; % iteration IFF the value found70 end % is satisfactory71 end7273 P_1 = sign(V_d)∗L_11; % Position p(T_1)74 P_2 = P_1 + sign(V_d)∗L_12; % Position p(T_2)75 P_3 = P_2 + sign(V_d)∗L_2; % Position p(T_3)76 P_4 = P_3 + sign(V_d)∗L_31; % Position p(T_4)7778 T_3 = abs(L_2/v_m); % Auxiliary time instant T_37980 t_1 = T_1 + t_0; % Function switching time instant t_181 t_2 = T_2 + t_1; % Function switching time instant t_282 t_3 = T_3 + t_2; % Function switching time instant t_383 t_4 = T_4 + t_3; % Function switching time instant t_484 t_5 = T_5 + t_4; % Function switching time instant t_58586 %% ==================== REFERENCE GENERATION =====================87 % Memory space pre−allocation (recommended for expedited runs)88 a = zeros(numel(t), 1); % a = a(t) = acceleration reference89 v = zeros(numel(t), 1); % v = v(t) = velocity reference90 p = zeros(numel(t), 1); % p = p(t) = position reference9192 for i = 1:numel(t)93 if t(i) >= t_5 % 4th phase (executed IFF v_f = 0 m/s)94 a(i) = 0;95 v(i) = v_f;96 p(i) = sign(v_m)∗L;97 elseif t(i) >= t_4 % 3rd phase − 2nd subphase98 curTime = t(i) − t_4;99 f_32 = exp(−curTime/tau_32);100 a(i) = d_m∗f_32;101 v(i) = v_f + (v_m − v_f)∗theta_d∗f_32;102 p(i) = P_4 + v_f∗curTime + ...103 (v_m − v_f)∗theta_d∗tau_32∗(1 − f_32);104 elseif t(i) >= t_3 % 3rd phase − 1st subphase105 curTime = t(i) − t_3;106 f_31 = 1 − exp(−curTime/tau_31);107 a(i) = d_m∗f_31;108 v(i) = v_m + d_m∗(curTime − tau_31∗f_31);109 p(i) = P_3 + v_m∗curTime + ...110 d_m∗((curTime^2)/2 − tau_31∗curTime + (tau_31^2)∗f_31);111 elseif t(i) >= t_2 % 2nd phase112 curTime = t(i) − t_2;113 a(i) = 0;114 v(i) = v_m;115 p(i) = P_2 + v_m∗curTime;116 elseif t(i) >= t_1 % 1st phase − 2nd subphase117 curTime = t(i) − t_1; 147



A. Referene model: MATLABr-based, ready-made ode examples118 f_12 = exp(−curTime/tau_12);119 a(i) = a_m∗f_12;120 v(i) = v_m − (v_m − v_i)∗(1 − theta_a)∗f_12;121 p(i) = P_1 + v_m∗curTime − ...122 (v_m − v_i)∗(1 − theta_a)∗tau_12∗(1 − f_12);123 elseif t(i) >= t_0 % 1st phase − 1st subphase124 curTime = t(i) − t_0;125 f_11 = 1 − exp(−curTime/tau_11);126 a(i) = a_m∗f_11;127 v(i) = v_i + a_m∗(curTime − tau_11∗f_11);128 p(i) = v_i∗curTime + ...129 a_m∗((curTime^2)/2 − tau_11∗curTime + (tau_11^2)∗f_11);130 else % Before the 1st phase starts (virtually never executed)131 a(i) = 0;132 v(i) = v_i;133 p(i) = 0;134 end135 endFigure A.3 shows a group of referenes synthesised by running Sript A.3 as itis, for the sake of example. The desired maximum veloity Vd = 5m/s is feasible,whereupon vm = Vd. The desired initial veloity Vi = 1m/s, and the desired �nalveloity Vf = 3m/s, are both likewise feasible, whereupon vi = Vi and vf = Vf .
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Appendix BFilter-based referene modelsB.1 IntrodutionFBRMs essentially onsist of LPFs whih pre-�lter step referenes for smooth-ness before they an be used as referene trajetories in trajetory traking on-trol systems. A 2nd-order FBRM generates generalised veloity and aelerationreferenes, whereas a 3rd-order FBRM generates generalised position, veloity,and aeleration referenes. LTI FBRMs an also be onveniently implementedthrough the use of TFs. Further information and appliation examples an befound in e.g. Sørensen (2013), Åström and Hägglund (2011), Fossen (2011), Mat-subara et al. (2011), Slotine and Li (2005), Maiejowski (2002), Skogestad andPostlethwaite (2001), Pahter et al. (1999), Santina et al. (1999), Franklin et al.(1990), Landau (1974), and in the referenes therein.B.2 Linear time-invariant FBRMA single DoF, 3rd-order LTI FBRM has the following state spae representation
{
ẋ(t) = Ax(t) +B r(t)

y(t) = x(t)
(B.1)where

A :=




0 1 0

0 0 1

−ω3 −(2 ζ + 1)ω2 −(2 ζ + 1)ω


 and B :=




0

0

ω3


 (B.2)and x(t) := [x1(t), x2(t), x3(t)]

T suh that x1(t), x2(t), and x3(t) are respetivelythe generalised position, veloity, and aeleration referenes, r(t) is the step149



B. Filter-based referene modelsinput, ζ ∈ R>0 | ζ 6 1 is the damping ratio, ω ∈ R>0 [rad/s] is the undampednatural frequeny, and t ∈ R>0 [s] is the time.The FBRM in (B.1) supplies the position referene x1(t) along with its deriva-tives with respet to time, namely x2(t) := d
dt [x1(t)] and x3(t) := d2

dt2 [x1(t)]. In aseonly the position referene is of interest, for instane, the FBRM an be reduedto a SISO system represented by the following TF
F (s) =

X(s)

R(s)
=

ω3

s3 + (2 ζ + 1)ω s2 + (2 ζ + 1)ω2 s+ ω3
(B.3)where X(s) and R(s) are respetively the frequeny-domain ounterparts of theoutput x1(t) and the input r(t).An LTI FBRM an be naturally extended to deoupled multiple DoFs, whereevery DoF an have a distint damping ratio ζk and a distint undamped naturalfrequeny ωk, where k ∈ N | k ∈ {1, 2, . . . , n}, and n is the total number of DoFs.Towards this end, the matries A = A

SISO
and B = B

SISO
in (B.2) beome

A
MIMO

:=




0n×n In 0n×n

0n×n 0n×n In

−Ω3 −(2Z + In)Ω
2 −(2Z + In)Ω


 (B.4)and

B
MIMO

:=




0n×n

0n×n

Ω
3


 (B.5)where A

MIMO
∈ R

3n×3n, B
MIMO

∈ R
3n×n, and 0n×n, In ∈ R

n×n are the nulland the identity matries of order n, respetively, and
Ω := diag(ω1, ω2, . . . , ωn) and Z := diag(ζ1, ζ2, . . . , ζn) (B.6)The interested reader is referred to e.g. Sørensen (2013) and Fossen (2011) fora more detailed desription of LTI FBRMs.B.2.1 Stability analysisThe system matrix A in (B.2) is guaranteed to be Hurwitz ∀ ζ ∈ R>0 | ζ 6 1 ∧
∀ ω ∈ R>0, as the following Routh-Hurwitz stability test array (Franklin et al.,150



B.3. Nonlinear time-varying FBRM2009; Bishop et al., 1999; Ogata, 1995; Friedland, 1986) indiates, provided thatthere are no sign hanges in the �rst olumn
s3 1 (2 ζ + 1)ω2

s2 (2 ζ + 1)ω ω3

s1 4ω2 ζ (ζ + 1)/(2 ζ + 1) 0

s0 ω3 0

(B.7)where the elements of the �rst two rows are straightforwardly extrated fromthe denominator of F (s) in (B.3), whih is the harateristi polynomial of theompanion matrix A. Notie that λi(A) = −ω, i ∈ {1, 2, 3}, in the ritiallydamped ase, i.e. ζ = 1, as the denominator of F (s) is then redued to (s+ ω)3.B.3 Nonlinear time-varying FBRMThe LTI FBRM presented in the previous setion may not be appropriate forsome appliations, in spite of its highly attrative simpliity. Its most unwelomeharateristi is perhaps the fat that the maximum � or minimum, dependingon the algebrai sign of r(t) � veloity referene, in the 3rd-order ase, and themaximum � or minimum, depending on the algebrai sign of r(t) � aelerationreferene, in both 2nd- and 3rd-order ases, are proportional to the amplitude of
r(t). To modify suh inherent response harateristi, some state variables an bede�ned on ompat sets. This measure is simpler than gain-sheduling ωk and ζkaording to the amplitude of r(t). The desired response is then ahieved throughthe use of saturation funtions to limit the state variables of interest. Other on-venient nonlinearities an also be used to shape the referenes generated by theFBRM, e.g. nonlinear damping.An example of a single DoF, 3rd-order NTV FBRM is given by




ẋ1(t) = sat(x2(t))

ẋ2(t) = sat(x3(t))

ẋ3(t) = −(2 ζ + 1)ω sat(x3(t))− (2 ζ + 1)ω2 sat(x2(t))

−δ | sat(x2(t))| sat(x2(t))− ω
3 x1(t) + ω3 r(t)

(B.8)where δ ∈ R>0 is a quadrati damping oe�ient. The roles of xi(t), i ∈ {1, 2, 3},
r(t), ζ, and ω remain the same as in the LTI ase. Find the de�nitions in SetionB.2. The saturation funtions onstrain the generalised veloity x2(t) and thegeneralised aeleration x3(t) to respetively belong to the ompat sets Xi ⊂ R |
Xi := {xi ∈ R |xi ∈ [xmin

i , xmax
i ]}, i ∈ {2, 3}. The supersripts `min' and `max' de-note the limit points of the ompat sets Xi. 151



B. Filter-based referene modelsThe following state spae representation is obtained by exluding the satur-ation funtions from (B.8)
{
ẋ(t) = (A−X(x2(t)))x(t) +B r(t)

y(t) = x(t)
(B.9)where A, B, x(t), y(t), and r(t) remain the same as in Setion B.2, and

X(x2(t)) :=



0 0 0

0 0 0

0 δ |x2(t)| 0


 such that ‖X(x2(t))‖ = δ |x2(t)| (B.10)As with the LTI FBRM, the NTV FBRMs in (B.8)�(B.9) an be extended todeoupled multiple DoFs, where every DoF an have a distint damping ratio ζk,a distint quadrati damping oe�ient δk, and a distint undamped natural fre-queny ωk, where k ∈ N | k ∈ {1, 2, . . . , n}, and n is the total number of DoFs.The interested reader is referred to e.g. Fossen (2011) for further details.B.3.1 Stability analysisThe stability of the origin x∗= 03 � the only equilibrium point � of the unforedNTV subsystem ẋ(t) = (A−X(x2(t)))x(t) of (B.9) an be assessed by treatingsuh subsystem as a perturbed linear system (Slotine and Li, 2005, p. 115). Notieinitially that (A−X(x2(t))) 6= 03×3 ∀ δ ∈ R>0 ∧ ∀ t ∈ R>0, where the Hurwitzmatrix A is as in (B.2), and also that the sparse and time-varying perturbingmatrix X(x2(t)) → 03×3 as t → ∞, driven by A, sine x2(t) → 0 as t → ∞. Inaddition,

∣∣∣∣∣∣

∞∫

0

‖X(x2(t))‖ dt

∣∣∣∣∣∣
= δ

∣∣∣∣∣∣

∞∫

0

|x2(t)| dt

∣∣∣∣∣∣
≡ δ

∣∣∣∣∣∣

∞∫

0

sgn(x2(t))x2(t) dt

∣∣∣∣∣∣

= δ |[sgn(x2(t))x1(t)]
∞
0 | 6 δ (|x1(∞)|+ |x1(0)|) <∞

(B.11)i.e. the integral exists and results �nite ∀ t ∈ R>0. The linearity of the equation
x2(t) =

d
dt [x1(t)] is used to draw the inferene that |x1(∞)| <∞ as x2(∞)→ 0.See Appendix D for details about the integration performed in (B.11).Therefore, x∗ an be onluded to be GES, aording to (Slotine and Li, 2005,p. 115). Based on this onlusion, the origin � the only equilibrium point � ofthe unfored system (B.8) an be likewise onluded to be GES.152



B.3. Nonlinear time-varying FBRMB.3.2 Qualitative performane analysisWhile it is impossible to asertain the stability of x∗ based on the knowledge of
λi(A−X(x2(t))), i ∈ {1, 2, 3}, it is at least possible to infer from suh knowledgesome qualitative information about the behaviour of (B.9). Furthermore, somequalitative information about the behaviour of (B.8) an also be obtained fromsuh analysis, due to the existing similarities between (B.8) and (B.9).To start o� notie that IRe(λi(A−X(x2(t)))) < 0 ∀ ζ ∈ R>0 | ζ 6 1 ∧ ∀ ω, δ ∈
R>0 ∧ ∀ x2(t) ∈ R, as the following Routh-Hurwitz stability test array (Franklinet al., 2009; Bishop et al., 1999; Ogata, 1995; Friedland, 1986) indiates, providedthat there are no sign hanges in the �rst olumn
s3 1 (2 ζ + 1)ω2 + δ |x2(t)|

s2 (2 ζ + 1)ω ω3

s1 4ω2 ζ (ζ + 1)/(2 ζ + 1) + δ |x2(t)| 0

s0 ω3 0

(B.12)where the elements of the �rst two rows are extrated from the harateristipolynomial det(s I3 − (A−X(x2(t)))) of the matrix (A−X(x2(t))).Then, by using the result of (B.12), in onjuntion with the root lous method(Franklin et al., 2009; Yang et al., 1999; Ogata, 1995; Friedland, 1986; Åströmand Wittenmark, 1997; Kailath, 1980), to study how λi(·), i ∈ {1, 2, 3}, hangeunder the in�uene of δ |x2(t)|, it an be veri�ed that λi(·) are split farther andfarther apart as δ |x2(t)| → ∞, so that λ1(·) ր 0, i.e. λ1(·) tends to zero fromthe left, whereas λ2,3(·) → −σ ± ∞, where σ ∈ R>0 |σ < ∞, as δ |x2(t)| → ∞.Figure B.1 provides a numerial example to illustrate this point.In addition, Figures B.2�B.4 show examples of referenes generated by theFBRMs in (B.1), (B.8), and (B.9) for the purpose of omparison. Figure B.2 on-erns the FBRM in (B.8), whereas Figures B.3�B.4 onern the FBRM in (B.9).The onlusions drawn from the qualitative analysis are the following:
• The NTV FBRM in (B.8) is the best option among (B.1), (B.8), and (B.9),beause of the steadier referenes it generates;
• The higher δ, the slower the generalised position referene, and the higherthe tendeny of the generalised veloity and aeleration referenes to ex-hibit more pronouned initially osillatory behaviour, in omparison withthe referenes generated by the LTI FBRM in (B.1), in whih ase δ = 0.However, the amplitude of the osillations deay exponentially fast, beause

A is Hurwitz. It is worthwhile to realise that the use of saturation funtionsas in (B.8) an help to attenuate the osillations;
• The use of saturation funtions may slow down the generalised position ref-erene as a onsequene of the fat that the generalised veloity and aeler-ation referenes may reah the orresponding saturation limits. 153



B. Filter-based referene models
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B.3. Nonlinear time-varying FBRM
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Appendix CNTNU's ROV Minerva

Figure C.1: ROV Minerva being deployed in Trondheimsfjorden, Norway.Minerva is a SUB-�ghter 7500 ROV manufatured by Sperre AS in 2003. TheNTNU's Researh Vessel (R/V) Gunnerus is the support vessel used to operateMinerva. The ROV is powered from, and ommuniates with, R/V Gunnerusthrough a 600m-long umbilial able. Minerva has �ve thrusters with �xed pithpropellers. The starboard and port thrusters are oriented 10◦ towards the longi-157



C. NTNU's ROV Minervatudinal axis. The lateral thruster is the only that has one propeller at eah end ofits shaft, whereas the other four thrusters have a single propeller eah. Figure C.2shows her thruster installation on�guration. Table C.1 keeps on the spei�a-tions. Further information is available in Dukan (2014), Sørensen et al. (2012),and Dukan et al. (2011).Table C.1: Basi spei�ations of Minerva (four DoF CPM1)Dimensions (overall) 1.44× 0.82× 0.81 [m] (L×W×H)Weight (air) 485 kgMaximum payload 20 kgMaximum depth 700mThrusters Horizontally installed: 3× 2 kW(see Figure C.2) Vertially installed: 2× 2 kWSurge: −220 / 480 [N]Thrust apaity2 Sway: −195 / 195 [N](minimum / maximum) Heave: −180 / 390 [N]Yaw: −300 / 300 [Nm]Surge: 1m/sSway: 0.6m/sMaximum veloities Heave: 0.6m/sYaw: 60◦/sThe nominal values of the parameters of the four DoF CPM of Minerva are




MRB = diag(485, 485, 485, 50)

MA = diag(293, 302, 326, 57)

DL = diag(29, 41, 64, 25)

DQ = diag(292, 584, 635, 100)

τhs =
[
0 0 −100 0

]T

(C.1)see Chapter 7 for the de�nitions of these parameters.A high-preision hydroaousti positioning system model HiPAP 500 byKongsberg Maritime AS determines the north and east position oordinates of1The four DoFs of the CPM (see Setion 7.3) are surge, sway, heave, and yaw.2The minimum and maximum horizontal fores and moment � surge, sway, and yaw �annot be all simultaneously delivered by the propulsion system, as they are produed throughthe ooperative work of all horizontal thrusters. The heave fore is independently produed.158



Figure C.2: Top view of Minerva's frame: thruster installation on�guration (Le-gend: L = Lateral, P = Port, S = Starboard, T = Thruster, and V = Vertial).Minerva relative to R/V Gunnerus with auray better than 0.1m at updaterates 6 1Hz. The depth, or down position oordinate, of Minerva is determinedbased on the measurements provided by the preision, temperature ompensated,piezo-resistive underwater pressure sensor model miniIPS 0760001-100 by Vale-port Ltd. It has full-sale span 100 bar, auray±10mbar, and resolution 1mbar.Its maximum output update rate is 8Hz. The heading angle and yaw rate areboth determined through the use of a dediated omplementary �lter (Mahonyet al., 2008, 2005) that treats the measurements provided by the Miro-Eletro-Mehanial System (MEMS)-based Inertial Measurement Unit (IMU) model MTi-100 by Xsens Tehnologies B.V. The gyrosopes of the IMU have typial full-salespans 450◦/s, maximum bias repeatability 0.2◦/s (1 year), and typial in-run biasstability 10◦/h. Its aelerometers have typial full-sale spans 50m/s2, maximumbias repeatability 30mm/s2 (1 year), and typial in-run bias stability 40µg. Themaximum output update rate is 2 kHz with lateny < 2ms. The surge, sway, andheave veloities are simultaneously measured by a 1200 kHzWorkhorse NavigatorDVL by Teledyne RD Instruments, In. It has full-sale spans 10m/s, long-termauray ±0.2%±1mm/s, and resolution 1mm/s. Its typial output update rateis 1Hz.The MCS used to operate Minerva is implemented on a RIO module modelNI-9074, and programmed via LabVIEWr 2012 � SP1 for Mirosoft Windows,both by National Instruments. Further details an be found in Dukan (2014),Sørensen et al. (2012), and Dukan et al. (2011). 159





Appendix DTopis in mathematis revisitedD.1 Useful funtionsD.1.1 Absolute value funtion or modulus funtionThe absolute value funtion, also known as the modulus funtion, is de�ned as
|φ(t)| :=

{
−φ(t), if φ(t) < 0

φ(t), if φ(t) > 0
(D.1)suh that ψ(t) := |ϕ(t)| ∈ R>0, where ϕ(t) ∈ R, and t ∈ R>0 [s] is the time.The relation |ϕ(t)| ≡ sgn(ϕ(t))ϕ(t)⇔ ϕ(t) ∈ R \ {0} (notie the domain set),where the signum funtion sgn(·) is de�ned ahead in (D.6), an be employed toreplae the de�nition given in (D.1), when doing so is deemed onvenient.For instane, the inde�nite integral of | · | an be derived as

∫
|ϑ̇(t)| dt ≡

∫
sgn(ϑ̇(t)) ϑ̇(t) dt = sgn(ϑ̇(t))ϑ(t) + C (D.2)where ϑ̇(t) := d

dt [ϑ(t)]∈R\{0} is an integrable funtion, and C∈R is an arbitraryonstant of integration. The �nal result seen in (D.2) is obtained by integratingthe integrand sgn(ϑ̇(t)) ϑ̇(t) by parts, where d
dt [sgn(ϑ̇(t))] = 0.D.1.2 Heaviside step funtion or unit step funtionThe Heaviside step funtion, also known as the unit step funtion, is onvenientlyde�ned in this work as

H(θ) :=

{
0, if θ < 0

1, if θ > 0
(D.3)161



D. Topis in mathematis revisitedsuh that
φ(t)H(t− τ) :=

{
0, if t < τ

φ(t), if t > τ
(D.4)for some arbitrarily hosen funtion φ(t) ∈ C, where t ∈ R>0 [s] is the time, andfor some arbitrarily hosen time instant τ ∈ R>0 [s].Rigorously, H(·) is a disontinuous funtion whih is equal to: i) zero, for nega-tive values of its argument; and ii) one, for positive values of its argument. Theonvention adopted in (D.3), through whih H(0) := 1, aims at guaranteeing theright-ontinuity of H(0), i.e. it ensures that H(0) is the harateristi funtion ofthe losed semi-in�nite interval [0,∞). This onvention is fundamental to repre-sent a funtion that swithes on exatly at t = τ [s], and then remains swithedon heneforward, as it is desired to our e.g. in (D.4). There are also other pos-sibilities when it omes to de�ning H(0), namely either H(0) = 0, or H(0) = 0.5.Nonetheless, both possibilities are of less interest with regard to the matters dealtwith in this thesis. Further information on H(·), inluding appliation examples,an be found in e.g. Chaparro (2011), Adams and Essex (2009), Kreyszig (2006),Råde and Westergren (2004), Egeland and Gravdahl (2002), Kamen (1999), Lathi(1999), Kailath (1980), and Abramowitz and Stegun (1972).D.1.3 Saturation funtionThe saturation funtion is de�ned as

sat(φ(t)) :=





φmin, if φ(t) 6 φmin

φ(t), if φmin < φ(t) < φmax

φmax, if φ(t) > φmax

(D.5)suh that the ompat set C ⊂ R | C := {sat(φ(t)) ∈ R | sat(φ(t)) ∈ [φmin, φmax]}holds, where φ(t) ∈ R, t ∈ R>0 [s] is the time, and φmax, φmin ∈ R are onstants.D.1.4 Signum funtionThe signum funtion is de�ned as
sgn(φ(t)) :=

φ(t)

|φ(t)|
=





−1, if φ(t) < 0

Undefined, if φ(t) = 0

1, if φ(t) > 0

(D.6)suh that ψ(t) := sgn(ϕ(t)) ∈ Z |ψ(t) ∈ {−1, 1}, where ϕ(t) ∈ R\{0}, and t ∈ R>0

[s] is the time. Another reason why sgn(0) is unde�ned is beause zero is neithera positive nor a negative number. See e.g. Adams and Essex (2009) for details.162



D.2. StatistisD.2 StatistisD.2.1 Root-Mean-Square (RMS) valueThe RMS value, also known as the quadrati mean, of a disrete distribution on-taining n numbers, or values, xi ∈ R, i ∈ {1, . . . , n}, is de�ned as
xrms :=

(
1

n

n∑

i=1

x2i

)1/2 (D.7)D.2.2 Standard Deviation (SD)The SD of a set X whih ontains n samples xi ∈ R, i ∈ {1, . . . , n}, of a largerpopulation is de�ned as
σ :=

(
1

n− 1

n∑

i=1

(xi − x̄)
2

)1/2 (D.8)where x̄ is the arithmeti mean of the elements of X . The SD gives a measure thatis useful to quantify the amount of variation, or dispersion, of X , provided that thedistribution is normal, or Gaussian. For instane, an SD lose to zero indiatesthat the elements of X are all lose to x̄. See e.g. Adams and Essex (2009),Kreyszig (2006), Råde and Westergren (2004), Meyer (2001), Brown and Hwang(1997), and Abramowitz and Stegun (1972) for further details.D.3 Disrete-time approximation of ontinuous-timesystemsD.3.1 Tustin's approximation method or bilineartransformationLet Gc(s) be a TF that desribes in the frequeny-domain the input-output re-lationship � external model � of an LTI dynamial system whose dynamis isdesribed in the ontinuous-time domain by a fored di�erential equation. Let, inaddition, the input and the output of the ontinuous-time system be (ideally) sim-ultaneously sampled, suh that a strobosopi model is obtained. If the sampledinput is held onstant until the next sampling instant, under the onvention thatsuh a signal is ontinuous from the right, then an LTI system, whose dynamisan be desribed in the disrete-time domain by a fored di�erene equation, anbe obtained, i.e. a ZOH equivalent of the ontinuous-time system an be obtained.Lastly, let Gd(z) be a TF that desribes in the frequeny-domain the input-outputrelationship of the derived equivalent disrete-time system. In the general ase, if163



D. Topis in mathematis revisitedthe sampling period h ∈ R>0 [s] of the disrete-time system assoiated to Gd(z) issu�iently small, then the dynamis desribed by Gd(z) is very lose to that ori-ginally desribed by Gc(s). The omplex variables s = σs±  ωs and z = σz±  ωzrelate to eah other through the relation z = exp(sh), whih yields
{
IRe(z) : σz = exp(hσs) cos(hωs + 2 κπ)

IIm(z) : ωz = exp(hσs) sin(hωs + 2 κπ)
(D.9)where κ ∈ Z. This means that the stable ontinuous-time poles, whih lie in thelosed left-hand s-plane, are mapped onto the unit irle in the z-plane, as a diretonsequene of the Euler's formula (Chaparro, 2011; Kreyszig, 2006; Råde andWestergren, 2004; Abramowitz and Stegun, 1972). Therefore, the subset Z|1| ⊂

C | Z|1| := {z ∈ C | |z| 6 1} is the losed region of the z-plane that keeps the stabledisrete-time poles. In partiular, the marginally stable ontinuous-time poles s ∈
C | IRe(s) = 0 are mapped as z ∈ C | |z| = 1, i.e. these poles lie on the unit irle inthe z-plane. The unstable ontinuous-time poles s ∈ C | IRe(s) > 0 are mapped as
z ∈ C \Z|1|, i.e. they lie outside the unit irle in the z-plane. The frequeny dis-tortion phenomenon ausing ωz to di�er from ωs is known as frequeny warping.Figure D.1 provides an eluidating example of how stable ontinuous-time polesare mapped onto the z-plane as stable disrete-time poles. The reader is referredto e.g. Franklin et al. (2009), Santina et al. (1999a,b), Åström and Wittenmark(1997), Ogata (1995), and Franklin et al. (1990) for a omprehensive treatmentof the matter.The Tustin's approximation method1, also known as the bilinear transform-ation, onsists of employing the approximation
Gd(z) :=Gc(s̃) where s̃ :=

2

h

(
z − 1

z + 1

) (D.10)The expression of s̃ ∈ C in (D.10) stems from the use of the (rational) Padéapproximant [1/1] = S(sh)+O(s3h3) (Baker, Jr. and Graves-Morris, 1996) to the(omplex) in�nite power series expansion S(sh) :=
∑∞

q=0 (h
q/q!) sq that representsthe transendental funtion exp(sh), suh that

z = exp(sh) =

∞∑

q=0

(
hq

q!

)
sq ≈ [1/1] =

1 + (sh/2)

1− (sh/2)
⇔ s ≈

2

h

(
z − 1

z + 1

) (D.11)under the ondition that O(s3h3)→ 0 as either h→ 0, or s→ 0. Notie that the1There are other approximation methods available in the literature, e.g. Euler methods,Runge-Kutta methods, and Simpson method, whih an be found in e.g. Franklin et al. (2009),Santina et al. (1999a,b), Råde and Westergren (2004), Åström and Wittenmark (1997), Ogata(1995), and Franklin et al. (1990).164



D.3. Disrete-time approximation of ontinuous-time systems

Figure D.1: Pole orrespondene between s-plane (left) and z-plane (right). The
×-marks of mathed size and olour indiate orresponding poles through (D.9).rightmost expression in (D.11) is diretly obtained through the manipulation ofthe expression z ≈ (1 + (sh/2))/(1 − (sh/2)). It is thus immediate to onludethat the Tustin's approximation method:
• preserves the stability properties of the mapping z = exp(sh), i.e. (un)stableontinuous-time poles are always mapped as (un)stable disrete-time poles;
• yields aurate approximations for su�iently small sampling periods.Appliation example: Trapezoidal method for numerial integrationConsider initially the TF

Gc(s) =
y(s)

u(s)
=

1

s
(D.12)that represents an integrator de�ned in the ontinuous-time domain, where u(s)and y(s) are respetively the input and the output of the integrator. Then, byemploying the approximation indiated in (D.10), the following result is obtained

Gd(z) =
y(z)

u(z)
:=Gc(s̃) =

h

2

(
z + 1

z − 1

)
⇔

y(z)

u(z)
=
h

2

(
z + 1

z − 1

) (D.13)Lastly, by ross-multiplying the terms in the rightmost equation in (D.13),reorganising the result onveniently after that, and then utilising the formal rela-tions existing between the alulations with the z-transform and the shift-oper-165



D. Topis in mathematis revisitedator alulus (Franklin et al., 2009; Santina et al., 1999a,b; Åström and Witten-mark, 1997; Ogata, 1995; Franklin et al., 1990), although under a slight abuse ofnotation, it yields
y(k + 1) = y(k) + (h/2) (u(k) + u(k + 1)) with y(0) = y0 (D.14)where u(·) and y(·) are respetively the input and the output of the integratorin the disrete-time domain, y0 ∈ R is the initial ondition, and k ∈ N (ausalsystem). The equation (D.14) an be straightforwardly extended from its urrentsalar form to a vetor form by just replaing the salars u(·), y(·), and y0 with
n-dimensional vetors u(·), y(·), and y0.Figure D.2 skethes out a manner of implementing (D.14) in a digital omputerin pratie. The bloks named z−1 represent memory units whih store the urrentvalues for use during the next iteration step. The initial and reset onditions areset through the inputs loated on the top side of the memory unit bloks.An appliation example where suh an integrator would be used is the imple-mentation of the lassial PID ontrol law, as seen in Subsetion 8.5.2. Anotherexample is found in Sript A.2 in Appendix A.
Figure D.2: Blok diagram of a (salar) numerial integrator based on the trap-ezoidal method. The bloks named z−1 represent memory units.Another appliation example: Dynamial systemConsider the following LTI dynamial system
{
ẋ(t) = Ax(t) +Bu(t)

y(t) = C x(t)
(D.15)where x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp are the state, input, and outputvetors, respetively, ẋ(t) = d

dt [x(t)], t ∈ R>0 [s] is the time, and A ∈ Rn×n, B ∈
Rn×m, and C ∈ Rp×n are the system, input, and output matries, respetively.The initial ondition of the system is x0 = x(0).166



D.3. Disrete-time approximation of ontinuous-time systemsThe Laplae transform of (D.15) is equal to
{
sx(s) = Ax(s) +Bu(s) + x0

y(s) = C x(s)
(D.16)By applying the approximation indiated in (D.10) to the �rst equation in(D.16), under the zero initial ondition x0 = 0, the following result is obtained

2

h

(
z − 1

z + 1

)
x(z) = Ax(z) +Bu(z) (D.17)Then, after some elementary manipulation of (D.17) is performed in order toisolate the terms exlusively involving the produt z x(z) on the left-hand side ofits minus sign, the following equation is obtained

(In − (h/2)A) zx(z) = (In + (h/2)A)x(z) + (h/2)B (z + 1)u(z) (D.18)where In ∈ Rn×n is an identity matrix.Finally, by pre-multiplying (D.18) by the matrix (In − (h/2)A)−1, if andonly if det(In − (h/2)A) 6= 0, i.e. it is nonsingular, and then utilising the formalrelations existing between the alulations with the z-transform and the shift-operator alulus (Franklin et al., 2009; Santina et al., 1999a,b; Åström and Wit-tenmark, 1997; Ogata, 1995; Franklin et al., 1990), although under a slight abuseof notation, the approximate disrete-time ounterpart of the dynamial system(D.15) is found to be equal to
{
x(k + 1) = Φx(k) + Γ (u(k) + u(k + 1))

y(k + 1) = C x(k + 1)
with x(0) = x0 (D.19)where x(·), u(·), and y(·) are respetively the state, input, and output vetors inthe disrete-time domain, x0 is the initial ondition of the system, k ∈ N (ausalsystem), and the matries Φ ∈ Rn×n and Γ ∈ Rn×m are de�ned as

Φ :=

(
In −

h

2
A

)−1(
In +

h

2
A

)
and Γ :=

(
In −

h

2
A

)−1(
h

2
B

) (D.20)Figure D.3 skethes out a manner of implementing (D.19) in a digital omputerin pratie. The bloks named z−1 represent memory units whih store the urrentvalues for use during the next iteration step. The initial and reset onditions areset through the inputs loated on the top side of the memory unit bloks.An appliation example where suh a disrete-time dynamial system wouldbe used is the implementation of a state observer, as seen in Subsetion 8.5.3.167



D. Topis in mathematis revisited
Figure D.3: Blok diagram of the disrete-time dynamial system (D.19). Thebloks named z−1 represent memory units.Remark D.1. NTV dynamial systems whih admit well-behaved strobosopimodel representations (Franklin et al., 2009; Santina et al., 1999a,b; Åström andWittenmark, 1997; Ogata, 1995; Franklin et al., 1990) an also be approximatedby the disrete-time dynamial system (D.19). An example an be seen in Setion8.5.
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