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## Das utopias

Se as coisas são inatingiveis... ora! Não é motivo para não querê-las... Que tristes os caminhos, se não fora A mágica presença das estrelas!

- Mario Quintana (1951)


## Poeminha do contra

Todos estes que aí estão Atravancando o meu caminho, Eles passarão. Eu passarinho!

- Mario Quintana (1978)


## Summary

This doctoral thesis is concerned with two main subjects, namely path generation and motion control of observation class Remotely Operated Vehicles (ROVs). Both of them are examined with an emphasis on the motion control problem. The common focus renders the subjects interrelated, although they can be investigated separately. Indeed, the investigation is carried out separately in the thesis.

The first subject dealt with is path generation. A path generation scheme concerned with the generation of sufficiently smooth position, velocity, and acceleration references, for guiding the motion of ROVs along purposefully pre-defined planar and spatial curvature- and torsion-continuous paths comprised of rectilinear and curvilinear parts, is proposed. The references are meant to be used in highperformance Motion Control Systems (MCSs) with trajectory tracking and Dynamic Positioning (DP) capabilities. Four Degrees-of-Freedom (DoFs) are simultaneously considered, namely surge, sway, heave, and yaw. Steadier motion can be attained through the use of the references, which: i) induce steadier hydrodynamic effects, thereby inducing less plant parameter variations; and ii) demand steadier thrust forces and moments from the propulsion system. Consequently, higher overall motion accuracy can be attained, despite the challenging operating conditions underwater, while energy saving along the motion is favoured. Towards this end, a Reference Model (RM) that synthesises continuous position, velocity, and acceleration references concerning a single DoF motion, either linear or angular, is initially proposed. The RM synthesises suboptimal references with respect to the time taken to complete the motion under the condition of constrained acceleration and velocity. The condition of suboptimality has harmless implications in practice. It is mostly a consequence of the fact that the RM has to reflect the desired motion specifications and the bandwidth limitations of the MCS being fed with the references. The RM is easy to tune through its meaningful tuning parameters. Two versions of the RM are proposed: i) a basic version, which guides motion under the condition that both the initial and the final values of the velocity and acceleration references are equal to zero; and ii) an extended version, which guides motion under the condition that the initial and final values of the velocity reference can be different from zero, whereas both the initial and the final values
of the acceleration reference are equal to zero. Finally, the three references synthesised by the RM are used as the parametrisation of the group of references concerning multiple DoF motion which is first and foremost the aim of the proposed path generation scheme. Even though the proposed scheme focuses only on the (typically) fully-actuated ROVs, some of the presented ideas can be adapted to be used as a means of also guiding the motion of (typically) underactuated marine crafts, e.g. ships and Autonomous Underwater Vehicles (AUVs), in path following motion control applications. The path planning problem is not in the scope of this work. The proposed RM and the proposed path generation scheme are two of the main contributions found in this thesis. The mathematical development, as well as the experiments and simulations carried out, focused only on planar curvature-continuous paths.

The second subject dealt with is motion control. An MCS dedicated to control observation class ROVs, which are used to conduct automated (high-resolution) image-capturing missions, is proposed. The MCS essentially consists in a modelbased Multiple-Input-Multiple-Output (MIMO) output feedback control system that works in tandem with an open-loop guidance system. The MIMO output feedback control system is comprised of a MIMO Proportional-Integral-Derivative (PID) controller that works in combination with a High-Gain State Observer (HGSO). The MIMO PID controller is aided by two additional control laws: i) one that implements state feedback linearisation of the plant dynamics; and ii) another that implements reference feedforward. An elementary thrust allocation algorithm completes the proposed MCS. The MCS has DP and trajectory tracking capabilities. Such capabilities enable the end-users of the ROV technology, e.g. marine archaeologists, biologists, and geologists, to obtain sequential high-quality images at the proper pace to construct consistent representations of objects and environments of interest. Four DoFs are controlled, namely surge, sway, heave, and yaw, whereas both remaining DoFs, namely roll and pitch, are left uncontrolled under the argumentation that they are self-stable - metacentric stability by the design of the ROVs. Stability and satisfactory tracking performance are attainable through the use of suitable and sufficiently smooth reference trajectories, e.g. those generated by the path generation scheme also proposed in this thesis, in spite of the presence of unmodelled plant dynamics, plant parameter variations, measurement errors and noise, and environmental disturbances. Two other main contributions found in this thesis are the Globally Exponentially Stable (GES) model-based MIMO output feedback MCS, and the verification of the hypothesis that an HGSO serves as an alternative to the benchmark Extended Kalman Filter (EKF) in the proposed MCS.

Results from computer simulations and full-scale sea trials, both based on the NTNU's ROV Minerva, are presented and discussed to support the development carried out in the thesis.
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## Part I

## Introduction

## Chapter 1

## Contributions and motivation

### 1.1 Introduction

This thesis is concerned with two main subjects, namely path generation and motion control of observation class Remotely Operated Vehicles (ROVs). Both subjects are examined with an emphasis on the motion control problem. The common focus renders the subjects interrelated, although they can be investigated separately. Indeed, the investigation is presented separately herein. The first subject, a path generation scheme, is presented in Part II of the thesis. The second subject, a Motion Control System (MCS), is presented in Part III of the thesis.

Results from computer simulations and full-scale sea trials, both based on the NTNU's ROV Minerva, are presented and discussed to support the development carried out in both parts of the thesis.

ROVs are underwater vehicles teleoperated from support vessels through umbilical cables which transmit power, commands, and data. They have many applications in shallow, mid, and deep waters. Observation class ROVs are smallersized vehicles which are indispensable workhorses used worldwide as carriers of imagery devices for industrial, research, and military activities. They can also perform light-duty sampling and intervention tasks.

### 1.2 Contributions and motivation

### 1.2.1 Path generation scheme

A path generation scheme concerned with the generation of sufficiently smooth position, velocity, and acceleration references, for guiding the motion of ROVs along purposefully pre-defined planar and spatial curvature- and torsion-continuous ( $G^{2}$ ) paths comprised of rectilinear and curvilinear parts, is proposed. The
references are meant to be used in high-performance MCSs with trajectory tracking and Dynamic Positioning (DP) capabilities. Four Degrees-of-Freedom (DoFs) are simultaneously considered, namely surge, sway, heave, and yaw. Towards this end, a Reference Model (RM) that synthesises position, velocity, and acceleration references of classes $\mathcal{C}^{2}, \mathcal{C}^{1}$, and $\mathcal{C}^{0}$, respectively, concerning a single DoF motion, either linear or angular, is initially proposed. The RM synthesises suboptimal references with respect to the time taken to complete the motion under the condition of constrained acceleration and velocity. The RM is easy to tune through its meaningful tuning parameters, which reflect the desired motion specifications and the bandwidth limitations of the MCS being fed with the references. Steadier motion can be attained through the use of the references, which induce steadier hydrodynamic effects, thereby inducing less plant parameter variations along the motion, and require steadier thrust forces and moments. Consequently, higher overall motion accuracy can be attained, despite the challenging operating conditions underwater, while energy saving along the motion is favoured. The two main contributions of Part II - the RM and the path generation scheme - are respectively found in Chapter 3 and Chapter 4. Both are original contributions.

The main motivation for developing the RM was to develop another alternative to the useful, yet simple, Filter-Based Reference Model (FBRM), in order to contribute to the development of the versatile MCS for ROVs that is carried out at NTNU under the collaborative effort of the research team headed up by Prof. Asgeir J. Sørensen. The topic FBRM is superficially revisited in Appendix B for the ease of reading. The motivation for developing the path generation scheme came naturally, as it is an extension of the previous objective to multiple DoF motion.

RMs are important building blocks of reference trajectory tracking control systems in general but, however, not very much published on their own sake. As a general rule when it comes to motion control applications, even when it is clearly stated that an RM is used, little or no attention is given to details. This fact leaves it implicit that the RM is actually an FBRM, which, although easy to implement in practice, has major drawbacks. Improvements are possible at the cost of adding complexity to the originally simple linear design, but the advantages of the improvements are still limited. On the other hand, more sophisticated RMs are often used in the fields of robotics and Computer Numeric Controlled (CNC) machines. Once more sophisticated designs are sought, it is possible to think about an overall improvement, which concern not only the motion accuracy, but also energy consumption and optimality.

### 1.2.2 Motion control system

An MCS dedicated to control observation class ROVs, which are used to conduct automated image-capturing missions, is proposed. The MCS essentially consists in a model-based Multiple-Input-Multiple-Output (MIMO) output feedback con-
trol system that works in tandem with an open-loop guidance system. The MIMO output feedback control system is comprised of a MIMO Proportional-IntegralDerivative (PID) controller that works in combination with a High-Gain State Observer (HGSO). The MIMO PID controller is aided by two additional control laws: i) one that implements state feedback linearisation of the plant dynamics; and ii) another that implements reference feedforward. An elementary thrust allocation algorithm completes the proposed MCS. The MCS has DP and trajectory tracking capabilities. Four DoFs are controlled, namely surge, sway, heave, and yaw, whereas both remaining DoFs, namely roll and pitch, are left uncontrolled under the argumentation that they are self-stable - metacentric stability - by the design of the ROVs. Stability and satisfactory tracking performance are attainable through the use of suitable and sufficiently smooth reference trajectories, e.g. those generated by the path generation scheme also proposed in this thesis, in spite of the presence of unmodelled plant dynamics, plant parameter variations, measurement errors and noise, and environmental disturbances. The two main contributions of Part III - the Globally Exponentially Stable (GES) model-based MIMO output feedback MCS and the verification of the hypothesis that an HGSO serves as an alternative to the benchmark Extended Kalman Filter (EKF) in the proposed MCS - are concentrated in Chapter 8. Both are original contributions.

The motivation for developing the MCS was to contribute to the development of the aforementioned NTNU's MCS. More specifically, the study of whether or not an HGSO serves as an alternative to the benchmark EKF motivated the whole work that culminated in the proposed MCS.

### 1.3 List of publications
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- A. J. Sørensen, F. Dukan, M. Ludvigsen, D. A. Fernandes, and M. Candeloro. Development of dynamic positioning and tracking system for the ROV Minerva. In G. N. Roberts and R. Sutton, editors, Further advances in unmanned marine vehicles, volume 77 of IET Control Engineering Series, chapter 6, pages 113128. IET - The Institution of Engineering and Technology, Stevenage, UK, 2012.


## Journal paper(s)
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## Conference paper(s)
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### 1.4 Thesis outline

The subject matter of this thesis is divided into three main parts plus four appendices. Each part is in turn subdivided into chapters.

Part I is comprised of Chapter 1 only, which introduces the problems dealt with in the thesis, and presents the motivation to deal with them. Chapter 1 also provides the reader with a list of publications, which indicates where nearly the totality of the contents of the thesis was first published, and a list of acronyms and abbreviations which appear throughout the text.

Part II is comprised of Chapters 2-5. It deals with the problem of generation of suitable and sufficiently smooth references for guiding high-performance, four DoF motion of observation class ROVs along purposefully pre-defined planar and spatial curvature- and torsion-continuous paths in automated missions. The paths are comprised of rectilinear and curvilinear parts. The DoFs of interest are surge, sway, heave, and yaw. The references are meant to be employed in trajectory tracking and DP applications. The proposed reference generation scheme builds upon an RM that is initially proposed. Henceforward, the contents of every chapter of Part II is given separately.

Chapter 2 introduces the problem dealt with in Part II, presents the motivation to deal with it, and presents a literature review.

Chapter 3 proposes an RM that synthesises references for single DoF motion, either linear or angular, whose most noticeable characteristics are: i) high overall
motion accuracy can be attained, despite the challenging operating conditions of the ROVs, since less plant parameter variations are induced while moving; and ii) steadier thrust forces and moments are demanded from the propulsion system of the ROVs, whereupon energy saving is favoured while moving.

Chapter 4 is devoted to the proposed reference generation scheme.
Chapter 5 presents concluding remarks and provides a list of future works.
Part III is comprised of Chapters 6-9. It is concerned with an MCS dedicated to control the motion of observation class ROVs which are used to conduct automated image-capturing missions. Four DoFs - surge, sway, heave, and yaw are simultaneously controlled. The MCS consists of a model-based MIMO output feedback control system, comprised of a MIMO PID controller, a pair of auxiliary control laws, and an HGSO, that is fed by an open-loop guidance system. Henceforward, the contents of every chapter of Part III is given separately.

Chapter 6 introduces the problem dealt with in Part III, presents the motivation to deal with it, and presents a literature review.

Chapter 7 presents the plant modelling, where especial attention is drawn to the hydrodynamic effects.

Chapter 8 is devoted to the proposed MCS.
Chapter 9 presents concluding remarks and provides a list of future works.
Appendix A furnishes some MATLAB ${ }^{\circledR}$-based ready-made implementation examples regarding the RMs described within Part II.

Appendix B touches upon the subject FBRM, which is especially relevant in the context of Part II.

Appendix C introduces the NTNU's ROV Minerva, which served as the test platform to the experiments and numerical simulations which yielded the practical and simulation results presented throughout the thesis. In addition, the mathematical model of Minerva was instrumental in the synthesis of the control laws and state observers carried out in Part III.

Appendix D touches upon some topics of interest in mathematics, which are relevant in the context of the subjects covered in this thesis. In particular, the Tustin's approximation method, which provides reliable discrete-time approximations of continuous-time dynamical systems, is concisely revisited in the appendix. Such a method was instrumental in the MATLAB ${ }^{\circledR}$ - and LabVIEW ${ }^{\circledR}$-based implementation of the MCS proposed in Part III.

### 1.5 List of acronyms and abbreviations

| BF | Body-Fixed |
| :--- | :--- |
| CB | Centre of Buoyancy |
| CG | Centre of Gravity |
| CW | Clockwise |


| DP | Dynamic Positioning |
| :--- | :--- |
| GA(s) | Genetic Algorithm(s) |
| KF | Kalman Filter |
| LQ | Linear-Quadratic |
| RM(s) | Reference Model(s) |
| R/V | Research Vessel |
| SD | Standard Deviation |
| TF(s) | Transfer Function(s) |
|  |  |
| ACW | Anticlockwise |
| AUV(s) | Autonomous Underwater Vehicle(s) |
| CNC | Computer Numeric Controlled |
| CPM | Control Plant Model |
| DoF(s) | Degree(s)-of-Freedom |
| DVL | Doppler Velocity Log |
| EKF | Extended Kalman Filter |
| GES | Globally Exponentially Stable |
| GNC | Guidance, Navigation, and Control |
| IMU | Inertial Measurement Unit |
| KYP | Kalman-Yakubovich-Popov |
| LoS | Line-of-Sight |
| LPF(s) | Low-Pass Filter(s) |
| LQG | Linear-Quadratic Gaussian |
| LTI | Linear Time Invariant |
| LTR | Loop Transfer Recovery |
| LTV | Linear Time Varying |
| MCS(s) | Motion Control System(s) |
| MPC | Model Predictive Control |
| NED | North-East-Down |
| NGC | Navigation, Guidance, and Control |
| NTV | Nonlinear Time Varying |
| PID | Proportional-Integral-Derivative |
| PPM | Process Plant Model |
| RMS | Root-Mean-Square |
| ROV(s) | Remotely Operated Vehicle(s) |
| SO(N) | Special Orthogonal group of order $N \in \mathbb{N} \mid N>1$ |
| SPR | Strictly Positive Real |
| SS(N) | Skew-Symmetric group of order $N \in \mathbb{N} \mid N>1$ |
| UAV(s) | Unmanned Aerial Vehicle(s |
| UUV(s) | Unmanned Underwater Vehicle(s) |
| ZOH | Zero-Order Hold |
|  |  |
| LTS |  |

cRIO compact Reconfigurable Input/Output<br>FBRM(s) Filter-Based Reference Model(s)<br>HGSO(s) High-Gain State Observer(s)<br>ITAE Integral of Time multiplied by Absolute Error<br>MEMS Micro-Electro-Mechanical System<br>MIMO Multiple-Input-Multiple-Output<br>MRAC Model Reference Adaptive Control<br>SISO Single-Input-Single-Output

## Part II

## Path generation

## Chapter 2

## Introduction

### 2.1 Introduction

Part II of this thesis deals with the generation of sufficiently smooth position, velocity, and acceleration references for guiding the motion of ROVs along purposefully pre-defined planar and spatial curvature- and torsion-continuous paths in automated missions. Four DoFs are simultaneously considered, namely surge, sway, heave, and yaw (SNAME, 1950). Towards that end, an RM that synthesises references concerning a single DoF motion along a straight line path, in a suboptimal manner with regard to the time taken to traverse this type of path, is initially proposed. Then, the references synthesised by the RM are used as the parametrisation of other references concerning multiple DoF motion along planar and spatial curvature- and torsion-continuous paths comprised of rectilinear and curvilinear parts. The generated references are meant to be used in high-performance MCSs with trajectory tracking and DP capabilities, e.g. Fernandes et al. (2015b), Omerdic et al. (2012), Sørensen et al. (2012), Caccia (2006), and Hsu et al. (2000). The main contributions found in this part of the thesis were also published in Fernandes et al. (2015a) and Fernandes et al. (2012).

Although Part II focuses on (typically) fully-actuated Unmanned Underwater Vehicles (UUVs) such as ROVs, some of the ideas presented herein can be adapted to be used as a means of also guiding the motion of (typically) underactuated marine crafts, e.g. ships and UUVs such as Autonomous Underwater Vehicles (AUVs), in path following motion control applications. In particular, the main geometrical property that underlies the path construction in this work - curvature and torsional continuities - is of relevance in path following applications in general. Above all, this work is concerned with observation class ROVs.

Observation class ROVs are indispensable workhorses used worldwide as carriers of imagery devices, e.g. cameras, echo sounders, hyperspectral imagers, and
sonars, for industrial, research, and military activities, e.g. inspection, mapping, monitoring, surveillance, and survey. They can also perform light-duty intervention tasks. In essence, ROVs are typically vehicles with open-frame structures teleoperated from support vessels through umbilical cables which transmit power, commands, and data. An example is the NTNU's ROV Minerva introduced in Appendix C. More information concerning observation class ROVs is concisely provided in Section 6.3 in Part III. The interested reader is referred to e.g. Christ and Wernli $(2014,2007)$ for a comprehensive coverage of the subject. Results from simulations and full-scale sea trials, both based on Minerva, are presented and discussed to support the development carried out in Part II.

Granted that accurate motion control is desirable regardless of the type of automated mission that is performed, and is a requirement when it comes to automatically capturing usable images at the proper pace to construct consistent representations of objects or environments of interest, e.g. mapping mission, an MCS with trajectory tracking and DP capabilities has to incorporate a guidance (sub)system capable of generating suitable and sufficiently smooth references. Only references with these attributes can be satisfactorily tracked (Sørensen, 2013; Fossen, 2011; Slotine and Li, 2005).

Guidance is concerned with the transient motion behaviour associated with the achievement of the motion control objectives (Fossen, 2011; Breivik and Fossen, 2009), so that the mission specifications and the vehicle dynamics are all simultaneously observed. Furthermore, collisions with stationary obstacles are avoided whenever a collision-free path is closely tracked or followed. The path planning problem, however, is not in the scope of this work. The reader is referred to Tsourdos et al. (2011), Kavraki and LaValle (2008), Minguez et al. (2008), and LaValle (2006), when it comes to the path planning problem, where the latter provides a thorough coverage of the subject. The former reference is concerned with cooperative path planning of Unmanned Aerial Vehicles (UAVs), whereas both middle references address the robotics task of planning collision-free motion.

### 2.2 Objectives

Objective I. Propose an RM that guides steady single DoF motion in finite time and is easy to tune. Steadier motion can be attained through the use of references which induce steadier hydrodynamic effects, thereby inducing less plant parameter variations along the motion, and demand steadier thrust forces and moments from the propulsion system. Consequently, higher overall motion accuracy can be attained, despite the challenging operating conditions underwater, while energy saving along the motion is favoured. Easy tuning is achieved through the use of meaningful tuning parameters, which relate well to the motion specifications and the vehicle dynamics. The RM is described in Chapter 3.

Objective II. Propose a path generation scheme, also referred to as reference generation scheme, built upon the proposed RM, that guides steady multiple DoF motion along purposefully pre-defined curvature- and torsion-continuous paths formed by rectilinear and curvilinear parts. Figure 2.1 depicts a block diagram that illustrates how the path generation scheme builds upon the proposed RM. The path generation scheme is described in Chapter 4.


Figure 2.1: Block diagram of the path generation scheme built upon the reference model.

### 2.3 Motivation

The motivation for developing the RM was to develop another alternative to the useful, yet simple, FBRM found in e.g. Sørensen (2013) and Fossen (2011), in order to contribute to the development of the versatile MCS for ROVs that is carried out at NTNU under the collaborative effort of the research team headed up by Prof. Asgeir J. Sørensen (Dukan, 2014; Sørensen et al., 2012). The topic FBRM is superficially revisited in Appendix B for the ease of reading. The inspiration that underlies the development of the proposed RM came from works on motion optimisation for AUVs, e.g. Chyba et al. (2008) and Kumar et al. (2005), although the present work does not necessarily seek to provide optimal references, and from works on reference generation for highly accurate CNC machines, e.g. Huo and Poo (2012) and Matsubara et al. (2011). It is important to emphasise that the references are generated in open-loop through an FBRM in Matsubara et al. (2011), whereas they are directly synthesised by a computer in Huo and Poo (2012). The references are generated likewise by the proposed RM, i.e. through direct computer synthesis.

The motivation for developing the path generation scheme came naturally, as it consists in an extension of the previous objective to multiple DoF motion.

### 2.4 Literature review

Naeem et al. (2003) reviewed several guidance laws relevant to UUVs, with an emphasis on AUVs, and asserted that 'the main problem in bringing autonomy to any vehicle lies in the design of a suitable guidance law'. Breivik and Fossen (2009) carried out another survey of the same subject keeping the emphasis on AUVs, but taking planar and spatial motion into account. Among other conclusions, Naeem et al. (2003) stated that, 'in practice, Line-of-Sight (LoS) guidance is the key element of all guidance systems', given that the closed-loop path following scheme suits best the needs when it comes to guiding underactuated vehicles. That work made evident the fact that the research on guidance has historically been focusing mainly on underactuated vehicles such as missiles and aircrafts, whose complex guidance problems have been dealt with since the World War II (Breivik and Fossen, 2009). An example of early MCS for UUVs based on the LoS guidance is the work by Healey and Lienard (1993). Improvements aiming at compensating for heading disturbances caused by the sea current can be found in e.g. Aguiar and Pascoal (1997). Fossen and Pettersen (2014) proved that the equilibrium point of the proportional LoS guidance law by Healey and Lienard (1993) is Uniformly Semi-Globally Exponentially Stable (USGES). The work by Caharija et al. (2014) aims at merging intuitive and theoretical perspectives of the integral LoS guidance for current compensation problems of underactuated ships. The technical challenges underactuated vehicles impose on the reference generation, due to their non-holonomic kinematic constraints (Aicardi et al., 2000; Egeland et al., 1996), justify the attention they have received. The LoS and LoS-based guidance laws are still often employed to guide ROVs, e.g. Omerdic et al. (2012), Sørensen et al. (2012), and Caccia (2006), due to their simplicity and ease of implementation (Breivik and Fossen, 2009; Naeem et al., 2003). An example of LoS-based conjoint guidance and control scheme that generates reference heading to steer an ROV towards the destination point employing a Lyapunov-based algorithm to ensure smoothness and convergence is given by Caccia et al. (1998). The approach was refined in Caccia and Veruggio (2000). A similar MCS by Guo et al. (2003), conceived to control the motion of AUVs, employs a sliding mode fuzzy algorithm in place of the Lyapunov-based algorithm. Dukan (2014) proposed a spatial LoS guidance strategy dedicated to guide fully actuated ROVs. The interested reader is referred to Caharija (2014) and Lekkas (2014), and the references therein, when it comes to more recent extensions regarding the LoS and LoS-based guidance laws for underactuated marine vehicles. Both latter references also furnish good literature review on LoS and LoS-based guidance laws. There are relatively fewer publications which propose guidance schemes unrelated to the LoS guidance. As an example, Børhaug et al. (2006) developed an optimal guidance scheme for cross-track control of UUVs that optimises the rate of convergence of the vehicles towards the reference paths, while keeping both the
desired course angle and the rate of turn bounded. Kim and Ura (2003) proposed an optimal guidance law that enables an AUV, subject to the sea current, to reach the terminal position under the minimum fuel consumption. The guidance law is formulated as a two-point boundary value problem based on the Euler-Lagrange equations. Other alternatives of integrated guidance and control schemes can be obtained through the use of the so-called manoeuvring theory, see e.g. Fossen (2011), Skjetne (2005), Skjetne et al. (2004a), Encarnação and Pascoal (2001a), Encarnação and Pascoal (2001b), Encarnação and Pascoal (2001c), Hauser and Hindman (1995), and the references therein. The manoeuvring problem involves performing two tasks, namely a geometric task and a dynamic task. The geometric task consists in converging to, and then following, a reference path, whereas the dynamic task consists in satisfying a dynamic behaviour along the reference path (Fossen, 2011; Skjetne, 2005). The tasks do not have to be performed simultaneously, and the geometric one has higher priority. It ensures that at least path following is performed when trajectory tracking cannot be performed due to inherent limitations of the closed-loop system, e.g. unstable zero dynamics, exogenous disturbances, etc. (Skjetne, 2005). Trajectory tracking is a special case of the manoeuvring problem, where both tasks have to be performed simultaneously. There are some similarities and subject overlap - e.g. path generation and path parametrisation - between the manoeuvring theory and the path generation scheme dealt with in Part II of this thesis.

ROV-based missions neither typically need high autonomy levels, nor present technical challenges with respect to non-holonomic constraints. On the other hand, repetitive missions, and missions which require accurate motion control, claim some degree of automation. Furthermore, ROV pilots may feel exhausted and less attentive during long-lasting missions, and these factors may lead to riskier and more expensive missions. The reader is referred to Dukan (2014), Vasilijević et al. (2013), Ho et al. (2011), Hsu et al. (2000), Pioch et al. (1997), and Yoerger et al. (1986) for discussions about the complexity of the ROV piloting task and the challenges it entails. Experienced pilots have affirmed that every contribution towards automating ROV-based missions is effective not only in increasing the overall motion control accuracy level, but also in improving the global mission performance (Hsu et al., 2000). Assisted joystick control (Dukan, 2014; Dukan and Sørensen, 2012), also known as joystick in closed-loop control, partially compensates for dynamical and environmental motion disturbances, in order for the pilot to more easily guide an ROV based on the typically relatively poor visual feedback of position and velocity that characterises the motion control with a human being in the loop. Unassisted joystick control, with automatic heading and depth control, is currently the most common configuration of the commercially available ROVs (Christ and Wernli, 2014, 2007). Fully-actuated ROVs permit high-performance motion control to be exercised through trajectory tracking and DP. A collection of guidance techniques, ranging from open-
loop FBRMs to closed-loop optimisation-based reference generators, suitable for guiding the motion of fully-actuated UUVs can be found in Fossen (2011) and in the references therein. The simplest, yet effective, technique consists of an FBRM built upon a 2nd- or 3rd-order Low-Pass Filter (LPF) Transfer Function (TF), see Appendix B. It can be easily implemented and modified, and runs fast, even in a digital computer with modest hardware. Its main drawback lies in its linearity, because, for any fixed tuning, the generated velocities and accelerations are linearly proportional to the distances to be covered (Fernandes et al., 2012; Fossen, 2011). Fossen (2011) presents alternatives to partially remedy the problem. Some of them are revisited in Appendix B. Linear FBRMs stem from the Model Reference Adaptive Control (MRAC) technique (Landau, 1974), and are commonly employed in trajectory tracking control systems to improve the closedloop transient response ( $\AA$ ström and Hägglund, 2011; Slotine and Li, 2005).

## Chapter 3

## Reference model

### 3.1 Introduction

The proposed RM synthesises position, velocity, and acceleration references of classes $\mathcal{C}^{2}, \mathcal{C}^{1}$, and $\mathcal{C}^{0}$, respectively, for guiding a single DoF motion, either linear or angular, in a suboptimal manner with regard to time. The differentiability class $\mathcal{C}^{n}, n \in \mathbb{N}$, denotes a function whose $n$-th derivative with respect to time exists and is continuous on the domain of definition of the function. The condition of suboptimality has harmless implications in practice. It is mostly a consequence of the fact that the RM has to reflect the constraints associated with the dynamics of the guided ROV, e.g. limited acceleration and velocity. This point becomes clearer when the shapes of the references synthesised by the RM, seen in e.g. Figure 3.2, are compared with the shapes of the (theoretical) optimal curves shown and discussed in Section 3.2. The maximum - or minimum, depending on the motion direction - synthesised velocity is kept for the longest time span possible, as shown in Figure 3.2. Such velocity regime is intended to:

- induce steadier hydrodynamic effects, thereby inducing less plant parameter variations;
- induce high overall motion accuracy despite the challenging operating conditions the marine vessels are subject to;
- demand steadier thrust forces and moment from the propulsion system, thereby promoting energy saving.

These factors together favour the attainment of small reference tracking errors. In cases where adaptive controllers/observers are used, these factors also provide more favourable conditions for them to (faster and more robustly) estimate and cope with unknown plant parameter variations and current-generated perturbations. Furthermore, the proposed RM is tuned through meaningful parameters.

The RM generates references via direct computer synthesis, similarly to Huo and Poo (2012). Thus, repeatability, finite convergence time, and facilitated interaction with the references while they are being synthesised, e.g. starting, pausing, resuming, and aborting, can be achieved. The shapes of the synthesised references keep much resemblance with those considered better in Kumar et al. (2005). Both cited references, among others, served as the inspiration for the development of the proposed RM. Check Section 2.3 for details.

The basic version of the RM described in Section 3.3 serves as the basis for the description of an extended version found in Section 3.4.

### 3.2 Optimal curve shapes

Figure 3.1 shows the shapes of the optimal acceleration, velocity, and position curves along a straight line path which is to be traversed under the condition of constrained acceleration and velocity. The velocity curve is optimal in the sense that it yields the shortest travelling time $T_{\min }:=t_{3}-t_{0}[s]$ between both path's extremities, which are separated by the distance $d \in \mathbb{R}_{>0}[\mathrm{~m}]$. The path is to be traversed under the additional constraints: i) $\mathrm{a}\left(\mathrm{t}_{0}\right)=\mathrm{v}\left(\mathrm{t}_{0}\right)=\mathrm{p}\left(\mathrm{t}_{0}\right)=0$; and ii) $\mathrm{a}\left(\mathrm{t}_{3}\right)=\mathrm{v}\left(\mathrm{t}_{3}\right)=0$ and $\mathrm{p}\left(\mathrm{t}_{3}\right)=\mathrm{d}$. Symmetry between the maximum acceleration and deceleration is assumed for the sake of simplicity without loss of generality. Let these maximum values be equal to $\pm \mathrm{a}_{\max }$, where $\mathrm{a}_{\max } \in \mathbb{R}_{>0}\left[\mathrm{~m} / \mathrm{s}^{2}\right]$. Let, in addition, the maximum velocity be equal to $v_{\max } \in \mathbb{R}_{>0}[\mathrm{~m} / \mathrm{s}]$. It is immediate to verify the claim that $\mathrm{v}(\mathrm{t})$ is optimal by realising that for any function $\mathrm{a}^{\prime}(\mathrm{t})$ : $\mathcal{T} \rightarrow \mathbb{R}$, where $\mathrm{a}^{\prime}(\mathrm{t})$ is a continuous function defined on the compact set $\mathcal{T} \subset \mathbb{R} \mid$ $\mathcal{T}:=\left\{\mathrm{t} \in \mathbb{R} \mid \mathrm{t} \in\left[\mathrm{t}_{0}, \mathrm{t}_{3}\right]\right\}$, such that $\left|\mathrm{a}^{\prime}(\mathrm{t})\right|<|\mathrm{a}(\mathrm{t})|$, the result
$\mathrm{p}^{\prime}\left(\mathrm{t}_{0}, \mathrm{t}_{3}\right)=\int_{\mathrm{t}_{0}}^{\mathrm{t}_{3}}\left(\int_{\mathrm{t}_{0}}^{\mathrm{t}_{3}} \mathrm{a}^{\prime}(\mathrm{t}) \mathrm{dt}\right) \mathrm{dt}=\mathrm{d}^{\prime}<\mathrm{d}$
is obtained. Hence, travelling times greater than $\mathrm{T}_{\min }$ are needed to eventually cover the entire distance d.

It is worth knowing that
$\mathrm{a}(\mathrm{t}):=\mathrm{a}_{\max }\left(\mathrm{H}\left(\mathrm{t}-\mathrm{t}_{0}\right)-\mathrm{H}\left(\mathrm{t}-\mathrm{t}_{1}\right)-\mathrm{H}\left(\mathrm{t}-\mathrm{t}_{2}\right)+\mathrm{H}\left(\mathrm{t}-\mathrm{t}_{3}\right)\right)$
where $\mathrm{H}(\cdot)$ is the unit step function, see Appendix D for details, whereupon

$$
\begin{align*}
\mathrm{p}\left(\mathrm{t}_{0}, \mathrm{t}_{1}, \mathrm{t}_{2}, \mathrm{t}_{3}\right) & =\int_{\mathrm{t}_{0}}^{\mathrm{t}_{3}}\left(\int_{\mathrm{t}_{0}}^{\mathrm{t}_{3}} \mathrm{a}(\mathrm{t}) \mathrm{dt}\right) \mathrm{dt}  \tag{3.3}\\
& =\frac{a_{\max }}{2}\left(\left(\mathrm{t}_{3}-\mathrm{t}_{0}\right)^{2}-\left(\mathrm{t}_{3}-\mathrm{t}_{1}\right)^{2}-\left(\mathrm{t}_{3}-\mathrm{t}_{2}\right)^{2}\right)=\mathrm{d}
\end{align*}
$$

This claim can be alternatively formulated and proved in the framework of the calculus of variations (van Brunt, 2004; Forsyth, 1960).


Figure 3.1: Optimal curve shapes.


Figure 3.2: Shapes of the references synthesised by the reference model.

### 3.3 Description of the basic version

The references are parameterised by the parameter time $t \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$. They are synthesised through a combination of functions distributed into four consecutive phases, as seen in Figure 3.2, where each function is active only during a certain amount of time, such that
$a(t):=a_{1}(t)+a_{2}(t)+a_{3}(t)+a_{4}(t)$
$v(t):=v_{1}(t)+v_{2}(t)+v_{3}(t)+v_{4}(t)$
$p(t):=p_{1}(t)+p_{2}(t)+p_{3}(t)+p_{4}(t)$
where $a(t)\left[\mathrm{m} / \mathrm{s}^{2}\right], v(t)[\mathrm{m} / \mathrm{s}]$, and $p(t)[\mathrm{m}]$ denote the acceleration, velocity, and position references, respectively. The subscripts ' 1 ' through ' 4 ' identify the phases. Every phase is separately described in Subsections 3.3.1-3.3.4. The required precomputations are introduced in Subsection 3.3.5. Each tuning parameter is explained on the spot where it is mentioned for the first time. Table 3.1 collects and summarises all tuning parameters in advance, including those related only to the extended version found in Section 3.4. They are divided into two categories. One category includes the tuning parameters which are frequently readjusted to satisfy the application needs - the first six table entries. The third and fourth tuning parameters, i.e. $V_{i}$ and $V_{f}$, are meaningless when it comes to the basic version of the RM. The second category includes the last four table entries. These tuning parameters hardly ever require readjustments, once they are satisfactorily tuned for a particular use with a specific ROV.

Table 3.1: Tuning parameters of the reference model

| Parameter | Description | Unit |
| :--- | :--- | :--- |
| $L$ | Path length (straight line) | $[\mathrm{m}]$ |
| $V_{d}$ | Desired cruise velocity | $[\mathrm{m} / \mathrm{s}]$ |
| $V_{i}$ | Desired initial velocity (Extended version only) | $[\mathrm{m} / \mathrm{s}]$ |
| $V_{f}$ | Desired final velocity (Extended version only) | $[\mathrm{m} / \mathrm{s}]$ |
| $T_{a}$ | Desired minimum time to reach $V_{d}$ | $[\mathrm{~s}]$ |
| $T_{d}$ | Desired minimum time to stop from $V_{d}$ | $[\mathrm{~s}]$ |
| $\epsilon_{L}$ | Minimum fraction of $L$ to be traversed at $v_{m}$ | $[-]$ |
| $\theta_{a}$ | Function switching threshold | $[-]$ |
| $\theta_{d}$ | Function switching threshold | $[-]$ |
| $\theta_{0}$ | Function switching threshold | $[-]$ |

Remark 3.1. A linear motion has been chosen to be used in the explanation given throughout Section 3.3, without loss of generality. Should an angular motion be guided, it is enough to consider $L$ in 'rad' or ${ }^{\text {'o' }}$ (degree), and $V_{d}$ in 'rad/s' or © $/ \mathrm{s}$ ', in Table 3.1.

### 3.3.1 First phase: the acceleration phase

This phase is characterised by the modulus of the velocity reference increasing from zero to virtually the maximum value, see Figure 3.2. The phase is split into two subphases in which the modulus of the acceleration reference firstly increases from zero to virtually the maximum absolute acceleration, and thence decreases to virtually zero again. In this phase, the references are defined as

$$
\begin{align*}
a_{1}(t):= & a_{m} \mathrm{f}_{11}(t) \mathrm{h}_{11}(t)+a_{m} \mathrm{f}_{12}(t) \mathrm{h}_{12}(t)  \tag{3.7}\\
v_{1}(t):= & a_{m}\left(\left(t-t_{0}\right)-\tau_{11} \mathrm{f}_{11}(t)\right) \mathrm{h}_{11}(t)+v_{m}\left(1-\left(1-\theta_{a}\right) \mathrm{f}_{12}(t)\right) \mathrm{h}_{12}(t)  \tag{3.8}\\
p_{1}(t):= & a_{m}\left(\left(t-t_{0}\right)^{2} / 2-\tau_{11}\left(t-t_{0}\right)+\tau_{11}^{2} \mathrm{f}_{11}(t)\right) \mathrm{h}_{11}(t) \\
& +\left(P_{1}+v_{m}\left(\left(t-t_{1}\right)-\left(1-\theta_{a}\right) \tau_{12}\left(1-\mathrm{f}_{12}(t)\right)\right)\right) \mathrm{h}_{12}(t) \tag{3.9}
\end{align*}
$$

where $a_{m} \in \mathbb{R}\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ is the maximum - or minimum, depending on the motion direction - acceleration, $v_{m} \in \mathbb{R}[\mathrm{~m} / \mathrm{s}]$ is the maximum - or minimum, depending on the motion direction - velocity, $\tau_{11}, \tau_{12} \in \mathbb{R}_{>0}[\mathrm{~s}]$ are time constants respectively associated with the 1 st and 2 nd subphases, $t_{0} \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$ is the instant at which this phase begins, and $t_{1} \in \mathbb{R}_{>0} \mid t_{1}>t_{0}[\mathrm{~s}]$ is the instant at which the 2 nd subphase begins, when the velocity reference reaches the threshold $v_{1}\left(t_{1}\right)=v_{m} \theta_{a}[\mathrm{~m} / \mathrm{s}]$, where $\theta_{a} \in \mathbb{R} \mid \theta_{a} \in[0.6,1)$ is the tuning parameter (see Table 3.1) that defines the fraction of $v_{m}$ at which the velocity reference starts getting bent as it proceeds towards $v_{m}$. Lastly, $P_{1} \in \mathbb{R} \mid P_{1}:=p_{1}\left(t_{1}^{-}\right)[\mathrm{m}]$, where $t_{1}^{-}$denotes $t \nearrow t_{1}$, i.e. parameter $t$ tending to $t_{1}$ from the left. The expressions of $a_{m}, v_{m}, \tau_{11}, \tau_{12}, t_{1}$, and $P_{1}$ are given in Subsection 3.3.5. The auxiliary functions $\mathrm{f}_{11}(t)$ and $\mathrm{f}_{12}(t)$ are defined as
$\mathrm{f}_{11}(t):=1-\exp \left(-\left(t-t_{0}\right) / \tau_{11}\right)$
$\mathrm{f}_{12}(t):=\exp \left(-\left(t-t_{1}\right) / \tau_{12}\right)$
It is worthwhile to realise that (3.10)-(3.11) can virtually make $\lim _{t \rightarrow t_{1}} a_{1}(t)=$ $a_{m}\left[\mathrm{~m} / \mathrm{s}^{2}\right]$, i.e. virtually render (3.7) continuous. The functions $\mathrm{h}_{11}(t)$ and $\mathrm{h}_{12}(t)$, which are the characteristic functions of the half-closed finite intervals $\left[t_{0}, t_{1}\right)$ and $\left[t_{1}, t_{2}\right)$, respectively, are defined as
$\mathrm{h}_{11}(t):=\mathrm{H}\left(t-t_{0}\right)-\mathrm{H}\left(t-t_{1}\right)$
$\mathrm{h}_{12}(t):=\mathrm{H}\left(t-t_{1}\right)-\mathrm{H}\left(t-t_{2}\right)$
where $\mathrm{H}(\cdot)$ is the unit step function, see Appendix D for details, and $t_{2} \in \mathbb{R}_{>0} \mid t_{2}$ $>t_{1}[\mathrm{~s}]$ is the instant at which this phase ends, when the acceleration reference reaches the threshold $a_{1}\left(t_{2}^{-}\right):=\theta_{0} a_{m}$, beyond which the acceleration reference virtually vanishes, where $t_{2}^{-}$denotes $t \nearrow t_{2}$, i.e. parameter $t$ tending to $t_{2}$ from the left, and $\theta_{0} \in \mathbb{R}_{>0} \mid \theta_{0} \ll 1$ is another tuning parameter (see Table 3.1), which is discussed within the next subsubsection. The expression of $t_{2}$ is furnished in Subsection 3.3.5.

### 3.3.2 Second phase: the constant velocity phase

This phase is characterised by the (constant) cruise velocity $v_{m}$, see Figure 3.2. In this phase, the references are defined as
$a_{2}(t):=0 h_{2}(t)$
$v_{2}(t):=v_{m} \mathrm{~h}_{2}(t)$
$p_{2}(t):=\left(P_{2}+v_{m}\left(t-t_{2}\right)\right) \mathrm{h}_{2}(t)$
where $P_{2} \in \mathbb{R} \mid P_{2}:=p_{1}\left(t_{2}^{-}\right)[\mathrm{m}]$. The expression of $P_{2}$ is furnished in Subsection 3.3.5. The function $h_{2}(t)$, which is the characteristic function of the half-closed finite interval $\left[t_{2}, t_{3}\right)$, is defined as
$\mathrm{h}_{2}(t):=\mathrm{H}\left(t-t_{2}\right)-\mathrm{H}\left(t-t_{3}\right)$
Remark 3.2. Every reference undergoes a step discontinuity of negligibly small magnitude at the transition from the 1st phase to the 2nd phase due to the presence of the exponential function in (3.11). The lesser $\theta_{0}$, the lesser the magnitudes of the step discontinuities. On the other hand, the lesser $\theta_{0}$, the longer the 1st phase lasts, hence causing the cruise velocity $v_{m}$ to be reduced. For instance, if $\theta_{0}=\exp (-7)$ and $a_{m}=1 \mathrm{~m} / \mathrm{s}^{2}$, then $a\left(t_{2}\right)$ undergoes a step of magnitude $\left|\theta_{0} a_{m}\right|<9.12 \times 10^{-4} \mathrm{~m} / \mathrm{s}^{2}(<0.1 \%)$. Likewise, if $v_{m}=1 \mathrm{~m} / \mathrm{s}$, then $v\left(t_{2}\right)$ undergoes a step of magnitude $\left(1-\theta_{a}\right) \theta_{0} v_{m}<9.12 \times 10^{-4} \mathrm{~m} / \mathrm{s}(<0.1 \%)$. Likewise, if $\tau_{12}=1 \mathrm{~s}$, then $p\left(t_{2}\right)$ undergoes a step of magnitude $\left(1-\theta_{a}\right) \theta_{0} \tau_{12}<9.12 \times 10^{-4} \mathrm{~m}$. If $\theta_{0}=\exp (-11.11) \approx 1.5 \times 10^{-5}$ instead, whereas all other values are kept the same as before, the step discontinuities would virtually disappear in the face of quantisation ( $\AA$ ström and Wittenmark, 1997), if the RM was implemented in a 16 -bit digital system, given that $2^{-16} \approx 1.53 \times 10^{-5}$ yields the resolution of $\approx 0.0015 \%$. Therefore, in this work, it is defined that $\exp (-13) \leqslant \theta_{0} \leqslant \exp (-7)$.

### 3.3.3 Third phase: the deceleration phase

This phase is characterised by the modulus of the velocity reference decreasing from the maximum value, i.e. $\left|v_{m}\right|$, to virtually zero, see Figure 3.2. The phase is split into two subphases in which the modulus of the acceleration reference firstly increases from zero to virtually the maximum absolute deceleration, and thence decreases to virtually zero again. In this phase, the references are defined as
$a_{3}(t):=d_{m} \mathrm{f}_{31}(t) \mathrm{h}_{31}(t)+d_{m} \mathrm{f}_{32}(t) \mathrm{h}_{32}(t)$
$v_{3}(t):=\left(v_{m}+d_{m}\left(\left(t-t_{3}\right)-\tau_{31} \mathrm{f}_{31}(t)\right)\right) \mathrm{h}_{31}(t)+v_{m} \theta_{d} \mathrm{f}_{32}(t) \mathrm{h}_{32}(t)$
$p_{3}(t):=d_{m}\left(\left(t-t_{3}\right)^{2} / 2-\tau_{31}\left(t-t_{3}\right)+\tau_{31}^{2} \mathrm{f}_{31}(t)\right) \mathrm{h}_{31}(t)$
$+\left(P_{3}+v_{m}\left(t-t_{3}\right)\right) \mathrm{h}_{31}(t)+\left(P_{4}+v_{m} \theta_{d} \tau_{32}\left(1-\mathrm{f}_{32}(t)\right)\right) \mathrm{h}_{32}(t)$
where $d_{m} \in \mathbb{R}\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ is the maximum - or minimum, depending on the motion direction - deceleration, $\tau_{31}, \tau_{32} \in \mathbb{R}_{>0}[\mathrm{~s}]$ are time constants respectively associated with the 1 st and 2 nd subphases, $t_{3} \in \mathbb{R}_{>0} \mid t_{3}>t_{2}[\mathrm{~s}]$ is the instant at which this phase begins, $t_{4} \in \mathbb{R}_{>0} \mid t_{4}>t_{3}[\mathrm{~s}]$ is the instant at which the 2 nd subphase begins, when the velocity reference reaches the threshold $v_{3}\left(t_{4}\right)=v_{m} \theta_{d}[\mathrm{~m} / \mathrm{s}]$, where $\theta_{d} \in \mathbb{R} \mid \theta_{d} \in(0,0.4]$ is the tuning parameter (see Table 3.1) that defines the fraction of $v_{m}$ at which the velocity reference starts getting bent as it proceeds towards zero. Lastly, $P_{3} \in \mathbb{R} \mid P_{3}:=p_{2}\left(t_{3}^{-}\right)[\mathrm{m}]$, where $t_{3}^{-}$denotes $t \nearrow t_{3}$, i.e. parameter $t$ tending to $t_{3}$ from the left, and $P_{4} \in \mathbb{R} \mid P_{4}:=p_{3}\left(t_{4}^{-}\right)[\mathrm{m}]$, where $t_{4}^{-}$ denotes $t \nearrow t_{4}$, i.e. parameter $t$ tending to $t_{4}$ from the left. The expressions of $d_{m}, \tau_{31}, \tau_{32}, t_{3}, t_{4}, P_{3}$, and $P_{4}$ are given in Subsection 3.3.5. The auxiliary functions $\mathrm{f}_{31}(t)$ and $\mathrm{f}_{32}(t)$ are defined as
$\mathrm{f}_{31}(t):=1-\exp \left(-\left(t-t_{3}\right) / \tau_{31}\right)$
$\mathrm{f}_{32}(t):=\exp \left(-\left(t-t_{4}\right) / \tau_{32}\right)$
It is worthwhile to realise that (3.21)-(3.22) can virtually make $\lim _{t \rightarrow t_{4}} a_{3}(t)=$ $d_{m}\left[\mathrm{~m} / \mathrm{s}^{2}\right]$, i.e. virtually render (3.18) continuous. The functions $\mathrm{h}_{31}(t)$ and $\mathrm{h}_{32}(t)$, which are the characteristic functions of the half-closed finite intervals $\left[t_{3}, t_{4}\right)$ and $\left[t_{4}, t_{5}\right)$, respectively, are defined as
$h_{31}(t):=\mathrm{H}\left(t-t_{3}\right)-\mathrm{H}\left(t-t_{4}\right)$
$\mathrm{h}_{32}(t):=\mathrm{H}\left(t-t_{4}\right)-\mathrm{H}\left(t-t_{5}\right)$

### 3.3.4 Fourth phase: the constant position phase

This phase is characterised by the constant position reference, see Figure 3.2. In this phase, the references are defined as
$a_{4}(t):=0 h_{4}(t)$
$v_{4}(t):=0 h_{4}(t)$
$p_{4}(t):=\operatorname{sgn}\left(v_{m}\right) L h_{4}(t)$
where $L \in \mathbb{R}_{>0}[\mathrm{~m}]$ is the tuning parameter (see Table 3.1) that defines the (straight line) path length. The function $\mathrm{h}_{4}(t)$, which is the characteristic function of the closed semi-infinite interval $\left[t_{5}, \infty\right)$, is defined as
$\mathrm{h}_{4}(t):=\mathrm{H}\left(t-t_{5}\right)$
Remark 3.3. Every reference undergoes another step discontinuity of negligibly small magnitude at the transition from the 3rd phase to the 4th phase due to the presence of the exponential function in (3.22).

### 3.3.5 Pre-computation

Let the time ratio $r_{T} \in \mathbb{R}_{>0}$ be defined as
$r_{T}:=T_{a} / T_{d}$
where $T_{a} \in \mathbb{R}_{>0}[\mathrm{~s}]$ is the tuning parameter (see Table 3.1) that defines the desired minimum time to reach $V_{d} \in \mathbb{R} \backslash\{0\}[\mathrm{m} / \mathrm{s}]$, which is the tuning parameter (see Table 3.1) that defines the desired cruise velocity, and $T_{d} \in \mathbb{R}_{>0}[\mathrm{~s}]$ is the tuning parameter (see Table 3.1) that defines the desired minimum time to stop moving from $V_{d}$. These parameters translate the desired maximum - or minimum, depending on the motion direction - acceleration and deceleration through the direct relations ' $V_{d} / T_{a}$ ' and ' $-V_{d} / T_{d}$ ', respectively.

Let the auxiliary constants $\kappa_{a}, \kappa_{d} \in \mathbb{R}_{>0}$ be defined as

$$
\begin{align*}
\kappa_{a}:= & \frac{\theta_{a}^{2}\left(\left(\xi_{a}-\exp \left(-\xi_{a}\right)\right)^{2}-2\left(\xi_{a}-1\right)\right)}{2\left(\xi_{a}-1\right)^{2}}  \tag{3.30}\\
& -\left(1-\theta_{a}\right)^{2}\left(1-\theta_{0}\right)-\left(1-\theta_{a}\right) \ln \left(\theta_{0}\right) \\
\kappa_{d}:= & -\frac{\left(1-\theta_{d}\right)^{2}\left(\xi_{d}-\exp \left(-\xi_{d}\right)\right)^{2}}{2\left(\xi_{d}-1\right)^{2}}+\theta_{d}^{2}\left(1-\theta_{0}\right)  \tag{3.31}\\
& +\frac{\left(1-\theta_{d}\right)^{2}+\left(1-\theta_{d}\right)\left(\xi_{d}-\exp \left(-\xi_{d}\right)\right)}{\xi_{d}-1}
\end{align*}
$$

where $\xi_{a}, \xi_{d} \in \mathbb{R}_{>0}$ are constants. The greater $\xi_{a}$ and $\xi_{d}$, the steeper the slopes of the references during the 1st subphases of the 1st and 3rd phases, respectively, since these constants directly influence the time constants defined in (3.38) and (3.40) ahead. Even though $\xi_{a}$ and $\xi_{d}$ are not primarily designed to be tuning parameters, it can be useful to be able to change their values. Hence, it is defined that $10 \leqslant \xi_{a}, \xi_{d} \leqslant 15$ in this work.

Then, the candidate absolute value $v_{c} \in \mathbb{R}_{>0}[\mathrm{~m} / \mathrm{s}]$ for the cruise velocity is defined as
$v_{c}:=\sqrt{L\left(\frac{1-\min \left\{\epsilon_{L}, 0.1\right\}}{\kappa_{a} r_{T}+\kappa_{d}}\right) \frac{\left|V_{d}\right|}{T_{d}}}$
where $\epsilon_{L} \in \mathbb{R}_{>0} \mid \epsilon_{L}<0.1$ is the tuning parameter (see Table 3.1) that defines the minimum fraction of the path length $L$ that is to be traversed at the cruise velocity $v_{m}$, which is defined as
$v_{m}:=\operatorname{sgn}\left(V_{d}\right) \min \left\{v_{c},\left|V_{d}\right|\right\}$
The adjusted minimum time to stop moving from $v_{m}$, i.e. $t_{d} \in \mathbb{R}_{>0}[\mathrm{~s}]$, and the adjusted minimum time to reach $v_{m}$, i.e. $t_{a} \in \mathbb{R}_{>0}[\mathrm{~s}]$, are defined as
$t_{d}:=\left(v_{m} / V_{d}\right) T_{d}$
$t_{a}:=r_{T} t_{d}$
The maximum - or minimum - acceleration and deceleration are defined as
$a_{m}:=v_{m} / t_{a}$
$d_{m}:=-\left(v_{m} / t_{d}\right)$
The time constants $\tau_{11}$ through $\tau_{32}$ are defined as
$\tau_{11}:=\theta_{a} t_{a} /\left(\xi_{a}-1\right)$
$\tau_{12}:=\left(1-\theta_{a}\right) t_{a}$
$\tau_{31}:=\left(1-\theta_{d}\right) t_{d} /\left(\xi_{d}-1\right)$
$\tau_{32}:=\theta_{d} t_{d}$
The auxiliary time instants $T_{i} \in \mathbb{R}_{>0}[\mathrm{~s}], i \in\{1,2,3,4,5\}$, where $T_{i}:=t_{i}^{-}$, are defined as
$T_{1}:=\xi_{a} \tau_{11}$
$T_{2}:=-\tau_{12} \ln \left(\theta_{0}\right)$
$T_{3}:=\left|L / v_{m}\right|-\left(\kappa_{a} t_{a}+\kappa_{d} t_{d}\right)$
$T_{4}:=\xi_{d} \tau_{31}$
$T_{5}:=-\tau_{32} \ln \left(\theta_{0}\right)$
such that the function switching time instants $t_{i}, i \in\{1,2,3,4,5\}$, are consecutively defined, with respect to the initial instant $t_{0}$, as
$t_{i}:=T_{i}+t_{(i-1)}$
Finally, the positions $P_{i}, i \in\{1,2,3,4\}$, are respectively defined as
$P_{1}:=a_{m}\left(T_{1}^{2} / 2-\tau_{11} T_{1}+\tau_{11}^{2}\left(1-\exp \left(-\xi_{a}\right)\right)\right)$
$P_{2}:=P_{1}+v_{m}\left(T_{2}-\left(1-\theta_{a}\right) \tau_{12}\left(1-\theta_{0}\right)\right)$
$P_{3}:=P_{2}+v_{m} T_{3}$
$P_{4}:=P_{3}+v_{m} T_{4}+d_{m}\left(T_{4}^{2} / 2-\tau_{31} T_{4}+\tau_{31}^{2}\left(1-\exp \left(-\xi_{d}\right)\right)\right)$
where the relation $T_{1} / \tau_{11}=\xi_{a}$, which is used in (3.48), stems from (3.42), the relation $T_{2} / \tau_{12}=-\ln \left(\theta_{0}\right)$, which is used in (3.49), stems from (3.43), and the relation $T_{4} / \tau_{31}=\xi_{d}$, which is used in (3.51), stems from (3.45).

### 3.3.6 Implementation examples

Scripts A.1-A. 2 in Appendix A furnish ready-made implementation examples of the basic version of the RM. The examples are coded in MATLAB ${ }^{\circledR}$ and can easily be converted to other programming languages, e.g. LabVIEW ${ }^{\circledR}$, $\mathrm{C}++$, and $\mathrm{C} \#$.

### 3.3.7 Results from full-scale sea trials

This subsection presents selected results from two full-scale sea trials based on the ROV Minerva, see Appendix C. The experiments were carried out in Trondheimsfjorden, Norway, in October, 2011. The four DoF MCS used to carry out the experiments was that reported in Sørensen et al. (2012) - essentially an output feedback control system comprised of a PID controller and an EKF -, with the guidance system running the algorithm of the basic version of the RM reported in Fernandes et al. (2012). The MCS was implemented on a compact Reconfigurable Input/Output (cRIO) module, and programmed via LabVIEW ${ }^{\circledR}$ for Microsoft Windows, both by National Instruments. The MCS ran at the constant sampling frequency of 5 Hz - sampling period of 200 ms .

Both experiments consisted in a 50 m -long surge motion along a straight line heading northwards from the local origin of the North-East-Down (NED) reference frame. This fact implied that $\psi_{d}(t)=0^{\circ}$, whereupon $\boldsymbol{J}\left(\psi_{d}(t)\right)=\boldsymbol{I}_{4}$ in (4.2), where $\boldsymbol{I}_{\boldsymbol{4}} \in \mathbb{R}^{4 \times 4}$ is an identity matrix, $\boldsymbol{\eta}_{\boldsymbol{d}}=[p(t), 0,0,0]^{T}$ — vector of desired position and heading in the NED frame -, $\boldsymbol{\nu}_{\boldsymbol{d}}=[v(t), 0,0,0]^{T}$ - vector of desired linear and angular velocities in the Body-Fixed (BF) reference frame - , and $\dot{\boldsymbol{\nu}}_{\boldsymbol{d}}=[a(t), 0,0,0]^{T}$ - vector of desired linear and angular accelerations in the BF frame - in (4.1)-(4.4), respectively. Detailed information on $\boldsymbol{\eta}_{\boldsymbol{d}}, \boldsymbol{\nu}_{\boldsymbol{d}}$, and $\dot{\nu}_{d}$ is given in Section 4.1, where reference generation for multiple DoF motion is treated separately. The first experiment focused on the proposed RM. The second experiment consisted in a simple comparison of performance and energy consumption along the motion. Regarding the latter experiment, the same movement was repeated twice, in the same direction and taking virtually the same time, once guided by the proposed RM, and once guided by a Linear Time Invariant (LTI) FBRM, see Appendix B.

## 1st experiment: proposed RM only

The tuning parameters of the RM were $L=50 \mathrm{~m}, V_{d}=0.3 \mathrm{~m} / \mathrm{s}, T_{a}=T_{d}=20 \mathrm{~s}$, $\epsilon_{L}=0.05, \theta_{a}=0.8, \theta_{d}=0.2$, and $\theta_{0}=\exp (-11 . \overline{1})$, see Table 3.1 for details.

Figure 3.3 depicts separately the elements of the position and heading vector. The maximum absolute spatial position error was $<0.5 \mathrm{~m}$ (based on the estimated position), with maximum absolute depth error $<0.1 \mathrm{~m}$. The maximum absolute heading error was $<4^{\circ}$. Satisfactory tracking performance was attained, despite the challenging operating conditions underwater, because the references were suitable for tracking.

Figure 3.4 depicts separately the elements of the vector of linear and angular velocities. The references were closely tracked, as in the previous figure, because the tuning of the RM reflected the bandwidth limitations of the guided ROV.

Figure 3.5 depicts the commanded rotations of the propellers. The curves regarding the starboard and port thrusters are nearly flat, somewhat mimicking the shape of the desired surge velocity $u_{d}(t)$ in Figure 3.4. The curve related to the lateral thruster oscillated gently in order to compensate for motion disturbances, thereby maintaining the desired position and heading. The curve related to the vertical thruster remained practically flat all the time. This means that both vertical thrusters worked practically only to keep the ROV at the desired depth, by counteracting her slightly positive buoyancy. These four curves corroborate the claim that the RM guides motion that demands steadier thrust forces and moments from the propulsion system.


Figure 3.3: Position and heading (NED frame).


Figure 3.4: Linear and angular velocities (BF frame).

2nd experiment: proposed RM versus LTI FBRM
The tuning parameters of the RM were $L=50 \mathrm{~m}, V_{d}=0.25 \mathrm{~m} / \mathrm{s}, T_{a}=T_{d}=5 \mathrm{~s}$, $\epsilon_{L}=0.05, \theta_{a}=0.9, \theta_{d}=0.15$, and $\theta_{0}=\exp (-11.8)$, see Table 3.1 for details.


Figure 3.5: Commanded propeller rotations (Legend: $\mathrm{L}=$ Lateral, $\mathrm{P}=$ Port, $\mathrm{S}=$ Starboard, $\mathrm{T}=$ Thruster, and $\mathrm{V}=$ Vertical).


Figure 3.6: North position comparison (N-axis of the NED frame).

The tuning parameters of the LTI FBRM were $\omega=0.045 \mathrm{rad} / \mathrm{s}$ (undamped natural frequency) and $\zeta=1$ (damping ratio), see Appendix B for details.


Figure 3.7: First absolute tracking error comparison (N-axis of the NED frame).


Figure 3.8: Second absolute tracking error comparison (N-axis of the NED frame).

Figure 3.6 depicts the motion along the N -axis of the NED frame only. The other three elements of the position and heading vector are ignored on the grounds
that they were similar to those seen before, see Figure 3.3. Figures 3.7-3.8 depict the corresponding absolute tracking errors regarding the measured and estimated values, respectively. It is clear that the movement guided by the RM was more accurate than that guided by the FBRM. This comparison corroborates the claim that the RM induces high overall motion accuracy despite the challenging operating conditions the marine vessels are subject to. The tracking error peaks occurred at the beginning and at the end of the movement guided by the RM were due to the aggressive tuning, i.e. $T_{a}=T_{d}=5 \mathrm{~s}$ turned out to be slightly too short.

Figure 3.9 depicts the surge velocities. The desired velocity synthesised by the RM was flatter and lower than that synthesised by the FBRM. The Root-MeanSquare (RMS) values of the desired velocities (see Appendix D) were $\approx 0.2362 \mathrm{~m} / \mathrm{s}$ and $\approx 0.3097 \mathrm{~m} / \mathrm{s}$, respectively. The latter value is $\approx 31 \%$ higher than the former value. Such difference is sharp in Figure 3.9. Through the use of the Morrison's equation (Lewandowski, 2004; Faltinsen, 1990; Newman, 1977; Abkowitz, 1972)
$F_{\text {drag }}=0.5 \rho A C_{\text {drag }} U^{2}$
where $\rho$ is the water density, $A$ is the reference area defined on a plane perpendicular to the motion direction, $C_{\text {drag }}$ is a (dimensionless) drag coefficient, and $U$ is the motion velocity, it is possible to infer that the induced RMS drag forces were $\approx 16.42 \mathrm{~N}$ and $\approx 28.22 \mathrm{~N}$, respectively. The latter value is $\approx 72 \%$ higher than the former value. The values considered above were $\rho=1025 \mathrm{~kg} / \mathrm{m}^{3}, A=0.66 \mathrm{~m}^{2}$ (for $\psi=0^{\circ}$ ), and $C_{\mathrm{drag}}=0.87$. As expected, the smaller and steadier the experienced drag force, the better the operating conditions for the MCS, whereupon the more accurate the motion. It is not a coincidence that the highest tracking errors shown in Figures 3.6-3.8, regarding the movement guided by the FBRM, occurred during the first half of the experiment. The curves in Figure 3.9 corroborate the claims: i) steadier hydrodynamic effects are induced by the RM; and ii) high overall motion accuracy is induced by the RM, despite the challenging operating conditions the marine vessels are subject to.

Figure 3.10 depicts the commanded rotations of the propellers. The curves associate with the movement guided by the RM were flatter and of lower amplitudes than those associate with the movement guided by the FBRM. Notice, in particular, the struggle of the lateral propeller under the FBRM to ensure that the ROV closely tracks the position reference and keeps the desired heading, especially during the first half of the experiment, given that there is significant coupling among all DoFs. The vertical propellers were commanded to strive likewise, in order for the ROV to keep the desired constant depth.

The power delivered by a propeller can be inferred from the commanded rotation through the formula (Sørensen, 2013)

$$
\begin{equation*}
P_{\text {prop }}=2 \pi \rho D^{5} K_{Q}\left|\omega_{\text {comm }}^{3}\right| \tag{3.53}
\end{equation*}
$$



Figure 3.9: Surge velocity comparison (X-axis of the BF frame).


Figure 3.10: Commanded propeller rotations (Legend: $\mathrm{L}=$ Lateral, $\mathrm{P}=$ Port, $\mathrm{S}=$ Starboard, $\mathrm{T}=$ Thruster, and $\mathrm{V}=$ Vertical).
where $D$ is the thruster nozzle diameter, $K_{Q}$ is a (dimensionless) torque coefficient, and $\omega_{\text {comm }}[\mathrm{rps}]$ or $[\mathrm{Hz}]$ (notice the unit) is the angular velocity of the pro-
peller shaft. When it comes to the horizontal propellers of Minerva, the values to be considered are $D_{S}=D_{P}=0.22 \mathrm{~m}$ and $K_{Q_{S}}=K_{Q_{P}}=0.043$ (Starboard and port thrusters), and $D_{L}=0.19 \mathrm{~m}$ and $K_{Q_{L}}=0.089$ (Lateral thruster). Therefore, regarding the movement guided by the RM, it is possible to infer that the RMS power delivered by the starboard and port propellers together was $P_{\mathrm{S}+\mathrm{P}} \approx 231 \mathrm{~W}$, whereas the RMS power delivered by all the horizontal propellers together was $P_{\mathrm{S}+\mathrm{P}+\mathrm{L}} \approx 245 \mathrm{~W}$, provided that the RMS commanded rotations, concerning the starboard, port, and lateral propellers, were $\approx 604 \mathrm{rpm}, \approx 506 \mathrm{rpm}$, and $\approx 277$ rpm, respectively. Similarly, regarding the movement guided by the FBRM, it is possible to infer that the RMS power delivered by the starboard and port propellers together was $P_{\mathrm{S}+\mathrm{P}} \approx 324 \mathrm{~W}$, whereas the RMS power delivered by all the horizontal propellers together was $P_{\mathrm{S}+\mathrm{P}+\mathrm{L}} \approx 435 \mathrm{~W}$, provided that the RMS commanded rotations, concerning the starboard, port, and lateral propellers, were $\approx$ $605 \mathrm{rpm}, \approx 645 \mathrm{rpm}$, and $\approx 553 \mathrm{rpm}$, respectively. Both values of power under the FBRM are much higher than the corresponding values under the RM. Namely, $P_{\mathrm{S}+\mathrm{P}}$ is $\approx 40 \%$ higher, whereas $P_{\mathrm{S}+\mathrm{P}+\mathrm{L}}$ is $\approx 78 \%$ higher, under the FBRM. These differences are already significant, but they could be even higher, if the power delivered by the vertical thruster had been also taken into account. The curves in Figure 3.10 corroborate the claim that steadier thrust forces and moments are demanded from the propulsion system under the RM, thereby promoting energy saving.

### 3.4 Description of an extended version

The extended version builds upon the basic version described in Section 3.3 and, thus, it bears strong resemblance to that version. The synthesised references are likewise structured as in (3.4)-(3.6). Each of the four phases is separately described in Subsections 3.4.1-3.4.4. The required pre-computations are introduced in Subsection 3.4.5. Table 3.1 collects and summarises all tuning parameters. The main differences in comparison with the basic version are the following:

- The initial velocity and the final velocity can be both different from zero;
- The first and third phases are skipped depending on the initial and final velocities; the second phase is always executed; and the fourth phase is executed whenever the final velocity is null;
- The cruise velocity is recursively determined through a numerical method.


### 3.4.1 First phase: the acceleration phase

This phase is characterised by the modulus of the velocity reference increasing from the modulus of the initial value, i.e. $\left|v_{i}\right|=\left|v\left(t_{0}\right)\right|$, where $v_{i} \in \mathbb{R}[\mathrm{~m} / \mathrm{s}]$ is derived from $V_{i} \in \mathbb{R} \mid V_{i}=0 \vee\left(\left|V_{i}\right| \leqslant\left|V_{d}\right| \wedge \operatorname{sgn}\left(V_{i}\right)=\operatorname{sgn}\left(V_{d}\right)\right)[\mathrm{m} / \mathrm{s}]$, which is
the tuning parameter (see Table 3.1) that defines the desired initial velocity, to virtually the maximum value, i.e. $\left|v_{m}\right|=\left|v\left(t_{2}\right)\right|$, where $v_{m} \in \mathbb{R}[\mathrm{~m} / \mathrm{s}]$ is the cruise velocity. This phase is skipped whenever $v_{i}=v_{m}$. Likewise in the basic version, this phase is split into two subphases. In this phase, the references are defined as

$$
\begin{align*}
a_{1}(t):= & a_{m} \mathrm{f}_{11}(t) \mathrm{h}_{11}(t)+a_{m} \mathrm{f}_{12}(t) \mathrm{h}_{12}(t)  \tag{3.54}\\
v_{1}(t):= & \left(v_{i}+a_{m}\left(\left(t-t_{0}\right)-\tau_{11} \mathrm{f}_{11}(t)\right)\right) \mathrm{h}_{11}(t) \\
& +\left(v_{m}-\left(v_{m}-v_{i}\right)\left(1-\theta_{a}\right) \mathrm{f}_{12}(t)\right) \mathrm{h}_{12}(t)  \tag{3.55}\\
p_{1}(t):= & \left(\left(v_{i}-a_{m} \tau_{11}\right)\left(t-t_{0}\right)+a_{m}\left(\left(t-t_{0}\right)^{2} / 2+\tau_{11}^{2} \mathrm{f}_{11}(t)\right)\right) \mathrm{h}_{11}(t) \\
& +\left(P_{1}+v_{m}\left(t-t_{1}\right)-\left(v_{m}-v_{i}\right)\left(1-\theta_{a}\right) \tau_{12}\left(1-\mathrm{f}_{12}(t)\right)\right) \mathrm{h}_{12}(t) \tag{3.56}
\end{align*}
$$

where $a_{m} \in \mathbb{R}\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ is the maximum - or minimum, depending on the motion direction - acceleration, which is computed as indicated in (3.36), $\tau_{11}, \tau_{12} \in$ $\mathbb{R}_{>0}[s]$ are time constants respectively associated with the 1 st and 2 nd subphases, $t_{0} \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$ is the instant at which this phase begins, and $t_{1} \in \mathbb{R}_{\geqslant 0} \mid t_{1} \geqslant t_{0}[\mathrm{~s}]$ is the instant at which the 2 nd subphase begins, when the velocity reference reaches the threshold $v_{1}\left(t_{1}\right)=v_{i}+\left(v_{m}-v_{i}\right) \theta_{a}[\mathrm{~m} / \mathrm{s}]$, where $\theta_{a} \in \mathbb{R} \mid \theta_{a} \in[0.6,1)$ is the tuning parameter (see Table 3.1) that defines the fraction of $\left(v_{m}-v_{i}\right)$ at which the velocity reference starts getting bent as it proceeds towards $v_{m}$. Lastly, $P_{1} \in \mathbb{R} \mid P_{1}:=p_{1}\left(t_{1}^{-}\right)[\mathrm{m}]$. The expressions of $v_{i}, v_{m}, \tau_{11}, \tau_{12}, t_{1}, P_{1}$, and $t_{a}$, the latter being useful to compute $a_{m}$ as in (3.36), are given in Subsection 3.4.5. The functions $\mathrm{f}_{11}(t), \mathrm{f}_{12}(t), \mathrm{h}_{11}(t)$, and $\mathrm{h}_{12}(t)$ are defined similarly to those in (3.10)-(3.13).

### 3.4.2 Second phase: the constant velocity phase

This phase is characterised by the cruise velocity $v_{m}$. In this phase, the references are defined as
$a_{2}(t):=0 \mathrm{~h}_{2}(t)$
$p_{2}(t):=\left(P_{2}+v_{m}\left(t-t_{2}\right)\right) \mathrm{h}_{2}(t)$
where $P_{2} \in \mathbb{R} \mid P_{2}:=p_{1}\left(t_{2}^{-}\right)[\mathrm{m}]$, and $t_{2} \in \mathbb{R} \geqslant 0 \mid t_{2} \geqslant t_{1}[\mathrm{~s}]$ is the instant at which this phase begins. The expressions of $P_{2}$ and $t_{2}$ are furnished in Subsection 3.4.5. The function $\mathrm{h}_{2}(t)$ is defined similarly to that in (3.17).

Notice the similitude between this phase and the second phase of the basic version in Subsection 3.3.2.

### 3.4.3 Third phase: the deceleration phase

This phase is characterised by the modulus of the velocity reference decreasing from the maximum value, i.e. $\left|v_{m}\right|=\left|v\left(t_{3}\right)\right|$, to virtually the modulus of the final value, i.e. $\left|v_{f}\right|=\left|v\left(t_{5}\right)\right|$, where $v_{f} \in \mathbb{R}[\mathrm{~m} / \mathrm{s}]$ is derived from $V_{f} \in \mathbb{R} \mid V_{f}=$ $0 \vee\left(\left|V_{f}\right| \leqslant\left|V_{d}\right| \wedge \operatorname{sgn}\left(V_{f}\right)=\operatorname{sgn}\left(V_{d}\right)\right)[\mathrm{m} / \mathrm{s}]$, which is the tuning parameter (see Table 3.1) that defines the desired final velocity. This phase is skipped whenever $v_{f}=v_{m}$. Likewise in the basic version, this phase is split into two subphases. In this phase, the references are defined as

$$
\begin{align*}
a_{3}(t):= & d_{m} \mathrm{f}_{31}(t) \mathrm{h}_{31}(t)+d_{m} \mathrm{f}_{32}(t) \mathrm{h}_{32}(t)  \tag{3.60}\\
v_{3}(t):= & \left(v_{m}+d_{m}\left(\left(t-t_{3}\right)-\tau_{31} \mathrm{f}_{31}(t)\right)\right) \mathrm{h}_{31}(t) \\
& +\left(v_{f}+\left(v_{m}-v_{f}\right) \theta_{d} \mathrm{f}_{32}(t)\right) \mathrm{h}_{32}(t)  \tag{3.61}\\
p_{3}(t):= & \left(P_{3}+v_{m}\left(t-t_{3}\right)\right) \mathrm{h}_{31}(t) \\
& +d_{m}\left(\left(t-t_{3}\right)^{2} / 2-\tau_{31}\left(t-t_{3}\right)+\tau_{31}^{2} \mathrm{f}_{31}(t)\right) \mathrm{h}_{31}(t)  \tag{3.62}\\
& +\left(P_{4}+v_{f}\left(t-t_{4}\right)+\left(v_{m}-v_{f}\right) \theta_{d} \tau_{32}\left(1-\mathrm{f}_{32}(t)\right)\right) \mathrm{h}_{32}(t)
\end{align*}
$$

where $d_{m} \in \mathbb{R}\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ is the maximum - or minimum, depending on the motion direction - deceleration, which is computed as indicated in (3.37), $\tau_{31}, \tau_{32} \in$ $\mathbb{R}_{>0}[\mathrm{~s}]$ are time constants respectively associated with the 1st and 2nd subphases, $t_{3} \in \mathbb{R}_{>0} \mid t_{3}>t_{2}[\mathrm{~s}]$ is the instant at which this phase begins, and $t_{4} \in \mathbb{R}_{>0} \mid t_{4} \geqslant$ $t_{3}[\mathrm{~s}]$ is the instant at which the 2 nd subphase begins, when the velocity reference reaches the threshold $v_{3}\left(t_{4}\right)=v_{f}+\left(v_{m}-v_{f}\right) \theta_{d}[\mathrm{~m} / \mathrm{s}]$, where $\theta_{d} \in \mathbb{R} \mid \theta_{d} \in(0,0.4]$ is the tuning parameter (see Table 3.1) that defines the fraction of $\left(v_{m}-v_{f}\right)$ at which the velocity reference starts getting bent as it proceeds towards $v_{f}$. Lastly, $P_{3} \in \mathbb{R} \mid P_{3}:=p_{2}\left(t_{3}^{-}\right)[\mathrm{m}]$, and $P_{4} \in \mathbb{R} \mid P_{4}:=p_{3}\left(t_{4}^{-}\right)[\mathrm{m}]$. The expressions of $d_{m}, v_{f}$, $\tau_{31}, \tau_{32}, t_{3}, t_{4}, P_{3}, P_{4}$, and $t_{d}$, the latter being useful to compute $d_{m}$ as indicated in (3.37), are given in Subsection 3.4.5. The functions $\mathrm{f}_{31}(t), \mathrm{f}_{32}(t), \mathrm{h}_{31}(t)$, and $\mathrm{h}_{32}(t)$ are defined similarly to those in (3.21)-(3.24).

### 3.4.4 Fourth phase: the constant position phase

This phase is characterised by the constant position reference. It is executed whenever $v_{f}=0 \mathrm{~m} / \mathrm{s}$. In this phase, the references are defined as
$a_{4}(t):=0 h_{4}(t)$
$v_{4}(t):=v_{f} \mathrm{~h}_{4}(t)$
$p_{4}(t):=\operatorname{sgn}\left(v_{m}\right) L h_{4}(t)$
where the function $\mathrm{h}_{4}(t)$ is defined similarly to that in (3.28), and the expression of $t_{5}$, which appears in (3.28), is furnished in Subsection 3.4.5.

Notice the similitude between this phase and the second phase of the basic version in Subsection 3.3.4.

### 3.4.5 Pre-computation

Let the adjusted minimum time to reach $v_{m}$ from $v_{i}$, which is $t_{a} \in \mathbb{R}_{>0}[s]$, and the adjusted minimum time to reach $v_{f}$ from $v_{m}$, which is $t_{d} \in \mathbb{R}_{>0}[s]$, be given by
$t_{a}:=\left(v_{m} / V_{d}\right) T_{a}$
$t_{d}:=\left(v_{m} / V_{d}\right) T_{d}$
and also the maximum (minimum) acceleration and deceleration be defined as
$a_{m}:=v_{m} / t_{a}$
$d_{m}:=-\left(v_{m} / t_{d}\right)$
$\tau_{32}:=\left(\frac{v_{m}-v_{f}}{v_{m}}\right) \theta_{d} t_{d}$
The auxiliary time instants $T_{i} \in \mathbb{R}_{>0}[\mathrm{~s}], i \in\{1,2,4,5\}$, where $T_{i}:=t_{i}^{-}$, are defined similarly to those in (3.42)-(3.43) and (3.45)-(3.46). Notice that $T_{3}$ has purposefully been skipped. It is separately treated ahead.

The auxiliary lengths $L_{11}, L_{12}, L_{2}, L_{31}, L_{32} \in \mathbb{R}_{\geqslant 0}[\mathrm{~m}]$ are defined as (notice the modulus function)

$$
\begin{align*}
L_{11} & :=\left|v_{i} T_{1}+a_{m} T_{1}^{2} / 2-a_{m} \tau_{11} T_{1}+a_{m} \tau_{11}^{2}\left(1-\exp \left(-\xi_{a}\right)\right)\right|  \tag{3.74}\\
L_{12} & :=\left|v_{m} T_{2}-\left(v_{m}-v_{i}\right)\left(1-\theta_{a}\right) \tau_{12}\left(1-\theta_{0}\right)\right|  \tag{3.75}\\
L_{31} & :=\left|v_{m} T_{4}+d_{m} T_{4}^{2} / 2-d_{m} \tau_{31} T_{4}+d_{m} \tau_{31}^{2}\left(1-\exp \left(-\xi_{d}\right)\right)\right| \tag{3.76}
\end{align*}
$$

$L_{32}:=\left|v_{f} T_{5}+\left(v_{m}-v_{f}\right) \theta_{d} \tau_{32}\left(1-\theta_{0}\right)\right|$
$L_{2}:=L-\left(L_{11}+L_{12}+L_{31}+L_{32}\right)$
Finally, any robust, fast-execution numerical method can be employed to determine $v_{m}$ through the recursive use of (3.66)-(3.78), including the computation of $T_{1}, T_{2}, T_{4}$, and $T_{5}$, such that the three following conditions
$\begin{cases}L_{2} \geqslant L \min \left\{\epsilon_{L}, 0.1\right\}, & \text { and } \\ \left|v_{m}\right| \leqslant\left|V_{d}\right|, & \text { and } \\ \left|v_{i}\right|,\left|v_{f}\right| \leqslant\left|v_{m}\right| & \end{cases}$
are satisfied with the highest $\left|v_{m}\right|$. To begin with, $v_{m}=V_{d}, v_{i}=V_{i}$, and $v_{f}=V_{f}$ are tested. If the conditions in (3.79) are not satisfied, then $\left|v_{m}\right|<\left|V_{d}\right|$ is used. Notice that it may also be needed to adjust $v_{i}$ and $v_{f}$ in order to ensure that $\left|v_{i}\right| \leqslant\left|v_{m}\right|$ and $\left|v_{f}\right| \leqslant\left|v_{m}\right|$, in case $\left|v_{m}\right|$ drops down to less than $\left|V_{i}\right|$ or $\left|V_{f}\right|$.

Then, the positions $P_{i}, i \in\{1,2,3,4\}$, are respectively defined as
$P_{1}:=\operatorname{sgn}\left(V_{d}\right) L_{11}$
$P_{2}:=\operatorname{sgn}\left(V_{d}\right) L_{12}+P_{1}$
$P_{3}:=\operatorname{sgn}\left(V_{d}\right) L_{2}+P_{2}$
$P_{4}:=\operatorname{sgn}\left(V_{d}\right) L_{31}+P_{3}$
Lastly, $T_{3}$ is defined as
$T_{3}:=\left|L_{2} / v_{m}\right|$
and the function switching time instants $t_{i}, i \in\{1,2,3,4,5\}$, are consecutively defined, with respect to the initial instant $t_{0}$, in a similar fashion to those in (3.47).

### 3.4.6 Implementation example

Script A. 3 in Appendix A furnishes a ready-made implementation example of this extended version of the RM. The example is coded in MATLAB ${ }^{\circledR}$ and can easily be converted to other programming languages, e.g. LabVIEW ${ }^{\circledR}$, $\mathrm{C}++$, and $\mathrm{C} \#$.

### 3.4.7 Simulation results

This subsection presents simulation results regarding the extended version of the RM described in Section 3.4. The RM is studied in isolation, for the sake of clarity. References regarding a single DoF motion were synthesised. The simulation was based on recursive use of the RM thrice. Different features of the RM were explored every time it was run. The constant sampling frequency was $6 . \overline{6} \mathrm{~Hz}$ sampling period of 150 ms . The tuning parameters are collected in Table 3.2. See Table 3.1 for details on them.


Figure 3.11: References synthesised by the extended version of the reference model.

The results are concentrated in Figure 3.11. The 250 m-long motion starts and ends at rest. It is worthwhile to realise that $v_{m}=V_{d}, v_{i}=V_{i}$, and $v_{f}=V_{f}$ in all the three cases. The vertical dashed red lines separate each case, which begin at $15 \mathrm{~s}, \approx 78 \mathrm{~s}$, and $\approx 128 \mathrm{~s}$, respectively. The latter ends at $\approx 224 \mathrm{~s}$. In the first case, the fourth phase is skipped, since the desired final velocity is not zero. In the second case, the first, third, and fourth phases are skipped, because the cruise velocity is held throughout. Finally, in the third case, all phases are executed. In particular, the fourth phase is executed due to the fact that the desired final velocity is equal to zero.

Remark 3.4. Simulation results concerning a closed-loop MCS are provided in the next chapter, in Section 4.6.

Table 3.2: Tuning parameters of the reference model used in the simulation

| Parameter | 1 st | 2 nd | 3 rd | Unit |
| :--- | :---: | :---: | :---: | :--- |
| $L$ | 100 | 50 | 100 | m |
| $V_{d}$ | 2 | 1 | 1.5 | $\mathrm{~m} / \mathrm{s}$ |
| $V_{i}$ | 0 | 1 | 1 | $\mathrm{~m} / \mathrm{s}$ |
| $V_{f}$ | 1 | 1 | 0 | $\mathrm{~m} / \mathrm{s}$ |
| $T_{a}$ | 10 | 10 | 10 | s |
| $T_{d}$ | 10 | 10 | 10 | s |
| $\epsilon_{L}$ | 0.05 | 0.05 | 0.05 | - |
| $\theta_{a}$ | 0.8 | 0.8 | 0.8 | - |
| $\theta_{d}$ | 0.2 | 0.2 | 0.2 | - |
| $\theta_{0}$ | $\exp (-13)$ | $\exp (-13)$ | $\exp (-13)$ | - |

### 3.5 Further features

Both the basic and the extended versions of the RM can be coded together, so that they can be somewhat interchangeable. The usage of the tuning parameters can then dictate which version is the best in every case. As an example, let both Script A. 1 and Script A. 3 in Appendix A be conditionally used, and the criterion to select the more appropriate script be based on the desired initial and final velocities, i.e. $V_{i}$ and $V_{f}$, respectively, see Table 3.1 for details. The basic version is used, if and only if $V_{i}=V_{f}=0 \mathrm{~m} / \mathrm{s}$, with the advantage of being the fastest to precompute the (suboptimal) cruise velocity $v_{m}$, because it is not dependent on any recursive numerical method. The extended version is used otherwise.

So far, both versions of the RM work in open-loop. However, the use of reference and state - either directly measured or estimated - feedback opens up new possibilities. For instance, the following can be listed:

### 3.5.1 Hysteretic waiting function

By monitoring how closely an ROV tracks the synthesised position reference, it is possible to 'wait' for the ROV, for how long it is needed, in case the ROV is lagging behind the reference, until the difference is reduced to an acceptable value. Since the references are directly synthesised, it is possible to hold the value of the position reference without affecting the other references. It is recommended that such a measure is applied only during the second phase, because the acceleration reference is null during that phase, see Figure 3.2.

To avoid chattering (Levant, 2010), the simple hysteretic function sketched out in Figure 3.12 can be implemented, where $d_{\max } \in \mathbb{R}_{>0}[\mathrm{~m}]$ is the maximum distance the guided ROV is allowed to lag behind the position reference, and
$d_{\text {min }} \in \mathbb{R}_{>0} \mid d_{\text {min }}<d_{\text {max }}[\mathrm{m}]$ is the minimum distance the guided ROV has to lag behind the position reference, after she had already lagged at least $d_{\text {max }} \mathrm{m}$ behind that reference, in order for the RM to release the synthesised position reference.


Figure 3.12: Sketch of the hysteretic waiting function.

A simpler strategy was experimented in practice instead. It consisted in forcing the RM to wait for the guided ROV at the end of the second phase, see Figure 3.2. This strategy serves no useful purpose in practice but, nonetheless, it is useful to illustrate the topic of the present subsection. Moreover, this simpler strategy took no time to be implemented in the original computer code of the basic version of the RM for experimenting purposes. The general conditions and setup of the experiment were the same as those reported in Subsection 3.3.7. The tuning parameters of the RM were $L=50 \mathrm{~m}, V_{d}=0.75 \mathrm{~m} / \mathrm{s}, T_{a}=T_{d}=10.7 \mathrm{~s}, \epsilon_{L}=0.05, \theta_{a}=0.9$, $\theta_{d}=0.15$, and $\theta_{0}=\exp (-11.8)$, see Table 3.1 for details. Another tuning parameter was $d_{\text {min }}=1 \mathrm{~m}$.

Figures $3.13-3.14$ show selected experimental results. The RM waited for the ROV Minerva from $\approx 80.6 \mathrm{~s}$ to $\approx 98.4 \mathrm{~s}$, as she could not track the velocity reference, as planned, whereupon she lagged $\approx 11.4 \mathrm{~m}$ behing the position reference. Notice that the velocity reference was not affected during the waiting interval the position reference was held constant at $\approx 46.1 \mathrm{~m}$.

Remark 3.5. The capacity of waiting for the guided UUV is one of the properties of the manoeuvring framework (Skjetne, 2005).

### 3.5.2 Emergency stop function

If a collision against a stationary object or the seabed, for instance, is in the imminence of happening, it might be a good idea to bring the ROV to a halt within the shortest time possible. Towards this end, a slightly modified version of the third phase of the basic version of the RM (see Figure 3.2) can be coded, such that both the acceleration and the velocity references are quickly zeroed.


Figure 3.13: North position ( N -axis of the NED frame).


Figure 3.14: Surge velocity (X-axis of the BF frame).

Remark 3.6. The RMs proposed in this chapter - both versions - have many applications in closed-loop control systems in general. Applications other than
motion control of UUVs have only been chosen not to be explored in this chapter. For example, the precise control of the angular position, velocity, and acceleration of a servomotor can be attained through the use of the proposed RMs; any suitable reference trajectory tracking control system can be fed with the references $a(t), v(t)$, and $p(t)$ in (3.4)-(3.6) synthesised by the proposed RMs. Recall that the synthesised references can be obtained directly in radians, or degrees, as remarked in Remark 3.1.

## Chapter 4

## Path generation

### 4.1 Introduction

The path generation scheme proposed in this chapter, also sometimes referred to as the reference generation scheme, takes advantage of the references synthesised by the RM proposed in Chapter 3. The references synthesised by the RM are used as the parametrisation of a group of references generated for guiding the four DoF - surge, sway, heave, and yaw - motion of ROVs along pre-defined curvatureand torsion-continuous ${ }^{1}$ paths, see Figure 2.1. The advantageous characteristics of the references synthesised by the RM, see Section 3.1, are likewise possessed by the references generated by the reference generation scheme proposed herein.

There are different ways and purposes of defining paths. This work is not concerned with the path planning problem at all. It is assumed here that purposeful planar and spatial curvature- and torsion-continuous paths, comprised of rectilinear and curvilinear parts, have been previously defined, either through the use of proper path planning techniques, or directly based on the target applications, e.g. lawn mower pattern path. To illustrate the point of this chapter, paths comprised of straight lines connected through planar clothoids are used, without loss of generality. In fact, any planar curve that satisfies the curvature continuity condition can be used instead. For example, the Fermat's spiral (Lekkas, 2014; Lekkas et al., 2013), the single polar polynomial (Lai et al., 2007; Nelson, 1989), the cubic Bézier curve (Farouki, 2012; Seidel, 1993), and the cubic Pythagorean hodograph

[^0](Farouki, 2008, 1997; Farouki and Sakkalis, 1990) are suitable alternatives.

### 4.2 Reference frames

Motion control applications concerning UUVs typically require the use of two reference frames simultaneously (Antonelli, 2014; Sørensen, 2013; Fossen, 2011; Lewandowski, 2004; SNAME, 1950). Succinct information can also be found in Subsection 7.2.1 in Chapter 7. The locally inertial NED reference frame serves as the reference for the following vector of desired position and attitude - heading angle
$\eta_{\boldsymbol{d}}(t):=\left[\begin{array}{llll}n_{d}(t) & e_{d}(t) & d_{d}(t) & \psi_{d}(t)\end{array}\right]^{T}$
where the elements $n_{d}(t), e_{d}(t)$, and $d_{d}(t)$ are respectively related to the N -, E-, and D-axis, and $\psi_{d}(t)$ is the heading angle measured with respect to the N axis. The parameter $t \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$ is the time. The NED frame is typically used for locally flat Earth navigation. The non-inertial BF reference frame serves as the reference for the vector of desired linear and angular velocities $\boldsymbol{\nu}_{\boldsymbol{d}}(t)=$ $\left[u_{d}(t), v_{d}(t), w_{d}(t), r_{d}(t)\right]^{T}$, and for the vector of desired linear and angular accelerations $\dot{\boldsymbol{\nu}}_{\boldsymbol{d}}(t)=\frac{\mathrm{d}}{\mathrm{dt}}\left[\boldsymbol{\nu}_{\boldsymbol{d}}(t)\right]=\left[\dot{u}_{d}(t), \dot{v}_{d}(t), \dot{w}_{d}(t), \dot{r}_{d}(t)\right]^{T}$, where the pairs $u_{d}(t)$ and $\dot{u}_{d}(t), v_{d}(t)$ and $\dot{v}_{d}(t), w_{d}(t)$ and $\dot{w}_{d}(t)$, and $r_{d}(t)=\frac{\mathrm{d}}{\mathrm{dt}}\left[\psi_{d}(t)\right]$ and $\dot{r}_{d}(t)$ are respectively related to the motion in surge, sway, heave, and yaw (Antonelli, 2014; Sørensen, 2013; Fossen, 2011; Lewandowski, 2004; SNAME, 1950). The origin of the BF frame is attached to a point of the UUV. The transformation matrix $\boldsymbol{J}\left(\psi_{d}(t)\right) \in \mathrm{SO}(4)$ (Special Orthogonal group of order 4) is defined as
$\boldsymbol{J}\left(\psi_{d}(t)\right):=\left[\begin{array}{cccc}\cos \left(\psi_{d}(t)\right) & -\sin \left(\psi_{d}(t)\right) & 0 & 0 \\ \sin \left(\psi_{d}(t)\right) & \cos \left(\psi_{d}(t)\right) & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$
transforms $\boldsymbol{\nu}_{\boldsymbol{d}}(t)$ into $\dot{\boldsymbol{\eta}}_{\boldsymbol{d}}(t)=\frac{\mathrm{d}}{\mathrm{dt}}\left[\boldsymbol{\eta}_{\boldsymbol{d}}(t)\right]$, such that

$$
\begin{align*}
& \boldsymbol{\nu}_{\boldsymbol{d}}(t):=\boldsymbol{J}^{T}\left(\psi_{d}(t)\right) \dot{\boldsymbol{\eta}}_{\boldsymbol{d}}(t)  \tag{4.3}\\
& \dot{\boldsymbol{\nu}}_{\boldsymbol{d}}(t)=\dot{\boldsymbol{J}}^{T}\left(\psi_{d}(t)\right) \dot{\boldsymbol{\eta}}_{\boldsymbol{d}}(t)+\boldsymbol{J}^{T}\left(\psi_{d}(t)\right) \ddot{\boldsymbol{\eta}}_{\boldsymbol{d}}(t) \tag{4.4}
\end{align*}
$$

The desired heading $\psi_{d}(t)$ has to be accumulated along consecutive turns prior to being used in (4.1), through the use of e.g. Algorithm 1, for the sake of continuity beyond the natural supremum - either $2 \pi$ or $\pi[\mathrm{rad}]$, depending on the considered range -, and the natural infimum - either 0 or $-\pi[\mathrm{rad}]$, depending on

```
Algorithm 1: Desired heading accumulation
    if \(\psi_{c}(q)<0\) then
        \(\psi_{c}(q) \leftarrow \psi_{c}(q)+2 \pi\)
    end
    if \(\psi_{c}(q-1)<0\) then
        \(\psi_{c}(q-1) \leftarrow \psi_{c}(q-1)+2 \pi\)
    end
    if \(\left|\psi_{c}(q)-\psi_{c}(q-1)\right| \geqslant \pi\) then
        if \(\psi_{c}(q-1)>\psi_{c}(q)\) then
                counter \((q) \leftarrow \operatorname{counter}(q-1)+1\)
        else
            counter \((q) \leftarrow \operatorname{counter}(q-1)-1\)
        end
    end
    \(\psi_{d}(q) \leftarrow \psi_{c}(q)+2 \pi\) counter \((q)\)
```

the considered range - , i.e. to avoid step discontinuities at the aforementioned infimum and supremum.

The accumulated desired heading angle $\psi_{d}(q)$ that comes out from Algorithm 1 , where $q \in \mathbb{N} \backslash\{0\}$, when it comes to a discrete-time implementation, is based on the two most recently computed values of the desired heading angle, i.e. $\psi_{c}(q)$ and $\psi_{c}(q-1)$, which have the same bounded range, and on the variable counter $(\cdot) \in$ $\mathbb{Z}$, which accumulates the number of turns taken either in the Clockwise (CW) direction (counter $(\cdot) \geqslant 0$ ), or in the Anticlockwise (ACW) direction (counter $(\cdot)<$ 0 ). The variable is initialised as $\operatorname{counter}(1)=\operatorname{counter}(0)=0$.

### 4.3 Straight lines

Straight lines are fundamental building blocks of curvature- and torsion-continuous paths formed by rectilinear and curvilinear parts.

The length $L_{l} \in \mathbb{R}_{>0}[\mathrm{~m}]$ of a straight line is given by
$L_{l}:=\left\|\left(n_{l}^{1}, e_{l}^{1}, d_{l}^{1}\right)-\left(n_{l}^{0}, e_{l}^{0}, d_{l}^{0}\right)\right\|$
where the superscripts ${ }^{\text {' } 0}$ and ${ }^{1}{ }^{1}$, are not exponents, but help to identify the start point $\left(n_{l}^{0}, e_{l}^{0}, d_{l}^{0}\right)$ and the endpoint $\left(n_{l}^{1}, e_{l}^{1}, d_{l}^{1}\right)$, whose coordinates in the NED frame are $n_{l}^{(\cdot)}, e_{l}^{(\cdot)}, d_{l}^{(\cdot)} \in \mathbb{R}[\mathrm{m}]$.

The elements of the points $\left(n_{l}\left(\varpi_{l}(t)\right), e_{l}\left(\varpi_{l}(t)\right), d_{l}\left(\varpi_{l}(t)\right)\right)[\mathrm{m}]$, which describe the straight line in the NED frame, are given by
$n_{l}\left(\varpi_{l}(t)\right):=n_{l}^{0}+\varpi_{l}(t) L_{l} \cos \left(\alpha_{l}^{v}\right) \cos \left(\alpha_{l}^{h}\right)$
$e_{l}\left(\varpi_{l}(t)\right):=e_{l}^{0}+\varpi_{l}(t) L_{l} \cos \left(\alpha_{l}^{v}\right) \sin \left(\alpha_{l}^{h}\right)$
$d_{l}\left(\varpi_{l}(t)\right):=d_{l}^{0}+\varpi_{l}(t) L_{l} \sin \left(\alpha_{l}^{v}\right)$
where $\varpi_{l}(t) \in \mathbb{R}_{\geqslant 0} \mid \varpi_{l}(t) \in[0,1] \forall t \in \mathbb{R}_{\geqslant 0}$ is the time-dependent parameter that parameterises the straight line, $\alpha_{l}^{h} \in \mathbb{R} \mid \alpha_{l}^{h} \in(-\pi, \pi][\mathrm{rad}]$, which is a constant angle contained in the NE-plane that is measured from the N -axis, and $\alpha_{l}^{v} \in$ $\mathbb{R} \mid \alpha_{l}^{v} \in[-\pi / 2, \pi / 2][\mathrm{rad}]$, which is a constant angle contained in a vertical plane that is measured from the NE-plane, are given by
$\alpha_{l}^{h}:=\operatorname{atan} 2\left(\left(e_{l}^{1}-e_{l}^{0}\right),\left(n_{l}^{1}-n_{l}^{0}\right)\right)$
$\alpha_{l}^{v}:=\tan ^{-1}\left(\frac{d_{l}^{1}-d_{l}^{0}}{\left\|\left(n_{l}^{1}, e_{l}^{1}\right)-\left(n_{l}^{0}, e_{l}^{0}\right)\right\|}\right)$

### 4.3.1 Derivatives with respect to the parameter $\varpi_{l}(t)$

The corresponding velocities $\dot{n}_{l}\left(\dot{\varpi}_{l}(t)\right), \dot{e}_{l}\left(\dot{\varpi}_{l}(t)\right)$, and $\dot{d}_{l}\left(\dot{\varpi}_{l}(t)\right)[\mathrm{m} / \mathrm{s}]$, and accelerations $\ddot{n}_{l}\left(\ddot{\varpi}_{l}(t)\right)$, $\ddot{e}_{l}\left(\ddot{\varpi}_{l}(t)\right)$, and $\ddot{d}_{l}\left(\ddot{\varpi}_{l}(t)\right)\left[\mathrm{m} / \mathrm{s}^{2}\right]$, are given by
$\dot{n}_{l}\left(\dot{\varpi}_{l}(t)\right)=\dot{\varpi}_{l}(t) L_{l} \cos \left(\alpha_{l}^{v}\right) \cos \left(\alpha_{l}^{h}\right)$
$\dot{d}_{l}\left(\dot{\varpi}_{l}(t)\right)=\dot{\varpi}_{l}(t) L_{l} \sin \left(\alpha_{l}^{v}\right)$
and
$\ddot{n}_{l}\left(\ddot{\varpi}_{l}(t)\right)=\ddot{\varpi}_{l}(t) L_{l} \cos \left(\alpha_{l}^{v}\right) \cos \left(\alpha_{l}^{h}\right)$
$\ddot{e}_{l}\left(\ddot{\varpi}_{l}(t)\right)=\ddot{\varpi}_{l}(t) L_{l} \cos \left(\alpha_{l}^{v}\right) \sin \left(\alpha_{l}^{h}\right)$
$\ddot{d}_{l}\left(\ddot{\varpi}_{l}(t)\right)=\ddot{\varpi}_{l}(t) L_{l} \sin \left(\alpha_{l}^{v}\right)$

### 4.4 Mirror-symmetric twin clothoids

The clothoid, also known as the Euler spiral, or the Cornu spiral, is a plane curve whose curvature changes linearly with the arc length (Levien, 2008). Harary and Tal (2012) extended it to three dimensions, such that the torsion also changes linearly with the arc length. These characteristics can be explored for constructing curvature- and torsion-continuous paths, which are formed by straight lines connected through pairs of mirror-symmetric twin clothoids. Every pair of twin clothoids presents symmetry with respect to the line bisecting the (total) angle
span. The (total) arc length can be exactly and easily computed based on the angle span. By knowing the arc length, the angle span, the rotation direction, and the parity, it is possible to determine the endpoint of the pair of twin clothoids, through the accurate computation of the midpoint, based on the start point. Only planar clothoids are considered in this chapter, as already mentioned.

The arc length $L_{c} \in \mathbb{R}_{>0}[\mathrm{~m}]$ of a pair of mirror-symmetric twin clothoids that winds from the start point, at which the curvature is null, to the midpoint, at which the curvature is maximum, and thence unwinds to the endpoint, at which the curvature is equal to zero again, is given by
$L_{c}:=2 \theta_{c} / \kappa_{c}^{\max }$
where $\theta_{c} \in \mathbb{R}_{>0} \mid \theta_{c} \in(0, \pi][\mathrm{rad}]$ is the angle span, and $\kappa_{c}^{\max }=\left(1 / r_{c}^{\min }\right) \in \mathbb{R}_{>0}$ $\left[\mathrm{m}^{-1}\right]$ is the maximum admissible curvature, where $r_{c}^{\min } \in \mathbb{R}_{>0}[\mathrm{~m}]$ is the minimum radius of curvature, which occurs at the midpoint, i.e. at the point where $L_{c} / 2$ and $\theta_{c} / 2$.
Remark 4.1. It is worth knowing that the arc length ratio $L_{c} / L_{r}$, where $L_{r} \in$ $\mathbb{R}_{>0}[\mathrm{~m}]$ is the length of a virtual arc of circumference - shortest arc (Dubins, 1957) - whose start point and endpoint coincide with those of the pair of twin clothoids, is closely approximated by the curve depicted in Figure 4.1. Notice that $L_{c}$ becomes more than $10 \%$ longer than $L_{r}$ only for $\theta_{c}>105.4^{\circ}$. The radius ratio $r_{r} / r_{c}^{\mathrm{min}}$, where $r_{r} \in \mathbb{R}_{>0}[\mathrm{~m}]$ is the radius of the virtual arc of circumference whose length is equal to $L_{r}$, is closely approximated by the curve depicted in Figure 4.1. Notice that for $\theta_{c}<20^{\circ}, \kappa_{c}^{\max }$ is approximately twice that of the circumference. Table 4.1 furnishes some approximated values from Figure 4.1.

Table 4.1: Approximated values of arc length and radius ratios from Figure 4.1

| $\theta_{c}\left[^{\circ}\right]$ | 0 | 30 | 60 | 90 | 120 | 150 | 180 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{c} / L_{r}$ | 1 | 1.0069 | 1.0288 | 1.0695 | 1.1371 | 1.2497 | 1.4526 |
| $r_{r} / r_{c}^{\min }$ | 2 | 1.9862 | 1.9439 | 1.8701 | 1.7589 | 1.6004 | 1.3768 |

Remark 4.2. It is worth knowing how a pair of twin clothoids compares with other types of curves in terms of curvature and length. Figure 4.2 depicts a comparison of curvatures, for the sake of example, including an arc of circumference that serves as the reference. The arc of circumference has unit radius and spans an angle of $90^{\circ}$. The other curves are a pair of twin Fermat's spirals (Lekkas, 2014; Lekkas et al., 2013), a single polar polynomial (Lai et al., 2007; Nelson, 1989), and a cubic Bézier curve (Farouki, 2012; Seidel, 1993). Notice that the single polar polynomial and the pairs of twin clothoids and Fermat's spirals can yield somewhat similar results. A downside of the single polar polynomial and of the pair of


Figure 4.1: Arc length ratio and radius ratio.
twin Fermat's spirals is that there is no closed form solution to determine their length, whereupon a numerical method has to be employed to do so. On the other hand, both curves can be computed faster than a pair of twin clothoids. All curves are parameterised by the same unit parameter, and span an angle of $90^{\circ}$. Figure 4.3 depicts the curves, whose approximate lengths are given in Table 4.2. Notice the match of the data in Figures 4.2-4.3 and Table 4.2, and that given in the column of Table 4.1 relative to $90^{\circ}$.

Table 4.2: Approximated lengths of the curves in Figure 4.3

| Type | Length [m] | Overlength [\%] |
| :--- | :---: | :---: |
| Arc of circumference | $\pi / 2$ | 0 |
| Single polar polynomial | 1.6443 | 4.68 |
| Pair of twin Fermat's spirals | 1.6662 | 6.07 |
| Pair of twin clothoids | 1.6799 | 6.95 |
| Cubic Bézier curve | 1.8021 | 14.73 |

### 4.4.1 Description of the pair of twin clothoids

The elements of the points $\left(n_{c}\left(\varpi_{c}(t)\right), e_{c}\left(\varpi_{c}(t)\right)\right)[\mathrm{m}]$, which describe the pair of twin clothoids in the NE-plane, and the tangent angles $\alpha_{c}\left(\varpi_{c}(t)\right)[\mathrm{rad}]$ at the


Figure 4.2: Curvature comparison.


Figure 4.3: Length comparison.
points, are given by

$$
\begin{align*}
n_{c}\left(\varpi_{c}(t)\right):= & n_{c}^{0}+n_{c}^{1}\left(\varpi_{c}(t)\right)\left(\mathrm{H}\left(\varpi_{c}(t)\right)-\mathrm{H}\left(\varpi_{c}(t)-0.5\right)\right) \\
& +n_{c}^{2}\left(\varpi_{c}(t)\right)\left(\mathrm{H}\left(\varpi_{c}(t)-0.5\right)-\mathrm{H}\left(\varpi_{c}(t)-1\right)\right) \tag{4.18}
\end{align*}
$$

$$
\begin{align*}
e_{c}\left(\varpi_{c}(t)\right):= & e_{c}^{0}+e_{c}^{1}\left(\varpi_{c}(t)\right)\left(\mathrm{H}\left(\varpi_{c}(t)\right)-\mathrm{H}\left(\varpi_{c}(t)-0.5\right)\right) \\
& +e_{c}^{2}\left(\varpi_{c}(t)\right)\left(\mathrm{H}\left(\varpi_{c}(t)-0.5\right)-\mathrm{H}\left(\varpi_{c}(t)-1\right)\right)  \tag{4.19}\\
\alpha_{c}\left(\varpi_{c}(t)\right):= & \alpha_{c}^{0}+\alpha_{c}^{1}\left(\varpi_{c}(t)\right)\left(\mathrm{H}\left(\varpi_{c}(t)\right)-\mathrm{H}\left(\varpi_{c}(t)-0.5\right)\right) \\
& +\alpha_{c}^{2}\left(\varpi_{c}(t)\right)\left(\mathrm{H}\left(\varpi_{c}(t)-0.5\right)-\mathrm{H}\left(\varpi_{c}(t)-1\right)\right) \tag{4.20}
\end{align*}
$$

where the superscripts ${ }^{〔 0}$, ${ }^{(1)}$, and ${ }^{‘ 2}$, are not exponents, $\varpi_{c}(t) \in \mathbb{R}_{\geqslant 0} \mid \varpi_{c}(t) \in$ $[0,1] \forall t \in \mathbb{R}_{\geqslant 0}$ is the time-dependent parameter that parameterises the pair of twin clothoids, $\left(n_{c}^{0}, e_{c}^{0}\right)$ is the start point, whose coordinates are $n_{c}^{0} \in \mathbb{R}[\mathrm{~m}]$ (north) and $e_{c}^{0} \in \mathbb{R}[\mathrm{~m}]$ (east), $\alpha_{c}^{0} \in \mathbb{R} \mid \alpha_{c}^{0} \in(-\pi, \pi][\mathrm{rad}]$ is the tangent angle at the point $\left(n_{c}^{0}, e_{c}^{0}\right)$, and $\mathrm{H}(\cdot)$ is the unit step function, see Appendix D for details.

### 4.4.2 First clothoid arc of the pair of twin clothoids

The parameter $\varpi_{c}(t)$ ranges from zero to 0.5 along the first clothoid arc of the pair of twin clothoids, as indicated in (4.18)-(4.20). The terms $n_{c}^{1}\left(\varpi_{c}(t)\right)[\mathrm{m}]$ and $e_{c}^{1}\left(\varpi_{c}(t)\right)[\mathrm{m}]$ are given by
$\left[\begin{array}{c}n_{c}^{1}\left(\varpi_{c}(t)\right) \\ e_{c}^{1}\left(\varpi_{c}(t)\right)\end{array}\right]:=\left[\begin{array}{cc}\cos \left(\alpha_{c}^{0}\right) & -\sin \left(\alpha_{c}^{0}\right) \\ \sin \left(\alpha_{c}^{0}\right) & \cos \left(\alpha_{c}^{0}\right)\end{array}\right]\left[\begin{array}{c}c_{c}^{\prime}\left(\varpi_{c}(t)\right) \\ s_{c}^{\prime}\left(\varpi_{c}(t)\right)\end{array}\right]$
where $c_{c}^{\prime}\left(\varpi_{c}(t)\right)$ and $s_{c}^{\prime}\left(\varpi_{c}(t)\right)$ are given by the following absolutely convergent power series
$c_{c}^{\prime}\left(\varpi_{c}(t)\right):=\frac{1}{\kappa_{c}^{\max }} \sum_{k=0}^{\infty} \frac{(-1)^{k} \theta_{c}^{2 k+1}\left(2 \varpi_{c}(t)\right)^{4 k+1}}{(2 k)!(4 k+1) 2^{2 k}}$
$s_{c}^{\prime}\left(\varpi_{c}(t)\right):=\frac{\lambda_{c}}{\kappa_{c}^{\max }} \sum_{k=0}^{\infty} \frac{(-1)^{k} \theta_{c}^{2 k+2}\left(2 \varpi_{c}(t)\right)^{4 k+3}}{(2 k+1)!(4 k+3) 2^{2 k+1}}$
where $\lambda_{c} \in \mathbb{Z} \mid \lambda_{c} \in\{-1,1\}$ denotes the rotation direction developed from the point $\left(n_{c}^{0}, e_{c}^{0}\right)$, i.e. $\lambda_{c}=1$ assigns the CW direction, whereas $\lambda_{c}=-1$ assigns the ACW direction.

The tangent angles $\alpha_{c}^{1}\left(\varpi_{c}(t)\right)$ [rad] are given by
$\alpha_{c}^{1}\left(\varpi_{c}(t)\right):=2 \lambda_{c} \theta_{c} \varpi_{c}^{2}(t)$

### 4.4.3 Second clothoid arc of the pair of twin clothoids

The parameter $\varpi_{c}(t)$ ranges from 0.5 to 1 along the second clothoid arc of the pair of twin clothoids, as indicated in (4.18)-(4.20). The terms $n_{c}^{2}\left(\varpi_{c}(t)\right)$ [m] and $e_{c}^{2}\left(\varpi_{c}(t)\right)[\mathrm{m}]$ are given by
$\left[\begin{array}{c}n_{c}^{2}\left(\varpi_{c}(t)\right) \\ e_{c}^{2}\left(\varpi_{c}(t)\right)\end{array}\right]:=\left[\begin{array}{cc}\cos \left(\alpha_{c}^{0}\right) & -\sin \left(\alpha_{c}^{0}\right) \\ \sin \left(\alpha_{c}^{0}\right) & \cos \left(\alpha_{c}^{0}\right)\end{array}\right]\left[\begin{array}{l}c_{c}^{\prime \prime}\left(\varpi_{c}(t)\right) \\ s_{c}^{\prime \prime}\left(\varpi_{c}(t)\right)\end{array}\right]$
where $c_{c}^{\prime \prime}\left(\varpi_{c}(t)\right)$ and $s_{c}^{\prime \prime}\left(\varpi_{c}(t)\right)$ are given by

$$
\begin{align*}
{\left[\begin{array}{c}
c_{c}^{\prime \prime}\left(\varpi_{c}(t)\right) \\
s_{c}^{\prime \prime}\left(\varpi_{c}(t)\right)
\end{array}\right]:=} & {\left[\begin{array}{cc}
\cos \left(\chi_{c}\right) & -\rho_{c} \sin \left(\chi_{c}\right) \\
-\sin \left(\chi_{c}\right) & -\rho_{c} \cos \left(\chi_{c}\right)
\end{array}\right]\left[\begin{array}{l}
c_{c}^{\prime \prime \prime}\left(\varpi_{c}(t)\right)-c_{c}^{\prime}(0.5) \\
s_{c}^{\prime \prime \prime}\left(\varpi_{c}(t)\right)-s_{c}^{\prime}(0.5)
\end{array}\right] } \\
& +\left[\begin{array}{c}
c_{c}^{\prime}(0.5) \\
s_{c}^{\prime}(0.5)
\end{array}\right] \tag{4.26}
\end{align*}
$$

where $\rho_{c} \in \mathbb{Z} \mid \rho_{c} \in\{-1,1\}$ denotes the parity, i.e. $\rho_{c}=1$ assigns the even parity, which results in a symmetric pair of twin clothoids, whereas $\rho_{c}=-1$ assigns the odd parity, which results in an antisymmetric pair of twin clothoids. The latter pair presents a curvature discontinuity at the midpoint, due to an instantaneous change of the centre of curvature at the midpoint, which causes such pair of clothoids to degenerate into just tangent-continuous $\left(G^{1}\right)$. The argument $\chi_{c}$ is defined as
$\chi_{c}:=\lambda_{c}\left(\pi-\left(1+\rho_{c}\right) \theta_{c} / 2\right)$
and $c_{c}^{\prime \prime \prime}\left(\varpi_{c}(t)\right)$ and $s_{c}^{\prime \prime \prime}\left(\varpi_{c}(t)\right)$ are given by
$c_{c}^{\prime \prime \prime}\left(\varpi_{c}(t)\right):=\frac{1}{\kappa_{c}^{\max }} \sum_{k=0}^{\infty} \frac{(-1)^{k} \theta_{c}^{2 k+1}\left(2\left(1-\varpi_{c}(t)\right)\right)^{4 k+1}}{(2 k)!(4 k+1) 2^{2 k}}$
$s_{c}^{\prime \prime \prime}\left(\varpi_{c}(t)\right):=\frac{\lambda_{c}}{\kappa_{c}^{\max }} \sum_{k=0}^{\infty} \frac{(-1)^{k} \theta_{c}^{2 k+2}\left(2\left(1-\varpi_{c}(t)\right)\right)^{4 k+3}}{(2 k+1)!(4 k+3) 2^{2 k+1}}$
The tangent angles $\alpha_{c}^{2}\left(\varpi_{c}(t)\right)[\mathrm{rad}]$ are given by
$\alpha_{c}^{2}\left(\varpi_{c}(t)\right):=\left(\lambda_{c} \theta_{c} / 2\right)\left(1+\rho_{c}\left(1-4\left(1-\varpi_{c}(t)\right)^{2}\right)\right)$

### 4.4.4 Derivatives with respect to the parameter $\varpi_{c}(t)$

The linear and angular velocities $\dot{n}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t)\right)[\mathrm{m} / \mathrm{s}], \dot{e}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t)\right)[\mathrm{m} / \mathrm{s}]$, and $\dot{\alpha}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t)\right)[\mathrm{rad} / \mathrm{s}]$ along the pair of twin clothoids are given by
$\dot{n}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t)\right)=\frac{\mathrm{d}}{\mathrm{dt}}\left[n_{c}\left(\varpi_{c}(t)\right)\right]$
$\dot{e}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t)\right)=\frac{\mathrm{d}}{\mathrm{dt}}\left[e_{c}\left(\varpi_{c}(t)\right)\right]$
$\dot{\alpha}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t)\right)=\frac{\mathrm{d}}{\mathrm{dt}}\left[\alpha_{c}\left(\varpi_{c}(t)\right)\right]$
and the corresponding linear and angular accelerations $\ddot{n}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t), \ddot{\varpi}_{c}(t)\right)$ $\left[\mathrm{m} / \mathrm{s}^{2}\right], \quad \ddot{e}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t), \ddot{\varpi}_{c}(t)\right)\left[\mathrm{m} / \mathrm{s}^{2}\right]$, and $\ddot{\omega}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t), \ddot{\varpi}_{c}(t)\right)\left[\mathrm{rad} / \mathrm{s}^{2}\right]$ are given by
$\ddot{n}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t), \ddot{\varpi}_{c}(t)\right)=\frac{\mathrm{d}^{2}}{\mathrm{dt}^{2}}\left[n_{c}\left(\varpi_{c}(t)\right)\right]$
$\ddot{e}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t), \ddot{\varpi}_{c}(t)\right)=\frac{\mathrm{d}^{2}}{\mathrm{dt}^{2}}\left[e_{c}\left(\varpi_{c}(t)\right)\right]$
$\ddot{\alpha}_{c}\left(\varpi_{c}(t), \dot{\varpi}_{c}(t), \ddot{\varpi}_{c}(t)\right)=\frac{\mathrm{d}^{2}}{\mathrm{dt}^{2}}\left[\alpha_{c}\left(\varpi_{c}(t)\right)\right]$
where the derivatives with respect to time in (4.31)-(4.32) and (4.34)-(4.35) are obtained with the help of
$\frac{\mathrm{d}^{n}}{\mathrm{dt}^{n}}\left[\phi_{c}\left(\varpi_{c}(t)\right)\right]=\frac{\mathrm{d}^{n}}{\mathrm{dt}^{n}}\left[\zeta \sum_{k=0}^{\infty} \frac{\mathbb{N u m}\left(k, \varpi_{c}(t)\right)}{\operatorname{Den}(k)}\right]=\zeta \sum_{k=0}^{\infty} \frac{\mathrm{d}^{n}}{\mathrm{dt}^{n}}\left[\frac{\mathbb{N u m}\left(k, \varpi_{c}(t)\right)}{\operatorname{Den}(k)}\right]$
where $\phi_{c}\left(\varpi_{c}(t)\right)$ is a dummy function that represents $c_{c}^{\prime}\left(\varpi_{c}(t)\right)$ in (4.22), $s_{c}^{\prime}\left(\varpi_{c}(t)\right)$ in (4.23), $c_{c}^{\prime \prime \prime}\left(\varpi_{c}(t)\right)$ in (4.28), and $s_{c}^{\prime \prime \prime}\left(\varpi_{c}(t)\right)$ in (4.29), $\zeta$ is a dummy constant that represents either $1 / \kappa_{c}^{\max }$ or $\lambda_{c} / \kappa_{c}^{\max }$, and $\mathbb{N u m}\left(k, \varpi_{c}(t)\right)$ and $\mathbb{D e n}(k)$ respectively stand for the numerator and the denominator of $\phi_{c}\left(\varpi_{c}(t)\right)$.

Based on (4.31), (4.32), (4.34), and (4.35), the curvature is given by
$\kappa_{c}\left(\varpi_{c}(t)\right)=\frac{\left|\dot{n}_{c}(\cdot) \ddot{e}_{c}(\cdot)-\dot{e}_{c}(\cdot) \ddot{n}_{c}(\cdot)\right|}{\sqrt{\left(\left(\dot{n}_{c}(\cdot)\right)^{2}+\left(\dot{e}_{c}(\cdot)\right)^{2}\right)^{3}}}$
Remark 4.3. The power series (4.22), (4.23), (4.28), and (4.29) are adapted from Råde and Westergren (2004). The magnitude of the terms in the sums to infinity (4.22), (4.23), (4.28), (4.29), and (4.37) decreases rapidly as $k$ increases. The use of only a few terms, e.g. $k \in\{0,1, \ldots, 10\}$, yields very close approximations for the sums in practice. Exploring this fact leads to expedited, yet accurate, computations of those summands.

### 4.5 Path generation scheme

There are essentially two possibilities of combining straight lines and pairs of twin clothoids - or other suitable types of curved lines - to form paths. The first possibility consists of using the pairs of twin clothoids as approximating curves with specified maximum curvatures and torsions, thereby resulting in paths which do not pass through all the waypoints which sketch out the paths. There are typically as many pairs of twin clothoids as the total number of waypoints minus two. Figure 4.4 shows an example in which all planar clothoids have the same maximum curvature. The second possibility consists of using the pairs of twin clothoids as interpolating curves with specified maximum curvatures and torsions, thereby resulting in paths which do pass through all the waypoints which sketch out the paths. Figure 4.5 shows an example in which all planar clothoids have the same maximum curvature. Such a kind of path, which encompasses two successive lane changes, is useful, among other things, to avoid collisions.

The path in Figure 4.5 is based on antisymmetric pairs of twin clothoids odd parity $\left(\rho_{c}=-1\right)$-, which render the path only tangent-continuous $\left(G^{1}\right)$, due to the inherent properties of the clothoids. Notice that this fact has nothing to do with the curve interpolation. Alternatives to circumvent the curvature discontinuity problem are: i) to replace each antisymmetric pair of twin clothoids by two symmetric pairs of twin clothoids linked by a short straight line; or ii) to replaced them with curved lines which yield curvature-continuous lane change paths, e.g. the curve reported in Nelson (1989); or iii) to move along the path in such a manner that the velocity and the acceleration are both null at the join point of both clothoids of the antisymmetric pair.

The total path length $L_{p} \in \mathbb{R}_{>0}[\mathrm{~m}]$ is given by
$L_{p}:=\sum_{i=1}^{N} L_{i}$
where $L_{i} \in \mathbb{R}_{>0}[\mathrm{~m}]$ denotes the length of the $i$-th part of the path, which is formed by $N$ juxtaposed parts in total. In essence, the path length can be mapped, from the start point to the endpoint, as a strictly monotonically increasing one-to-one function of the parameter $\varpi_{p}(t) \in \mathbb{R}_{\geqslant 0} \mid \varpi_{p}(t) \in[0,1] \forall t \in \mathbb{R}_{\geqslant 0}$. Similarly, the length of the $i$-th part of the path can be mapped as a function of the parameter $\varpi_{i}(t) \in \mathbb{R}_{\geqslant 0} \mid \varpi_{i}(t) \in[0,1] \forall t \in \mathbb{R}_{\geqslant 0}$. Then, either $\varpi_{l}(t)=\varpi_{i}(t), \dot{\varpi}_{l}(t)=\dot{\varpi}_{i}(t)$, and $\ddot{\varpi}_{l}(t)=\ddot{\varpi}_{i}(t)$, or $\varpi_{c}(t)=\varpi_{i}(t), \dot{\varpi}_{c}(t)=\dot{\varpi}_{i}(t)$, and $\ddot{\varpi}_{c}(t)=\ddot{\varpi}_{i}(t), i \in\{1$, $2, \ldots, N\}$, depending on the type of the line - rectilinear or curvilinear, respectively -, see Sections 4.3-4.4.

The parameter $\varpi_{p}(t)$, and its derivatives with respect to time $\dot{\varpi}_{p}(t)$ and $\ddot{\varpi}_{p}(t)$, are defined as
$\varpi_{p}(t)=\varpi_{p}(p(t)):=|p(t)| / L_{p}$


Figure 4.4: Example of path using approximating curves.


Figure 4.5: Example of path using interpolating curves.
$\dot{\varpi}_{p}(t)=\dot{\varpi}_{p}(v(t), p(t)):=\operatorname{sgn}(p(t)) v(t) / L_{p}$
$\ddot{\varpi}_{p}(t)=\ddot{\varpi}_{p}(a(t), p(t)):=\operatorname{sgn}(p(t)) a(t) / L_{p}$
where $a(t), v(t)$, and $p(t)$ come respectively from (3.4)-(3.6). They can be generated by either the basic version of the RM that is described in Section 3.3, or an extended version of the RM, as described in Section 3.4. The relation $|p(t)| \equiv$ $\operatorname{sgn}(p(t)) p(t) \Leftrightarrow p(t) \in \mathbb{R} \backslash\{0\}$ is utilised to determine the derivatives with respect to time in (4.41)-(4.42). Consequently, the $N$ parameters $\varpi_{i}(t), i \in\{1,2, \ldots, N\}$, and their derivatives with respect to time $\dot{\varpi}_{i}(t)$ and $\ddot{\varpi}_{i}(t)$, are defined as

$$
\begin{align*}
& \varpi_{i}(t):=\frac{L_{p}}{L_{i}}\left(\varpi_{p}(t)-\sum_{j=1}^{i-1} \frac{L_{j}}{L_{p}}\right) \mathrm{h}_{i}\left(\varpi_{p}(t)\right)  \tag{4.43}\\
& \dot{\varpi}_{i}(t):=\left(L_{p} / L_{i}\right) \dot{\varpi}_{p}(t) \mathrm{h}_{i}\left(\varpi_{p}(t)\right)  \tag{4.44}\\
& \ddot{\varpi}_{i}(t):=\left(L_{p} / L_{i}\right) \ddot{\varpi}_{p}(t) \mathrm{h}_{i}\left(\varpi_{p}(t)\right) \tag{4.45}
\end{align*}
$$

where $L_{j}=L_{i} \Leftrightarrow j=i$. The characteristic functions $\mathrm{h}_{i}\left(\varpi_{p}(t)\right)$ of the first $N-1$ (half-closed) subintervals of $\varpi_{p}(t)$, i.e. for $i \in\{1,2, \ldots, N-1\}$, are defined as

$$
\begin{equation*}
\mathrm{h}_{i}\left(\varpi_{p}(t)\right):=\mathrm{H}\left(\frac{L_{p}}{L_{i}}\left(\varpi_{p}(t)-\sum_{j=1}^{i-1} \frac{L_{j}}{L_{p}}\right)\right)-\mathrm{H}\left(\frac{L_{p}}{L_{i+1}}\left(\varpi_{p}(t)-\sum_{j=1}^{i} \frac{L_{j}}{L_{p}}\right)\right) \tag{4.46}
\end{equation*}
$$

where $\mathrm{H}(\cdot)$ denotes the unit step function, see Appendix D. The characteristic function of the $N$-th (closed) subinterval of $\varpi_{p}(t)$, i.e. for $i=N$, is defined as

$$
\begin{equation*}
\mathrm{h}_{i}\left(\varpi_{p}(t)\right):=\mathrm{H}\left(\frac{L_{p}}{L_{i}}\left(\varpi_{p}(t)-\sum_{j=1}^{i-1} \frac{L_{j}}{L_{p}}\right)\right) \tag{4.47}
\end{equation*}
$$

Remark 4.4. Recall that the proposed path generation scheme concerns both planar and spatial paths, as stated in Section 4.1. Therefore, (4.39)-(4.47) are valid for both planar and spatial paths. Recall also that planar paths comprised of straight lines connected through clothoids are used to illustrate the point of this chapter without loss of generality, as also stated in Section 4.1.

### 4.6 Simulation results

This section presents simulation results based on the ROV Minerva, see Appendix C. The four DoF MCS used to carry out the simulation was that reported in Part III of this thesis, with the guidance system built upon the reference generation scheme proposed in this chapter. The simulation was based on recursive use of the extended version of the RM that is described in Section 3.4. Notice that the basic version of the RM that is described in Section 3.3 could have been used instead.

The sampling frequency was $6 . \overline{6} \mathrm{~Hz}$ - sampling period of 150 ms . The tuning parameters of the RM are all collected in Table 4.3. See Table 3.1 for details on them. The additional tuning parameters concerning the path generation were $r_{c}^{\min }=$ 10 m and $\rho_{c}=1$. They held for both pairs of twin clothoids. Table 4.4 gives the waypoints which sketch out the path.

The tuning parameters of the MCS, regarding the controller, were

$$
\left\{\begin{array}{l}
\boldsymbol{K}_{\boldsymbol{P}}=\operatorname{diag}(52.6,83.8,53.3,69.2)  \tag{4.48}\\
\boldsymbol{K}_{\boldsymbol{I}}=\operatorname{diag}(5,10,5,20) \\
\boldsymbol{K}_{\boldsymbol{D}}=\operatorname{diag}(420.3,533.8,432.5,182.0) \\
\left(\boldsymbol{W}_{\boldsymbol{C}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{L}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{M}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{Q}}\right)_{i, j}=1 \\
\boldsymbol{W}_{\boldsymbol{P}}=\boldsymbol{I}_{\mathbf{5}}
\end{array}\right.
$$

where $i, j \in\{1,2,3,4\}$, and $\boldsymbol{I}_{\mathbf{5}} \in \mathbb{R}^{5 \times 5}$ is an identity matrix, whereas the tuning parameters regarding the state observer, were

$$
\left\{\begin{array}{l}
\boldsymbol{L}_{\mathbf{1 1}}=\operatorname{diag}(0.1,0.1,10,10) \widehat{\boldsymbol{M}}^{-1}  \tag{4.49}\\
\boldsymbol{L}_{\mathbf{1 2}}=\operatorname{diag}(5,5,5,5) \widehat{\boldsymbol{M}}^{-1} \\
\boldsymbol{L}_{\mathbf{2 1}}=\operatorname{diag}(0.03,0.03,3,3) \widehat{\boldsymbol{M}}^{-1} \\
\boldsymbol{L}_{\mathbf{2 2}}=\operatorname{diag}(100,100,100,100) \widehat{\boldsymbol{M}}^{-1} \\
\epsilon=0.0005 \text { and } \gamma=1
\end{array}\right.
$$

where $\widehat{M} \in \mathbb{R}^{4 \times 4}$ is the weighted nominal inertia matrix of the ROV Minerva that is implemented in the MCS. See Appendix C for details on Minerva, and Chapter 8 for details on the tuning parameters of the MCS.

Figures 4.6-4.9 are exclusively related to the path generated as reference. Figure 4.6 depicts the path based on Table 4.4. Figure 4.7 depicts the path curvature. Notice that $\kappa\left(\varpi_{p}(t)\right)$ is continuous, and that $\kappa\left(\varpi_{p}(t)\right) \leqslant 1 / r_{c}^{\min }=0.1 \mathrm{~m}^{-1}$ $\forall \varpi_{p}(t) \in[0,1] \wedge \forall t \in \mathbb{R} \geqslant 0$. The parameter $\varpi_{p}(t)$, and its derivatives with respect to time, are shown in Figure 4.8. The whole path, whose length is $\approx 184.3 \mathrm{~m}$, has five parts, each of which with a characteristic function $h_{i}\left(\varpi_{p}(t)\right)$, and parameterised by a parameter $\varpi_{i}(t), i \in\{1,2,3,4,5\}$, see Figure 4.9. The vertical dashed red lines separate each part of the path. The desired depth of 80 m was held constant throughout the simulation.

Figure 4.10 depicts the trajectory described by Minerva in the NE-plane. Notice the strong resemblance it bears to the reference path in Figure 4.6. The motion started at 50 s from DP, and stopped back in DP at $\approx 731.5$ s. Figure 4.11 depicts the described trajectory elementwise. The maximum absolute (spatial) position error was $<0.5 \mathrm{~m}$, where the maximum absolute depth error was

Table 4.3: Tuning parameters of the reference model used in the simulation

| Par. | 1 st | 2 nd | 3 rd | 4 th | 5 th | Unit |
| :--- | :---: | :---: | :---: | :---: | :---: | :--- |
| $L$ | $\approx 27.446$ | $\approx 43.176$ | $\approx 43.058$ | $\approx 43.176$ | $\approx 27.446$ | m |
| $V_{d}$ | 0.4 | 0.25 | 0.4 | 0.25 | 0.4 | $\mathrm{~m} / \mathrm{s}$ |
| $V_{i}$ | 0 | 0.25 | 0.25 | 0.25 | 0.25 | $\mathrm{~m} / \mathrm{s}$ |
| $V_{f}$ | 0.25 | 0.25 | 0.25 | 0.25 | 0 | $\mathrm{~m} / \mathrm{s}$ |
| $T_{a}$ | 20 | 20 | 20 | 20 | 20 | s |
| $T_{d}$ | 20 | 20 | 20 | 20 | 20 | s |
| $\epsilon_{L}$ | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | - |
| $\theta_{a}$ | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | - |
| $\theta_{d}$ | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | - |
| $\theta_{0}$ | $\exp (-13)$ | $\exp (-13)$ | $\exp (-13)$ | $\exp (-13)$ | $\exp (-13)$ | - |

Table 4.4: Table of waypoints in the NE-plane

| Waypoint | 1st | 2nd | 3rd | 4 th | Unit |
| :--- | :---: | :---: | :---: | :---: | :--- |
| North | 0 | 60 | 0 | 60 | m |
| East | 0 | 0 | 90 | 90 | m |
| Down | 80 | 80 | 80 | 80 | m |

$<0.15 \mathrm{~m}$. The maximum absolute heading error was $<2.5^{\circ}$. The satisfactory performance of the MCS under challenging operating conditions, e.g. motion concerning the three horizontal DoFs simultaneously, plant parameter variations, and measurement errors and noise, could be attained thanks to the suitable and sufficiently smooth motion references generated by the proposed reference generation scheme. Figure 4.12 depicts the corresponding velocities along the trajectory. The measured and the estimated velocities remained close to the references all the time. It is worthwhile to realise that $v_{m}=V_{d}, v_{i}=V_{i}$, and $v_{f}=$ $V_{f}$ in all the four last parts of the path. In the first part, however, $v_{m}=0.93 V_{d}=$ $0.372 \mathrm{~m} / \mathrm{s}$, according to the numerical method employed to determine $v_{m}$, see Subsection 3.4.5 and Script A. 3 in Appendix A for details. The vertical dashed red lines in Figures 4.11-4.13 indicate the separate parts of the path, which began at the instants $50 \mathrm{~s}, \approx 140.3 \mathrm{~s}, \approx 313.1 \mathrm{~s}, \approx 430.6 \mathrm{~s}$, and $\approx 603.5 \mathrm{~s}$, respectively. The latter ended at $\approx 731.5 \mathrm{~s}$. The same division holds for Figure 4.8. Figure 4.13 depicts the commanded thrust forces and moment from the propulsion system of the ROV. The curves somewhat mimicked the shapes of the reference velocities depicted in Figure 4.12. When it comes to the sway and heave forces, and the yaw moment, the curves gently oscillated around constant values in order to compensate for disturbances. The heave thrust force kept the desired depth by counter-


Figure 4.6: Reference path in the NE-plane.


Figure 4.7: Reference path curvature.
acting the positive buoyancy force of 100 N of Minerva, see Appendix C.


Figure 4.8: Parameter $\varpi_{p}(t)$ and its derivatives with respect to time.


Figure 4.9: Characteristic functions and parametrisation of the five parts of the reference path.


Figure 4.10: Trajectory described by the ROV in the NE-plane. The patches indicate the heading.


Figure 4.11: Position and heading (NED frame).


Figure 4.12: Linear and angular velocities (BF frame).


Figure 4.13: Commanded thrust forces and moment.

## Chapter 5

## Concluding remarks

### 5.1 Conclusions

Part II of this thesis dealt with the generation of sufficiently smooth references for guiding the motion of ROVs along purposefully pre-defined planar and spatial curvature- and torsion-continuous paths comprised of rectilinear and curvilinear parts. The mathematical development, as well as the experiments and simulations carried out, focused only on (planar) curvature-continuous paths. The generated references yielded motion:

- suboptimal with regard to the time taken to traverse the paths;
- under less induced plant parameter variations;
- that favoured energy saving while moving;
- with higher overall tracking accuracy;
- with finite convergence time.

An RM that synthesises references regarding a single DoF motion, either linear or angular, was initially proposed in Chapter 3. It is easy to tune due to its meaningful tuning parameters, which reflect the desired motion specifications and the bandwidth limitations of the MCS. Two versions of the RM were described: i) a basic version, in Section 3.3, which guides motion under the condition that the initial and final values of the velocity and acceleration references are equal to zero; and ii) an extended version, in Section 3.4, which guides motion under the condition that the initial and final values of the velocity reference can be different from zero, whereas the initial and final values of the acceleration reference are equal to zero.

After that, in Chapter 4, the references synthesised by the RM were used to parameterise other references concerning the motion along curvature- and torsioncontinuous paths comprised of rectilinear and curvilinear parts.

### 5.2 Future works

Future works must seek to extend the findings and results found in Part II of the thesis, as well as to provide solutions to the unsolved problems. It is most important to:

- Find a more suitable, i.e. robust and fast-execution, numerical method for determining the cruise velocity $v_{m}$ in the extended version of the RM proposed in Section 3.4;
- Develop spatial curvature- and torsion-continuous paths based on e.g. the 3D spirals developed by Harary and Tal (2012);
- Integrate the proposed path generation scheme with path planners;
- Fully develop the 'further features' listed in Section 3.5, and incorporate them into both current versions of the RM, as suggested therein;
- Devise other extended versions of the RM which will serve yet different purposes;
- Extend the formulation found in Chapter 4 to six DoF motion.


## Part III

## Motion control system

## Chapter 6

## Introduction

### 6.1 Introduction

Part III of this thesis deals with an MCS dedicated to control observation class ROVs which are used to conduct automated (high-resolution) image-capturing missions, e.g. Fillinger and Funke (2013), Marsh et al. (2013), Amado-Filho et al. (2012), Ludvigsen et al. (2007), Singh et al. (2007), and Yoerger et al. (1998). The MCS has DP and trajectory tracking capabilities. Such capabilities enable the end-users of the ROV technology, e.g. marine archaeologists, biologists, and geologists, to obtain sequential high-quality images at the proper pace to construct consistent representations of objects and environments of interest. Four DoFs are controlled, namely surge, sway, heave, and yaw (SNAME, 1950), whereas both remaining DoFs, namely roll and pitch, are left uncontrolled under the argumentation that they are self-stable - metacentric stability - by the design of the ROVs. Stability and satisfactory tracking performance are attainable through the use of suitable and sufficiently smooth reference trajectories, e.g. those generated through the path generation scheme proposed in Part II of this thesis, in spite of the presence of unmodelled plant dynamics, plant parameter variations, measurement errors and noise, and environmental disturbances. Further details on the proposed MCS are provided in the next section. Further details on observation class ROVs are provided in Section 6.3.

Results from simulations and full-scale sea trials, both based on the (observation class) ROV Minerva, see Appendix C, are presented and discussed to support the development carried out in Part III.

The main contributions found in this part of the thesis were also published in Fernandes et al. (2015b), Fernandes et al. (2014), and Fernandes et al. (2013).


Figure 6.1: Block diagram of the proposed motion control system.

### 6.2 Proposed motion control system

The MCS ${ }^{1}$ proposed herein essentially consists in a model-based MIMO output feedback control system that works in tandem with an open-loop guidance system. The MIMO output feedback control system is comprised of a MIMO PID controller that works in combination with an HGSO. The MIMO PID controller is aided by two additional control laws: iii) one that implements (state) feedback linearisation of the plant dynamics; and iv) another that implements reference feedforward. The proposed output feedback control system is fully detailed in Chapter 8, whereas the plant model is given in Chapter 7. Especial attention is drawn to the hydrodynamic effects in Chapter 7. The guidance system builds upon the path generation scheme presented in Part II. Thus, it is not treated again in Part III. An elementary thrust allocation algorithm completes the MCS. Figure 6.1 depicts a block diagram that pieces together all components of the MCS, in which the controlled plant is represented by the ROV Minerva.

### 6.2.1 On guidance, navigation, and control systems

An MCS intended to control the motion of an ROV, so that the vehicle can be deployed to perform semi- or fully-automated missions, is typically compartmental-

[^1]ised into guidance, navigation, and control systems ${ }^{2}$, as exemplified in Figure 6.1. Because of such compartmentalisation, an MCS can also be alternatively referred to as either a Guidance, Navigation, and Control (GNC) system, in e.g. Caffaz et al. (2012) and Fossen (2011), or a Navigation, Guidance, and Control (NGC) system, in e.g. Caccia et al. (2012), Naeem et al. (2012), Loebis et al. (2006), and Naeem et al. (2003). Every system is succinctly described in the sequence.

### 6.2.2 Control system

The control system is responsible for determining the steering forces and moments the propulsion system of the controlled vehicle/craft is to deliver, so that the reference trajectories and attitude are followed or tracked, according to the control objective. When it comes to ROVs, which typically have propellers as the only type of actuator, the control system also has to compute the propulsive forces and moments the propulsion system is to deliver.

### 6.2.3 Navigation system

The navigation system is responsible for determining the position, attitude, velocities, and sometimes also the accelerations, of the controlled vehicle/craft, by means of direct measurement or reconstruction via state estimation. Whenever the navigation system includes a state observer, as exemplified in Figure 6.1, the navigation and the control systems are interdependent.

### 6.2.4 Guidance system

The guidance system is responsible for generating suitable and sufficiently smooth reference trajectories, as well as the reference attitude along the trajectories. It can also generate the corresponding linear and angular velocities and accelerations along the reference trajectories. Guidance is concerned with the transient motion behaviour associated with the achievement of the motion control objectives (Fossen, 2011; Breivik and Fossen, 2009), so that the mission specifications and the vehicle/craft dynamics are all simultaneously observed. Furthermore, collisions with stationary obstacles are avoided whenever a collision-free path is closely tracked or followed, according to the control objective. The guidance system is more or less interdependent on both the navigation and the control systems, depending on the desired and feasible complexity and sophistication levels of the MCS. In an openloop guidance scheme, for instance, the guidance system generates references regardless of the actual position, attitude, and velocities of the controlled vehicle/

[^2]craft. On the other hand, in a closed-loop guidance scheme, the guidance system generates references also taking into consideration the actual position, attitude, and velocities of the controlled vehicle/craft. In the latter case, it may even make use of the controls generated by the control system.

### 6.3 Observation class ROVs

A supergroup constituted by all types of UUVs can be basically subdivided into three main subgroups or categories: i) ROVs; ii) AUVs; and iii) hybrid UUVs, which simultaneously possess characteristics inherent in each of the previous types. Notice that the latter category is highly heterogeneous. Figure 6.2 depicts a schematic diagram that indicates how underwater vehicles in general can be classified (Christ and Wernli, 2014, 2007). The path highlighted in blue in the figure puts the observation class ROVs into perspective among all types of underwater vehicles.

To put it simply, ROVs are typically fully-actuated vehicles with open-frame structures. They are teleoperated from control rooms located on board support vessels through umbilical cables supplying them with power and transmitting commands and data, e.g. video streams. In contrast, AUVs are typically torpedoshaped, underactuated, battery-powered vehicles which can be launched and retrieved from either vessels or the land. They are capable of autonomously performing (pre-programmed) missions, and have no physical connection with any control room during the execution of missions.

### 6.3.1 Observation class ROVs

The distinguishing features of the observation class ROVs are:

- The maximum power of the propulsion systems is limited to a few kilowatts;
- The maximum depth they can reach is limited to a few thousands of meters;
- The maximum payload capacity is limited to a few tens of kilograms.

Observation class ROVs are indispensable workhorses used worldwide as carriers of imagery devices, e.g. cameras, echo sounders, hyperspectral imagers, and sonars, for industrial, research, and military activities, e.g. inspection, mapping, monitoring, surveillance, and survey. They are also used to collect samples, e.g. water, sediment, and pieces of coral, in which case they are equipped with appropriate tools, e.g. rosette samplers, baskets, cutting and drilling devices, and manipulators. In addition, they can be used to perform some light-duty intervention tasks. An example is the NTNU's ROV Minerva introduced in Appendix C. Some application examples can be found in e.g. Christ and Wernli (2014, 2007), Fillinger and Funke (2013), Marsh et al. (2013), Amado-Filho et al. (2012), Ludvigsen et al. (2007), Singh et al. (2007), and Yoerger et al. (1998).


Figure 6.2: Schematic diagram of types of underwater vehicles.

The interested reader is referred to e.g. Christ and Wernli $(2014,2007)$ for a comprehensive coverage of the subject.

### 6.4 Objectives

Objective I. Propose, and explore some of the potentialities of, an MCS dedicated to control the motion of observation class ROVs which are used to conduct automated image-capturing missions. Four DoFs - surge, sway, heave, and yaw are simultaneously controlled. The MCS consists of a model-based MIMO output feedback control system, comprised of a MIMO PID controller, auxiliary control laws, and an HGSO, that is fed by an open-loop guidance system. The explored potentialities are concerned with: i) tuning methods for both the PID controller and the state observer; and ii) the Globally Exponential Stability (GES) of the MCS. Everything relies on the properties of the matrices of the plant model. Hence, some aspects of the plant modelling also deserve careful attention.

Objective II. To study whether or not an HGSO serves as an alternative to the benchmark EKF in the MCS.

### 6.5 Motivation

The motivation for developing the MCS proposed in Part III of this thesis was to contribute to the development of the versatile MCS for ROVs that is carried out at NTNU under the collaborative effort of the research team headed up by Prof. Asgeir J. Sørensen (Dukan, 2014; Sørensen et al., 2012). More specifically, the study of whether or not an HGSO serves as an alternative to the benchmark EKF in the NTNU's MCS first and foremost motivated the whole work that culminated in the contents of Part III.

### 6.6 Literature review

### 6.6.1 Controller

The classical PID control is often preferred for motion control of ROVs and marine crafts in general (Smallwood and Whitcomb, 2004; Roberts et al., 2003; Hsu et al., 2000), and for control of industrial applications in general (Aström and Hägglund, 2011), despite the availability of several modern control techniques (Bennett, 1996). Although the PID control has its limitations to cope with a highly coupled MIMO Nonlinear Time Varying (NTV) plant dynamics, as it is the case of the ROV dynamics, it is often preferred due to its synthesis and implementation simplicity, apart from being fully understood, and having been extensively and successfully tested in practice for almost one century since it was introduced ( $\AA$ ström and Hägglund, 2011; Fossen, 2011; Franklin et al., 2009; Roberts et al., 2003; Bennett, 1996; Friedland, 1986). The PID control alone cannot provide exact tracking of time-varying references, even dealing with a 2 nd-order LTI plant, neither can it dynamically compensate for unmodelled plant dynamics. However, such limitations can be sought to be circumvented by combining other techniques with the basic PID algorithm, whereupon satisfactory PID-based controllers can be obtained. Among the various possibilities, the linearisation of the plant dynamics can often be satisfactorily attained through either state feedback - computed torque control law (Franklin et al., 2009) - , or reference feedforward, as in e.g. Fernandes et al. (2015b), Sørensen et al. (2012), and Smallwood and Whitcomb (2004); or the otherwise fixed controller gains can be varied online either discretely, through gain-scheduling, as in e.g. Sørensen (2013), Caccia et al. (2012), Caccia (2006), and Caccia and Veruggio (2000), or continuously, through some adaptive mechanism, as in e.g. Antonelli (2014), Smallwood and Whitcomb (2004), Antonelli et al. (2001), Hsu et al. (2000), and Goheen and Jefferys (1990),
in order to cope with the plant parameter variations. Perrier and Canudas-de-Wit (1996) proposed simple nonlinear robust controllers which explore the potentiality of bridging the linear PID control and nonlinear control techniques. A number of successful PID-based marine control applications can be found in literature, e.g. Fernandes et al. (2015b), Antonelli (2014), Sørensen (2013), Caccia et al. (2012), Martin and Whitcomb (2012), Omerdic et al. (2012), Sørensen et al. (2012), Fossen (2011), Hoang and Kreuzer (2007), Caccia (2006), Smallwood and Whitcomb (2004), Caccia et al. (2003), Caccia and Veruggio (2000), Park et al. (2000), Perrier and Canudas-de-Wit (1996), and the references therein. PID-based MCSs for UUVs and marine crafts have parallels in industrial robot manipulator counterparts, provided that similar matrix-vector models can be used to model both types of dynamics (Fossen, 2011; Smallwood and Whitcomb, 2004).

The modern control techniques are more capable of coping with the dynamics of UUVs and marine crafts, while also rejecting environmental disturbances. However, fairly accurate nominal models are usually required in order for such techniques to yield the expected superior performance. Thus, a great deal of effort can be necessary to accurately model and identify the hydrodynamic and actuator parameters, apart from also estimating their uncertainty boundaries. On the other hand, such techniques are more commonly and advantageously employed in MCS for AUVs than for ROVs, since AUVs are typically underactuated vehicles which execute more complex manoeuvres during the missions. Moreover, AUVs in general are relatively easier to model and identify than ROVs, due to the symmetries of their typical torpedo-like closed hulls. A collection of examples of marine applications based on such control techniques, namely integrator backstepping, LinearQuadratic Gaussian (LQG)/Loop Transfer Recovery (LTR), and Model Predictive Control (MPC), can be found in e.g Sørensen (2013), Fossen (2011), and Do and Pan (2009). Examples of robust modern control techniques are the sliding mode (Marco and Healey, 2001; Healey and Lienard, 1993; Fossen and Foss, 1991; Yoerger and Slotine, 1991, 1985), $\mathcal{H}_{\infty}$ (Silvestre and Pascoal, 2004; Park et al., 2000; Conte and Serrani, 1998; Donha et al., 1998; Fryxell et al., 1996), and some adaptive techniques (Antonelli, 2014; Antonelli et al., 2001; Fossen and Fjellstad, 1995; Fossen and Sagatun, 1991; Yuh, 1990). The sliding mode control demands somewhat high gains in the switching controllers ( $\infty$ frequency), despite the relatively narrow bandwidths of the marine systems. Besides, this technique has high noise sensitivity at the equilibrium points. The $\mathcal{H}_{\infty}$ control can be extended to a nonlinear version with optimised performance (Park et al., 2000), but designing such controller is difficult, since quite intense mathematical treatment is needed, e.g. solving a set of coupled nonlinear partial differential equations. Thus, some approximations may be required where analytical solutions cannot be provided. Model parameter uncertainties can be coped with, to some extent, through adaptation but, however, this often results in time consuming algorithms and robustness problems regarding the adaptation loops. Intelligent control techniques,
e.g. fuzzy logic, artificial neural networks, and neuro-fuzzy (Liang et al., 2006; Kanakakis et al., 2004), can be good alternatives, although often requiring lengthy tuning processes.

### 6.6.2 State observers

The vast majority of the marine output control systems are based on the benchmark EKF, an extension to nonlinear systems of the optimal - minimum variance - Linear-Quadratic (LQ) estimator Kalman Filter (KF) (Kalman and Bucy, 1961; Kalman, 1960), which has been extensively and successfully tested in practice for over half century since it was introduced (Sørensen, 2013; Fossen, 2011; Kinsey et al., 2006; Bennett, 1996; Friedland, 1986). Tuning an EKF may be a hard and time-consuming task due to its quite numerous covariance parameters, which are not necessarily directly related to the plant quantities. Other nonlinear techniques, such as integrator backstepping and passivity, are interesting alternatives for asymptotic state estimation (Fossen, 2011, and references therein). A state observer based on the integrator backstepping technique is easier to tune than an EKF. A passivity-based state observer is even easier to tune than both aforementioned algorithms, requires less detailed plant models to work satisfactorily, and allows design simplifications based on a version of the separation principle that holds for certain classes of nonlinear systems (Fossen, 2011; Khalil, 2002). An HGSO has the ability to robustly estimate the unmeasured states, while it asymptotically rejects disturbances. It behaves approximately like a differentiator (Khalil, 2002), thus fitting well applications where velocities may not be directly measured, but obtained from position and attitude measurements. Its machine code needs less memory space to be stored, and also runs faster, than that of the EKF. Moreover, it allows the use of the aforementioned separation principle for certain classes of nonlinear systems (Khalil, 2002; Atassi and Khalil, 2000; Esfandiari and Khalil, 1992). High-gain observers currently represent an active area of research, as indicated by Khalil and Praly (2014), and the references therein.

## Chapter 7

## Plant models

### 7.1 Introduction

Proper plant modelling is a prerequisite for the development of the model-based MCS proposed in Part III. Because the modelling of UUVs is quite standardised, see e.g. Antonelli (2014), Sørensen (2013), Fossen (2011), Do and Pan (2009), and Perez and Fossen (2007), this chapter presents the modelling concisely. Emphasis is placed on the modelling of the hydrodynamic effects. The explicit dependence of the modelling on time is omitted for the sake simplicity. Nevertheless, the dependence is clearly indicated wherever necessary for clarity.

### 7.2 Process plant model

The Process Plant Model (PPM) is defined as the most comprehensive mathematical description of the controlled plant (Sørensen, 2013, 2005), i.e. it is as accurate, and includes as many details, as possible. It is useful in numerical stability and performance robustness analyses, as well as in the initial efforts towards pre-tuning both the controller and the state observer, if any.

In this work, the PPM is built upon the following general premises:

- The locations of both the Centre of Gravity (CG) and the Centre of Buoyancy (CB) of the controlled ROV are fixed;
- The ROV operates deeply submerged, i.e. below the wave-affected zone assumed to range from the sea surface down to half the length of the wave;
- The velocity and the orientation of the sea current vary slowly enough to be taken as constants;
- The fluid - sea water - is irrotational, of constant and uniform density, and of infinite extent.


Figure 7.1: NED and BF reference frames.

### 7.2.1 Reference frames

Two reference frames are simultaneously needed, because the motion has to be referenced in an inertial frame to be meaningfully guided and navigated, whereas the inertia tensor of an ROV, and the hydrodynamic effects it experiences during operation, are more easily dealt with if referenced in a frame moving along with the ROV. Figure 7.1 depicts suitable reference frames. One reference frame is the locally inertial NED frame, whose origin $O_{\text {NED }}$ is attached at a point on the Earth's surface. Its is used for locally flat Earth navigation. The N-axis is directed towards the Earth's true north, the E-axis is directed eastwards, and the D-axis is directed towards the Earth's centre. The other reference frame is the non-inertial BF frame, whose origin $O_{\mathrm{BF}}$ is attached to a convenient point of the structure of the ROV. $O_{\mathrm{BF}}$ is often chosen to coincide with the CG of the ROV. The axes of the BF frame are defined with respect to the structure of the ROV. The (longitudinal) X-axis is directed from aft to fore, the (transversal) Y-axis is directed from port to starboard, and the (orthogonal) Z-axis is directed from top to bottom. The BF frame changes orientation with respect to the NED frame as the ROV rotates. The Euler angles $\phi, \theta$, and $\psi[\mathrm{rad}]$ are used to represent the roll, pitch, and yaw movements of the ROV, respectively. The attitude of the BF frame with respect to the NED frame, and the attitude of the ROV likewise, are described by a fixed sequence of three rotations, which is consolidated into the transformation matrix $\boldsymbol{J}\left(\boldsymbol{\eta}_{\mathbf{2}}\right) \in \mathbb{R}^{6 \times 6}$ that is defined as
$J\left(\boldsymbol{\eta}_{2}\right):=\left[\begin{array}{cc}J_{L}\left(\boldsymbol{\eta}_{2}\right) & 0_{3 \times 3} \\ \mathbf{0}_{3 \times 3} & J_{A}\left(\boldsymbol{\eta}_{2}\right)\end{array}\right]$
where $\boldsymbol{\eta}_{\mathbf{2}}:=[\phi, \theta, \psi]^{T}[\mathrm{rad}]$ is the attitude vector, and $\mathbf{0}_{\mathbf{3 \times 3}} \in \mathbb{R}^{3 \times 3}$ is a null matrix. The rotation matrix matrix $\boldsymbol{J}_{\boldsymbol{L}}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right) \in \mathrm{SO}(3)$, which handles linear quantities, and the matrix $\boldsymbol{J}_{\boldsymbol{A}}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right) \in \mathbb{R}^{3 \times 3}$, which handles angular quantities, are respectively defined as
$\boldsymbol{J}_{\boldsymbol{L}}\left(\boldsymbol{\eta}_{\mathbf{2}}\right):=\left[\begin{array}{ccc}\mathrm{c}(\theta) \mathrm{c}(\psi) & -\mathrm{c}(\phi) \mathrm{s}(\psi)+\mathrm{s}(\phi) \mathrm{s}(\theta) \mathrm{c}(\psi) & \mathrm{s}(\phi) \mathrm{s}(\psi)+\mathrm{c}(\phi) \mathrm{s}(\theta) \mathrm{c}(\psi) \\ \mathrm{c}(\theta) \mathrm{s}(\psi) & \mathrm{c}(\phi) \mathrm{c}(\psi)+\mathrm{s}(\phi) \mathrm{s}(\theta) \mathrm{s}(\psi) & -\mathrm{s}(\phi) \mathrm{c}(\psi)+\mathrm{c}(\phi) \mathrm{s}(\theta) \mathrm{s}(\psi) \\ -\mathrm{s}(\theta) & \mathrm{s}(\phi) \mathrm{c}(\theta) & \mathrm{c}(\phi) \mathrm{c}(\theta)\end{array}\right]$
where $\mathrm{s}(i):=\sin (i)$ and $\mathrm{c}(i):=\cos (i), i \in\{\phi, \theta, \psi\}$, and
$\boldsymbol{J}_{\boldsymbol{A}}\left(\boldsymbol{\eta}_{\mathbf{2}}\right):=\left[\begin{array}{ccc}1 & \sin (\phi) \tan (\theta) & \cos (\phi) \tan (\theta) \\ 0 & \cos (\phi) & -\sin (\phi) \\ 0 & \sin (\phi) \sec (\theta) & \cos (\phi) \sec (\theta)\end{array}\right]$
Because $\boldsymbol{J}_{\boldsymbol{L}}\left(\boldsymbol{\eta}_{\mathbf{2}}\right) \in \mathrm{SO}(3), \boldsymbol{J}_{\boldsymbol{L}}^{-1}\left(\boldsymbol{\eta}_{\mathbf{2}}\right)=\boldsymbol{J}_{\boldsymbol{L}}^{T}\left(\boldsymbol{\eta}_{\mathbf{2}}\right)$ and $\operatorname{det}\left(\boldsymbol{J}_{\boldsymbol{L}}\left(\boldsymbol{\eta}_{\mathbf{2}}\right)\right)=1 \forall \phi, \theta, \psi \in$ $[0,2 \pi)$. On the other hand, $\boldsymbol{J}_{\boldsymbol{A}}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right)$ is not orthogonal. Thus, $\boldsymbol{J}_{\boldsymbol{A}}^{-1}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right)$ is obtained by solving $\boldsymbol{J}_{\boldsymbol{A}}^{-1}\left(\boldsymbol{\eta}_{\mathbf{2}}\right) \boldsymbol{J}_{\boldsymbol{A}}\left(\boldsymbol{\eta}_{\mathbf{2}}\right)=\boldsymbol{I}_{\mathbf{3}}$ for $\boldsymbol{J}_{\boldsymbol{A}}^{-1}\left(\boldsymbol{\eta}_{\mathbf{2}}\right)$, where $\boldsymbol{I}_{\mathbf{3}} \in \mathbb{R}^{3 \times 3}$ is an identity matrix. Notice that $\operatorname{det}\left(\boldsymbol{J}_{\boldsymbol{A}}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right)\right)=\sec (\theta)$, which implicates that $\theta \neq \pm \pi / 2 \mathrm{rad}$. Fortunately, both forbidden values of the pitch angle, which result in the representation singularity referred to as gimbal lock - degeneration of the space down to a plane because the Y- and Z-axis become parallel -, are hardly ever reached in practice. The reason for the singularity to occur is that $\boldsymbol{J}_{\boldsymbol{A}}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right)$ is not a rotation matrix, but a matrix operator yielding infinitesimal rotations.

### 7.2.2 Kinematics

The linear and angular velocities of an ROV (Antonelli, 2014; Sørensen, 2013; Fossen, 2011; Do and Pan, 2009; Perez and Fossen, 2007; SNAME, 1950) are given in the BF frame by the dynamic model (7.5), which is to be described next. It is immediate to obtain these velocities in the NED frame by applying the following kinematic transformation based on (7.1)

$$
\dot{\eta}=\left[\begin{array}{c}
\dot{\eta}_{1}  \tag{7.4}\\
\dot{\eta}_{2}
\end{array}\right]=\left[\begin{array}{cc}
J_{L}\left(\eta_{2}\right) & 0_{3 \times 3} \\
0_{3 \times 3} & J_{A}\left(\eta_{2}\right)
\end{array}\right]\left[\begin{array}{l}
\nu_{1} \\
\nu_{2}
\end{array}\right]=J\left(\eta_{2}\right) \nu
$$

where the vector of linear and angular velocities in the BF frame $\boldsymbol{\nu} \in \mathbb{R}^{6}$ is composed of $\boldsymbol{\nu}_{\mathbf{1}}=[u, v, w]^{T}[\mathrm{~m} / \mathrm{s}]$, which collects the linear velocities in surge, sway, and heave, taken along the X-, Y-, and Z-axis, respectively, and $\boldsymbol{\nu}_{\mathbf{2}}=[p, q, r]^{T}$
$[\mathrm{rad} / \mathrm{s}]$, which collects the angular velocities in roll, pitch, and yaw, taken about the X-, Y-, and Z-axis, respectively. The vector of position and attitude in the NED frame $\boldsymbol{\eta} \in \mathbb{R}^{6}$ is composed of $\boldsymbol{\eta}_{1}=[n, e, d]^{T}[\mathrm{~m}]$, which collects the position elements along the $\mathrm{N}-$, E-, and D-axis, respectively, and the aforementioned vector $\boldsymbol{\eta}_{2}$, which collects the attitude elements about the $\mathrm{N}-$, E-, and D-axis, respectively. Hence, the vector of linear and angular velocities in the NED frame $\dot{\boldsymbol{\eta}}=\boldsymbol{\eta}(t)=$ $\frac{\mathrm{d}}{\mathrm{dt}}[\boldsymbol{\eta}(t)]$, where $\boldsymbol{\eta}(t)=\boldsymbol{\eta}$ and the parameter $t \in \mathbb{R} \geqslant 0[\mathrm{~s}]$ is the time, is composed of $\dot{\eta}_{1}=[\dot{n}, \dot{e}, \dot{d}]^{T}[\mathrm{~m} / \mathrm{s}]$ and $\dot{\eta}_{2}=[\dot{\phi}, \dot{\theta}, \dot{\psi}]^{T}[\mathrm{rad} / \mathrm{s}]$. Notice then that the relations $\dot{\boldsymbol{\eta}}_{1}=\boldsymbol{J}_{L}\left(\boldsymbol{\eta}_{2}\right) \boldsymbol{\nu}_{1}$ and $\dot{\boldsymbol{\eta}}_{2}=\boldsymbol{J}_{\boldsymbol{A}}\left(\boldsymbol{\eta}_{2}\right) \boldsymbol{\nu}_{2}$ hold, according to (7.4).

### 7.2.3 Rigid body dynamics

The dynamic model pursued in this chapter is based on the Newton-Euler equation - classical mechanics. It is given by
$M_{\mathrm{RB}} \dot{\nu}+C_{\mathrm{RB}}\left(\nu_{2}\right) \nu=\tau_{h d}+\tau_{h s}\left(\eta_{2}\right)+\tau_{d}+\tau_{p}$
where the vectors $\tau_{\boldsymbol{h} \boldsymbol{d}}$ and $\boldsymbol{\tau}_{\boldsymbol{h s}}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right)$ represent hydrodynamic and hydrostatic forces and moments, respectively. The effects of the sea current are taken into account in $\tau_{\boldsymbol{h} \boldsymbol{d}}$. The vector of disturbances $\boldsymbol{\tau}_{\boldsymbol{d}}=\left[d_{u}, d_{v}, d_{w}, d_{p}, d_{q}, d_{r}\right]^{T}$ represents forces and moments generated by the umbilical cable. The vector $\tau_{p}$ represents propulsion and steering forces and moments. All vectors but $\tau_{d}$, whose denomination is selfexplanatory, are addressed separately in the sequence. This means that the disturbances due to the umbilical cable are not modelled in the present work.

The inertia matrix $M_{R B} \in \mathbb{R}^{6 \times 6} \mid M_{R B}>0$ is given by

$$
\boldsymbol{M}_{\mathrm{RB}}=\left[\begin{array}{cc}
m \boldsymbol{I}_{3} & -m \boldsymbol{S}\left(\boldsymbol{r}_{c g}\right)  \tag{7.6}\\
m \boldsymbol{S}\left(\boldsymbol{r}_{c g}\right) & \boldsymbol{I}_{c g}-m \boldsymbol{S}^{2}\left(\boldsymbol{r}_{c g}\right)
\end{array}\right]
$$

where $m \in \mathbb{R}_{>0}[\mathrm{~kg}]$ is the (dry) mass, $\boldsymbol{I}_{\boldsymbol{c g}} \in \mathbb{R}^{3 \times 3}$ is the inertia tensor with respect to the CG, and $\boldsymbol{S}\left(\boldsymbol{r}_{\boldsymbol{c g}}\right) \in \mathrm{SS}(3)$ (Skew-Symmetric group of order 3) is a crossproduct matrix. The matrix $\boldsymbol{S}\left(\boldsymbol{r}_{c g}\right)$ stems from the vector $\boldsymbol{r}_{c g}=\left[x_{c g}, y_{c g}, z_{c g}\right]^{T}$ [m], which gives the location of the CG with respect to $O_{\mathrm{BF}}$, such that
$\boldsymbol{S}\left(\boldsymbol{r}_{c g}\right)=\left[\begin{array}{ccc}0 & -z_{c g} & y_{c g} \\ z_{c g} & 0 & -x_{c g} \\ -y_{c g} & x_{c g} & 0\end{array}\right]$
The Coriolis-centripetal matrix $\boldsymbol{C}_{\mathbf{R B}}\left(\boldsymbol{\nu}_{\mathbf{2}}\right) \in \mathbb{R}^{6 \times 6}$, which can be straightforwardly derived from $\boldsymbol{M}_{\mathrm{RB}}$, is given by
$\boldsymbol{C}_{\mathbf{R B}}\left(\boldsymbol{\nu}_{2}\right)=\left[\begin{array}{cc}m \boldsymbol{S}\left(\boldsymbol{\nu}_{2}\right) & -m \boldsymbol{S}\left(\boldsymbol{\nu}_{\mathbf{2}}\right) \boldsymbol{S}\left(\boldsymbol{r}_{c g}\right) \\ m \boldsymbol{S}\left(\boldsymbol{r}_{c g}\right) \boldsymbol{S}\left(\boldsymbol{\nu}_{\mathbf{2}}\right) & -\boldsymbol{S}\left(\left(\boldsymbol{I}_{c g}-m \boldsymbol{S}^{2}\left(\boldsymbol{r}_{c g}\right)\right) \boldsymbol{\nu}_{\mathbf{2}}\right)\end{array}\right]$
where the cross-product matrix $\boldsymbol{S}\left(\boldsymbol{\nu}_{\mathbf{2}}\right) \in \mathrm{SS}(3)$, which stems from the vector $\boldsymbol{\nu}_{\mathbf{2}}$, is given by

$$
\boldsymbol{S}\left(\boldsymbol{\nu}_{\mathbf{2}}\right)=\left[\begin{array}{ccc}
0 & -r & q  \tag{7.9}\\
r & 0 & -p \\
-q & p & 0
\end{array}\right]
$$

and the cross-product matrix $\boldsymbol{S}\left(\left(\boldsymbol{I}_{\boldsymbol{c g}}-m \boldsymbol{S}^{2}\left(\boldsymbol{r}_{\boldsymbol{c g}}\right)\right) \boldsymbol{\nu}_{\mathbf{2}}\right) \in \mathrm{SS}(3)$, which stems from the vector $\left(\boldsymbol{I}_{c g}-m \boldsymbol{S}^{2}\left(\boldsymbol{r}_{\boldsymbol{c g}}\right)\right) \boldsymbol{\nu}_{\mathbf{2}} \in \mathbb{R}^{3}$, is determined likewise.

## Hydrodynamics

The ROV motion transfers mechanical energy to the fluid, which is a dissipative medium, with the result that the fluid accelerates and the motion is affected to some extent. The energy transfer produces hydrodynamic effects appearing as the ROV, the fluid, or both have non-zero accelerations or velocities. The hydrodynamic effects are typically divided into viscous effects and effects approached by the potential theory - inviscid fluid - (Sørensen, 2013; Fossen, 2011; Lewandowski, 2004; Faltinsen, 1990; Newman, 1977; Abkowitz, 1972). Drag/lift forces and moments are viscous effects due to the motion of the ROV relative to the fluid, i.e. the ROV can be either moving through the still fluid, or standing still against the sea current, e.g. in DP. Added masses and the so-called Munk moments, which are also referred to as potential effects due to the sea current, are approached by the potential theory (Faltinsen, 1990; Newman, 1977). The wave zone potential damping, which is typically frequency-dependent, can be neglected, whenever the ROV is operating deeply submerged, whereupon the added mass can be simplified to asymptotic values regarding a wave frequency equal to zero. All effects are typically modelled by combinations of analytical and semi-empirical methods, where the model coefficients are typically obtained from dedicated hydrodynamic software codes, e.g. WAMIT, tank tests, or full-scale trials performed with the ROV.

The vector of hydrodynamic effects $\tau_{h d} \in \mathbb{R}^{6}$ is given by
$\tau_{h d}=-M_{A} \dot{\nu}_{r}-C_{A}\left(\nu_{r}\right) \nu_{r}-D_{L}\left(\kappa, \nu_{r}\right) \nu_{r}-D_{Q}\left|\nu_{r}\right| \nu_{r}$
where the vector of relative linear and angular velocities $\boldsymbol{\nu}_{r} \in \mathbb{R}^{6}$ in the BF frame is given by
$\nu_{r}=\left[\begin{array}{l}\nu_{r_{1}} \\ \nu_{r_{2}}\end{array}\right]=\left[\begin{array}{l}\nu_{1} \\ \nu_{2}\end{array}\right]-\left[\begin{array}{c}\nu_{c_{1}} \\ \mathbf{0}_{3}\end{array}\right]=\boldsymbol{\nu}-\nu_{c}$
where the vector of sea current velocities $\boldsymbol{\nu}_{\boldsymbol{c}}=\left[\boldsymbol{\nu}_{c_{1}}^{T}, \mathbf{0}_{3}^{T}\right]^{T}$ is composed of $\boldsymbol{\nu}_{\boldsymbol{c}_{1}}=$ $\left[u_{c}, v_{c}, w_{c}\right]^{T}[\mathrm{~m} / \mathrm{s}]$, which collects the linear velocities of the sea current in the BF
frame, and $\mathbf{0}_{\mathbf{3}} \in \mathbb{R}^{3}$ is a null vector. Notice then that $\boldsymbol{\nu}_{r_{2}}=\boldsymbol{\nu}_{2}$. Notice also that $\nu_{c}$ is so defined because of the premise of irrotational sea current. Consequently, the vector $\dot{\boldsymbol{\nu}}_{r}=\dot{\boldsymbol{\nu}}_{r}(t)=\frac{\mathrm{d}}{\mathrm{dt}}\left[\boldsymbol{\nu}_{r}(t)\right]$, where $\boldsymbol{\nu}_{r}(t)=\boldsymbol{\nu}_{r}$. Lastly, the vector of signed quadratic relative velocities $\left|\boldsymbol{\nu}_{\boldsymbol{r}}\right| \boldsymbol{\nu}_{r} \in \mathbb{R}^{6}$ is defined herein as
$\left|\boldsymbol{\nu}_{r}\right| \boldsymbol{\nu}_{r}:=\left[\begin{array}{lllll}\left|u_{r}\right| u_{r} & \left|v_{r}\right| v_{r} & \left|w_{r}\right| w_{r} & |p| p & |q| q\end{array}|r| r\right]^{T}$
The sea current velocities are more naturally expressed in the NED frame through the vector $\boldsymbol{\nu}_{\boldsymbol{c}}^{\mathrm{NED}}=\boldsymbol{\nu}_{\boldsymbol{c}}^{\mathrm{NED}}\left(\alpha_{h}, \alpha_{v}\right)$, which is given by

$$
\boldsymbol{\nu}_{c}^{\mathrm{NED}}=V_{c}\left[\begin{array}{llllll}
\cos \left(\alpha_{h}\right) \cos \left(\alpha_{v}\right) & \sin \left(\alpha_{h}\right) \cos \left(\alpha_{v}\right) & \sin \left(\alpha_{v}\right) & 0 & 0 & 0 \tag{7.13}
\end{array}\right]^{T}
$$

where $V_{c} \in \mathbb{R}_{\geqslant 0}[\mathrm{~m} / \mathrm{s}]$ is the constant sea current speed, $\alpha_{h} \in \mathbb{R} \mid \alpha_{h} \in(-\pi, \pi][\mathrm{rad}]$ is a constant angle, contained in the horizontal NE-plane, that is measured from the N -axis, and $\alpha_{v} \in \mathbb{R} \mid \alpha_{v} \in[-\pi / 2, \pi / 2][\mathrm{rad}]$ is a constant angle, contained in a vertical plane, that is measured from the NE-plane. The last three entries of (7.13) are likewise null because of the premise of irrotational sea current. Therefore,
$\nu_{c}=\nu_{c}^{\mathrm{BF}}=\boldsymbol{J}^{T}\left(\boldsymbol{\eta}_{2}\right) \boldsymbol{\nu}_{c}^{\mathrm{NED}}$
and
$\dot{\boldsymbol{\nu}}_{\boldsymbol{c}}=\dot{\boldsymbol{\nu}}_{\boldsymbol{c}}^{\mathrm{BF}}=\frac{\mathrm{d}}{\mathrm{dt}}\left[\boldsymbol{J}^{T}\left(\boldsymbol{\eta}_{\boldsymbol{2}}(t)\right)\right] \boldsymbol{\nu}_{\boldsymbol{c}}^{\mathrm{NED}}$
where the matrix $\boldsymbol{J}\left(\boldsymbol{\eta}_{\boldsymbol{2}}(t)\right)=\boldsymbol{J}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right)$ is given in (7.1). Notice that $\dot{\boldsymbol{\nu}}_{\boldsymbol{c}}^{\text {NED }}=\mathbf{0}_{\mathbf{6}}$, where $\mathbf{0}_{6} \in \mathbb{R}^{6}$ is a null vector, is used in (7.15), because of the premise of constant sea current. Notice also that $\boldsymbol{\nu}_{c}$ and $\dot{\boldsymbol{\nu}}_{\boldsymbol{c}}$ are time-varying under the matrix $\boldsymbol{J}\left(\boldsymbol{\eta}_{\mathbf{2}}\right)$.

The added mass inertia matrix $\boldsymbol{M}_{\boldsymbol{A}} \in \mathbb{R}^{6 \times 6} \mid \boldsymbol{M}_{\boldsymbol{A}} \geqslant 0$, also sometimes referred to as the virtual mass inertia matrix, which comes from the quadratic expression of the kinetic energy the fluid possesses due to the pressure field created around the accelerating ROV, is defined as
$\boldsymbol{M}_{\boldsymbol{A}}:=\left[\begin{array}{cccccc}X_{\dot{u}} & X_{\dot{v}} & X_{\dot{w}} & X_{\dot{p}} & X_{\dot{q}} & X_{\dot{r}} \\ Y_{\dot{u}} & Y_{\dot{v}} & Y_{\dot{w}} & Y_{\dot{p}} & Y_{\dot{q}} & Y_{\dot{r}} \\ Z_{\dot{u}} & Z_{\dot{v}} & Z_{\dot{w}} & Z_{\dot{p}} & Z_{\dot{q}} & Z_{\dot{r}} \\ K_{\dot{u}} & K_{\dot{v}} & K_{\dot{w}} & K_{\dot{p}} & K_{\dot{q}} & K_{\dot{r}} \\ M_{\dot{u}} & M_{\dot{v}} & M_{\dot{w}} & M_{\dot{p}} & M_{\dot{q}} & M_{\dot{r}} \\ N_{\dot{u}} & N_{\dot{v}} & N_{\dot{w}} & N_{\dot{p}} & N_{\dot{q}} & N_{\dot{r}}\end{array}\right]$
Assumption 7.1. The thirty-six hydrodynamic derivatives of $\boldsymbol{M}_{\boldsymbol{A}}$ are constant, because they are predominantly dependent on the shape of the controlled ROV and negligibly dependent on its velocity, despite the fact that, in practice, every entry may slightly vary over time about its nominal value, mostly depending on operating and environmental conditions. All the elements of $\boldsymbol{M}_{\boldsymbol{A}}$ are expected
to be non-zero and distinct, since an ROV typically has an open-frame structure with asymmetries in the shapes and distribution of the parts and components, apart from the interconnections, e.g. cables and tubes, among the parts and components randomly spread inwards.

The added mass Coriolis-centripetal matrix $\boldsymbol{C}_{\boldsymbol{A}}\left(\boldsymbol{\nu}_{\boldsymbol{r}}\right) \in \mathbb{R}^{6 \times 6}$, which can be straightforwardly derived from $\boldsymbol{M}_{\boldsymbol{A}}$, is given by

$$
\boldsymbol{C}_{\boldsymbol{A}}\left(\boldsymbol{\nu}_{r}\right)=-\left[\begin{array}{cc}
\mathbf{0}_{\mathbf{3 \times 3}} & \boldsymbol{S}\left(\left[\begin{array}{lll}
c_{A_{1}} & c_{A_{2}} & c_{A_{3}}
\end{array}\right]^{T}\right)  \tag{7.17}\\
S\left(\left[\begin{array}{lll}
c_{A_{1}} & c_{A_{2}} & c_{A_{3}}
\end{array}\right]^{T}\right) & \boldsymbol{S}\left(\left[\begin{array}{lll}
c_{A_{4}} & c_{A_{5}} & c_{A_{6}}
\end{array}\right]^{T}\right)
\end{array}\right]
$$

where the cross-product matrices $\boldsymbol{S}\left(\left[c_{A_{1}}, c_{A_{2}}, c_{A_{3}}\right]^{T}\right), \boldsymbol{S}\left(\left[c_{A_{4}}, c_{A_{5}}, c_{A_{6}}\right]^{T}\right) \in \mathrm{SS}(3)$ stem from the vectors $\left[c_{A_{1}}, c_{A_{2}}, c_{A_{3}}\right]^{T}$ and $\left[c_{A_{4}}, c_{A_{5}}, c_{A_{6}}\right]^{T}$, respectively, such that

$$
S\left(\left[\begin{array}{lll}
c_{A_{1}} & c_{A_{2}} & c_{A_{3}}
\end{array}\right]^{T}\right)=\left[\begin{array}{ccc}
0 & -c_{A_{3}} & c_{A_{2}}  \tag{7.18}\\
c_{A_{3}} & 0 & -c_{A_{1}} \\
-c_{A_{2}} & c_{A_{1}} & 0
\end{array}\right]
$$

and
$S\left(\left[\begin{array}{lll}c_{A_{4}} & c_{A_{5}} & c_{A_{6}}\end{array}\right]^{T}\right)=\left[\begin{array}{ccc}0 & -c_{A_{6}} & c_{A_{5}} \\ c_{A_{6}} & 0 & -c_{A_{4}} \\ -c_{A_{5}} & c_{A_{4}} & 0\end{array}\right]$
where $c_{A_{i}}=c_{A_{i}}\left(\boldsymbol{\nu}_{\boldsymbol{r}}\right)$, and $c_{A_{i}}\left(\boldsymbol{\nu}_{r}\right) \in \mathbb{R}\left|c_{A_{i}}\left(\boldsymbol{\nu}_{\boldsymbol{r}}\right):=\left(\boldsymbol{M}_{\boldsymbol{A}}\right)_{i} \boldsymbol{\nu}_{\boldsymbol{r}}, i \in \mathbb{N}\right| i \in\{1, \ldots, 6\}$, where $\left(\boldsymbol{M}_{\boldsymbol{A}}\right)_{i}$ denotes a (row) vector that is equal to the entire $i$-th row of $\boldsymbol{M}_{\boldsymbol{A}}$.

The matrix $\boldsymbol{D}_{\boldsymbol{L}}\left(\kappa, \boldsymbol{\nu}_{r}\right) \in \mathbb{R}^{6 \times 6}$ models the linear damping due to linear skin friction in laminar flows, i.e. at very low flow velocities. The matrix $\boldsymbol{D}_{Q} \in \mathbb{R}^{6 \times 6}$ models the nonlinear damping due to vortex shedding and quadratic skin friction in turbulent flows. Together, the matrices $\boldsymbol{D}_{\boldsymbol{L}}\left(\kappa, \boldsymbol{\nu}_{r}\right)$ and $\boldsymbol{D}_{\boldsymbol{Q}}$ allow linear effects to be strengthened at lower velocities and gradually vanish as nonlinear effects take over at higher velocities. The matrices are defined as
$\boldsymbol{D}_{\boldsymbol{L}}\left(\kappa, \boldsymbol{\nu}_{r}\right):=\left[\begin{array}{cccc}X_{u_{r}} \exp \left(-\kappa\left|u_{r}\right|\right) & X_{v_{r}} \exp \left(-\kappa\left|v_{r}\right|\right) & \ldots & X_{r} \exp (-\kappa|r|) \\ Y_{u_{r}} \exp \left(-\kappa\left|u_{r}\right|\right) & Y_{v_{r}} \exp \left(-\kappa\left|v_{r}\right|\right) & \ldots & Y_{r} \exp (-\kappa|r|) \\ Z_{u_{r}} \exp \left(-\kappa\left|u_{r}\right|\right) & Z_{v_{r}} \exp \left(-\kappa\left|v_{r}\right|\right) & \ldots & Z_{r} \exp (-\kappa|r|) \\ K_{u_{r}} \exp \left(-\kappa\left|u_{r}\right|\right) & K_{v_{r}} \exp \left(-\kappa\left|v_{r}\right|\right) & \ldots & K_{r} \exp (-\kappa|r|) \\ M_{u_{r}} \exp \left(-\kappa\left|u_{r}\right|\right) & M_{v_{r}} \exp \left(-\kappa\left|v_{r}\right|\right) & \ldots & M_{r} \exp (-\kappa|r|) \\ N_{u_{r}} \exp \left(-\kappa\left|u_{r}\right|\right) & N_{v_{r}} \exp \left(-\kappa\left|v_{r}\right|\right) & \ldots & N_{r} \exp (-\kappa|r|)\end{array}\right]$
and

$$
\boldsymbol{D}_{\boldsymbol{Q}}:=\left[\begin{array}{cccccc}
X_{\left|u_{r}\right| u_{r}} & X_{\left|v_{r}\right| v_{r}} & X_{\left|w_{r}\right| w_{r}} & X_{|p| p} & X_{|q| q} & X_{|r| r}  \tag{7.21}\\
Y_{\left|u_{r}\right| u_{r}} & Y_{\left|v_{r}\right| v_{r}} & Y_{\left|w_{r}\right| w_{r}} & Y_{|p| p} & Y_{|q| q} & Y_{|r| r} \\
Z_{\left|u_{r}\right| u_{r}} & Z_{\left|v_{r}\right| v_{r}} & Z_{\left|w_{r}\right| w_{r}} & Z_{|p| p} & Z_{|q| q} & Z_{|r| r} \\
K_{\left|u_{r}\right| u_{r}} & K_{\left|v_{r}\right| v_{r}} & K_{\left|w_{r}\right| w_{r}} & K_{|p| p} & K_{|q| q} & K_{|r| r} \\
M_{\left|u_{r}\right| u_{r}} & M_{\left|v_{r}\right| v_{r}} & M_{\left|w_{r}\right| w_{r}} & M_{|p| p} & M_{|q| q} & M_{|r| r} \\
N_{\left|u_{r}\right| u_{r}} & N_{\left|v_{r}\right| v_{r}} & N_{\left|w_{r}\right| w_{r}} & N_{|p| p} & N_{|q| q} & N_{|r| r}
\end{array}\right]
$$

where $\kappa \in \mathbb{R}_{>0}$ determines how fast the stability derivatives of (7.20) decay as $\left\|\boldsymbol{\nu}_{r}\right\|$ increases. Experimental data (Refsnes and Sørensen, 2012) suggested the use of exponential terms in $\boldsymbol{D}_{\boldsymbol{L}}\left(\kappa, \boldsymbol{\nu}_{r}\right)$, in order to force the linear damping to decrease under increasing velocities, since the flow becomes turbulent for increased velocities, whereupon the damping is better modelled by $D_{Q}$ working alone.

Assumption 7.2. The thirty-six hydrodynamic derivatives of $\boldsymbol{D}_{\boldsymbol{L}}\left(\kappa, \boldsymbol{\nu}_{r}\right)$, as well as those of $\boldsymbol{D}_{\boldsymbol{Q}}$, are constant, despite the fact that, in practice, every entry may slightly vary over time about its nominal value, mostly depending on operating and environmental conditions. All the elements of both matrices are expected to be non-zero and distinct, since an ROV typically has an open-frame structure with asymmetries in the shapes and distribution of the parts and components, apart from the interconnections, e.g. cables and tubes, among the parts and components randomly spread inwards.

Assumption 7.3. The modelling of the hydrodynamic damping based on the matrices $\boldsymbol{D}_{\boldsymbol{L}}\left(\kappa, \boldsymbol{\nu}_{r}\right)$ and $\boldsymbol{D}_{Q}$ provides a satisfactory approximation of the actual damping. It presents an intermediate level of complexity between fully decoupled models - diagonal matrices - e.g. Sørensen et al. (2012), Fossen (2011), Smallwood and Whitcomb (2004), and Caccia et al. (2000b), and fully coupled, hence more accurate, models, e.g. Martin and Whitcomb (2012, 2008). The latter typically have as many time-varying matrices collecting nonlinear damping coefficients as the number of modelled DoFs. There are also other ways of modelling the nonlinear damping, e.g. Sørensen (2013), Fossen and Ross (2012), Fossen (2011), and Lewandowski (2004). The term $\boldsymbol{D}_{\boldsymbol{Q}}\left|\boldsymbol{\nu}_{\boldsymbol{r}}\right| \boldsymbol{\nu}_{r}$ seen in (7.10) is preferred in this work because $D_{Q}$ becomes a constant matrix.

Remark 7.1. An analogy to justify the use of $\boldsymbol{D}_{\boldsymbol{L}}\left(\kappa, \boldsymbol{\nu}_{r}\right)$ and $\boldsymbol{D}_{Q}$ : an openframe ROV is subject to a stiction-like phenomenon, as it experiences relatively more intense damping forces and moments at the motion imminence than when already set in motion. The term stiction is a portmanteau of 'static friction'. An ROV has a large wet surface due to its complex construction. At very low flow velocities, the large surface creates significant hydrodynamic damping. At increased flow velocities, however, shedding effects reduce the wet surface due to the partial 'shadowing' created by closely installed parts.

## Hydrostatics

The roll and pitch movements, i.e. $\phi \neq 0 \mathrm{rad}$ and $\theta \neq 0 \mathrm{rad}$, respectively, induce forces and moments on the ROV, which would be equal to zero otherwise.

The vector of restoring forces and moments $\boldsymbol{\tau}_{\boldsymbol{h} \boldsymbol{s}}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right) \in \mathbb{R}^{6}$ is given by
$\boldsymbol{\tau}_{\boldsymbol{h} \boldsymbol{s}}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right)=\left[\begin{array}{c}\boldsymbol{J}_{\boldsymbol{L}}^{T}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right)\left(\boldsymbol{W}_{\boldsymbol{h s}}+\boldsymbol{B}_{\boldsymbol{h} \boldsymbol{s}}\right) \\ \boldsymbol{r}_{\boldsymbol{c g}} \times\left(\boldsymbol{J}_{\boldsymbol{L}}^{T}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right) \boldsymbol{W}_{\boldsymbol{h} \boldsymbol{s}}\right)+\boldsymbol{r}_{\boldsymbol{c b}} \times\left(\boldsymbol{J}_{\boldsymbol{L}}^{T}\left(\boldsymbol{\eta}_{\boldsymbol{2}}\right) \boldsymbol{B}_{\boldsymbol{h} \boldsymbol{s}}\right)\end{array}\right]$
where $\boldsymbol{W}_{\boldsymbol{h s}}=[0,0, W]^{T}[\mathrm{~N}]$ is built upon the weight force $W \in \mathbb{R}_{>0} \mid W=m g[\mathrm{~N}]$ that acts upon the CG pointing downwards, where $g \in \mathbb{R}_{>0}\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ is the acceleration of gravity, $\boldsymbol{B}_{\boldsymbol{h} \boldsymbol{s}}=[0,0,-B]^{T}$ is built upon the buoyancy force $B \in \mathbb{R}_{>0} \mid B=$ $\rho g \nabla[\mathrm{~N}]$ that acts upon the CB pointing upwards, where $\rho \in \mathbb{R}_{>0}\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$ is the fluid density and $\nabla \in \mathbb{R}_{>0}\left[\mathrm{~m}^{3}\right]$ is the volume of fluid displaced by the ROV, and the vector $\boldsymbol{r}_{\boldsymbol{c b}}=\left[x_{c b}, y_{c b}, z_{c b}\right]^{T}[\mathrm{~m}]$ gives the location of the CB with respect to $O_{\mathrm{BF}}$. The forces $W$ and $B$ are parallel to D-axis, since they are functions of $g$.

Remark 7.2. It is safer to have the ROV designed slightly positive buoyant, i.e. $B>W$, because it can naturally emerge to the sea surface in case a hard failure occurs in the MCS. On the other hand, a thrust force, whose value amounts to $(B-W) N$, is permanently demanded from the propulsion system in order to keep the ROV submerged.

## Propulsion system

Marine thrusters cannot be modelled by finite-dimensional models based on first principles (Sørensen, 2013). In particular, the complex nature of the propellerfluid interaction makes it difficult to accurately model thrusters. To overcome crucial modelling shortcomings, a combination of analytical and semi-empirical techniques has to be employed to produce simplified models. Static mappings are commonly used simplifications whereby the angular velocity $n_{p} \in \mathbb{R}[\mathrm{rad} / \mathrm{s}]$ of a propeller is related to the thrust force $T \in \mathbb{R}[\mathrm{~N}]$ it develops (Sørensen, 2013; Caccia et al., 2000b; Ishidera et al., 1986). Furthermore, the typical electromechanical servo velocity loop of a thruster has a negligible time constant in comparison with the time constants of the ROV dynamics (Do and Pan, 2009; Caccia et al., 2000b). An example of static mapping is depicted in Figure 7.2. It concerns a thruster of the ROV Minerva, see Appendix C. The curves were adapted from the experimental data found in Ludvigsen and Ødegaard (2005, 2004).

The thrust force delivered by a thruster can be modelled as
$T=\left(1-t_{p}\right)\left(k_{T_{0}} \rho D^{4}\left|n_{p}\right| n_{p}-k_{T_{1}} \rho D^{3}\left|n_{p}\right| v_{w}\right)$
where $t_{p} \in \mathbb{R}_{>0} \mid t_{p} \in(0,1)$ is a global thrust deduction coefficient that clusters together all losses with respect to the open-water thrust. Losses are mainly caused


Figure 7.2: Example of static mapping of thrust force.
by: i) the increased hydrodynamic drag that arises from the local pressure reduction that stems from the propeller suction; ii) the motion of the propeller along with the ROV; and iii) the flow disturbances caused by other components of the ROV closely installed and/or other propellers working nearby (Sørensen, 2013; Fossen, 2011; Lewandowski, 2004; Ishidera et al., 1986). The constant $D \in \mathbb{R}_{>0}$ [ m$]$ denotes the propeller disc diameter, and $v_{w} \in \mathbb{R}[\mathrm{~m} / \mathrm{s}]$ is the water inflow velocity into the nozzle of the thruster, which differs from $v_{\text {rel }} \in \mathbb{R}[\mathrm{m} / \mathrm{s}]$ - projection of the vector of relative velocities $\nu_{r}$ of the self-propelled ROV onto a straight line parallel to propeller shaft - due to: i) potential and viscous hydrodynamic effects; and ii) the last two just mentioned causes of thrust loss. The actual value of the water inflow velocity can be determined through
$v_{w}=\left(1-w_{p}\right) v_{\text {rel }}$
where $w_{p} \in \mathbb{R}_{>0} \mid w_{p} \in(0,1)$ is the wake fraction number. The nominal thrust coefficients are $k_{T_{i}} \in \mathbb{R}_{>0}, i \in\{0,1\}$. They are two-folded typically, i.e. $k_{T_{i}}^{+}$holds for $n_{p} \geqslant 0$, whereas $k_{T_{i}}^{-}$holds for $n_{p}<0$. They are obtained from open-water tank tests carried out with the propeller alone under near lossless operating conditions, i.e. $t_{p} \approx 0$, and are commonly approximated (Sørensen, 2013; Fossen and Blanke, 2000; Blanke et al., 2000) by a linear function of the so-called advance number
$J=v_{w} /\left(D n_{p}\right)$

The coefficient $k_{T_{0}}$ corresponds to the bollard pull operating condition in which $v_{w}=0 \mathrm{~m} / \mathrm{s}$.

The thrust configuration matrix of the propulsion system (Sørensen, 2013; Fossen, 2011) is denoted $\boldsymbol{T}_{\boldsymbol{p}} \in \mathbb{R}^{q \times p}, p \geqslant q$, where $q$ is the dimension of the configuration space - number of actuated DoFs (Breivik and Fossen, 2009) -, and $p$ is the number of thrusters which actuate the configuration space.

The vector of propulsion and steering forces and moments $\tau_{p} \in \mathbb{R}^{6}$ is given by $\boldsymbol{\tau}_{\boldsymbol{p}}=\boldsymbol{T}_{\boldsymbol{p}}\left[\begin{array}{lllll}T_{1} & T_{2} & \ldots & T_{p-1} & T_{p}\end{array}\right]^{T}$
where $T_{i}, i \in \mathbb{N} \mid i \in\{1,2, \ldots, p\}$, represents the thrust force delivered by the $i$-th thruster, which is given by (7.23).

### 7.2.4 The process plant model

The pursued PPM is obtained by putting (7.4) and a dynamics equation referenced in the BF frame together. The dynamics equation is obtained by firstly substituting (7.10), (7.15), (7.22), and (7.26) into (7.5), and then manipulating algebraically the resulting equation afterwards.

The PPM is given in the state space by

$$
\left\{\begin{array}{l}
\dot{\eta}=J\left(\eta_{2}\right) \nu  \tag{7.27}\\
M \dot{\nu}=- \\
\quad-C_{\mathbf{R B}}\left(\nu_{2}\right) \nu-C_{A}\left(\nu_{r}\right) \nu_{r}-D_{L}\left(\kappa, \nu_{r}\right) \nu_{r}-D_{Q}\left|\nu_{r}\right| \nu_{r} \\
\\
\quad+M_{A} \dot{J}^{T}\left(\eta_{2}\right) \nu_{c}^{\mathrm{NED}}+\tau_{h s}\left(\eta_{2}\right)+\tau_{d}+\tau_{p}
\end{array}\right.
$$

where $\boldsymbol{M}=\boldsymbol{M}_{\mathbf{R B}}+\boldsymbol{M}_{\boldsymbol{A}}>0$ and $\dot{\boldsymbol{J}}^{T}\left(\boldsymbol{\eta}_{\mathbf{2}}\right)=\dot{\boldsymbol{J}}^{T}\left(\boldsymbol{\eta}_{\mathbf{2}}(t)\right)=\frac{\mathrm{d}}{\mathrm{dt}}\left[\boldsymbol{J}^{T}\left(\boldsymbol{\eta}_{\mathbf{2}}(t)\right)\right]$.

### 7.3 Control plant model

The Control Plant Model (CPM) is a diligently simplified version of the PPM. It is introduced for controller and observer design purposes (Sørensen, 2005, 2013). Some simplifications can be performed in the mathematical modelling because the controller dominates certain terms of the closed-loop dynamics, e.g. damping and restoring forces and moments. The CPM is also useful in the analytical stability analysis of the resulting closed-loop system.

In this work, the CPM is built upon the general premises underlying the PPM, see Section 7.2, plus the following assumptions:

Assumption 7.4. The configuration space (Breivik and Fossen, 2009) can be restricted to the four DoFs of interest, namely surge, sway, heave, and yaw, which are controlled by the MCS proposed in Chapter 8. Both uncontrolled DoFs, namely roll and pitch, are self-stable by the design of the ROV - metacentric stability
-, are not actuated at all, and span negligibly narrow ranges, i.e. $|\phi(t)|,|\theta(t)| \approx$ $0 \operatorname{rad} \forall t \geqslant 0 \mathrm{~s}$. Thus, both DoFs can be permanently disregarded. This means that both the 4 th and the 5 th elements of the vectors must be removed. The reduction in the dimension of the model causes all vectors defined within Section 7.2 to be redefined as e.g. $\tau_{\boldsymbol{h s}}:=[0,0,(W-B), 0]^{T}$ and $\boldsymbol{\tau}_{\boldsymbol{p}}:=\boldsymbol{T}_{\boldsymbol{p}}\left[T_{1}, T_{2}, \ldots, T_{p-1}, T_{p}\right]^{T}$, where $\boldsymbol{T}_{\boldsymbol{p}} \in \mathbb{R}^{4 \times p}$. In particular, it causes $\boldsymbol{\nu}_{\mathbf{2}}$ and $\boldsymbol{\eta}_{\mathbf{2}}$ to be reduced to $\nu_{2}(t)=r(t)$ and $\eta_{2}(t)=\psi(t)$, respectively, whereupon $\dot{\eta}_{2}(t)=\dot{\psi}(t)=\frac{\mathrm{d}}{\mathrm{dt}}[\psi(t)]=r(t)=\nu_{2}(t)$. The reduction affects all matrices defined within Section 7.2 likewise. This means that the whole 4 th and 5th rows and columns of the matrices must be removed. Notice then that the transformation matrix $\boldsymbol{J}\left(\eta_{2}\right)=\boldsymbol{J}(\psi) \in \mathrm{SO}(4)$.

Assumption 7.5. The decay rate $\kappa$ of the entries of $\boldsymbol{D}_{\boldsymbol{L}}\left(\kappa, \boldsymbol{\nu}_{r}\right)$ can be dropped for the sake of stability proofing, when it comes to the MCS proposed in Chapter 8. The total hydrodynamic damping effects have to be curve refitted, such that $\boldsymbol{D}_{\boldsymbol{L}} \in \mathbb{R}^{4 \times 4} \mid \boldsymbol{D}_{\boldsymbol{L}}>0$ and $\boldsymbol{D}_{\boldsymbol{Q}} \in \mathbb{R}^{4 \times 4} \mid \boldsymbol{D}_{\boldsymbol{Q}}>0$ are both constant.

Assumption 7.6. The thrust force $T$ can be satisfactorily approximated by
$T=k_{T}\left(n_{p}\right)\left|n_{p}\right| n_{p}$
where $k_{T}\left(n_{p}\right) \in \mathbb{R}_{>0}$ is the nominal thrust mapping, which is a nonlinear function of the angular velocity of the propeller $n_{p}$ that is determined in tank tests performed under the bollard pull condition with the ROV fully assembled. The mapping $k_{T}\left(n_{p}\right)$ already includes the overall loss. The reason for simplifying the expression of the thrust force is to drop the explicit dependence on $v_{w}$ from (7.23), because $v_{w}$ is neither measured nor estimated in the present work.

Assumption 7.7. The terms in (7.10) which generate perturbations in (7.5), whereupon do likewise in (7.27), due to the sea current, can be isolated from (7.10) and collected in the vector of current-generated perturbations $\boldsymbol{\tau}_{\boldsymbol{c}}\left(\boldsymbol{\nu}, \boldsymbol{\nu}_{\boldsymbol{c}}, \dot{\boldsymbol{\nu}}_{\boldsymbol{c}}\right) \in \mathbb{R}^{4}$, which is referenced in the BF frame. The vector $\boldsymbol{\tau}_{\boldsymbol{c}}(\cdot)$ can be immediately obtained in the NED frame through the use of (7.14)-(7.15). The reason for creating $\tau_{c}(\cdot)$ is that $\nu_{c}^{\text {NED }}$ is neither measured nor estimated in the present work. Towards this end, firstly the vectors $\boldsymbol{\nu}_{r}, \dot{\boldsymbol{\nu}}_{r},\left|\boldsymbol{\nu}_{\boldsymbol{r}}\right| \boldsymbol{\nu}_{r} \in \mathbb{R}^{4}$ are resolved into
$\nu_{r}=\nu-\nu_{c} \quad$ and $\quad \dot{\nu}_{r}=\dot{\nu}-\dot{\nu}_{c}$
and
$\left|\boldsymbol{\nu}_{\boldsymbol{r}}\right| \boldsymbol{\nu}_{\boldsymbol{r}}=|\boldsymbol{\nu}| \boldsymbol{\nu}+\left(\left|\boldsymbol{\nu}-\boldsymbol{\nu}_{\boldsymbol{c}}\right|\left(\boldsymbol{\nu}-\boldsymbol{\nu}_{\boldsymbol{c}}\right)-|\boldsymbol{\nu}| \boldsymbol{\nu}\right)$
where $\left|\boldsymbol{\nu}-\boldsymbol{\nu}_{\boldsymbol{c}}\right|\left(\boldsymbol{\nu}-\boldsymbol{\nu}_{\boldsymbol{c}}\right) \in \mathbb{R}^{4}$ in (7.30) denotes a column vector that entails four multiplications carried out componentwise - Hadamard, or Schur, product i.e. $\left|\boldsymbol{\nu}-\boldsymbol{\nu}_{\boldsymbol{c}}\right|\left(\boldsymbol{\nu}-\boldsymbol{\nu}_{\boldsymbol{c}}\right)=\left[\left|u-u_{c}\right|\left(u-u_{c}\right),\left|v-v_{c}\right|\left(v-v_{c}\right),\left|w-w_{c}\right|\left(w-w_{c}\right),|r| r\right]^{T}$. Recall the fact $r_{c}=0 \mathrm{rad} / \mathrm{s}$ under the premise of irrotational sea current.

Then, the expansion of the term $\boldsymbol{C}_{\boldsymbol{A}}\left(\boldsymbol{\nu}_{\boldsymbol{r}}\right) \boldsymbol{\nu}_{r}$ yields
$C_{A}\left(\nu_{r}\right) \nu_{r}:=C_{A}(\nu) \nu+C_{A_{1}}(\nu) \nu_{c}+C_{A_{2}}\left(\nu_{c}\right) \nu_{c}$
where the matrices $\boldsymbol{C}_{\boldsymbol{A}_{i}}(\cdot) \in \mathbb{R}^{4 \times 4}, i \in\{1,2\}$, are defined as
$\boldsymbol{C}_{\boldsymbol{A}_{1}}(\boldsymbol{\nu}):=-\left[\begin{array}{c}\boldsymbol{\nu}^{T} \boldsymbol{T}_{\boldsymbol{X}} \boldsymbol{M}_{\boldsymbol{A}} \\ \boldsymbol{\nu}^{T} \boldsymbol{T}_{\boldsymbol{Y}} \boldsymbol{M}_{\boldsymbol{A}} \\ \mathbf{0}_{\mathbf{1 \times 4}} \\ \boldsymbol{\nu}^{T}\left(\boldsymbol{T}_{\boldsymbol{N}} \boldsymbol{M}_{\boldsymbol{A}}+\boldsymbol{M}_{\boldsymbol{A}}^{T} \boldsymbol{T}_{\boldsymbol{N}}^{T}\right)\end{array}\right]$
and
$C_{\boldsymbol{A}_{\mathbf{2}}}\left(\boldsymbol{\nu}_{\boldsymbol{c}}\right):=\left[\begin{array}{c}\mathbf{0}_{\mathbf{3 \times 4}} \\ \boldsymbol{\nu}_{c}^{T} \boldsymbol{T}_{\boldsymbol{N}} M_{A}\end{array}\right]$
where $\mathbf{0}_{\boldsymbol{i \times 4}} \in \mathbb{R}^{i \times 4}, i \in\{1,3\}$, are null matrices, and $\boldsymbol{T}_{\boldsymbol{X}}, \boldsymbol{T}_{\boldsymbol{Y}}, \boldsymbol{T}_{\boldsymbol{N}} \in \mathbb{R}^{4 \times 4}$ are constant sparse matrices, such that
$\boldsymbol{T}_{\boldsymbol{X}}:=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0\end{array}\right], \boldsymbol{T}_{\boldsymbol{Y}}:=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0\end{array}\right]$, and $\boldsymbol{T}_{\boldsymbol{N}}:=\left[\begin{array}{cccc}0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$
where $\boldsymbol{T}_{\boldsymbol{N}} \in \mathrm{SS}(4)$.
Finally, by collecting the terms of interest from (7.10), with the aid of (7.31), and then manipulating algebraically the resulting equation afterwards, the vector of current-generated perturbations $\boldsymbol{\tau}_{\boldsymbol{c}}\left(\boldsymbol{\nu}, \boldsymbol{\nu}_{\boldsymbol{c}}, \dot{\boldsymbol{\nu}}_{\boldsymbol{c}}\right)$ is defined as

$$
\begin{align*}
\tau_{c}\left(\boldsymbol{\nu}, \nu_{c}, \dot{\nu}_{c}\right):= & M_{A} \dot{\nu}_{c}-C_{A_{1}}(\boldsymbol{\nu}) \nu_{c}-C_{A_{2}}\left(\boldsymbol{\nu}_{c}\right) \nu_{c}+D_{L} \nu_{c} \\
& +D_{Q}\left(|\boldsymbol{\nu}| \nu-\left|\boldsymbol{\nu}-\nu_{c}\right|\left(\nu-\nu_{c}\right)\right) \tag{7.35}
\end{align*}
$$

where $\boldsymbol{\tau}_{\boldsymbol{c}}\left(\boldsymbol{\nu}, \boldsymbol{\nu}_{c}, \dot{\boldsymbol{\nu}}_{c}\right)=\mathbf{0}_{\mathbf{4}} \Leftrightarrow \boldsymbol{\nu}_{\boldsymbol{c}}=\mathbf{0}_{\mathbf{4}}$, where $\mathbf{0}_{\mathbf{4}} \in \mathbb{R}^{4}$ is a null vector.
The vector $\boldsymbol{\tau}_{\boldsymbol{c}}(\cdot)$ also provides useful information on the sea current. It can be used, among other possibilities, to:

- estimate $\nu_{c}$, but such a goal is not pursued in the present work;
- help to determine the needed capacity of the propulsion system of the ROV during the design stage.


### 7.3.1 The control plant model

The pursued CPM is obtained by putting (7.4) and a dynamics equation referenced in the BF frame together, both under the reduction in the dimension of the model to four DoFs. The dynamics equation is derived from (7.27) with the aid of (7.31) and under the aforementioned assumptions.

The CPM is given in the state space by
$\left\{\begin{array}{l}\dot{\eta}=J(\psi) \nu \\ M \dot{\nu}=-C(\nu) \nu-D_{L} \nu-D_{Q}|\nu| \nu+\tau_{c}+\tau_{h s}+\tau_{p}\end{array}\right.$
where $\boldsymbol{M}=\boldsymbol{M}_{\mathrm{RB}}+\boldsymbol{M}_{\boldsymbol{A}}>0, \boldsymbol{C}(\boldsymbol{\nu})=\boldsymbol{C}_{\mathrm{RB}}(\boldsymbol{\nu})+\boldsymbol{C}_{\boldsymbol{A}}(\boldsymbol{\nu})$, where $\boldsymbol{C}(\boldsymbol{\nu})=\boldsymbol{C}\left(\nu_{2}\right)=$ $\boldsymbol{C}(r)=\boldsymbol{C}(\dot{\psi})$, and $\boldsymbol{\tau}_{\boldsymbol{c}}=\boldsymbol{\tau}_{\boldsymbol{c}}\left(\boldsymbol{\nu}, \boldsymbol{\nu}_{\boldsymbol{c}}, \dot{\boldsymbol{\nu}}_{\boldsymbol{c}}\right)$ in (7.35) for the sake of simplicity.
Remark 7.3. Notice that the vector of disturbances $\boldsymbol{\tau}_{\boldsymbol{d}}=\left[d_{u}, d_{v}, d_{w}, d_{r}\right]^{T}-$ already with both the 4 th and the 5 th rows removed with regard to the counterpart in (7.27) -, see Subsection 7.2.3, is not present in (7.36). The reason to drop $\tau_{d}$ is to simplify the CPM, since the disturbances - forces and moment generated by the umbilical cable are neither measured nor estimated in the present work.

## Chapter 8

## Motion control system

### 8.1 Introduction

The MCS presented in this chapter consists in a model-based MIMO output feedback control system that works in tandem with an open-loop guidance system. The control system is presented in Section 8.2. The navigation system is presented in Section 8.3. Both of them are built upon the CPM found in Subsection 7.3.1 in Chapter 7. The guidance system builds upon the path generation scheme presented in Part II of this thesis, and is not treated again in this chapter. Figure 6.1 in Chapter 6 depicts a block diagram of the MCS where the controlled plant is represented by the NTNU's ROV Minerva.

The explicit dependence of the MCS on time is omitted for the sake simplicity. Nevertheless, the dependence is clearly indicated wherever necessary for clarity.

### 8.2 Control system

The control system performs two tasks:

- Linearisation of the plant dynamics;
- Asymptotic tracking of the reference vector $\boldsymbol{x}_{\boldsymbol{R}}:=\left[\boldsymbol{\eta}_{\boldsymbol{R}}^{T}, \boldsymbol{\nu}_{\boldsymbol{R}}^{T}\right]^{T} \in \mathbb{R}^{8}$.

The first task is performed aiming at helping the performance of the second task, and at enabling the use of the linear HGSO to estimate the (possibly) unmeasured plant state variables, i.e. velocities, and filter the measured plant state variables.

The full vector of suitable and sufficiently smooth references $\left[\boldsymbol{\eta}_{\boldsymbol{R}}^{T}, \boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T} \in$ $\mathbb{R}^{12}$ that is generated by the guidance system is composed of the position and heading angle reference vector $\boldsymbol{\eta}_{R}:=\left[n_{R}, e_{R}, d_{R}, \psi_{R}\right]^{T}$, which is referenced in the NED frame, see Subsection 7.2.1, of the velocity reference vector $\nu_{R}:=\left[u_{R}, v_{R}\right.$,
$\left.w_{R}, r_{R}\right]^{T}$, which is referenced in the BF frame, see Subsection 7.2.1 and, lastly, of the acceleration reference vector $\dot{\boldsymbol{\nu}}_{\boldsymbol{R}}=\dot{\boldsymbol{\nu}}_{\boldsymbol{R}}(t)=\frac{\mathrm{d}}{\mathrm{dt}}\left[\boldsymbol{\nu}_{\boldsymbol{R}}(t)\right]$, where $\boldsymbol{\nu}_{\boldsymbol{R}}(t)=\boldsymbol{\nu}_{\boldsymbol{R}}$ and the parameter $t \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$ is the time. Recall from Section 4.2 in Chapter 4 that $\dot{\boldsymbol{\eta}}_{\boldsymbol{R}}(t)=\frac{\mathrm{d}}{\mathrm{dt}}\left[\boldsymbol{\eta}_{\boldsymbol{R}}(t)\right]=\boldsymbol{J}(\psi(t)) \boldsymbol{\nu}_{\boldsymbol{R}}(t)$, where $\boldsymbol{\eta}_{\boldsymbol{R}}(t)=\boldsymbol{\eta}_{\boldsymbol{R}}$ and $\psi(t)=\psi$, and see also Section 7.3.

### 8.2.1 Separation principle

Assumption 8.1. The plant state vector $\boldsymbol{x}:=\left[\boldsymbol{\eta}^{T}, \boldsymbol{\nu}^{T}\right]^{T} \in \mathbb{R}^{8}$ is available for feedback as if measured, whereas it is in reality the estimated vector $\hat{\boldsymbol{x}}:=\left[\hat{\boldsymbol{\eta}}^{T}\right.$, $\left.\hat{\boldsymbol{\nu}}^{T}\right]^{T} \in \mathbb{R}^{8}$ supplied by the HGSO. This assumption is supported by a separation principle based on the use of the HGSO. Such a separation principle holds for certain classes of nonlinear systems (Khalil, 2002; Atassi and Khalil, 2000; Esfandiari and Khalil, 1992), including the proposed MCS, given that:

- The controlled plant is left-invertible and minimum-phase;
- The state feedback control system is globally bounded in the state vector.

The left-inversion problem characterises structural properties of a model with regard to estimation and reconstruction of its state vector (Estrada et al., 2007). Exact asymptotic tracking cannot be achieved by non-minimum-phase systems (Franklin et al., 2009; Slotine and Li, 2005). Moreover, such type of system is often the source of considerable difficulty in synthesising well-behaved state feedback control systems (Friedland, 1986). The controlled plant is left-invertible and minimum-phase if its linearised version also has both characteristics (Esfandiari and Khalil, 1992). This is indeed the case in this work, as it is shown later in this section. It is shown in Subsection 8.2.3 that the (state feedback) control system is GES. This means that its region of attraction is the whole vector space $\mathcal{D} \equiv \mathbb{R}^{12}$, which is an equivalent condition to that of being globally bounded in the state vector. Finally, it is shown in Section 8.4 that the proposed output feedback control system is also GES.

Remark 8.1. Global boundedness in the state vector can always be achieved by saturating either the control or the estimated state vector outside a compact region of interest $\mathcal{D} \subset \mathbb{R}^{k}$, where $k \in \mathbb{N}_{>0}$ (Khalil, 2002). This is important to avoid that the high-valued short-duration peaks in the estimated state vector, which are intrinsically produced by the HGSO, as discussed in Section 8.3, severely affect the closed-loop system response, as the controller may overreact to them. For instance, a locally stable controller would be driven to instability by an estimate peaking outside its basin of attraction.

Consider the following LTI system derived from the CPM in (7.36)

$$
\left\{\begin{array}{l}
\dot{z}=\boldsymbol{A} \boldsymbol{z}+\boldsymbol{B}\left(\tau_{c}+\tau_{p}\right)  \tag{8.1}\\
\boldsymbol{y}=\boldsymbol{C} \boldsymbol{z}
\end{array}\right.
$$

where $\boldsymbol{z} \in \mathbb{R}^{8}$ is the state vector, $\boldsymbol{y} \in \mathbb{R}^{4}$ is the output vector, $\boldsymbol{\tau}_{\boldsymbol{c}} \in \mathbb{R}^{4}$ is the perturbation vector defined in (7.35), and $\tau_{p} \in \mathbb{R}^{4}$ is the propulsion and steering vector redefined in Section 7.3. Notice that $\tau_{c}$ and $\tau_{p}$ are two input vectors of the system (8.1). Let the matrices be defined as

$$
\boldsymbol{A}:=\left[\begin{array}{cc}
\mathbf{0}_{4 \times 4} & \boldsymbol{J}(\bar{\psi})  \tag{8.2}\\
\mathbf{0}_{4 \times 4} & -\boldsymbol{M}^{-1} \boldsymbol{D}_{L}
\end{array}\right], \quad \boldsymbol{B}:=\left[\begin{array}{c}
\mathbf{0}_{4 \times 4} \\
\boldsymbol{M}^{-1}
\end{array}\right], \quad \text { and } \quad \boldsymbol{C}:=\left[\begin{array}{cc}
\boldsymbol{I}_{4} & \mathbf{0}_{4 \times 4}
\end{array}\right]
$$

where $\boldsymbol{J}(\bar{\psi})$ is constant for any constant heading angle $\bar{\psi} \mathrm{rad}$, and $\mathbf{0}_{\mathbf{4} \times \mathbf{4}}, \boldsymbol{I}_{\mathbf{4}} \in \mathbb{R}^{4 \times 4}$ are the null and identity matrices of order 4 . In particular, $\bar{\psi}=0 \mathrm{rad}$ is preferred, yielding $\boldsymbol{J}(0)=\boldsymbol{I}_{4}$, without loss of generality. Notice that $\boldsymbol{M}$ and $\boldsymbol{D}_{\boldsymbol{L}}$ are the only matrices kept from (7.36). How this is achieved is detailed later. The matrix pair $(\boldsymbol{A}, \boldsymbol{B})$ is controllable, as the controllability matrix $\mathcal{C} \in \mathbb{R}^{8 \times 32}$ given by
$\mathcal{C}=\left[\begin{array}{llllllll}\boldsymbol{B} & \boldsymbol{A} \boldsymbol{B} & \boldsymbol{A}^{2} \boldsymbol{B} & \boldsymbol{A}^{3} \boldsymbol{B} & \boldsymbol{A}^{4} \boldsymbol{B} & \boldsymbol{A}^{5} \boldsymbol{B} & \boldsymbol{A}^{6} \boldsymbol{B} & \boldsymbol{A}^{7} \boldsymbol{B}\end{array}\right]$
has full row rank, provided that e.g. $\operatorname{det}\left(\left[\begin{array}{ll}\boldsymbol{B} & \boldsymbol{A} \boldsymbol{B}])=\operatorname{det}\left(\boldsymbol{M}^{-2}\right)>0 \text {. Notice }\end{array}\right.\right.$ that $\exists \boldsymbol{M}^{-1} \mid \boldsymbol{M}>0$, see Subsection 7.3.1. The matrix pair $(\boldsymbol{A}, \boldsymbol{C})$ is observable, as the observability matrix $\mathcal{O} \in \mathbb{R}^{32 \times 8}$ given by
$\mathcal{O}=\left[\begin{array}{llllll}\boldsymbol{C}^{T} & \boldsymbol{A}^{T} \boldsymbol{C}^{T} & \left(\boldsymbol{A}^{2}\right)^{T} \boldsymbol{C}^{T} & \ldots & \left(\boldsymbol{A}^{6}\right)^{T} \boldsymbol{C}^{T} & \left(\boldsymbol{A}^{7}\right)^{T} \boldsymbol{C}^{T}\end{array}\right]^{T}$
has full column rank, provided that e.g. $\operatorname{det}\left(\left[\begin{array}{ll}\boldsymbol{C}^{T} & \boldsymbol{A}^{T} \boldsymbol{C}^{T}\end{array}\right]^{T}\right)=\operatorname{det}\left(\boldsymbol{I}_{\mathbf{8}}\right)=1$, where $I_{8} \in \mathbb{R}^{8 \times 8}$ is an identity matrix.

It can be concluded that the LTI system (8.1) is:

- a minimal realisation, because it has no transmission zeros in the whole complex plane, and having no such zeros implies having no zeros at all in particular, having no zeros in the right-hand plane - , whereupon it is a minimum-phase system;
- left-invertible, as the transfer function matrix $\boldsymbol{G}(s)=\boldsymbol{C}\left(s \boldsymbol{I}_{\mathbf{4}}-\boldsymbol{A}\right)^{-1} \boldsymbol{B} \in$ $\mathbb{R}^{4 \times 4}$ has full rank $\forall s \in \mathbb{C}$. Equivalently, $\operatorname{dim}(\operatorname{ker}(\boldsymbol{G}(s)))=0 \forall s \in \mathbb{C}$.
Details on these properties can be found in e.g. Franklin et al. (2009), Estrada et al. (2007), Slotine and Li (2005), Friedland (1986), and Kailath (1980).

The separation principle (Khalil, 2002; Atassi and Khalil, 2000; Esfandiari and Khalil, 1992) is therefore assumed to hold for the present nonlinear system, as the conditions on both the CPM and the state feedback controller are satisfied. No proof is repeated herein, and the interested reader is referred to the cited works for details and the proof. The perturbation theory (Khalil, 2002; Kokotović et al., 1999), which deals with dynamical systems containing different scales, whether space or time, is commonly employed therein to demonstrate that the state estimation by the HGSO converges very fast to the actual plant states for high enough gains of the state observer. Hence, two time scales coexist in the output feedback
control system, namely the slower state feedback dynamics and the faster state estimation dynamics, such that the system performance under output feedback becomes almost indistinguishable from that under state feedback.

### 8.2.2 Control vector

The control vector $\boldsymbol{u} \in \mathbb{R}^{4}$ is defined as
$u:=u_{\text {lin }}+u_{\text {pid }}+u_{\text {ff }}$
where $\boldsymbol{u}_{\text {lin }}$ tackles to cancel out the nonlinear terms in the dynamics of the CPM in (7.36), $\boldsymbol{u}_{\text {pid }}$ implements full state feedback, and $\boldsymbol{u}_{\mathrm{ff}}$ provides reference feedforward. The three terms in (8.5) are detailed in the sequence.

## Thrust allocation

The thrust allocation block, see Figure 6.1, converts the control vector $\boldsymbol{u}$ into $p$ individual signals $\mu_{i} \in \mathbb{R}$ - either voltages or currents - which control the thruster servos, where $\boldsymbol{\mu} \in \mathbb{R}^{p} \mid \boldsymbol{\mu}:=\left[\mu_{1}, \mu_{2}, \ldots, \mu_{p-1}, \mu_{p}\right]^{T}$. The signals then produce the vector $\boldsymbol{\tau}_{\boldsymbol{p}}$ in (7.36) through $\boldsymbol{\tau}_{\boldsymbol{p}}:=\boldsymbol{T}_{\boldsymbol{p}}\left[T_{1}, T_{2}, \ldots, T_{p-1}, T_{p}\right]^{T}$, see Section 7.3. The control signals are given by
$\mu_{i}:=\theta_{i} \operatorname{sgn}\left(T_{i}\right) \sqrt{\left|T_{i}\right| / k_{T_{i}}\left(n_{p_{i}}\right)}$
for $i \in\{1, \ldots, p\}$, based on (7.28), where $\theta_{i} \in \mathbb{R}_{>0} \mid \theta_{i}:=\mu_{i} / n_{p_{i}}$ are scaling factors - inverse thruster servo gains - which relate the signals $\mu_{i}$ to the corresponding propeller angular velocities $n_{p_{i}}[\mathrm{rad} / \mathrm{s}]$, and $T_{i}[\mathrm{~N}]$ are the thrust forces wanted the propellers to deliver, such that
$\left[\begin{array}{lllll}T_{1} & T_{2} & \ldots & T_{p-1} & T_{p}\end{array}\right]^{T}:=\boldsymbol{T}_{\boldsymbol{p}}^{\star} \boldsymbol{u}$
where $\boldsymbol{T}_{\boldsymbol{p}}^{\star} \in \mathbb{R}^{p \times 4}$ is the thrust allocation algorithm given by the constant mapping
$\boldsymbol{T}_{\boldsymbol{p}}^{\star}:=\boldsymbol{W}_{\boldsymbol{p}}^{-1} \boldsymbol{T}_{\boldsymbol{p}}^{T}\left(\boldsymbol{T}_{\boldsymbol{p}} \boldsymbol{W}_{\boldsymbol{p}}^{-1} \boldsymbol{T}_{\boldsymbol{p}}^{T}\right)^{-1}$
which basically consists in the Moore-Penrose pseudo-inverse of the thrust configuration matrix $\boldsymbol{T}_{\boldsymbol{p}}$ of the propulsion system, see Subsection 7.2.3 first, and then Section 7.3. The typically diagonal matrix $\boldsymbol{W}_{\boldsymbol{p}} \in \mathbb{R}^{p \times p} \mid \boldsymbol{W}_{\boldsymbol{p}}=\boldsymbol{W}_{p}^{T}>0$ weights the thruster usage, so that it is possible to reach an optimal thrust allocation through the minimisation of the quadratic cost function
$J_{T}:=\min _{\left\|\boldsymbol{\theta}_{\boldsymbol{T}}\right\|}\left(\boldsymbol{\theta}_{\boldsymbol{T}}^{T} \boldsymbol{W}_{\boldsymbol{p}} \boldsymbol{\theta}_{\boldsymbol{T}}\right)$
subject to $\boldsymbol{\tau}_{\boldsymbol{p}}-\boldsymbol{T}_{\boldsymbol{p}} \boldsymbol{\theta}_{\boldsymbol{T}}=\mathbf{0}_{\mathbf{4}}$, where $\boldsymbol{\theta}_{\boldsymbol{T}}:=\left[T_{1}, T_{2}, \ldots, T_{p-1}, T_{p}\right]^{T}$ and $\mathbf{0}_{\boldsymbol{4}} \in \mathbb{R}^{4}$ is a null vector. Details on such unconstrained least-squares optimisation problem can be found in e.g. Fossen et al. (2009) and Fossen and Sagatun (1991).

## Linearisation of the dynamics of the control plant model

The nonlinear terms $\boldsymbol{C}(\boldsymbol{\nu}) \boldsymbol{\nu}$ and $\boldsymbol{D}_{\boldsymbol{Q}}|\boldsymbol{\nu}| \boldsymbol{\nu}$ in the dynamics of the CPM in (7.36) can theoretically be cancelled out by state feedback, as both satisfy the matching condition, i.e. they enter the dynamics equation at the same point the control vector $\tau_{p}$ does (Khalil, 2002), or, equivalently, they belong to the same range space of the input matrix $\boldsymbol{B}$ in (8.2). The vector $\boldsymbol{\tau}_{h s}$ also satisfies the matching condition, whereupon it can also theoretically be eliminated. Cancelling them out corresponds to applying the method of computed torque, which is popular in the field of robotics (Franklin et al., 2009).

The linearisation vector $\boldsymbol{u}_{\operatorname{lin}} \in \mathbb{R}^{4}$ is defined as
$u_{\text {lin }}:=\widehat{C}(\nu) \nu+\widehat{D_{Q}}|\nu| \nu-\overline{\tau_{h s}}$
where
$\widehat{\boldsymbol{C}}(\boldsymbol{\nu}):=\boldsymbol{W}_{\boldsymbol{C}} \circ \overline{\boldsymbol{C}}(\boldsymbol{\nu}) \quad$ and $\quad \widehat{\boldsymbol{D}_{Q}}:=\boldsymbol{W}_{Q} \circ \overline{\boldsymbol{D}_{Q}}$
where $\overline{\boldsymbol{C}}(\boldsymbol{\nu}), \overline{\boldsymbol{D}_{Q}}$, and $\overline{\boldsymbol{\tau}_{\boldsymbol{h}}}$ are the nominal expressions of $\boldsymbol{C}(\boldsymbol{\nu}), \boldsymbol{D}_{Q}$, and $\boldsymbol{\tau}_{h s}$ implemented in the MCS. The nominal matrices $\overline{\boldsymbol{C}}(\boldsymbol{\nu})$ and $\overline{\boldsymbol{D}_{Q}}$ may slightly differ from their actual counterparts, since $\overline{\boldsymbol{C}}(\boldsymbol{\nu})$ and $\overline{\boldsymbol{D}_{Q}}$ have fixed entries, whereas both actual matrices may vary slowly, as stated in Subsection 7.2.3. The nominal matrices often have diagonal structures, because it is difficult to obtain accurate estimates of their off-diagonal elements (Sørensen, 2013; Fossen, 2011; Lewandowski, 2004; Caccia et al., 2000b). The vector $\overline{\tau_{h s}}$ may also slightly differ from the actual $\tau_{h s}$. The matrices $\boldsymbol{W}_{\boldsymbol{C}}, \boldsymbol{W}_{\boldsymbol{Q}} \in \mathbb{R}^{4 \times 4}$ weight, i.e. scale, the entries of $\bar{C}(\boldsymbol{\nu})$ and $\overline{D_{Q}}$, respectively, because, in practice, it is better to have some small residual nonlinear effects, than overcompensating for the nonlinear terms. The symbol ' $o$ ' in (8.11) represents the entrywise Hadamard, or Schur, product between two matrices of identical dimensions.

Remark 8.2. The vector $\boldsymbol{u}_{\text {lin }}$ represents the best endeavour towards linearising the dynamics of the CPM. However, the nonlinearities can never be exactly cancelled out, because the CPM always contains modelling simplifications and parameter uncertainties.

## Asymptotic trajectory tracking

The control objective is to achieve $\left\|\boldsymbol{x}_{\boldsymbol{R}}-\boldsymbol{x}\right\| \rightarrow 0$ as $t \rightarrow \infty$. The task is performed by a MIMO PID controller aided by reference feed-forward - anticipative action.

PID controllers fit well applications where sufficiently damped 2nd-order dynamics are dealt with ( $\AA$ ström and Hägglund, 2011). Asymptotic tracking needs feedforward action to ensure that the required control effort to achieve the goal is provided (Åström and Hägglund, 2011; Franklin et al., 2009; Slotine and Li, 2005; Friedland, 1986).

The state feedback vector $\boldsymbol{u}_{\boldsymbol{p i d}} \in \mathbb{R}^{4}$ is defined as
$\boldsymbol{u}_{\boldsymbol{p i d}}:=\boldsymbol{K}_{\boldsymbol{P}} \boldsymbol{J}^{T}(\psi) \boldsymbol{e}_{\boldsymbol{\eta}}+\boldsymbol{K}_{\boldsymbol{I}} \boldsymbol{J}^{T}(\psi) \boldsymbol{e}_{\boldsymbol{I}}+\boldsymbol{K}_{\boldsymbol{D}} \boldsymbol{e}_{\boldsymbol{\nu}}$
where $\boldsymbol{e}_{\boldsymbol{t}}:=\left[\boldsymbol{e}_{\boldsymbol{I}}^{T}, \boldsymbol{e}_{\eta}^{T}, \boldsymbol{e}_{\nu}^{T}\right]^{T} \in \mathbb{R}^{12}$ is the tracking error vector, whose components are the position and heading tracking error vector $\boldsymbol{e}_{\boldsymbol{\eta}} \in \mathbb{R}^{4} \mid e_{\boldsymbol{\eta}}:=\boldsymbol{\eta}_{\boldsymbol{R}}-\boldsymbol{\eta}$, the velocity tracking error vector $e_{\nu} \in \mathbb{R}^{4} \mid e_{\nu}:=\boldsymbol{\nu}_{R}-\boldsymbol{\nu}$, and the integral of $e_{\eta}$ evaluated over time $\boldsymbol{e}_{\boldsymbol{I}} \in \mathbb{R}^{4} \mid \boldsymbol{e}_{\boldsymbol{I}}:=\int_{0}^{t} \boldsymbol{e}_{\boldsymbol{\eta}}(\tau) \mathrm{d} \tau$, and the diagonal matrices $\boldsymbol{K}_{\boldsymbol{P}}, \boldsymbol{K}_{\boldsymbol{I}}, \boldsymbol{K}_{\boldsymbol{D}} \in$ $\mathbb{R}^{4 \times 4} \mid \boldsymbol{K}_{\boldsymbol{P}}, \boldsymbol{K}_{\boldsymbol{I}}, \boldsymbol{K}_{\boldsymbol{D}}>0$ keep the proportional, integral, and derivative gain sets of the controller. A method for tuning the PID controller is suggested and discussed in Subsection 8.2.4.

The reference feedforward vector $u_{\mathrm{ff}} \in \mathbb{R}^{4}$ is defined as

$$
\begin{equation*}
u_{\mathrm{ff}}:=\widehat{D_{L}} \nu_{R}+\widehat{M} \dot{\nu}_{R} \tag{8.13}
\end{equation*}
$$

where
$\widehat{\boldsymbol{D}_{L}}:=\boldsymbol{W}_{\boldsymbol{L}} \circ \overline{\boldsymbol{D}_{L}} \quad$ and $\quad \widehat{M}:=\boldsymbol{W}_{M} \circ \overline{\boldsymbol{M}}$
where $\overline{\boldsymbol{D}_{L}}$ and $\overline{\boldsymbol{M}}$ are the nominal expressions of $\boldsymbol{D}_{L}$ and $\boldsymbol{M}$ implemented in the MCS. The nominal matrices $\overline{\boldsymbol{D}_{L}}$ and $\overline{\boldsymbol{M}}$ may slightly differ from their actual counterparts, since $\overline{D_{L}}$ and $\bar{M}$ have fixed entries, whereas both actual matrices may vary slowly, as stated in Subsection 7.2.3. The nominal matrices often have diagonal structures, because it is difficult to obtain accurate estimates of their off-diagonal elements (Sørensen, 2013; Fossen, 2011; Lewandowski, 2004; Caccia et al., 2000b). The matrices $\boldsymbol{W}_{\boldsymbol{L}}, \boldsymbol{W}_{\boldsymbol{M}} \in \mathbb{R}^{4 \times 4}$ weight, i.e. scale, the entries of $\overline{\boldsymbol{D}_{\boldsymbol{L}}}$ and $\overline{\boldsymbol{M}}$, respectively, because, in practice, it is advantageous, in terms of tracking performance, to consider that the plant has less damping and inertia than it actually has, as this may result in smoother control actions. The symbol ' 0 ' in (8.14) represents the entrywise Hadamard, or Schur, product between two matrices of identical dimensions.

### 8.2.3 Tracking error dynamics

By substituting (8.10), (8.12), and (8.13) into (8.5), and then by substituting (8.5) into (7.36) through (8.6)-(8.9) and the relation $\boldsymbol{\tau}_{\boldsymbol{p}}:=\boldsymbol{T}_{\boldsymbol{p}}\left[T_{1}, T_{2}, \ldots, T_{p-1}, T_{p}\right]^{T}$, see Section 7.3, and lastly by performing a few algebraic operations to the finally obtained expression, the tracking error dynamics is found to be given by
$\dot{\boldsymbol{e}}_{\boldsymbol{t}}=\boldsymbol{T}_{\boldsymbol{t}}(\psi) \boldsymbol{A}_{\boldsymbol{t}} \boldsymbol{T}_{\boldsymbol{t}}^{T}(\psi) \boldsymbol{e}_{\boldsymbol{t}}+\boldsymbol{B}_{\boldsymbol{\delta}}^{\boldsymbol{t}} \delta_{\boldsymbol{t}}(\boldsymbol{\nu})+\boldsymbol{B}_{\boldsymbol{R}}^{\boldsymbol{t}}\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}-\boldsymbol{B}_{\boldsymbol{\delta}}^{\boldsymbol{t}} \boldsymbol{\tau}_{\boldsymbol{c}}$
where $\boldsymbol{T}_{\boldsymbol{t}}(\psi):=\operatorname{blockdiag}\left(\boldsymbol{J}(\psi), \boldsymbol{J}(\psi), \boldsymbol{I}_{\mathbf{4}}\right) \in \mathrm{SO}(12)$, and
$\boldsymbol{A}_{t}=\left[\begin{array}{ccc}0_{4 \times 4} & I_{4} & 0_{4 \times 4} \\ 0_{4 \times 4} & 0_{4 \times 4} & I_{4} \\ -M^{-1} K_{I} & -M^{-1} K_{P} & -M^{-1}\left(D_{L}+K_{D}\right)\end{array}\right]$
$\boldsymbol{B}_{\boldsymbol{\delta}}^{\boldsymbol{t}}=\left[\begin{array}{lll}\mathbf{0}_{4 \times 4} & \mathbf{0}_{4 \times 4} & \boldsymbol{M}^{-T}\end{array}\right]^{T}$
and
$B_{R}^{t}=\left[\begin{array}{cc}0_{4 \times 4} & 0_{4 \times 4} \\ 0_{4 \times 4} & 0_{4 \times 4} \\ M^{-1}\left(D_{L}-\widehat{D_{L}}\right) & I_{4}-M^{-1} \widehat{M}\end{array}\right]$
where $\mathbf{0}_{4 \times 4}, \boldsymbol{I}_{\mathbf{4}} \in \mathbb{R}^{4 \times 4}$ are the null and identity matrices of order 4 , respectively, and $\delta_{t}(\boldsymbol{\nu}) \in \mathbb{R}^{4}$ lumps together all the mismatches which stem from the attempt to linearise the dynamics of (7.36) through state feedback under the inevitable presence of modelling errors in (8.10), such that
$\delta_{t}(\boldsymbol{\nu})=(\boldsymbol{C}(\boldsymbol{\nu})-\widehat{C}(\boldsymbol{\nu})) \boldsymbol{\nu}+\left(\boldsymbol{D}_{Q}-\widehat{\boldsymbol{D}_{Q}}\right)|\boldsymbol{\nu}| \boldsymbol{\nu}$
Notice that the more exactly the parameters of the CPM are known, the closer to zero the mismatch vector $\boldsymbol{\delta}_{\boldsymbol{t}}(\boldsymbol{\nu})$ and the reference input matrix $\boldsymbol{B}_{\boldsymbol{R}}^{\boldsymbol{t}}$ are, with $\left(\boldsymbol{W}_{\boldsymbol{C}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{L}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{M}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{Q}}\right)_{i, j}=1$, where $i, j \in\{1,2,3,4\}$, i.e. with all entries of the weighting matrices equal to one. The vector of references $\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}$ remains bounded $\forall t \in \mathbb{R}_{\geqslant 0}$ and vanishes eventually, see Chapter 4 .

Assumption 8.2. The vector $\delta_{t}(\boldsymbol{\nu})$ remains 'small' $\forall t \in \mathbb{R}_{\geqslant 0}$, and vanishes eventually along with $\boldsymbol{\nu}_{\boldsymbol{R}}$, in case $\boldsymbol{\tau}_{\boldsymbol{c}}$ also remains 'small'. This assumption is reasonably realistic in practice, as long as a fairly accurate CPM is available. In fact, $\delta_{t}(\nu) \approx 0_{4}$ for $\nu_{R} \approx 0_{4}$, e.g. DP, with $\nu_{c}^{\text {NED }} \approx 0_{4}$.

Remark 8.3. It is obviously expected that the propulsion system is capable of counteracting $\tau_{c}$, so that $\left(\boldsymbol{\tau}_{\boldsymbol{p}}\right)_{i}>\left(\boldsymbol{\tau}_{c}\right)_{i} \forall t \in \mathbb{R} \geqslant 0, i \in\{1,2,3,4\}$. Otherwise, the ROV is unable to perform any task. The vector $\tau_{\boldsymbol{c}}$ can be used to determine the needed capacity of the propulsion system, as suggested in Section 7.3.

Assumption 8.3. The vector of restoring forces $\tau_{h s}$ is practically cancelled, i.e. $\overline{\boldsymbol{\tau}_{\boldsymbol{h}}}-\tau_{\boldsymbol{h}} \approx \mathbf{0}_{\mathbf{4}}$. Notice that it is already omitted from (8.15).

## Stability analysis

Consider the global diffeomorphism $\boldsymbol{\xi}_{t}:=\boldsymbol{T}_{\boldsymbol{t}}^{T}(\psi) \boldsymbol{e}_{\boldsymbol{t}}$ (Khalil, 2002; Slotine and Li, 2005), based on the transformation $\boldsymbol{T}_{\boldsymbol{t}}(\psi)$. Equation (8.15) can be rewritten as
$\dot{\boldsymbol{\xi}}_{t}=\boldsymbol{\Xi}_{t}(\dot{\psi}) \boldsymbol{\xi}_{t}+\boldsymbol{B}_{\delta}^{\boldsymbol{t}} \boldsymbol{\delta}_{t}(\boldsymbol{\nu})+\boldsymbol{B}_{\boldsymbol{R}}^{\boldsymbol{t}}\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}-\boldsymbol{B}_{\boldsymbol{\delta}}^{\boldsymbol{t}} \tau_{\boldsymbol{c}}$
where
$\boldsymbol{\Xi}_{t}(\dot{\psi})=\boldsymbol{A}_{\boldsymbol{t}}-\boldsymbol{T}_{\boldsymbol{t}}^{T}(\psi) \dot{\boldsymbol{T}}_{\boldsymbol{t}}(\psi)=\boldsymbol{A}_{\boldsymbol{t}}+\dot{\psi} \operatorname{blockdiag}\left(\boldsymbol{T}_{\boldsymbol{N}}, \boldsymbol{T}_{\boldsymbol{N}}, \mathbf{0}_{\mathbf{4 \times 4}}\right)$
is a simpler Linear Time Varying (LTV) system matrix. Notice that the matrices $\boldsymbol{B}_{\boldsymbol{R}}^{\boldsymbol{t}}$ and $\boldsymbol{B}_{\boldsymbol{\delta}}^{\boldsymbol{t}}$ are not affected by the transformation $\boldsymbol{T}_{\boldsymbol{t}}^{T}(\psi)$, so that $\boldsymbol{T}_{\boldsymbol{t}}^{T}(\psi) \boldsymbol{B}_{\boldsymbol{R}}^{\boldsymbol{t}}=$ $\boldsymbol{B}_{\boldsymbol{R}}^{\boldsymbol{t}}$ and $\boldsymbol{T}_{\boldsymbol{t}}^{T}(\psi) \boldsymbol{B}_{\boldsymbol{\delta}}^{\boldsymbol{t}}=\boldsymbol{B}_{\boldsymbol{\delta}}^{\boldsymbol{t}}$ hold. The relation
$\boldsymbol{S}_{\boldsymbol{t}}(\dot{\psi}):=-\boldsymbol{T}_{\boldsymbol{t}}^{T}(\psi) \dot{\boldsymbol{T}}_{\boldsymbol{t}}(\psi)=\dot{\psi} \operatorname{blockdiag}\left(\boldsymbol{T}_{\boldsymbol{N}}, \boldsymbol{T}_{\boldsymbol{N}}, \mathbf{0}_{\mathbf{4} \times \mathbf{4}}\right)$
where $\dot{\boldsymbol{T}}_{\boldsymbol{t}}(\psi(t))=\frac{\mathrm{d}}{\mathrm{dt}}\left[\boldsymbol{T}_{\boldsymbol{t}}(\psi(t))\right]$, and $\dot{\psi}(t)=\frac{\mathrm{d}}{\mathrm{dt}}[\psi(t)]=r(t)[\mathrm{rad} / \mathrm{s}]$ is the yaw rate, is based on the constant sparse skew-symmetric matrix $\boldsymbol{T}_{\boldsymbol{N}}$ in (7.34). The system representations (8.15) and (8.20) are equivalent, although the latter shows clearer how the heading angle changes affect the tracking error dynamics.

The stability of the origin $\boldsymbol{\xi}_{\boldsymbol{t}}^{*}=\mathbf{0}_{\mathbf{1 2}}$ - the only equilibrium point - of the unforced LTV system $\dot{\boldsymbol{\xi}}_{\boldsymbol{t}}=\boldsymbol{\Xi}_{t}(\dot{\psi}) \boldsymbol{\xi}_{t}$ extracted from (8.20), where $\mathbf{0}_{\mathbf{1 2}} \in \mathbb{R}^{12}$ is a null vector, is studied by: i) suitably regarding such a system as a feedback connection between the auxiliary subsystems $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, as indicated in Figure 8.1, where $\mathcal{S}_{1}$ is an LTI dynamical system and $\mathcal{S}_{2}$ is an LTV memoryless function (Khalil, 2002); and ii) then applying the circle criterion (Slotine and Li, 2005; Khalil, 2002; Lozano et al., 2000).


Figure 8.1: Feedback connection between the auxiliary subsystems $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$.

The origin of the unforced subsystem $\mathcal{S}_{1}$ is GES, once $\boldsymbol{A}_{\boldsymbol{t}}$ is Hurwitz, and the matrix $\boldsymbol{A}_{\boldsymbol{t}}$ can always be rendered Hurwitz, because the matrix pair $(\boldsymbol{A}, \boldsymbol{B})$ in (8.2) is controllable, see Subsection 8.2.1.

Let the subsystem $\mathcal{S}_{1}$ be defined as seen in Figure 8.1. The matrix $\boldsymbol{B}_{\boldsymbol{t}}:=\boldsymbol{C}_{\boldsymbol{t}}^{T}$, where $\boldsymbol{C}_{\boldsymbol{t}} \in \mathbb{R}^{4 \times 12}$ is the following constant sparse matrix
$C_{t}:=\left[\begin{array}{cccccc}I_{2} & 0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} \\ 0_{2 \times 2} & 0_{2 \times 2} & I_{2} & 0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2}\end{array}\right]$
where $\mathbf{0}_{\mathbf{2} \times \mathbf{2}}, \boldsymbol{I}_{\mathbf{2}} \in \mathbb{R}^{2 \times 2}$ are the null and identity matrices of order 2 , respectively. The matrices $\boldsymbol{B}_{\boldsymbol{t}}$ and $\boldsymbol{C}_{\boldsymbol{t}}$ have full rank, i.e. $\operatorname{rank}\left(\boldsymbol{B}_{\boldsymbol{t}}\right)=\operatorname{rank}\left(\boldsymbol{C}_{\boldsymbol{t}}\right)=4$. The matrix pair $\left(\boldsymbol{A}_{\boldsymbol{t}}, \boldsymbol{B}_{\boldsymbol{t}}\right)$ is controllable, as the controllability matrix $\mathcal{C}_{t} \in \mathbb{R}^{12 \times 48}$ given by
$\mathcal{C}_{t}=\left[\begin{array}{llllllll}\boldsymbol{B}_{t} & \boldsymbol{A}_{t} \boldsymbol{B}_{t} & \boldsymbol{A}_{t}^{2} \boldsymbol{B}_{t} & \boldsymbol{A}_{t}^{3} \boldsymbol{B}_{t} & \ldots & \boldsymbol{A}_{t}^{9} \boldsymbol{B}_{t} & \boldsymbol{A}_{t}^{10} \boldsymbol{B}_{t} & \boldsymbol{A}_{t}^{11} \boldsymbol{B}_{t}\end{array}\right]$
has full row rank, provided that e.g. $\operatorname{det}\left(\left[\begin{array}{llll}\boldsymbol{B}_{\boldsymbol{t}} & \boldsymbol{A}_{t}^{2} & \boldsymbol{B}_{\boldsymbol{t}} & \boldsymbol{A}_{t}^{4} \\ \boldsymbol{B}_{t}\end{array}\right]\right) \neq 0$. The matrix pair $\left(\boldsymbol{A}_{\boldsymbol{t}}, \boldsymbol{C}_{\boldsymbol{t}}\right)$ is observable, as the observability matrix $\boldsymbol{\mathcal { O }}_{\boldsymbol{t}} \in \mathbb{R}^{48 \times 12}$ given by
$\boldsymbol{\mathcal { O }}_{\boldsymbol{t}}=\left[\begin{array}{llllll}\boldsymbol{C}_{\boldsymbol{t}}^{T} & \boldsymbol{A}_{\boldsymbol{t}}^{T} \boldsymbol{C}_{\boldsymbol{t}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{t}}^{2}\right)^{T} \boldsymbol{C}_{\boldsymbol{t}}^{T} & \cdots & \left(\boldsymbol{A}_{\boldsymbol{t}}^{10}\right)^{T} \boldsymbol{C}_{\boldsymbol{t}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{t}}^{11}\right)^{T} \boldsymbol{C}_{\boldsymbol{t}}^{T}\end{array}\right]^{T}$
has full column rank, provided that e.g. $\operatorname{det}\left(\left[\begin{array}{lll}\boldsymbol{C}_{\boldsymbol{t}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{t}}^{2}\right)^{T} \boldsymbol{C}_{\boldsymbol{t}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{t}}^{4}\right)^{T} \boldsymbol{C}_{\boldsymbol{t}}^{T}\end{array}\right]^{T}\right) \neq 0$. The hydrodynamic derivatives of $\boldsymbol{D}_{\boldsymbol{L}}$ and $\boldsymbol{M}_{\boldsymbol{A}}$, whereupon also of $\boldsymbol{M}$, are all expected to be non-zero and distinct, see Subsection 7.2.3. This fact guarantees that $\mathcal{C}_{t}$ and $\mathcal{O}_{t}$ have full rank, since $\boldsymbol{A}_{\boldsymbol{t}}$ is comprised of $\boldsymbol{D}_{\boldsymbol{L}}$ and $\boldsymbol{M}^{-1}$. Then, the (Hurwitz) transfer function matrix $\boldsymbol{H}_{\boldsymbol{t}}(s):=\boldsymbol{C}_{\boldsymbol{t}}\left(s \boldsymbol{I}_{\mathbf{1 2}}-\boldsymbol{A}_{\boldsymbol{t}}\right)^{-1} \boldsymbol{B}_{\boldsymbol{t}} \in \mathbb{R}^{4 \times 4}$ associated with $\mathcal{S}_{1}$, where $\boldsymbol{I}_{12} \in \mathbb{R}^{12 \times 12}$ is an identity matrix, is Strictly Positive Real (SPR), as there exist a matrix $\boldsymbol{P}_{\boldsymbol{t}}=\boldsymbol{P}_{\boldsymbol{t}}^{T}>0$, where $\boldsymbol{P}_{\boldsymbol{t}}:=\boldsymbol{I}_{\mathbf{1 2}}$, a matrix $\boldsymbol{Q}_{\boldsymbol{t}} \in \mathbb{R}^{12 \times 12} \mid \boldsymbol{Q}_{\boldsymbol{t}}$ $:=\boldsymbol{\Gamma}_{\boldsymbol{t}} \boldsymbol{\Upsilon}_{\boldsymbol{t}}$, both to be defined soon, and a constant $\varepsilon_{t} \in \mathbb{R}_{>0} \mid \varepsilon_{t}>\max \left(\left|\lambda_{i}\left(\boldsymbol{\Lambda}_{\boldsymbol{t}}\right)\right|\right)$, $i \in\{1, \ldots, 12\}$, where $\boldsymbol{\Lambda}_{\boldsymbol{t}}$ is also to be defined soon, which satisfy the relations in (8.26) regarding the Kalman-Yakubovich-Popov (KYP) lemma (Khalil, 2002; Lozano et al., 2000)
$\left\{\begin{array}{l}\boldsymbol{A}_{\boldsymbol{t}}^{T} \boldsymbol{P}_{\boldsymbol{t}}+\boldsymbol{P}_{\boldsymbol{t}} \boldsymbol{A}_{\boldsymbol{t}}=-\boldsymbol{Q}_{\boldsymbol{t}} \boldsymbol{Q}_{t}^{T}-\varepsilon_{t} \boldsymbol{P}_{\boldsymbol{t}} \\ \boldsymbol{P}_{\boldsymbol{t}} \boldsymbol{B}_{\boldsymbol{t}}=\boldsymbol{C}_{\boldsymbol{t}}^{T}\end{array}\right.$
where $\boldsymbol{\Gamma}_{\boldsymbol{t}} \in \mathbb{R}^{12 \times 12}$ is an orthogonal matrix that forms a basis of $\mathbb{R}^{12}$ with the eigenvectors of $\left(\boldsymbol{A}_{\boldsymbol{t}}^{T}+\boldsymbol{A}_{\boldsymbol{t}}\right)$, and $\boldsymbol{\Lambda}_{\boldsymbol{t}} \in \mathbb{R}^{12 \times 12}$ is a diagonal matrix that is comprised of the eigenvalues of the orthogonally diagonalisable symmetric matrix $\left(\boldsymbol{A}_{\boldsymbol{t}}^{T}+\boldsymbol{A}_{\boldsymbol{t}}\right)$ (Horn and Johnson, 2013), such that $\boldsymbol{A}_{t}^{T}+\boldsymbol{A}_{\boldsymbol{t}}=\boldsymbol{\Gamma}_{\boldsymbol{t}} \boldsymbol{\Lambda}_{\boldsymbol{t}} \boldsymbol{\Gamma}_{t}^{T}$. The diagonal matrix $\mathbf{\Upsilon}_{\boldsymbol{t}} \in \mathbb{R}^{12 \times 12} \mid \mathbf{\Upsilon}_{\boldsymbol{t}}>0$, where $\left(\mathbf{\Upsilon}_{\boldsymbol{t}}\right)_{i, i}:=\sqrt{\varepsilon_{t}+\left(\boldsymbol{\Lambda}_{\boldsymbol{t}}\right)_{i, i}}, i \in\{1, \ldots, 12\}$. It can also be concluded that $\mathcal{S}_{1}$ is (state) strictly passive, once $\boldsymbol{H}_{\boldsymbol{t}}(s)$ is SPR, according to Slotine and Li (2005), Khalil (2002), and Lozano et al. (2000).

Let the matrix $\Psi_{t}(\dot{\psi}) \in \mathrm{SS}(4)$ of the subsystem $\mathcal{S}_{2}$, see Figure 8.1, be
$\boldsymbol{\Psi}_{t}(\dot{\psi})=\dot{\psi}$ blockdiag $\left(\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right],\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]\right)$
Then, $\boldsymbol{\varphi}_{t}^{T} \zeta_{t}=\varphi_{t}^{T} \boldsymbol{\Psi}_{t}(\dot{\psi}) \varphi_{t}=\boldsymbol{\xi}_{t}^{T} \boldsymbol{B}_{\boldsymbol{t}} \boldsymbol{\Psi}_{t}(\dot{\psi}) \boldsymbol{C}_{\boldsymbol{t}} \boldsymbol{\xi}_{t}=0 \forall \dot{\psi} \in \mathbb{R} \wedge \forall t \in \mathbb{R}_{\geqslant 0} \wedge$ $\forall \varphi_{t} \in \mathbb{R}^{4}\left(\xi_{t} \in \mathbb{R}^{12}\right)$, due to the skew-symmetry of $\boldsymbol{\Psi}_{t}(\dot{\psi})$. The relation $\boldsymbol{B}_{t}=\boldsymbol{C}_{t}^{T}$ is utilised above. It immediate to conclude that $\boldsymbol{\varphi}_{t}^{T} \boldsymbol{\Psi}_{t}(\psi) \varphi_{t}$ lies in the sector $[0, \infty)$, whereupon $\mathcal{S}_{2}$ is a lossless passive subsystem, according to Slotine and Li (2005), Khalil (2002), and Lozano et al. (2000).

It can be concluded, based on the application of the circle criterion, that $\boldsymbol{\xi}_{t}^{*}$ is GES (Lozano et al., 2000, Th. 3.5), once $\dot{\boldsymbol{\xi}}_{t}=\boldsymbol{\Xi}_{t}(\dot{\psi}) \xi_{t}$ is viewed as consisting of a feedback connection between the SPR transfer function matrix $\boldsymbol{H}_{\boldsymbol{t}}(s)$ - subsystem $\mathcal{S}_{1}$ - and the lossless passive subsystem $\mathcal{S}_{2}$, as depicted in Figure 8.1.

Finally, based on the concluded global stability of $\boldsymbol{\xi}_{t}^{*}$, thereby implying that of $e_{t}^{*}=\mathbf{0}_{\mathbf{1 2}}$, it can be inferred that the trajectory tracking control objective $\left\|\boldsymbol{x}_{\boldsymbol{R}}-\boldsymbol{x}\right\| \rightarrow 0$ as $t \rightarrow \infty$ can always be attained. In particular, for persistent current-generated perturbations, i.e. $\tau_{c} \neq 0 \forall t \in \mathbb{R}_{\geqslant 0}$, and vanishing vector of references $\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}$, under the inevitable presence of modelling errors, all solutions of (8.20), and those of (8.15) likewise, converge into a small ball $\mathbb{B}_{t}$ of radius $\rho_{\mathbb{B}_{t}} \in \mathbb{R}_{>0} \mid \rho_{\mathbb{B}_{t}}<1-\rho_{\mathbb{B}_{t}} \ll 1$ ideally - centred at $\boldsymbol{\xi}_{t}^{*} \equiv e_{t}^{*}$. The radius $\rho_{\mathbb{B}_{t}}$ is ultimately defined by the gains of the MIMO PID controller, so that $\rho_{\mathbb{B}_{t}}$ is directly proportional to $\left\|\boldsymbol{\tau}_{\boldsymbol{c}}\right\|$, and inversely proportional to the controller gains.

### 8.2.4 Tuning of the MIMO PID controller

Tuning a MIMO PID controller is a hard task in general, because it frequently involves a considerable number of variables. The complexity of the derived expressions often render the tuning problem difficult to analyse and solve analytically. Finding the optimal tuning is an even harder task, that may be practically unfeasible for higher-order systems. Numerical techniques, e.g. exhaustive search, Genetic Algorithms (GAs), and optimisation, among others, are thus commonly employed to find a satisfactory tuning. Common to all techniques is the fact that every candidate tuning has to be numerically evaluated, and the number of candidates grows exponentially with the size of the problem - combinatorial explosion -, whereupon a prohibitively long time may be demanded to complete the tuning process.

Example 8.1. (Exhaustive search) The present case has 12 gains to be determined, i.e. the diagonal elements of the matrices $\boldsymbol{K}_{\boldsymbol{P}}, \boldsymbol{K}_{\boldsymbol{I}}$, and $\boldsymbol{K}_{\boldsymbol{D}}$. By taking 12 sparse sets, if each set has $N \in \mathbb{N}$ candidate gains, $N^{12}$ computer simulations have to be performed in total. If $N=5$, which is a low number of candidates that yields poor tuning, $5^{12}=244140625$ simulations are needed. If each simulation lasts 1 s , then a period of circa 7 years and 9 months is required in order for this poor tuning process to be completed! This example shows clearly that a simpler tuning approach has to be considered in this case.

Contribution 8.1. It is suggested in this work to tune the controller based on the well-known optimal criterion named Integral of Time multiplied by Absolute Error (ITAE), which was originally developed for linear Single-Input-SingleOutput (SISO) systems (Åström and Hägglund, 2011; Franklin et al., 2009; Graham and Lathrop, 1953). This criterion is adapted and replicated to four decoupled SISO systems herein. The gains are defined as

$$
\left\{\begin{array}{l}
\boldsymbol{K}_{P}:=2 \operatorname{diag}(\widehat{\boldsymbol{M}}) \boldsymbol{\Omega}^{2}  \tag{8.28}\\
\boldsymbol{K}_{\boldsymbol{I}}:=\operatorname{diag}(\widehat{\boldsymbol{M}}) \boldsymbol{\Omega}^{3} \\
\boldsymbol{K}_{\boldsymbol{D}}:=3 \operatorname{diag}(\widehat{\boldsymbol{M}}) \boldsymbol{\Omega}
\end{array}\right.
$$

where the constants are derived from those appearing in the denominator of the 3rd-order ITAE prototype transfer function for zero tracking error of acceleration references (Graham and Lathrop, 1953). The pre-existent amount of damping is ignored in the calculation, i.e. $\boldsymbol{D}_{\boldsymbol{L}} \equiv \mathbf{0}_{\mathbf{4 \times 4}}$ momentarily, in order to make sure that $\boldsymbol{K}_{\boldsymbol{D}}>0$, which is a necessary condition for stability. Hence, more damping is always added to the system. The original constant values, when it comes to the matrices $\boldsymbol{K}_{\boldsymbol{P}}$ and $\boldsymbol{K}_{\boldsymbol{D}}$, respectively, are 4.94 and 2.97 but, however, the value 4.94 proved to be too high in the battery of full-scale sea trials from which selected results are reported in Section 8.6. Thus, the value 4.94 underwent a reduction of $\approx 60 \%$, based on results from full-scale sea trials and numerical simulations, both based on the ROV Minerva. The value 2.97 was just rounded up to 3 .

The matrix $\operatorname{diag}(\widehat{M})$ keeps only the main diagonal of $\widehat{M}$ in (8.14), and the diagonal matrix $\Omega \in \mathbb{R}^{4 \times 4}$ is defined as
$\boldsymbol{\Omega}:=2 \pi\left((\operatorname{diag}(\widehat{\boldsymbol{M}}))^{-1} \boldsymbol{W}_{\boldsymbol{\Omega}} \operatorname{diag}\left(\widehat{\boldsymbol{D}_{\boldsymbol{L}}}\right)\right)^{-1}$
where $\boldsymbol{\Omega}$ is the multivariable version of the scalar counterpart $\omega=2 \pi / \tau[\mathrm{rad} / \mathrm{s}]$, where $\tau \in \mathbb{R}_{>0}[\mathrm{~s}]$ is the natural motion period. The matrix $\operatorname{diag}\left(\widehat{\boldsymbol{D}_{\boldsymbol{L}}}\right)$ keeps only the main diagonal of $\widehat{\boldsymbol{D}_{L}}$ in (8.14), and the diagonal matrix $\boldsymbol{W}_{\Omega} \in \mathbb{R}^{4 \times 4}$ weights the controller gains, so that the higher an entry of $\boldsymbol{W}_{\boldsymbol{\Omega}}$, the lower the gains regarding the corresponding DoF. The use of the diagonal elements of $\widehat{M}$ and $\widehat{D_{L}}$ is strictly required in order to guarantee that $\boldsymbol{K}_{\boldsymbol{P}}, \boldsymbol{K}_{\boldsymbol{I}}, \boldsymbol{K}_{\boldsymbol{D}}>0$.

This tuning approach guarantees that all coefficients of the following 12thorder characteristic polynomial of $\boldsymbol{A}_{\boldsymbol{t}}$
$p_{\boldsymbol{A}_{\boldsymbol{t}}}(s)=\operatorname{det}\left(\boldsymbol{I}_{\boldsymbol{4}} s^{3}+\boldsymbol{M}^{-1}\left(\left(\boldsymbol{D}_{\boldsymbol{L}}+\boldsymbol{K}_{\boldsymbol{D}}\right) s^{2}+\boldsymbol{K}_{\boldsymbol{P}} s+\boldsymbol{K}_{\boldsymbol{I}}\right)\right)$
remain strictly positive, which is a necessary, although not sufficient, condition for stability of $\boldsymbol{A}_{\boldsymbol{t}}$ (Franklin et al., 2009; Friedland, 1986). The stability is then assessed by finding the location of the eigenvalues of $\boldsymbol{A}_{\boldsymbol{t}}$, i.e. by finding the zeros of the characteristic equation $p_{\boldsymbol{A}_{\boldsymbol{t}}}(s)=0$. This important result holds as long as $\boldsymbol{M}>0$ and $\boldsymbol{D}_{\boldsymbol{L}}>0$, independently of whether these matrices have or not diagonal structures. A thorough proof of the statement about the positiveness of the coefficients of $p_{\boldsymbol{A}_{\boldsymbol{t}}}(s)$ is omitted for the sake of brevity, although a hint for the simplest case can be suitably provided as follows: if all matrices in (8.30) are considered to be diagonal, then four independent 3rd-order SISO systems arise, whereupon the expected result naturally arises by finding the zeros of $p_{\boldsymbol{A}_{t}}(s)=0$.

## Stability robustness

Robust stability against plant parameter variations can be attained at the expense of fairly intensive algebraic work on $p_{\boldsymbol{A}_{\boldsymbol{t}}}(s)$, which can be substantially speeded up with the aid of a computer, as the 12 controller gains ultimately depend only on the four entries of $\boldsymbol{W}_{\boldsymbol{\Omega}}$. The intervals of $\left(\boldsymbol{W}_{\boldsymbol{\Omega}}\right)_{i, i}, i \in\{1,2,3,4\}$, where $\boldsymbol{A}_{\boldsymbol{t}}$ remains Hurwitz under presumed changes of the entries of $\boldsymbol{M}$ and $\boldsymbol{D}_{\boldsymbol{L}}$ - with $\boldsymbol{M}>0$ and $\boldsymbol{D}_{\boldsymbol{L}}>0$ - can be conservatively found via the Routh-Hurwitz stability criterion (Franklin et al., 2009; Friedland, 1986), or via the Kharitonov polynomials (Mansour and Anderson, 1993; Dasgupta, 1988; Kharitonov, 1979) or, alternatively, via the Geršgorin's discs (Horn and Johnson, 2013). The latter is more restrictive, and has therefore limited usefulness in providing the desired intervals, despite its simplicity, and the lessened analysis complexity it demands.

The suggested approach provides an easier manner to tackle the tuning task, since the gains of the MIMO PID controller become ultimately dependent solely on the diagonal entries of $\boldsymbol{W}_{\boldsymbol{\Omega}}$. This means that the gains can be readily calculated through the use of (8.28)-(8.29) once the elements of the main diagonal of both matrices $\boldsymbol{M}$ and $\boldsymbol{D}_{\boldsymbol{L}}$ are identified in full-scale tests performed with the controlled ROV either in a tank or at the sea. The tuning problem thus resides in determining the appropriate entries of $\boldsymbol{W}_{\boldsymbol{\Omega}}$, with the advantage offered by the adopted control architecture - MIMO PID controller, feedback linearisation of the plant dynamics, and reference feedforward working together - that each entry of $\boldsymbol{W}_{\boldsymbol{\Omega}}$ corresponds to a DoF which is independent from all other DoFs to a certain extent. As satisfactory performance must be sought, this objective underlies the process of deciding the values of the entries of $\boldsymbol{W}_{\boldsymbol{\Omega}}$. However, prior to directly using any newly calculated set of gains $\boldsymbol{K}_{\boldsymbol{P}}, \boldsymbol{K}_{\boldsymbol{I}}$, and $\boldsymbol{K}_{\boldsymbol{D}}$, equation (8.30) has to be used to assess the stability of $\boldsymbol{A}_{\boldsymbol{t}}$ in the manner described above, i.e. to determine the eigenvalues of $\boldsymbol{A}_{\boldsymbol{t}}$ through finding the zeros of $p_{\boldsymbol{A}_{\boldsymbol{t}}}(s)=0$, where the newly calculated set of gains has to yield stability in the worst-case scenario, given the presumed variation ranges of the entries of $\boldsymbol{M}$ and $\boldsymbol{D}_{\boldsymbol{L}}$.

Fine-tuning can be achieved by tweaking the gains individually, i.e. by directly changing the diagonal entries of $\boldsymbol{K}_{\boldsymbol{P}}, \boldsymbol{K}_{\boldsymbol{I}}$, and $\boldsymbol{K}_{\boldsymbol{D}}$, after a satisfactory coarser tuning is achieved, always making sure that the gains yield stability in the worstcase scenario through the use of (8.30).

### 8.3 Navigation system

### 8.3.1 Introduction

Reconstruction and filtering of the plant state vector are tasks of the navigation system, in which a state observer plays the central role. See also Subsection 6.2.3. In an output feedback control system, in particular, the observer reconstructs, i.e.
estimates, the (possibly) unmeasured state variables based on the measured variables (Franklin et al., 2009; Khalil, 2002; Atassi and Khalil, 2000; Friedland, 1999, 1986; Kailath, 1980). Furthermore, as the measurements are typically noisy, and may also be jumpy and get frozen awhile, these distortions must be smoothed out prior to supplying the state feedback controller (Sørensen, 2013).

An HGSO is used in the MCS, as seen in Figure 6.1 in Chapter 6. This section focuses on an application of the theory mainly found in Khalil (2002), Atassi and Khalil (2000), and Esfandiari and Khalil (1992).

### 8.3.2 High-gain state observer

Shortly recalling its main features, the HGSO is a linear system based on the model of the plant that behaves approximately like a differentiator. It is robust to estimate the unmeasured states, while rejecting the effect of disturbances due to unmodelled dynamics and parameter uncertainties. It allows an output feedback control system to recover the performance achievable under state feedback, so that both performances become almost indistinguishable when the observer gains are sufficiently high. Moreover, the region of attraction under state feedback is practically recovered when the observer gains are sufficiently high. The gains are ultimately determined by a small tuning parameter, e.g. $\varepsilon \in \mathbb{R}_{>0} \mid \varepsilon \ll 1$, which scales the estimation error dynamics, causing the estimated states to converge very fast towards the plant states. Such gains ultimately yield much faster poles, whereupon much faster dynamics, than the closed-loop dynamics of the output feedback control system the HGSO is part of, a fact that is in good agreement with the linear state estimation theory found in e.g. Franklin et al. (2009), Friedland (1999), Friedland (1986), Kailath (1980). Because of the high gains, it also produces impulsive-like transient responses, i.e. high-valued peaks of short duration proportional to the estimation errors, implying the existence of terms of the form $(a / \varepsilon) \exp (-b t / \varepsilon)$ in the response, for some $a \in \mathbb{R}, b \in \mathbb{R}_{>0}$, and $\varepsilon \searrow 0$, i.e. $\varepsilon$ tending to zero from the right. The intrinsic so-called peaking phenomenon may be evident at the initial time instant, when the estimation error is typically larger than during the remaining operating time. The amplitudes of the peaks tend to infinity, and their duration tend to zero, as $\varepsilon \searrow 0$. On the other hand, in practice, the gains only need to be sufficiently high, and there are also limiting factors, e.g. trade-off between the estimation accuracy and the bandwidth of the output feedback control system (Khalil, 2002; Atassi and Khalil, 2000). The initial peaks can be avoided, or at least drastically attenuated, in practice, if the initial state of the controlled plant is known by the HGSO.

### 8.3.3 Asymptotic state estimation

The estimation objective is to achieve $\|\boldsymbol{x}-\hat{\boldsymbol{x}}\| \rightarrow 0$ as $t \rightarrow \infty$, where $\hat{\boldsymbol{x}}:=\left[\hat{\boldsymbol{\eta}}^{T}, \hat{\boldsymbol{\nu}}^{T}\right]^{T}$ $\in \mathbb{R}^{8}$ is the estimated state vector. The HGSO is implemented here based on the CPM in (7.36), yet keeping only the linear portion of the dynamics of (7.36), as it follows
$\dot{\hat{\boldsymbol{x}}}=\boldsymbol{T}_{\boldsymbol{e}}(\psi) \boldsymbol{A}_{\boldsymbol{e}} \boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi) \hat{\boldsymbol{x}}+\boldsymbol{B}_{\boldsymbol{e}} \boldsymbol{v}+\boldsymbol{T}_{\boldsymbol{e}}(\psi) \boldsymbol{L} \boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi)(\boldsymbol{y}-\hat{\boldsymbol{y}})$
where $\boldsymbol{T}_{\boldsymbol{e}}(\psi):=\operatorname{blockdiag}\left(\boldsymbol{J}(\psi), \boldsymbol{I}_{\mathbf{4}}\right) \in \mathbf{S O}(8)$, and the remaining matrices are given by
$\boldsymbol{A}_{e}=\left[\begin{array}{cc}\mathbf{0}_{4 \times 4} & \boldsymbol{I}_{4} \\ \mathbf{0}_{4 \times 4} & -\widehat{M}^{-1} \widehat{\boldsymbol{D}_{L}}\end{array}\right] \quad$ and $\quad \boldsymbol{B}_{\boldsymbol{e}}=\left[\begin{array}{l}\mathbf{0}_{4 \times 4} \\ \widehat{M}^{-1}\end{array}\right]$
and
$\boldsymbol{L}=\left[\begin{array}{ll}\epsilon^{-1} \boldsymbol{L}_{\mathbf{1 1}} & \gamma \epsilon^{-1} \boldsymbol{L}_{\mathbf{1 2}} \\ \epsilon^{-2} \boldsymbol{L}_{\mathbf{2 1}} & \gamma \epsilon^{-2} \boldsymbol{L}_{\mathbf{2 2}}\end{array}\right]$
where $\boldsymbol{L}_{i j} \in \mathbb{R}^{4 \times 4}, i, j \in\{1,2\}$, are tuning submatrices which compose the output injection matrix $L$, the small constant $\epsilon \in \mathbb{R}_{>0} \mid \epsilon \ll 1$ is a global tuning parameter yielding the high-gains, $\gamma \in \mathbb{N} \mid \gamma \in\{0,1\}$ indicates the availability of the velocity measurements, where $\gamma=1$ means 'available', $\boldsymbol{v} \in \mathbb{R}^{4} \mid \boldsymbol{v}:=\boldsymbol{u}_{\text {pid }}+\boldsymbol{u}_{\mathrm{ff}}$ is the control vector dedicated to the HGSO, $\boldsymbol{y}:=\left[\boldsymbol{\eta}^{T}, \gamma \boldsymbol{\nu}^{T}\right]^{T} \in \mathbb{R}^{8}$ is the measurement vector, and $\hat{\boldsymbol{y}} \equiv \boldsymbol{C}_{\boldsymbol{e}} \hat{\boldsymbol{x}}$, where $\boldsymbol{C}_{\boldsymbol{e}} \in \mathbb{R}^{8 \times 8} \mid \boldsymbol{C}_{\boldsymbol{e}}:=\operatorname{blockdiag}\left(\boldsymbol{I}_{4}, \boldsymbol{I}_{4}\right)$, is the estimated state vector actually feeding the control system in Section 8.2. It is worthwhile to realise the resemblance kept between the matrix pair formed by $\boldsymbol{A}_{\boldsymbol{e}}$ and $\boldsymbol{B}_{\boldsymbol{e}}$ in (8.32), and the corresponding matrix pair in (8.2).

### 8.3.4 Estimation error dynamics

By substituting (8.10), (8.12), and (8.13) into (8.5), and then by substituting (8.5) into (7.36) through (8.6)-(8.9) and the relation $\boldsymbol{\tau}_{\boldsymbol{p}}:=\boldsymbol{T}_{\boldsymbol{p}}\left[T_{1}, T_{2}, \ldots, T_{p-1}, T_{p}\right]^{T}$, see Section 7.3, the closed-loop trajectory tracking control subsystem - 1st subsystem - is set. To derive the closed-loop state observation subsystem - 2 nd subsystem - , (8.12) and (8.13) are first added to yield $\boldsymbol{v}$, and then the 2nd subsystem is set by substituting $\boldsymbol{v}$ into (8.31). By subtracting the expression of the 2nd subsystem from the expression of the 1st subsystem, and lastly by performing a few algebraic operations, the estimation error dynamics is found to be given by

$$
\begin{align*}
\dot{e}_{e}= & \boldsymbol{T}_{\boldsymbol{e}}(\psi)\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right) \boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi) \boldsymbol{e}_{\boldsymbol{e}}+\boldsymbol{B}_{\boldsymbol{K}}^{e} \boldsymbol{T}_{\boldsymbol{t}}^{T}(\psi) \boldsymbol{e}_{\boldsymbol{t}}+\boldsymbol{B}_{I}^{e} \delta_{e}(\hat{\boldsymbol{\nu}})-\boldsymbol{B} \delta_{t}(\boldsymbol{\nu}) \\
& +\boldsymbol{B}_{\boldsymbol{R}}^{e}\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}+\boldsymbol{B} \boldsymbol{\tau}_{\boldsymbol{c}} \tag{8.34}
\end{align*}
$$

where $\boldsymbol{e}_{\boldsymbol{e}} \in \mathbb{R}^{8} \mid e_{e}:=\boldsymbol{x}-\hat{\boldsymbol{x}}$ is the estimation error vector, the vectors $\boldsymbol{\delta}_{\boldsymbol{t}}(\boldsymbol{\nu})$ and $\boldsymbol{\tau}_{\boldsymbol{c}}$ are defined in (8.19) and (7.35), respectively, see Subsection 7.3.1, the matrix $\boldsymbol{B}$ is defined in (8.2), the tracking error vector $\boldsymbol{e}_{\boldsymbol{t}}$, the vector of references $\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}$, and the transformation matrix $\boldsymbol{T}_{\boldsymbol{t}}(\psi)$ are all defined in Subsection 8.2.3, and
$B_{I}^{e}=\left[\begin{array}{c}0_{4 \times 4} \\ -I_{4}\end{array}\right] \quad$ and $\quad B_{R}^{e}=\left[\begin{array}{cc}0_{4 \times 4} & 0_{4 \times 4} \\ \Delta_{M} \widehat{D_{L}} & \Delta_{M} \widehat{M}\end{array}\right]$
and
$B_{K}^{e}=\left[\begin{array}{ccc}0_{4 \times 4} & 0_{4 \times 4} & 0_{4 \times 4} \\ \Delta_{M} K_{I} & \Delta_{M} K_{P} & \Delta_{M} K_{D}\end{array}\right]$
where $\boldsymbol{\Delta}_{M} \in \mathbb{R}^{4 \times 4} \mid \boldsymbol{\Delta}_{M}:=\boldsymbol{M}^{-1}-\widehat{\boldsymbol{M}}^{-1}$, and $\boldsymbol{\delta}_{e}(\hat{\boldsymbol{\nu}})$ is another mismatch vector, which stems from the attempt to linearise the dynamics of (7.36) through state feedback under the inevitable presence of modelling errors in (8.10), such that
$\delta_{e}(\hat{\boldsymbol{\nu}})=\left(\left(\boldsymbol{M}^{-1} \boldsymbol{D}_{\boldsymbol{L}}\right)-\left(\widehat{\boldsymbol{M}}^{-1} \widehat{\boldsymbol{D}_{\boldsymbol{L}}}\right)\right) \hat{\boldsymbol{\nu}}$
Notice that the more exactly the parameters of the CPM are known, the closer to zero the mismatch vector $\delta_{e}(\hat{\boldsymbol{\nu}})$, the residual reference input matrix $\boldsymbol{B}_{\boldsymbol{R}}^{e}$, and the residual control input matrix $\boldsymbol{B}_{\boldsymbol{K}}^{\boldsymbol{e}}$ are, with $\left(\boldsymbol{W}_{\boldsymbol{L}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{M}}\right)_{i, j}=1, i, j \in\{1$, $2,3,4\}$.

Assumption 8.4. The vectors $\boldsymbol{e}_{\boldsymbol{t}}, \boldsymbol{\delta}_{\boldsymbol{t}}(\boldsymbol{\nu})$, and $\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}$ remain bounded $\forall t \in$ $\mathbb{R}_{\geqslant 0}$, and also practically vanish eventually. This assumption is based on the analysis and conclusion drawn in Subsection 8.2.3.

## Stability analysis

Consider the global diffeomorphism $\boldsymbol{\xi}_{\boldsymbol{e}}:=\boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi) \boldsymbol{e}_{\boldsymbol{e}}$ (Khalil, 2002; Slotine and Li, 2005), based on the transformation $\boldsymbol{T}_{\boldsymbol{e}}(\psi)$. Equation (8.34) can be rewritten as

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}_{e}=\boldsymbol{\Xi}_{e}(\dot{\psi}) \xi_{e}+\boldsymbol{B}_{I}^{e} \boldsymbol{\delta}_{e}(\hat{\boldsymbol{\nu}})-\boldsymbol{B} \boldsymbol{\delta}_{t}(\boldsymbol{\nu})+\boldsymbol{B}_{\boldsymbol{K}}^{e} \boldsymbol{\xi}_{t}+\boldsymbol{B}_{\boldsymbol{R}}^{e}\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\nu}_{\boldsymbol{R}}^{T}\right]^{T}+\boldsymbol{B} \boldsymbol{\tau}_{c} \tag{8.38}
\end{equation*}
$$

where
$\boldsymbol{\Xi}_{\boldsymbol{e}}(\dot{\psi})=\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)-\boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi) \dot{\boldsymbol{T}}_{\boldsymbol{e}}(\psi)=\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)+\dot{\psi} \operatorname{blockdiag}\left(\boldsymbol{T}_{\boldsymbol{N}}, \mathbf{0}_{\mathbf{4 \times 4}}\right)$
is a simpler LTV system matrix. Notice that the matrices $\boldsymbol{B}_{\boldsymbol{I}}^{e}, \boldsymbol{B}, \boldsymbol{B}_{\boldsymbol{K}}^{e}$, and $\boldsymbol{B}_{\boldsymbol{R}}^{e}$ are not affected by the transformation $\boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi)$, so that $\boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi) \boldsymbol{B}_{\boldsymbol{I}}^{e}=\boldsymbol{B}_{\boldsymbol{I}}^{e}, \boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi) \boldsymbol{B}$ $=\boldsymbol{B}, \boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi) \boldsymbol{B}_{\boldsymbol{K}}^{e}=\boldsymbol{B}_{\boldsymbol{K}}^{e}$, and $\boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi) \boldsymbol{B}_{\boldsymbol{R}}^{e}=\boldsymbol{B}_{\boldsymbol{R}}^{e}$ hold. The relation
$\boldsymbol{S}_{\boldsymbol{e}}(\dot{\psi}):=-\boldsymbol{T}_{\boldsymbol{e}}^{T}(\psi) \dot{\boldsymbol{T}}_{\boldsymbol{e}}(\psi)=\dot{\psi} \operatorname{blockdiag}\left(\boldsymbol{T}_{\boldsymbol{N}}, \mathbf{0}_{\mathbf{4 \times 4}}\right)$
where $\dot{\boldsymbol{T}}_{\boldsymbol{e}}(\psi(t))=\frac{\mathrm{d}}{\mathrm{dt}}\left[\boldsymbol{T}_{\boldsymbol{e}}(\psi(t))\right]$, and $\dot{\psi}(t)=\frac{\mathrm{d}}{\mathrm{dt}}[\psi(t)]=r(t)[\mathrm{rad} / \mathrm{s}]$ is the yaw rate, is based on the constant sparse skew-symmetric matrix $\boldsymbol{T}_{\boldsymbol{N}}$ in (7.34). The diffeomorphism $\boldsymbol{\xi}_{t}:=\boldsymbol{T}_{\boldsymbol{t}}^{T}(\psi) \boldsymbol{e}_{\boldsymbol{t}}$ defined in Subsection 8.2.3 is also utilised to obtain (8.38). The systems (8.34) and (8.38) are equivalent, although the latter shows clearer how the heading angle changes affect the estimation error dynamics.

The stability of the origin $\boldsymbol{\xi}_{e}^{*}=\mathbf{0}_{\mathbf{8}}$ - the only equilibrium point - of the unforced LTV system $\dot{\boldsymbol{\xi}}_{e}=\boldsymbol{\Xi}_{e}(\dot{\psi}) \boldsymbol{\xi}_{\boldsymbol{e}}$ extracted from (8.38), where $\mathbf{0}_{\mathbf{8}} \in \mathbb{R}^{8}$ is a null vector, is studied by: i) suitably regarding such a system as a feedback connection between the auxiliary subsystems $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, as indicated in Figure 8.2, where $\mathcal{S}_{1}$ is an LTI dynamical system and $\mathcal{S}_{2}$ is an LTV memoryless function (Khalil, 2002); and ii) then applying the circle criterion (Slotine and Li, 2005; Khalil, 2002; Lozano et al., 2000).


Figure 8.2: Feedback connection between the auxiliary subsystems $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$.

The origin of the unforced subsystem $\mathcal{S}_{1}$ is GES, once the matrix $\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)$ is Hurwitz. The matrix $\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)$ can always be rendered Hurwitz, as the entries of $\boldsymbol{L}$ can be freely chosen.

Let the subsystem $\mathcal{S}_{1}$ be defined as seen in Figure 8.2. The matrix $\boldsymbol{B}_{e}:=\boldsymbol{C}_{e}^{T}$, where $\boldsymbol{C}_{\boldsymbol{e}} \in \mathbb{R}^{4 \times 8} \mid \boldsymbol{C}_{\boldsymbol{e}}:=\left[\begin{array}{ll}\boldsymbol{I}_{4} & \boldsymbol{0}_{4 \times 4}\end{array}\right]$. The matrices $\boldsymbol{B}_{\boldsymbol{e}}$ and $\boldsymbol{C}_{\boldsymbol{e}}$ have full rank, i.e. $\operatorname{rank}\left(\boldsymbol{B}_{\boldsymbol{e}}\right)=\operatorname{rank}\left(\boldsymbol{C}_{\boldsymbol{e}}\right)=4$. The matrix pair $\left(\boldsymbol{A}_{\boldsymbol{e}}, \boldsymbol{B}_{\boldsymbol{e}}\right)$ is controllable, as the controllability matrix $\mathcal{C}_{e} \in \mathbb{R}^{8 \times 32}$ given by
$\mathcal{C}_{e}=\left[\begin{array}{llllllll}B_{e} & \boldsymbol{A}_{e} \boldsymbol{B}_{e} & \boldsymbol{A}_{e}^{2} \boldsymbol{B}_{e} & \boldsymbol{A}_{e}^{3} \boldsymbol{B}_{e} & \boldsymbol{A}_{e}^{4} \boldsymbol{B}_{e} & \boldsymbol{A}_{e}^{5} \boldsymbol{B}_{e} & \boldsymbol{A}_{e}^{6} \boldsymbol{B}_{e} & \boldsymbol{A}_{e}^{7} \boldsymbol{B}_{e}\end{array}\right]$
has full row rank, provided that e.g. $\operatorname{det}\left(\left[\begin{array}{ll}\boldsymbol{B}_{\boldsymbol{e}} & \boldsymbol{A}_{\boldsymbol{e}} \boldsymbol{B}_{\boldsymbol{e}}\end{array}\right]\right)=\operatorname{det}\left(-\epsilon^{-2} \boldsymbol{L}_{\mathbf{2 1}}\right) \neq 0$. The matrix pair $\left(\boldsymbol{A}_{\boldsymbol{e}}, \boldsymbol{C}_{\boldsymbol{e}}\right)$ is observable, as the observability matrix $\mathcal{O}_{e} \in \mathbb{R}^{32 \times 8}$ given by

$$
\mathcal{O}_{e}=\left[\begin{array}{llllll}
\boldsymbol{C}_{\boldsymbol{e}}^{T} & \boldsymbol{A}_{\boldsymbol{e}}^{T} \boldsymbol{C}_{\boldsymbol{e}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{e}}^{2}\right)^{T} \boldsymbol{C}_{\boldsymbol{e}}^{T} & \cdots & \left(\boldsymbol{A}_{\boldsymbol{e}}^{6}\right)^{T} \boldsymbol{C}_{\boldsymbol{e}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{e}}^{7}\right)^{T} \boldsymbol{C}_{\boldsymbol{e}}^{T} \tag{8.42}
\end{array}\right]^{T}
$$

has full column rank, given that e.g. $\operatorname{det}\left(\left[\begin{array}{ll}\boldsymbol{C}_{\boldsymbol{e}}^{T} & \boldsymbol{A}_{\boldsymbol{e}}^{T} \boldsymbol{C}_{\boldsymbol{e}}^{T}\end{array}\right]^{T}\right)=\operatorname{det}\left(\boldsymbol{I}_{\mathbf{4}}-\gamma \epsilon^{-1} \boldsymbol{L}_{\mathbf{1 2}}\right)$ $\neq 0$. Then, the (Hurwitz) transfer function matrix $\boldsymbol{H}_{\boldsymbol{e}}(s):=\boldsymbol{C}_{\boldsymbol{e}}\left(s \boldsymbol{I}_{\mathbf{8}}-\boldsymbol{A}_{\boldsymbol{e}}+\right.$ $\boldsymbol{L})^{-1} \boldsymbol{B}_{\boldsymbol{e}} \in \mathbb{R}^{4 \times 4}$ associated with $\mathcal{S}_{1}$ is SPR , as there exist a matrix $\boldsymbol{P}_{\boldsymbol{e}}=\boldsymbol{P}_{\boldsymbol{e}}^{T}>0$, where $\boldsymbol{P}_{\boldsymbol{e}}:=\boldsymbol{I}_{\mathbf{8}}$, a matrix $\boldsymbol{Q}_{\boldsymbol{e}} \in \mathbb{R}^{8 \times 8} \mid \boldsymbol{Q}_{\boldsymbol{e}}:=\boldsymbol{\Gamma}_{\boldsymbol{e}} \boldsymbol{\Upsilon}_{e}$, both to be defined soon, and a constant $\varepsilon_{e} \in \mathbb{R}_{>0} \mid \varepsilon_{e}>\max \left(\left|\lambda_{i}\left(\boldsymbol{\Lambda}_{e}\right)\right|\right), i \in\{1, \ldots, 8\}$, where $\boldsymbol{\Lambda}_{\boldsymbol{e}}$ is also to be de-
fined soon, which satisfy the relations in (8.43) regarding the KYP lemma (Khalil, 2002; Lozano et al., 2000)
$\left\{\begin{array}{l}\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)^{T} \boldsymbol{P}_{\boldsymbol{e}}+\boldsymbol{P}_{\boldsymbol{e}}\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)=-\boldsymbol{Q}_{e} \boldsymbol{Q}_{\boldsymbol{e}}^{T}-\varepsilon_{e} \boldsymbol{P}_{\boldsymbol{e}} \\ \boldsymbol{P}_{\boldsymbol{e}} \boldsymbol{B}_{\boldsymbol{e}}=\boldsymbol{C}_{\boldsymbol{e}}^{T}\end{array}\right.$
where $\boldsymbol{\Gamma}_{\boldsymbol{e}} \in \mathbb{R}^{8 \times 8}$ is an orthogonal matrix that forms a basis of $\mathbb{R}^{8}$ with the eigenvectors of $\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)^{T}+\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)$, and $\boldsymbol{\Lambda}_{\boldsymbol{e}} \in \mathbb{R}^{8 \times 8}$ is a diagonal matrix that is comprised of the eigenvalues of the orthogonally diagonalisable symmetric matrix $\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)^{T}+\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)$ (Horn and Johnson, 2013), such that $\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)^{T}+\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)=\boldsymbol{\Gamma}_{\boldsymbol{e}} \boldsymbol{\Lambda}_{\boldsymbol{e}} \boldsymbol{\Gamma}_{\boldsymbol{e}}^{T}$. The diagonal matrix $\boldsymbol{\Upsilon}_{\boldsymbol{e}} \in \mathbb{R}^{8 \times 8} \mid \mathbf{\Upsilon}_{\boldsymbol{e}}>0$, where $\left(\boldsymbol{\Upsilon}_{\boldsymbol{e}}\right)_{i, i}:=\sqrt{\varepsilon_{e}+\left(\boldsymbol{\Lambda}_{\boldsymbol{e}}\right)_{i, i}}, i \in\{1, \ldots, 8\}$. It can also be concluded that $\mathcal{S}_{1}$ is (state) strictly passive, once $\boldsymbol{H}_{\boldsymbol{e}}(s)$ is SPR, according to Slotine and Li (2005), Khalil (2002), and Lozano et al. (2000).

Let the matrix $\Psi_{e}(\dot{\psi}) \in \mathrm{SS}(4)$ of the subsystem $\mathcal{S}_{2}$, see Figure 8.2, be defined as $\boldsymbol{\Psi}_{e}(\dot{\psi}):=\dot{\psi} \boldsymbol{T}_{\boldsymbol{N}}$, where the constant sparse skew-symmetric matrix $\boldsymbol{T}_{\boldsymbol{N}}$ is defined in (7.34). Then, $\boldsymbol{\varphi}_{e}^{T} \boldsymbol{\zeta}_{e}=\boldsymbol{\varphi}_{e}^{T} \boldsymbol{\Psi}_{e}(\dot{\psi}) \boldsymbol{\varphi}_{e}=\boldsymbol{\xi}_{e}^{T} \boldsymbol{B}_{e} \boldsymbol{\Psi}_{e}(\dot{\psi}) \boldsymbol{C}_{e} \boldsymbol{\xi}_{\boldsymbol{e}}=0 \forall \dot{\psi} \in$ $\mathbb{R} \wedge \forall t \in \mathbb{R}_{\geqslant 0} \wedge \forall \varphi_{e} \in \mathbb{R}^{4}\left(\xi_{e} \in \mathbb{R}^{8}\right)$, due to the skew-symmetry of $\Psi_{e}(\dot{\psi})$. The relation $\boldsymbol{B}_{e}=\boldsymbol{C}_{e}^{T}$ is utilised above. It immediate to conclude that $\boldsymbol{\varphi}_{e}^{T} \boldsymbol{\Psi}_{e}(\dot{\psi}) \boldsymbol{\varphi}_{e}$ lies in the sector $[0, \infty)$, whereupon $\mathcal{S}_{2}$ is a lossless passive subsystem, according to Slotine and Li (2005), Khalil (2002), and Lozano et al. (2000).

It can be concluded, based on the application of the circle criterion, that $\xi_{e}^{*}$ is GES (Lozano et al., 2000, Th. 3.5), once $\dot{\boldsymbol{\xi}}_{\boldsymbol{e}}=\boldsymbol{\Xi}_{\boldsymbol{e}}(\dot{\psi}) \boldsymbol{\xi}_{e}$ is viewed as consisting of a feedback connection between the SPR transfer function matrix $\boldsymbol{H}_{\boldsymbol{e}}(s)$ - subsystem $\mathcal{S}_{1}$ - and the lossless passive subsystem $\mathcal{S}_{2}$, as depicted in Figure 8.2.

Finally, based on the concluded global stability of $\boldsymbol{\xi}_{e}^{*}$, thereby implying that of $e_{e}^{*}=\mathbf{0}_{\mathbf{8}}$, it can be inferred that the state estimation objective $\left\|\boldsymbol{e}_{\boldsymbol{e}}\right\|=\|\boldsymbol{x}-\hat{\boldsymbol{x}}\| \rightarrow$ 0 as $t \rightarrow \infty$ can always be attained. In particular, for persistent current-generated perturbations, i.e. $\boldsymbol{\tau}_{\boldsymbol{c}} \neq 0 \forall t \in \mathbb{R} \geqslant 0$, and vanishing vector of references $\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}$, under the inevitable presence of modelling errors, all solutions of (8.38), and those of (8.34) likewise, converge into a small ball $\mathbb{B}_{e}$ of radius $\rho_{\mathbb{B}_{e}} \in \mathbb{R}_{>0} \mid \rho_{\mathbb{B}_{e}}<1$ $\rho_{\mathbb{B}_{e}} \ll 1$ ideally - centred at $\xi_{e}^{*} \equiv e_{e}^{*}$. The radius $\rho_{\mathbb{B}_{e}}$ is ultimately defined by the gains of the HGSO, so that $\rho_{\mathbb{B}_{e}}$ is directly proportional to $\left\|\tau_{c}\right\|$, and inversely proportional to the observer gains.

### 8.3.5 Tuning

The tuning approach suggested in this subsection is heuristic and based on simulation and experimental results.

When it comes to underwater applications in general, the sensitivity to measurement errors and noise is a major concern. In particular, the position measurements provided by hydroacoustic positioning systems typically have unfavourable characteristics, namely low update rates, e.g. $\leqslant 1 \mathrm{~Hz}$, jumps, and frozen measurements. The linear velocity measurements, when available, are typically provided by Doppler Velocity Logs (DVLs) under low update rates, e.g. $\approx 1 \mathrm{~Hz}$. On the other hand, the controlled plants typically have slow and overdamped dynamics. Therefore, an HGSO can be satisfactorily tuned with relatively high gains.

The output injection matrix $L$ in (8.33) damps the estimation response in such a manner that a certain trade-off between relying more upon the response that is predicted based on the CPM, or relying more upon the incoming measurements instead, can be exploited. Indeed, such kind of trade-off is a common feature of all state observation algorithms. In some cases, instead of one single tuning matrix, there are multiple tuning matrices, e.g. the EKF. The greater the amount of damping represented by $\boldsymbol{L}$, the slower the estimation response with regard to changes in the measurements.

Contribution 8.2. It is suggested in this work to tune the HGSO as it follows, apart from the constant $\epsilon \in \mathbb{R}_{>0} \mid \epsilon \ll 1$, which has to be as small as possible in practice (Khalil, 2002).
$\boldsymbol{L}_{\boldsymbol{i j}}=\boldsymbol{K}_{\boldsymbol{i j}} \widehat{\boldsymbol{M}}^{-1} \quad$ where $\quad \boldsymbol{K}_{\boldsymbol{i j}}:=\operatorname{diag}\left(\kappa_{i j}^{1}, \kappa_{i j}^{2}, \kappa_{i j}^{3}, \kappa_{i j}^{4}\right)$
where $\kappa_{i j}^{1}, \kappa_{i j}^{2}, \kappa_{i j}^{3}, \kappa_{i j}^{4} \in \mathbb{R}_{>0}, i, j \in\{1,2\}$, are 16 constants, and the numbers 1 , 2,3 , and 4 are not exponents. Moreover,
$\left\{\begin{array}{lll}\kappa_{11}^{1}, \kappa_{11}^{2}, \kappa_{11}^{3}, \kappa_{11}^{4} \in(0,100] & \\ \kappa_{12}^{1}, \kappa_{12}^{2}, \kappa_{12}^{3}, \kappa_{12}^{4} \in[1,20] & \\ \boldsymbol{K}_{\mathbf{2 1}}=c_{K_{1}} \boldsymbol{K}_{\mathbf{1 1}} \quad \text { where } & c_{K_{1}} \in \mathbb{R} \mid c_{K_{1}} \in(0,5] \\ \boldsymbol{K}_{\mathbf{2 2}}=c_{K_{2}} \boldsymbol{K}_{\mathbf{1 2}} \quad \text { where } & c_{K_{2}} \in \mathbb{R} \mid c_{K_{2}} \in[1,50]\end{array}\right.$
Furthermore, it is necessary in first place to make sure that the tuning renders the matrix $\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)$ Hurwitz.

### 8.4 Stability of the output feedback control system

The stability of the output feedback control system, i.e. the whole MCS, is studied based on the previously obtained partial results. The expressions of the tracking
error dynamics in (8.20) and of the estimation error dynamics in (8.38) are of particular interest in the analysis. The pair of expressions (8.15) and (8.34) could have been optionally chosen for such task instead. The output feedback control system can be expressed as
$\dot{\boldsymbol{\xi}}_{c}=\boldsymbol{\Xi}_{\boldsymbol{c}}(\dot{\psi}) \boldsymbol{\xi}_{\boldsymbol{c}}+\boldsymbol{B}_{\boldsymbol{I}}^{\boldsymbol{c}}\left[\left(\boldsymbol{\delta}_{\boldsymbol{t}}(\boldsymbol{\nu})-\boldsymbol{\tau}_{\boldsymbol{c}}\right)^{T}, \boldsymbol{\delta}_{\boldsymbol{e}}^{T}(\hat{\boldsymbol{\nu}})\right]^{T}+\boldsymbol{B}_{\boldsymbol{R}}^{\boldsymbol{c}}\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}$
where $\boldsymbol{\xi}_{c}:=\left[\boldsymbol{\xi}_{t}^{T}, \boldsymbol{\xi}_{e}^{T}\right]^{T} \in \mathbb{R}^{20}$ is the state vector, $\left[\left(\boldsymbol{\delta}_{t}(\boldsymbol{\nu})-\boldsymbol{\tau}_{\boldsymbol{c}}\right)^{T}, \boldsymbol{\delta}_{e}^{T}(\hat{\boldsymbol{\nu}})\right]^{T} \in \mathbb{R}^{8}$ is the vector of perturbations - internal and external -, $\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}$ is the same vector of references used before, and the matrices are defined as
$\boldsymbol{\Xi}_{\boldsymbol{c}}(\dot{\psi})=\boldsymbol{A}_{\boldsymbol{c}}+\boldsymbol{S}_{\boldsymbol{c}}(\dot{\psi}) \quad$ and $\quad \boldsymbol{A}_{\boldsymbol{c}}=\left[\begin{array}{cc}\boldsymbol{A}_{\boldsymbol{t}} & \boldsymbol{0}_{\mathbf{1 2 \times 8}} \\ \boldsymbol{B}_{\boldsymbol{K}}^{e} & \left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)\end{array}\right]$
$\boldsymbol{S}_{\boldsymbol{c}}(\dot{\psi}):=\dot{\psi} \operatorname{blockdiag}\left(\boldsymbol{T}_{\boldsymbol{N}}, \boldsymbol{T}_{\boldsymbol{N}}, \mathbf{0}_{\mathbf{4 \times 4}}, \boldsymbol{T}_{\boldsymbol{N}}, \mathbf{0}_{\mathbf{4 \times 4}}\right)$
and
$\boldsymbol{B}_{I}^{c}=\left[\begin{array}{cc}\boldsymbol{B}_{\boldsymbol{\delta}}^{t} & \mathbf{0}_{12 \times 4} \\ -\boldsymbol{B} & \boldsymbol{B}_{I}^{e}\end{array}\right] \quad$ and $\quad \boldsymbol{B}_{\boldsymbol{R}}^{c}=\left[\begin{array}{c}\boldsymbol{B}_{R}^{t} \\ \boldsymbol{B}_{R}^{e}\end{array}\right]$
where $\mathbf{0}_{\mathbf{1 2 \times j}} \in \mathbb{R}^{12 \times j}, j \in\{4,8\}$, are two null matrices. The other matrices are defined either in Subsection 8.2.3 or in Subsection 8.3.4. The matrix $\boldsymbol{B}_{\boldsymbol{K}}^{e}$ is ideally null, implicating that $\boldsymbol{A}_{\boldsymbol{c}}$ is ideally a block diagonal matrix. This would only occur under the ideal conditions: i) $\hat{\boldsymbol{x}}=\boldsymbol{x}$ - assumed to hold throughout Section 8.2; and ii) there are neither modelling errors nor plant parameter variations, such that $\boldsymbol{\Delta}_{M}=\mathbf{0}_{4 \times 4}$ in (8.36).

Remark 8.4. The separation principle (Franklin et al., 2009; Khalil, 2002; Friedland, 1986; Kailath, 1980) is naturally manifested in (8.46)-(8.47), in particular, through the cascade structure of the matrix $\boldsymbol{A}_{\boldsymbol{c}}$, because the studied output feedback control system admits such a linear representation.

The stability of the origin $\boldsymbol{\xi}_{c}^{*}=\mathbf{0}_{\mathbf{2 0}}$ - the only equilibrium point - of the unforced LTV system $\dot{\boldsymbol{\xi}}_{\boldsymbol{c}}=\boldsymbol{\Xi}_{\boldsymbol{c}}(\dot{\psi}) \boldsymbol{\xi}_{\boldsymbol{c}}$ extracted from (8.46), where $\mathbf{0}_{\mathbf{2 0}} \in \mathbb{R}^{20}$ is a null vector, is studied by: i) suitably regarding such a system as a feedback connection between the auxiliary subsystems $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, as indicated in Figure 8.3, where $\mathcal{S}_{1}$ is an LTI dynamical system and $\mathcal{S}_{2}$ is an LTV memoryless function (Khalil, 2002); and ii) then applying the circle criterion (Slotine and Li, 2005; Khalil, 2002; Lozano et al., 2000).

The origin of the unforced subsystem $\mathcal{S}_{1}$ is GES, once the lower triangular matrix $\boldsymbol{A}_{\boldsymbol{c}}$ in (8.47) is Hurwitz. The matrix $\boldsymbol{A}_{\boldsymbol{c}}$ can always be rendered Hurwitz, since the matrices $\boldsymbol{A}_{\boldsymbol{t}}$ and $\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right)$ can always be individually rendered Hurwitz likewise, as concluded in Subsection 8.2.3 and Subsection 8.3.4, respectively.


Figure 8.3: Feedback connection between the auxiliary subsystems $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$.

Let the subsystem $\mathcal{S}_{1}$ be defined as seen in Figure 8.3. The matrix $\boldsymbol{B}_{c}:=\boldsymbol{C}_{c}^{T}$, where $\boldsymbol{C}_{\boldsymbol{c}} \in \mathbb{R}^{8 \times 20}$ is the following constant sparse matrix
$\boldsymbol{C}_{\boldsymbol{c}}:=\operatorname{blockdiag}\left(\boldsymbol{C}_{\boldsymbol{t}}, \boldsymbol{C}_{\boldsymbol{e}}\right)=\left[\begin{array}{llllllllllllllllllll}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0\end{array}\right]$
The matrices $\boldsymbol{B}_{\boldsymbol{c}}$ and $\boldsymbol{C}_{\boldsymbol{c}}$ have full rank, i.e. $\operatorname{rank}\left(\boldsymbol{B}_{\boldsymbol{c}}\right)=\operatorname{rank}\left(\boldsymbol{C}_{\boldsymbol{c}}\right)=8$. The matrix pair $\left(\boldsymbol{A}_{\boldsymbol{c}}, \boldsymbol{B}_{\boldsymbol{c}}\right)$ is controllable, as the controllability matrix $\mathcal{C}_{\boldsymbol{c}} \in \mathbb{R}^{20 \times 160}$ given by
$\mathcal{C}_{c}=\left[\begin{array}{llllllllll}\boldsymbol{B}_{\boldsymbol{c}} & \boldsymbol{A}_{\boldsymbol{c}} \boldsymbol{B}_{\boldsymbol{c}} & \boldsymbol{A}_{\boldsymbol{c}}^{2} \boldsymbol{B}_{\boldsymbol{c}} & \boldsymbol{A}_{\boldsymbol{c}}^{3} \boldsymbol{B}_{\boldsymbol{c}} & \ldots & \boldsymbol{A}_{\boldsymbol{c}}^{17} \boldsymbol{B}_{\boldsymbol{c}} & \boldsymbol{A}_{\boldsymbol{c}}^{18} \boldsymbol{B}_{\boldsymbol{c}} & \boldsymbol{A}_{\boldsymbol{c}}^{19} \boldsymbol{B}_{\boldsymbol{c}}\end{array}\right]$
has full row rank, provided that e.g. $\operatorname{det}\left(\left[\begin{array}{llll}\boldsymbol{B}_{\boldsymbol{c}} & \boldsymbol{A}_{\boldsymbol{c}}^{2} \boldsymbol{B}_{\boldsymbol{c}} & \boldsymbol{A}_{c}^{4} \boldsymbol{B}_{\boldsymbol{c}}\end{array}\right]\right) \neq 0$. The matrix pair $\left(\boldsymbol{A}_{\boldsymbol{c}}, \boldsymbol{C}_{\boldsymbol{c}}\right)$ is observable, as the observability matrix $\mathcal{O}_{\boldsymbol{c}} \in \mathbb{R}^{160 \times 20}$ given by
$\boldsymbol{\mathcal { O }}_{\boldsymbol{c}}=\left[\begin{array}{llllll}\boldsymbol{C}_{\boldsymbol{c}}^{T} & \boldsymbol{A}_{\boldsymbol{c}}^{T} \boldsymbol{C}_{\boldsymbol{c}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{c}}^{2}\right)^{T} \boldsymbol{C}_{\boldsymbol{c}}^{T} & \ldots & \left(\boldsymbol{A}_{\boldsymbol{c}}^{18}\right)^{T} \boldsymbol{C}_{\boldsymbol{c}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{c}}^{19}\right)^{T} \boldsymbol{C}_{\boldsymbol{c}}^{T}\end{array}\right]^{T}$
has full column rank, provided that e.g. $\operatorname{det}\left(\left[\begin{array}{lll}\boldsymbol{C}_{\boldsymbol{c}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{c}}^{2}\right)^{T} \boldsymbol{C}_{\boldsymbol{c}}^{T} & \left(\boldsymbol{A}_{\boldsymbol{c}}^{4}\right)^{T} \boldsymbol{C}_{\boldsymbol{c}}^{T}\end{array}\right]^{T}\right) \neq 0$. The hydrodynamic derivatives of $\boldsymbol{D}_{\boldsymbol{L}}$ and $\boldsymbol{M}_{\boldsymbol{A}}$, whereupon also of $\boldsymbol{M}$, are all expected to be non-zero and distinct, see Subsection 7.2.3. This fact guarantees that $\mathcal{C}_{c}$ and $\mathcal{O}_{\boldsymbol{c}}$ have full rank, since $\boldsymbol{A}_{\boldsymbol{c}}$ is comprised of $\boldsymbol{A}_{\boldsymbol{t}}$, which in turn is comprised of $\boldsymbol{D}_{\boldsymbol{L}}$ and $\boldsymbol{M}^{-1}$. Then, the (Hurwitz) transfer function matrix $\boldsymbol{H}_{\boldsymbol{c}}(s):=$ $\boldsymbol{C}_{\boldsymbol{c}}\left(s \boldsymbol{I}_{\mathbf{2 0}}-\boldsymbol{A}_{\boldsymbol{c}}\right)^{-1} \boldsymbol{B}_{\boldsymbol{c}} \in \mathbb{R}^{8 \times 8}$ associated with $\mathcal{S}_{1}$, where $\boldsymbol{I}_{\mathbf{2 0}} \in \mathbb{R}^{20 \times 20}$ is an identity matrix, is SPR, as there exist a matrix $\boldsymbol{P}_{\boldsymbol{c}}=\boldsymbol{P}_{\boldsymbol{c}}^{T}>0$, where $\boldsymbol{P}_{\boldsymbol{c}}:=\boldsymbol{I}_{\mathbf{2 0}}$, a matrix $\boldsymbol{Q}_{\boldsymbol{c}} \in \mathbb{R}^{20 \times 20} \mid \boldsymbol{Q}_{\boldsymbol{c}}:=\boldsymbol{\Gamma}_{\boldsymbol{c}} \boldsymbol{\Upsilon}_{\boldsymbol{c}}$, both to be defined soon, and a constant $\varepsilon_{c} \in \mathbb{R}_{>0} \mid \varepsilon_{c}$ $>\max \left(\left|\lambda_{i}\left(\boldsymbol{\Lambda}_{\boldsymbol{c}}\right)\right|\right), i \in\{1, \ldots, 20\}$, where $\boldsymbol{\Lambda}_{\boldsymbol{c}}$ is also to be defined soon, which sat-
isfy the relations in (8.53) regarding the KYP lemma (Khalil, 2002; Lozano et al., 2000)

$$
\left\{\begin{array}{l}
\boldsymbol{A}_{c}^{T} \boldsymbol{P}_{\boldsymbol{c}}+\boldsymbol{P}_{\boldsymbol{c}} \boldsymbol{A}_{\boldsymbol{c}}=-\boldsymbol{Q}_{c} \boldsymbol{Q}_{c}^{T}-\varepsilon_{c} \boldsymbol{P}_{\boldsymbol{c}}  \tag{8.53}\\
\boldsymbol{P}_{c} \boldsymbol{B}_{\boldsymbol{c}}=\boldsymbol{C}_{c}^{T}
\end{array}\right.
$$

where $\boldsymbol{\Gamma}_{\boldsymbol{c}} \in \mathbb{R}^{20 \times 20}$ is an orthogonal matrix that forms a basis of $\mathbb{R}^{20}$ with the eigenvectors of $\left(\boldsymbol{A}_{\boldsymbol{c}}^{T}+\boldsymbol{A}_{\boldsymbol{c}}\right)$, and $\boldsymbol{\Lambda}_{\boldsymbol{c}} \in \mathbb{R}^{20 \times 20}$ is a diagonal matrix that is comprised of the eigenvalues of the orthogonally diagonalisable symmetric matrix $\left(\boldsymbol{A}_{\boldsymbol{c}}^{T}+\boldsymbol{A}_{\boldsymbol{c}}\right)$ (Horn and Johnson, 2013), such that $\boldsymbol{A}_{\boldsymbol{c}}^{T}+\boldsymbol{A}_{\boldsymbol{c}}=\boldsymbol{\Gamma}_{\boldsymbol{c}} \boldsymbol{\Lambda}_{\boldsymbol{c}} \boldsymbol{\Gamma}_{\boldsymbol{c}}^{T}$. The diagonal matrix $\mathbf{\Upsilon}_{\boldsymbol{c}} \in \mathbb{R}^{20 \times 20} \mid \mathbf{\Upsilon}_{\boldsymbol{c}}>0$, where $\left(\boldsymbol{\Upsilon}_{\boldsymbol{c}}\right)_{i, i}:=\sqrt{\varepsilon_{\boldsymbol{c}}+\left(\boldsymbol{\Lambda}_{\boldsymbol{c}}\right)_{i, i}}, i \in\{1, \ldots, 20\}$. It can also be concluded that $\mathcal{S}_{1}$ is (state) strictly passive, once $\boldsymbol{H}_{\boldsymbol{c}}(s)$ is SPR, according to Slotine and Li (2005), Khalil (2002), and Lozano et al. (2000).

Let the matrix $\boldsymbol{\Psi}_{\boldsymbol{c}}(\dot{\psi}) \in \mathrm{SS}(8)$ of the subsystem $\mathcal{S}_{2}$, see Figure 8.3, be

$$
\begin{align*}
\boldsymbol{\Psi}_{c}(\dot{\psi}) & :=\operatorname{blockdiag}\left(\boldsymbol{\Psi}_{t}(\dot{\psi}), \boldsymbol{\Psi}_{e}(\dot{\psi})\right) \\
& =\dot{\psi} \operatorname{blockdiag}\left(\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right],\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right],\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]\right) \tag{8.54}
\end{align*}
$$

where the matrices $\boldsymbol{\Psi}_{t}(\dot{\psi})$ and $\boldsymbol{\Psi}_{e}(\dot{\psi})$ are defined in Subsection 8.2.3 and Subsection 8.3.4, respectively. Then, $\boldsymbol{\varphi}_{c}^{T} \boldsymbol{\zeta}_{c}=\boldsymbol{\varphi}_{c}^{T} \boldsymbol{\Psi}_{\boldsymbol{c}}(\dot{\psi}) \boldsymbol{\varphi}_{\boldsymbol{c}}=\boldsymbol{\xi}_{c}^{T} \boldsymbol{B}_{\boldsymbol{c}} \boldsymbol{\Psi}_{\boldsymbol{c}}(\dot{\psi}) \boldsymbol{C}_{c} \boldsymbol{\xi}_{c}=$ $0 \forall \dot{\psi} \in \mathbb{R} \wedge \forall t \in \mathbb{R}_{\geqslant 0} \wedge \forall \varphi_{c} \in \mathbb{R}^{8}\left(\boldsymbol{\xi}_{c} \in \mathbb{R}^{20}\right)$, due to the skew-symmetry of $\boldsymbol{\Psi}_{\boldsymbol{c}}(\dot{\psi})$. The relation $\boldsymbol{B}_{\boldsymbol{c}}=\boldsymbol{C}_{\boldsymbol{c}}^{T}$ is utilised above. It immediate to conclude that $\varphi_{c}^{T} \Psi_{c}(\dot{\psi}) \varphi_{c}$ lies in the sector $[0, \infty)$, whereupon $\mathcal{S}_{2}$ is a lossless passive subsystem, according to Slotine and Li (2005), Khalil (2002), and Lozano et al. (2000).

It can be concluded, based on the application of the circle criterion, that $\boldsymbol{\xi}_{c}^{*}$ is GES (Lozano et al., 2000, Th. 3.5), once $\dot{\boldsymbol{\xi}}_{c}=\boldsymbol{\Xi}_{c}(\dot{\psi}) \boldsymbol{\xi}_{c}$ is viewed as consisting of a feedback connection between the SPR transfer function matrix $\boldsymbol{H}_{\boldsymbol{c}}(s)$ - subsystem $\mathcal{S}_{1}$ - and the lossless passive subsystem $\mathcal{S}_{2}$, as depicted in Figure 8.3.

For persistent current-generated perturbations, i.e. $\tau_{c} \neq 0 \forall t \in \mathbb{R}_{\geqslant 0}$, and vanishing vector of references $\left[\boldsymbol{\nu}_{\boldsymbol{R}}^{T}, \dot{\boldsymbol{\nu}}_{\boldsymbol{R}}^{T}\right]^{T}$, under the inevitable presence of modelling errors, all solutions of (8.46) converge into a small ball $\mathbb{B}_{c}$ of radius $\rho_{\mathbb{B}_{c}} \in$ $\mathbb{R}_{>0} \mid \rho_{\mathbb{B}_{c}}<1-\rho_{\mathbb{B}_{c}} \ll 1$ ideally - centred at $\xi_{c}^{*}$. The radius $\rho_{\mathbb{B}_{c}}$ is ultimately defined by the gains of the MIMO PID controller and of the HGSO, so that $\rho_{\mathbb{B}_{c}}$ is directly proportional to $\left\|\boldsymbol{\tau}_{c}\right\|$, and inversely proportional to the controller and state observer gains.

Contribution 8.3. The global exponential stability concluded for $\boldsymbol{\xi}_{c}^{*}=\mathbf{0}_{\mathbf{2 0}}$ is the main result sought in Section 8.4. It indicates that the proposed model-based MIMO output feedback control system can work stably in practice.

Remark 8.5. The resulting system (8.46), and the subsequently carried out analysis, are due to the representation choices made initially. Had the estimated state $\hat{\boldsymbol{x}}$ been explicitly used back in Section 8.2 , as it is typically done in the analysis of LTI systems, see e.g. Franklin et al. (2009), Friedland (1986), and Kailath (1980), equation (8.46) would be slightly different, although representing exactly the same system. In particular, for the same state vector $\boldsymbol{\xi}_{\boldsymbol{c}}$, the system (8.46) would then have a partitioned upper triangular system matrix instead, whose only non-zero off-diagonal submatrix would not then be the current submatrix $\boldsymbol{B}_{\boldsymbol{K}}^{e}$.

### 8.5 Implementation of the MCS in practice

### 8.5.1 Introduction

This section stands in isolation from the rest of the chapter. It succinctly describes how the MCS was implemented in practice. The implementation differs a little from the expressions in the rest of the chapter, but nevertheless it yields exactly the same results. The differences are due to the fact that the implementation was carried out so as to save computation time. The objective was to perform the minimum number of calculations. Some variables used within this section are valid exclusively within the section.

The MCS was implemented in LabVIEW ${ }^{\circledR}$ for Microsoft Windows. The trapezoidal method, see Appendix D, was used to derive stable discrete-time approximations from the originally stable continuous-time control and navigation systems. Other approximation methods could have been used instead.

The MCS ran synchronously. At every sampling instant the HGSO used the most recent navigation data to perform its tasks, and the thrust allocation block updated the control signals to the thruster servos through Zero-Order Hold (ZOH) circuits. A data buffer stored the most recently made available navigation data. The navigation sensors and a hydroacoustic positioning system fed data into the data buffer asynchronously. The sensors having update rates higher than the sampling period renewed the corresponding portion of the data several times per sampling period. The sensors having update rates lower than the sampling period and the hydroacoustic positioning system forced the corresponding portion of the data to be reused multiple times. The updates of the control signals to the thruster servos were computed in between two consecutive sampling instants.

### 8.5.2 Controller

The control vectors $\boldsymbol{u}(\cdot)$ and $\boldsymbol{v}(\cdot)$ - discrete-time counterparts of those in (8.5) and Subsection 8.3.3, respectively - were implemented as
$\boldsymbol{v}(k)=\boldsymbol{u}_{\boldsymbol{p i d}}(k-1)+\boldsymbol{u}_{\mathrm{ff}}(k)$
and
$\boldsymbol{u}(k)=\boldsymbol{u}_{\text {lin }}(k)+\boldsymbol{v}(k)$
where $k \in \mathbb{N} \backslash\{0\}$. The vector $\boldsymbol{u}_{\text {pid }}(\cdot)$ is taken one sampling period delayed to preclude the algebraic loop between the MIMO PID controller and the HGSO, as they feed each other, see Figure 6.1. The terms of (8.55)-(8.56) - discrete-time counterparts of those in (8.10), (8.12), and (8.13), respectively - were implemented as
$\boldsymbol{u}_{\text {lin }}(k)=\widehat{\boldsymbol{C}}(\hat{\boldsymbol{\nu}}(k)) \hat{\boldsymbol{\nu}}(k)+\widehat{\boldsymbol{D}_{\boldsymbol{Q}}}|\hat{\boldsymbol{\nu}}(k)| \hat{\boldsymbol{\nu}}(k)-\overline{\boldsymbol{\tau}_{\boldsymbol{h s}}}$
$\boldsymbol{u}_{\boldsymbol{p i d}}(k)=\boldsymbol{K}_{\boldsymbol{P}} \boldsymbol{e}_{\boldsymbol{\eta}}^{\prime}(k)+\boldsymbol{K}_{\boldsymbol{I}} \boldsymbol{e}_{\boldsymbol{I}}^{\prime}(k)+\boldsymbol{K}_{\boldsymbol{D}} \boldsymbol{e}_{\boldsymbol{\nu}}(k)$
and
$\boldsymbol{u}_{\mathrm{ff}}(k)=\widehat{\boldsymbol{D}_{\boldsymbol{L}}} \boldsymbol{\nu}_{\boldsymbol{R}}(k)+\widehat{\boldsymbol{M}} \dot{\nu}_{\boldsymbol{R}}(k)$
where $\hat{\boldsymbol{\nu}}(\cdot)$ is the velocity vector estimated by the HGSO, and $\boldsymbol{\nu}_{\boldsymbol{R}}(\cdot)$ and $\dot{\boldsymbol{\nu}}_{\boldsymbol{R}}(\cdot)$ are reference vectors generated by the guidance system, which is not treated in Part III of the thesis. The error vectors $e_{\eta}^{\prime}(\cdot), \boldsymbol{e}_{\boldsymbol{I}}^{\prime}(\cdot)$, and $\boldsymbol{e}_{\boldsymbol{\nu}}(\cdot)$ were implemented as
$\boldsymbol{e}_{\boldsymbol{\eta}}^{\prime}(k)=\boldsymbol{J}^{T}(\hat{\psi}(k-1))\left(\boldsymbol{\eta}_{\boldsymbol{R}}(k)-\hat{\boldsymbol{\eta}}(k)\right)$
$\boldsymbol{e}_{\boldsymbol{I}}^{\prime}(k)=\boldsymbol{e}_{\boldsymbol{I}}^{\prime}(k-1)+(h / 2)\left(\boldsymbol{e}_{\boldsymbol{\eta}}^{\prime}(k)+\boldsymbol{e}_{\boldsymbol{\eta}}^{\prime}(k-1)\right)$
and
$\boldsymbol{e}_{\boldsymbol{\nu}}(k)=\boldsymbol{\nu}_{\boldsymbol{R}}(k)-\hat{\boldsymbol{\nu}}(k)$
where $\hat{\boldsymbol{\eta}}(\cdot)$ is the position and heading angle vector estimated by the HGSO, such that $\hat{\psi}(\cdot)=(\hat{\boldsymbol{\eta}}(\cdot))_{4}$ is the estimated heading angle used everywhere in the MCS in order to keep all reference frame transformations synchronised, $\boldsymbol{\eta}_{\boldsymbol{R}}(\cdot)$ is another reference vector generated by the guidance system, and $h \in \mathbb{R}_{>0}[\mathrm{~s}]$ is the sampling period. The transformation matrix $\boldsymbol{J}(\hat{\psi}(\cdot)) \in \mathrm{SO}(4)$ is the discrete-time counterpart of that defined in Section 7.3.

Finally, the thrust allocation block straightforwardly converts the vector $\boldsymbol{u}(k)$ into $\boldsymbol{\mu}(k)=\left[\mu_{1}(k), \mu_{2}(k), \ldots, \mu_{p-1}(k), \mu_{p}(k)\right]^{T}$ through (8.6)-(8.9).

Proper initialisation of the vectors is an important precaution in order to preclude unpredictable initial behaviour. The vectors were initialised as:

- $\boldsymbol{e}_{\boldsymbol{\eta}}^{\prime}(0)=\boldsymbol{e}_{\boldsymbol{I}}^{\prime}(0)=\boldsymbol{u}_{\boldsymbol{p i d}}(0)=\boldsymbol{v}(0)=\mathbf{0}_{\boldsymbol{4}}$;
- $\eta_{\boldsymbol{R}}(1)=\hat{\boldsymbol{\eta}}(1)$ and $\boldsymbol{\nu}_{\boldsymbol{R}}(1)=\dot{\boldsymbol{\nu}}_{\boldsymbol{R}}(1)=\mathbf{0}_{\boldsymbol{4}}-\mathrm{ROV}$ in DP at $O_{\mathrm{NED}}$, i.e. the origin of the NED frame.
The initialisation of $\hat{\boldsymbol{\nu}}(\cdot)$ and $\hat{\boldsymbol{\eta}}(\cdot)$ is discussed within Subsection 8.5.3.


### 8.5.3 High-gain state observer

The vector of estimated states $\hat{\boldsymbol{x}}(\cdot)=\left[\hat{\boldsymbol{\eta}}^{T}(\cdot), \hat{\boldsymbol{\nu}}^{T}(\cdot)\right]^{T}$ — discrete-time counterpart of that defined in Subsection 8.3.3 - was implemented as

$$
\begin{align*}
{\left[\begin{array}{c}
\hat{\boldsymbol{\eta}}(k) \\
\hat{\boldsymbol{\nu}}(k)
\end{array}\right]=} & \boldsymbol{\Phi}(\hat{\psi}(k-1))\left[\begin{array}{l}
\hat{\boldsymbol{\eta}}(k-1) \\
\hat{\boldsymbol{\nu}}(k-1)
\end{array}\right]+\boldsymbol{\Gamma}_{\boldsymbol{V}}(\hat{\psi}(k-1))(\boldsymbol{v}(k)+\boldsymbol{v}(k-1))  \tag{8.63}\\
& +\boldsymbol{\Gamma}_{\boldsymbol{Y}}(\hat{\psi}(k-1))\left(\left[\begin{array}{c}
\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(k) \\
\boldsymbol{\nu}_{\boldsymbol{m}}(k)
\end{array}\right]+\left[\begin{array}{c}
\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(k-1) \\
\boldsymbol{\nu}_{\boldsymbol{m}}(k-1)
\end{array}\right]\right)
\end{align*}
$$

where $\boldsymbol{v}(\cdot)$ is defined in (8.55), $\boldsymbol{\nu}_{m}(\cdot) \in \mathbb{R}^{4}$ is the vector of measured velocities, and $\bar{\eta}_{\boldsymbol{m}}(\cdot) \in \mathbb{R}^{4}$ is the vector of measured position and accumulated heading angle. The vector $\bar{\eta}_{m}(\cdot)$ is derived partially directly from the vector of measured position and heading angle $\boldsymbol{\eta}_{\boldsymbol{m}}(\cdot) \in \mathbb{R}^{4}$ and partially through Algorithm 2, which enables the MCS to keep track of the number of consecutive turns of the ROVs. Algorithm 2 and $\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(\cdot)$ are further described soon. The vector $\boldsymbol{\nu}_{\boldsymbol{m}}(\cdot)=\mathbf{0}_{\boldsymbol{4}} \forall k \in \mathbb{N} \Leftrightarrow \gamma=0$, i.e. in case the velocities are not measured. Notice that $\boldsymbol{\eta}_{\boldsymbol{m}}(\cdot), \overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(\cdot)$, and $\boldsymbol{\nu}_{\boldsymbol{m}}(\cdot)$ are manipulated, i.e. read and written, by the HGSO, whereas the data buffer described in Subsection 8.5.1 is only read by the HGSO. The system matrix $\boldsymbol{\Phi}(\hat{\psi}(\cdot))$ $\in \mathbb{R}^{8 \times 8}$, the control input matrix $\boldsymbol{\Gamma}_{\boldsymbol{V}}(\hat{\psi}(\cdot)) \in \mathbb{R}^{8 \times 4}$, and the output injection matrix $\boldsymbol{\Gamma}_{\boldsymbol{Y}}(\hat{\psi}(\cdot)) \in \mathbb{R}^{8 \times 8}$ are given by
$\boldsymbol{\Phi}(\hat{\psi}(k-1))=\boldsymbol{\Delta}(\hat{\psi}(k-1))\left(\boldsymbol{I}_{\mathbf{8}}+\boldsymbol{\Lambda}(\hat{\psi}(k-1))\right)$
$\boldsymbol{\Gamma}_{\boldsymbol{V}}(\hat{\psi}(k-1))=\boldsymbol{\Delta}(\hat{\psi}(k-1))(h / 2) \boldsymbol{B}_{\boldsymbol{e}}$
and
$\boldsymbol{\Gamma}_{\boldsymbol{Y}}(\hat{\psi}(k-1))=\boldsymbol{\Delta}(\hat{\psi}(k-1)) \boldsymbol{T}(\hat{\psi}(k-1))(h / 2) \boldsymbol{L} \boldsymbol{T}^{T}(\hat{\psi}(k-1))$
where the matrix $\boldsymbol{B}_{\boldsymbol{e}}$ is that in (8.32), $\boldsymbol{T}(\hat{\psi}(\cdot))=\operatorname{blockdiag}\left(\boldsymbol{J}(\hat{\psi}(\cdot)), \boldsymbol{I}_{\boldsymbol{4}}\right) \in \mathrm{SO}(8)$, and the matrices $\boldsymbol{\Delta}(\hat{\psi}(\cdot)), \boldsymbol{\Lambda}(\hat{\psi}(\cdot)) \in \mathbb{R}^{8 \times 8}$ are given by
$\boldsymbol{\Delta}(\hat{\psi}(k-1))=\left(\boldsymbol{I}_{\mathbf{8}}-\boldsymbol{\Lambda}(\hat{\psi}(k-1))\right)^{-1}$
and

$$
\begin{equation*}
\boldsymbol{\Lambda}(\hat{\psi}(k-1))=\boldsymbol{T}(\hat{\psi}(k-1))(h / 2)\left(\boldsymbol{A}_{\boldsymbol{e}}-\boldsymbol{L}\right) \boldsymbol{T}^{T}(\hat{\psi}(k-1)) \tag{8.68}
\end{equation*}
$$

where the matrices $\boldsymbol{A}_{\boldsymbol{e}}$ and $\boldsymbol{L}$ are those in (8.32) and (8.33), respectively.
Notice that $\hat{\psi}(k-1)$ is taken one sampling period delayed to preclude an algebraic loop in the HGSO.

The heading angle measurement $\psi_{m}(\cdot)=\left(\boldsymbol{\eta}_{\boldsymbol{m}}(\cdot)\right)_{4}$ is typically commercially available in the ranges:

- range 1: $\psi_{m}(\cdot) \in[0,2 \pi)[\mathrm{rad}] ;$
- range 2: $\psi_{m}(\cdot) \in(-\pi, \pi][\mathrm{rad}]$.

In either case the range is discontinuous and limited, so that the heading angle is not automatically accumulated along consecutive turns. Algorithm 2 was used to overcome this condition, where counter $(\cdot) \in \mathbb{Z}$ is a variable initialised as counter $(0)=$ counter $(1)=0$, and the variable range $\in \mathbb{N} \mid$ range $\in\{1,2\}$.

```
Algorithm 2: Heading angle accumulation
    if range \(=2 \wedge \psi_{m}(k)<0\) then
        \(\psi_{m}(k) \leftarrow \psi_{m}(k)+2 \pi\)
    end
    if range \(=2 \wedge \psi_{m}(k-1)<0\) then
        \(\psi_{m}(k-1) \leftarrow \psi_{m}(k-1)+2 \pi\)
    end
    if \(\left|\psi_{m}(k)-\psi_{m}(k-1)\right| \geqslant \pi\) then
        if \(\psi_{m}(k-1)>\psi_{m}(k)\) then
                counter \((k) \leftarrow\) counter \((k-1)+1\)
        else
            \(\operatorname{counter}(k) \leftarrow \operatorname{counter}(k-1)-1\)
        end
    end
    \(\psi_{\text {acc }}(k) \leftarrow \psi_{m}(k)+2 \pi\) counter \((k)\)
```

The first three elements of $\boldsymbol{\eta}_{\boldsymbol{m}}(\cdot)$ are directly copied into $\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(\cdot)$, such that $\left(\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(\cdot)\right)_{i}=\left(\boldsymbol{\eta}_{\boldsymbol{m}}(\cdot)\right)_{i}, i \in\{1,2,3\}$, and the accumulated heading angle $\psi_{\text {acc }}(\cdot)$ that comes out from Algorithm 2 completes $\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(\cdot)$, such that $\left(\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(\cdot)\right)_{4}=\psi_{\text {acc }}(\cdot)$.

Proper initialisation of the vectors is an important precaution in order to preclude, or at least drastically attenuate, the initial peaks of the estimated state vector $\hat{\boldsymbol{x}}(\cdot)$. The vectors were initialised as $\hat{\boldsymbol{\eta}}(0)=\hat{\boldsymbol{\eta}}(1)=\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(0)=\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(1)$ and $\hat{\boldsymbol{\nu}}(0)=\hat{\boldsymbol{\nu}}(1)=\boldsymbol{\nu}_{\boldsymbol{m}}(0)=\boldsymbol{\nu}_{\boldsymbol{m}}(1)=\mathbf{0}_{\mathbf{4}}$ - ROV immobilised at $O_{\text {NED }}$. Hence, the initial estimation errors were zeroed.

### 8.6 Results from full-scale sea trials

This section presents selected results from full-scale sea trials in which the ROV Minerva was operated in Trondheimsfjorden, Norway, in October 2013 and April 2014. Trajectory tracking and dynamic positioning tests were carried out. The guidance system was not based on the reference generation scheme proposed in Part II. Information regarding the test setup and the ROV Minerva can be found
in Appendix C. The MCS ran at the constant sampling frequency of $6 . \overline{6} \mathrm{~Hz}$ sampling period of 150 ms . The implementation of the MCS is described in Section 8.5. See also Dukan (2014) and Sørensen et al. (2012) for further details on the implementation concerning the whole versatile control system that is carried out at NTNU under the collaborative effort of the research team headed up by Prof. Asgeir J. Sørensen, which served as the basis for the implementation of the herein proposed MCS.

### 8.6.1 Trajectory tracking test with velocity measurements

Figures 8.4-8.9 depict results from a test in which the spatial reference trajectory consisted of the so-called lawn mower pattern describing a planar path in the horizontal plane elevated a constant height from the sea bottom, i.e. it replicated the sea bottom profile. The lawn mower pattern was comprised of three 20 m -long parallel legs separated 2 m from each other, see Figure 8.4. All measurements were reasonably well filtered by the HGSO, thereby yielding the acceptable tracking performance seen in Figures 8.4-8.8 and the smooth control action seen in Figure 8.9. Table 8.1 summarises the information contained in Figures 8.4-8.6. The table shows position error norms and absolute heading angle errors calculated with respect to the corresponding references. The largest errors occurred during the turns, i.e. heading angle changes, due to the relatively high maximum angular velocity reference used. Figure 8.9 shows that the starboard and port thrusters nearly reached their saturation limits during the turns. A jump in the horizontal position measurement occurred during the last turn around 196.6 s . Notice the consistently better tracking performance attained along the first and third legs than that achieved along the second leg. The trajectory tracking errors remained close to the stated mean values during the motion along the first and third legs, whereas a pronounced error occurred during the motion along the second leg. A simultaneous sway velocity deviation can be seen in Figure 8.7. Such tracking error was most probably caused by tuning issues regarding both the controller and the observer. Firstly, the output injection matrix $\boldsymbol{L}$ in (8.33) overdamped the

Table 8.1: Information summary concerning Figures 8.4-8.6

|  | Estimation |  | Measurement |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Max. error | Mean error | Max. error | Mean error |
| Position | 49.3 cm | 15.9 cm | 1.168 m | 37.6 cm |
|  | $(@ 186.3 \mathrm{~s})$ | - | $(@ 196.6 \mathrm{~s})$ | - |
| Heading angle | $9.49^{\circ}$ | $1.74^{\circ}$ | $12.85^{\circ}$ | $2.41^{\circ}$ |
|  | $(@ 93.9 \mathrm{~s})$ | - | $(@ 181.6 \mathrm{~s})$ | - |



Figure 8.4: Trajectory tracking test: top view of the NE-plane.


Figure 8.5: Trajectory tracking test: position and heading angle (NED frame).
estimation, which relied more on the response predicted based on the CPM than on the incoming measurements. Secondly, the combination of the small tracking


Figure 8.6: Trajectory tracking test: absolute position and heading angle errors (NED frame).


Figure 8.7: Trajectory tracking test: velocities (BF frame).
errors, calculated based on the overdamped state estimation, and the quite inappropriate controller gains precluded the possibility of achieving better tracking


Figure 8.8: Trajectory tracking test: absolute velocity errors (BF frame).


Figure 8.9: Trajectory tracking test: commanded propeller rotations (Legend: L $=$ Lateral, $\mathrm{P}=$ Port, $\mathrm{S}=$ Starboard, $\mathrm{T}=$ Thruster, and $\mathrm{V}=$ Vertical).
performance. Other factors, e.g construction asymmetries of Minerva, modelling simplifications, plant parameter variations, and disturbances due to the sea cur-
rent and the umbilical cable, also played important roles in the overall trajectory tracking performance.

The tuning parameters of the controller were

$$
\left\{\begin{array}{l}
\boldsymbol{K}_{\boldsymbol{P}}=\operatorname{diag}(208.0,209.5,298.2,33.0)  \tag{8.69}\\
\boldsymbol{K}_{\boldsymbol{I}}=\operatorname{diag}(10.0,10.0,16.7,1.7) \\
\boldsymbol{K}_{\boldsymbol{D}}=\operatorname{diag}(528.8,533.8,647.0,79.6) \\
\left(\boldsymbol{W}_{\boldsymbol{C}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{L}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{M}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{Q}}\right)_{i, j}=1 \\
\boldsymbol{W}_{\boldsymbol{p}}=\boldsymbol{I}_{\mathbf{5}}
\end{array}\right.
$$

where $i, j \in\{1,2,3,4\}$ and $\boldsymbol{I}_{\mathbf{5}} \in \mathbb{R}^{5 \times 5}$ is an identity matrix, whereas the tuning parameters of the HGSO were
$\left\{\begin{array}{l}\boldsymbol{L}_{\mathbf{1 1}}=\operatorname{diag}(2,2,2,2) \widehat{M}^{-1} \\ \boldsymbol{L}_{\mathbf{1 2}}=\operatorname{diag}(20,20,20,20) \widehat{M}^{-1} \\ \boldsymbol{L}_{\mathbf{2 1}}=\operatorname{diag}(4,4,4,4) \widehat{M}^{-1} \\ \boldsymbol{L}_{\mathbf{2 2}}=\operatorname{diag}(40,40,40,40) \widehat{M}^{-1} \\ \epsilon=0.001 \quad \text { and } \gamma=1\end{array}\right.$
The gains in (8.69)-(8.70) were determined in an early stage of the development of the MCS. It is worthwhile to realise that they are fundamentally different from those in (4.48)-(4.49) and (8.75)-(8.76), which were determined much later, therefore, more consciously. The gains in (4.48)-(4.49) and (8.75)-(8.76) concern numerical simulations whose results are shown in Chapter 4 and Section 8.7, respectively. These differences laid the foundations of the discussion on proper tuning carried out in Subsection 8.2.4 and Subsection 8.3.5, which respectively culminated in (8.28), when it comes to the MIMO PID controller, and (8.44)-(8.45), when it comes to the HGSO. Other results, which were not included in the thesis, corroborated the definition of (8.28), as well as the definition of (8.44)-(8.45).

### 8.6.2 Dynamic positioning test with velocity measurements

Figures 8.10-8.14 depict results from a DP test in which the ROV was desired to keep station at a depth of 70 m . Acceptable state regulation can be seen in Figures 8.10-8.13 and reasonably smooth control action can be seen in Figure 8.14. Table 8.2 summarises the information contained in Figures 8.10-8.11. The errors seen in Table 8.2 are larger than those seen in Table 8.1 only because of the jump in the horizontal position measurement that occurred around 319 s . Another jump occurred earlier, around 130 s . The errors remained close to the stated mean values


Figure 8.10: Dynamic positioning test: position and heading angle (NED frame).


Figure 8.11: Dynamic positioning test: absolute position and heading angle errors (NED frame).
except when measurement jumps occurred. Notice that there is no detectable increase in the position tracking error along the N -axis, despite the non-zero mean


Figure 8.12: Dynamic positioning test: velocities (BF frame).


Figure 8.13: Dynamic positioning test: absolute velocity errors (BF frame).
sway velocity indicated in Figure 8.12. In particular, it is easy to realise that the small mean sway velocity would have resulted in a mean lateral force through the

Table 8.2: Information summary concerning Figures 8.10-8.11

|  | Estimation |  | Measurement |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Max. error | Mean error | Max. error | Mean error |
| Position | 60.2 cm | 9.6 cm | 1.368 m | 14.8 cm |
|  | $(@ 319.2 \mathrm{~s})$ | - | $(@ 318.2 \mathrm{~s})$ | - |
| Heading angle | $3.88^{\circ}$ | $0.86^{\circ}$ | $3.83^{\circ}$ | $0.88^{\circ}$ |
|  | $(@ 319.8 \mathrm{~s})$ | - | $(@ 319.6 \mathrm{~s})$ | - |



Figure 8.14: Dynamic positioning test: commanded propeller rotations (Legend: $\mathrm{L}=$ Lateral, $\mathrm{P}=$ Port, $\mathrm{S}=$ Starboard, $\mathrm{T}=$ Thruster, and $\mathrm{V}=$ Vertical).
derivative gain of the MIMO PID controller, and also that such force would have caused the ROV to drift sideways. Nevertheless, such (constant) disturbing force was successfully counteracted by the integral term of the MIMO PID controller, as expected. This conflict led to some undesirable and unnecessary extra propeller work, as it can be seen in Figure 8.14, which explains the existence of the unsteady lateral motion of Minerva, which is manifested through the (high-variance) sway velocity in consonance with the unsteady (zero-mean) displacement around the origin of the N -axis seen in Figures 8.10-8.11. Notice that, in particular, the lateral thruster, see Figure C. 2 in Appendix C, worked relatively more than the two other horizontal thrusters. The most probable causes of such behaviour were the
same as in the trajectory tracking test reported in Subsection 8.6.1, i.e. tuning problems. On the other hand, the HGSO captured more accurately the plant dynamics in this case, as already expected, since $\boldsymbol{\nu} \approx \mathbf{0}_{\mathbf{4}}$ during all the test.

The tuning parameters of the controller were

$$
\left\{\begin{array}{l}
\boldsymbol{K}_{\boldsymbol{P}}=\operatorname{diag}(74.9,74.5,105.4,11.9)  \tag{8.71}\\
\boldsymbol{K}_{\boldsymbol{I}}=\operatorname{diag}(2.2,2.1,3.5,0.4) \\
\boldsymbol{K}_{\boldsymbol{D}}=\operatorname{diag}(317.3,318.4,384.7,47.7) \\
\left(\boldsymbol{W}_{\boldsymbol{C}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{L}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{M}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{Q}}\right)_{i, j}=1 \\
\boldsymbol{W}_{\boldsymbol{p}}=\boldsymbol{I}_{\mathbf{5}}
\end{array}\right.
$$

where $i, j \in\{1,2,3,4\}$, whereas the tuning parameters of the HGSO were

$$
\left\{\begin{array}{l}
\boldsymbol{L}_{\mathbf{1 1}}=\operatorname{diag}(2,2,2,2) \widehat{\boldsymbol{M}}^{-1}  \tag{8.72}\\
\boldsymbol{L}_{\mathbf{1 2}}=\operatorname{diag}(20,20,20,20) \widehat{\boldsymbol{M}}^{-1} \\
\boldsymbol{L}_{\mathbf{2 1}}=\operatorname{diag}(3,3,3,3) \widehat{\boldsymbol{M}}^{-1} \\
\boldsymbol{L}_{\mathbf{2 2}}=\operatorname{diag}(50,50,50,50) \widehat{\boldsymbol{M}}^{-1} \\
\epsilon=0.002 \text { and } \gamma=1
\end{array}\right.
$$

The gains in (8.71)-(8.72) were determined in an early stage of the development of the MCS. It is worthwhile to realise that they are fundamentally different from those more consciously determined which are seen in (4.48)-(4.49) and (8.75)-(8.76). All comments on the fundamental differences found in the last paragraph of Subsection 8.6.1 apply likewise in this case.

### 8.6.3 Dynamic positioning test without velocity measurements

Figures 8.15-8.19 depict results from a DP test in which the ROV was desired to change the heading angle $90^{\circ}$ twice, while keeping the constant depth of 137.7 m . Velocity measurements were not used by the HGSO, in spite of being available for the sake of comparison. Stable and acceptable, although not entirely satisfactory, state regulation can be seen in Figures 8.15-8.18, whereas the control action can be seen in Figure 8.19. Table 8.3 summarises the information contained in Figures 8.15-8.16. The position measurements were reasonably well filtered, even without the support of the velocity measurements. The depth and heading were kept closer to the references because of their inherently more favourable measurement characteristics, i.e. high update rates and less measurement variance. Figures 8.17-8.18 show fairly good velocity reconstruction, in particular, regarding heave and yaw, thereby corroborating the claim that better results can be attained under more


Figure 8.15: Dynamic positioning test: position and heading angle (NED frame).


Figure 8.16: Dynamic positioning test: absolute position and heading angle errors (NED frame).
suitable measurements. Notice that part of the delay observed between the reconstructed and the measured velocities was due to the differences in the nature of


Figure 8.17: Dynamic positioning test: velocities (BF frame).


Figure 8.18: Dynamic positioning test: absolute velocity errors (BF frame).
the measurements, because the reconstruction was based on the position measurements made by a hydroacoustic positioning system, whereas the velocities were
directly measured by a DVL. Undesirable and unnecessary extra propeller work can be seen in Figure 8.19, which explains the unsteady motion of Minerva while in DP, which is manifested through the (high-variance) velocities in consonance with the unsteady (zero-mean) displacement around $O_{\text {NED }}$, i.e. the origin of the NED frame, seen in Figure 8.15. The most probable causes of such behaviour were the same as in the trajectory tracking test reported in Subsection 8.6.1, i.e. tuning problems.

Table 8.3: Information summary concerning Figures 8.15-8.16

|  | Estimation |  | Measurement |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Max. error | Mean error | Max. error | Mean error |
| Position | 52.9 cm | 18.2 cm | 1.073 m | 46.6 cm |
|  | $(@ 74.4 \mathrm{~s})$ | - | $(@ 101.4 \mathrm{~s})$ | - |
| Heading angle | $8.02^{\circ}$ | $0.03^{\circ}$ | $11.68^{\circ}$ | $0.04^{\circ}$ |
|  | $(@ 58.7 \mathrm{~s})$ | - | $(@ 64.3 \mathrm{~s})$ | - |



Figure 8.19: Dynamic positioning test: commanded propeller rotations (Legend: $\mathrm{L}=$ Lateral, $\mathrm{P}=$ Port, $\mathrm{S}=$ Starboard, $\mathrm{T}=$ Thruster, and $\mathrm{V}=$ Vertical).

$$
\left\{\begin{array}{l}
\boldsymbol{K}_{\boldsymbol{P}}=\operatorname{diag}(330,330,340,200)  \tag{8.73}\\
\boldsymbol{K}_{\boldsymbol{I}}=\operatorname{diag}(20,20,20,20) \\
\boldsymbol{K}_{\boldsymbol{D}}=\operatorname{diag}(670,670,690,240) \\
\left(\boldsymbol{W}_{\boldsymbol{C}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{L}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{M}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{Q}}\right)_{i, j}=1 \\
\boldsymbol{W}_{\boldsymbol{p}}=\boldsymbol{I}_{\mathbf{5}}
\end{array}\right.
$$

where $i, j \in\{1,2,3,4\}$, whereas the tuning parameters of the HGSO were

$$
\left\{\begin{array}{l}
\boldsymbol{L}_{\mathbf{1 1}}=\operatorname{diag}(2,2,2,2) \widehat{M}^{-1}  \tag{8.74}\\
\boldsymbol{L}_{\mathbf{1 2}}=\operatorname{diag}(0,0,0,0) \widehat{M}^{-1} \\
\boldsymbol{L}_{\mathbf{2 1}}=\operatorname{diag}(2,2,2,2) \widehat{M}^{-1} \\
\boldsymbol{L}_{\mathbf{2 2}}=\operatorname{diag}(0,0,0,0) \widehat{M}^{-1} \\
\epsilon=0.1 \quad \text { and } \quad \gamma=0
\end{array}\right.
$$

The gains in (8.73)-(8.74) were determined in an even earlier stage of the development of the MCS than that when (8.69)-(8.70) and (8.71)-(8.72) were determined. It is worthwhile to realise that the gains in (8.73)-(8.74) are fundamentally different from those more consciously determined which are seen in (4.48)-(4.49) and (8.75)-(8.76). All comments on the fundamental differences found in the last paragraph of Subsection 8.6.1 apply likewise in this case.

### 8.7 Simplified benchmark against the EKF

### 8.7.1 Introduction

This section is concerned with a simplified benchmark against the EKF. Simulation results based on the ROV Minerva, see Appendix C for details, were used to benchmark the HGSO against the EKF. Two batches of 10000 simulations each were run and the results collected and summarised in Figures 8.20-8.23 and Tables $8.4-8.5$ for the sake of comparison. One batch is concerned with the MCS described in this chapter. The other batch is concerned with a variation of that MCS, whose control system was the same that is described in Section 8.2, whereas the navigation system was built upon the EKF without any bias estimator. The tuning of the control system was kept the same for both MCSs. The implementation of the EKF is reported in Subsection 8.7.2. Further information on the KF, as well as on its variants, such as the EKF, can be found in e.g. Sørensen (2013), Fossen (2011), Kinsey et al. (2006), Kirk (2004), Athans (1999), Friedland (1999), Brown and Hwang (1997), Friedland (1986), Gelb et al. (1974), Kalman and Bucy
(1961), and Kalman (1960). The MCSs ran at the constant sampling frequency of $6 . \overline{6} \mathrm{~Hz}$ - sampling period of 150 ms . In all simulations, the ROV Minerva started being run in DP at the initial point $(0,0,300)[\mathrm{m}]$ in the NED frame, traversed a 52 m -long straight line path towards the final point $(48,12,316)[\mathrm{m}]$ in the NED frame, while also changing the heading angle from $0^{\circ}$ to $90^{\circ}$, and lastly remained in DP at $(48,12,316)[\mathrm{m}]$. The transects were taken at relatively high speed, given Minerva's ratings, in order to arouse the couplings among all DoFs to challenge the MCSs, which also had to cope with the constant horizontal sea current whose characteristics were $V_{c}=0.25 \mathrm{~m} / \mathrm{s}, \alpha_{h}=-135^{\circ}$, and $\alpha_{v}=0^{\circ}$, see Subsection 7.2.3 for details, apart from random plant parameter variations limited to $\pm 50 \%$ of the nominal values of the CPM. The guidance system was the same for both MCSs. It was built upon the reference generation scheme proposed in Chapter 4. The basic version of the RM that is described in Section 3.3 was used. The tuning parameters of the RM were $L=52 \mathrm{~m}, V_{d}=0.3 \mathrm{~m} / \mathrm{s}, T_{a}=T_{d}=20 \mathrm{~s}, \epsilon_{L}=0.05$, $\theta_{a}=0.8, \theta_{d}=0.2$, and $\theta_{0}=\exp (-10)$, see Table 3.1 for details on them. With regard to the reference generation, notice that the reference heading angle was computed as $\psi_{R}(t):=(\pi / 2-0) \varpi_{p}(t)$, where $\varpi_{p}(t)$ is the strictly monotonically increasing parameter that parameterised the straight line path, see Section 4.2 and Section 4.5 for details.

The tuning parameters of the controller were

$$
\left\{\begin{array}{l}
\boldsymbol{K}_{\boldsymbol{P}}=\operatorname{diag}(52.6,83.8,53.3,69.2)  \tag{8.75}\\
\boldsymbol{K}_{\boldsymbol{I}}=\operatorname{diag}(5,10,5,20) \\
\boldsymbol{K}_{\boldsymbol{D}}=\operatorname{diag}(420.3,533.8,432.5,182.0) \\
\left(\boldsymbol{W}_{\boldsymbol{C}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{L}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{M}}\right)_{i, j}=\left(\boldsymbol{W}_{\boldsymbol{Q}}\right)_{i, j}=1 \\
\boldsymbol{W}_{\boldsymbol{p}}=\boldsymbol{I}_{\mathbf{5}}
\end{array}\right.
$$

where $i, j \in\{1,2,3,4\}$, whereas the tuning parameters of the HGSO were

$$
\left\{\begin{array}{l}
\boldsymbol{L}_{\mathbf{1 1}}=\operatorname{diag}(0.1,0.1,10,10) \widehat{M}^{-1}  \tag{8.76}\\
\boldsymbol{L}_{\mathbf{1 2}}=\operatorname{diag}(5,5,5,5) \widehat{M}^{-1} \\
\boldsymbol{L}_{\mathbf{2 1}}=\operatorname{diag}(0.03,0.03,3,3) \widehat{\boldsymbol{M}}^{-1} \\
\boldsymbol{L}_{\mathbf{2 2}}=\operatorname{diag}(100,100,100,100) \widehat{\boldsymbol{M}}^{-1} \\
\epsilon=0.0005 \text { and } \gamma=1
\end{array}\right.
$$

and the tuning parameters of the EKF were

$$
\left\{\begin{array}{l}
\boldsymbol{Q}_{\boldsymbol{K}}=\boldsymbol{I}_{\mathbf{8}}  \tag{8.77}\\
\boldsymbol{R}_{\boldsymbol{K}}=\operatorname{diag}(10,30,5,1,0.1,0.3,2.5,0.01)
\end{array}\right.
$$

### 8.7.2 Extended Kalman filter implementation

The discrete-time corrector was implemented through (8.78)-(8.81) as follows

$$
\begin{align*}
& \boldsymbol{K}_{\boldsymbol{K}}(k)=\boldsymbol{P}_{\boldsymbol{K}}(k-1) \boldsymbol{C}_{\boldsymbol{K}}^{T}\left(\boldsymbol{C}_{\boldsymbol{K}} \boldsymbol{P}_{\boldsymbol{K}}(k-1) \boldsymbol{C}_{\boldsymbol{K}}^{T}+\boldsymbol{R}_{\boldsymbol{K}}\right)^{-1}  \tag{8.78}\\
& \hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)=\boldsymbol{x}_{\boldsymbol{K}}(k-1)+\boldsymbol{K}_{\boldsymbol{K}}(k)\left(\left[\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}^{T}(k), \boldsymbol{\nu}_{\boldsymbol{m}}^{T}(k)\right]^{T}-\boldsymbol{C}_{\boldsymbol{K}} \boldsymbol{x}_{\boldsymbol{K}}(k-1)\right) \tag{8.79}
\end{align*}
$$

and

$$
\begin{align*}
\hat{\boldsymbol{P}}_{\boldsymbol{K}}(k)= & \left(\boldsymbol{I}_{\mathbf{8}}-\boldsymbol{K}_{\boldsymbol{K}}(k) \boldsymbol{C}_{\boldsymbol{K}}\right) \boldsymbol{P}_{\boldsymbol{K}}(k-1)\left(\boldsymbol{I}_{\mathbf{8}}-\boldsymbol{K}_{\boldsymbol{K}}(k) \boldsymbol{C}_{\boldsymbol{K}}\right)^{T} \\
& +\boldsymbol{K}_{\boldsymbol{K}}(k) \boldsymbol{R}_{\boldsymbol{K}} \boldsymbol{K}_{\boldsymbol{K}}^{T}(k)  \tag{8.80}\\
\hat{\boldsymbol{P}}_{\boldsymbol{K}}(k)= & \left(\hat{\boldsymbol{P}}_{\boldsymbol{K}}(k)+\hat{\boldsymbol{P}}_{\boldsymbol{K}}^{T}(k)\right) / 2 \tag{8.81}
\end{align*}
$$

where $\boldsymbol{K}_{\boldsymbol{K}}(\cdot) \in \mathbb{R}^{8 \times 8}$ is the gain matrix that minimises the mean-square estimation error, $\boldsymbol{P}_{\boldsymbol{K}}(\cdot) \in \mathbb{R}^{8 \times 8}$ is the error covariance matrix, $\boldsymbol{C}_{\boldsymbol{K}}=\boldsymbol{I}_{\mathbf{8}}$ is an output matrix, $\boldsymbol{R}_{\boldsymbol{K}} \in \mathbb{R}^{8 \times 8} \mid \boldsymbol{R}_{\boldsymbol{K}}=\boldsymbol{R}_{\boldsymbol{K}}^{T}>0$ is a noise covariance matrix associated with the measurements, and $\hat{\boldsymbol{x}}_{\boldsymbol{K}}(\cdot) \in \mathbb{R}^{8}$ builds upon both the estimated state vector $x_{K}(\cdot) \in \mathbb{R}^{8}$ and the vector of measured position and velocities and accumulated heading angle $\left[\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}^{T}(\cdot), \boldsymbol{\nu}_{\boldsymbol{m}}^{T}(\cdot)\right]^{T}$. See Section 8.5 for details on $\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}(\cdot), \boldsymbol{\nu}_{\boldsymbol{m}}(\cdot)$, and all other variables which are of interest when it comes to the implementation of the EKF. Equation (8.80) is valid under any $\boldsymbol{K}_{\boldsymbol{K}}(\cdot)$, either optimal or suboptimal. The matrix $\hat{\boldsymbol{P}}_{\boldsymbol{K}}(\cdot) \in \mathbb{R}^{8 \times 8}$ is guaranteed to be symmetric through (8.81).

The discrete-time predictor was implemented through (8.82)-(8.85) as follows
$\boldsymbol{x}_{\boldsymbol{K}}(k)=\left(\boldsymbol{I}_{\mathbf{8}}+h\left[\begin{array}{cc}\mathbf{0}_{\mathbf{4} \times \mathbf{4}} & \boldsymbol{J}\left(\left(\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)\right)_{4}\right) \\ \mathbf{0}_{\mathbf{4 \times 4}} & -\widehat{\boldsymbol{M}}^{-1} \widehat{\boldsymbol{D}_{\boldsymbol{L}}}\end{array}\right]\right) \hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)+h\left[\begin{array}{c}\mathbf{0}_{\mathbf{4 \times 4}} \\ \widehat{\boldsymbol{M}}^{-1}\end{array}\right] \boldsymbol{v}(k)$
where $\boldsymbol{J}\left(\left(\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)\right)_{4}\right) \in \operatorname{SO}(4)$ is given by
$\boldsymbol{J}\left(\left(\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)\right)_{4}\right)=$ blockdiag $\left(\left[\begin{array}{cc}\cos \left(\left(\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)\right)_{4}\right) & -\sin \left(\left(\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)\right)_{4}\right) \\ \sin \left(\left(\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)\right)_{4}\right) & \cos \left(\left(\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)\right)_{4}\right)\end{array}\right],\left[\begin{array}{cc}1 & 0 \\ 0 & 1\end{array}\right]\right)$
Recall that $(\varrho)_{i}, i, n \in \mathbb{N} \backslash\{0\} \mid i \leqslant n$, denotes the $i$-th element of the vector $\varrho \in \mathbb{R}^{n}$, and notice the resemblance the matrices in (8.82) bear to those in (8.2).
$\boldsymbol{P}_{\boldsymbol{K}}(k)=\boldsymbol{\Phi}_{\boldsymbol{K}}(k) \hat{\boldsymbol{P}}_{\boldsymbol{K}}(k) \boldsymbol{\Phi}_{\boldsymbol{K}}^{T}(k)+h^{2} \boldsymbol{Q}_{\boldsymbol{K}}$
where $\boldsymbol{Q}_{\boldsymbol{K}} \in \mathbb{R}^{8 \times 8} \mid \boldsymbol{Q}_{\boldsymbol{K}}=\boldsymbol{Q}_{\boldsymbol{K}}^{T}>0$ is a noise covariance matrix associated with the states, and the Jacobian matrix $\boldsymbol{\Phi}_{\boldsymbol{K}}(k) \in \mathbb{R}^{8 \times 8}$ evaluated at the point $\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)$ is given by
$\boldsymbol{\Phi}_{\boldsymbol{K}}(k)=\left.\frac{\mathrm{d}}{\mathrm{d} \hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)}\left[\left(\boldsymbol{I}_{\mathbf{8}}+h\left[\begin{array}{cc}\mathbf{0}_{\mathbf{4 \times 4}} & \boldsymbol{J}\left(\left(\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)\right)_{4}\right) \\ \mathbf{0}_{\mathbf{4 \times 4}} & -\widehat{\boldsymbol{M}}^{-1} \widehat{\boldsymbol{D}_{\boldsymbol{L}}}\end{array}\right]\right) \hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)\right]\right|_{\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)=\hat{\boldsymbol{x}}_{\boldsymbol{K}}(k)}$

Proper initialisation of $\boldsymbol{P}_{\boldsymbol{K}}(\cdot)$ and $\boldsymbol{x}_{\boldsymbol{K}}(\cdot)$ is an important precautionary measure to be taken, as already mentioned in Section 8.5. Therefore, $\boldsymbol{P}_{\boldsymbol{K}}(0):=\mathbf{0}_{\mathbf{8} \times \mathbf{8}}$, where $\mathbf{0}_{\mathbf{8} \times \boldsymbol{8}} \in \mathbb{R}^{8 \times 8}$ is a null matrix, and $\boldsymbol{x}_{\boldsymbol{K}}(0):=\left[\overline{\boldsymbol{\eta}}_{\boldsymbol{m}}^{T}(1), \boldsymbol{\nu}_{\boldsymbol{m}}^{T}(1)\right]^{T}$.

### 8.7.3 Simulation results

Figures 8.20-8.21 concern the maximum absolute position and heading angle errors under the HGSO and EKF, respectively. Table 8.4 summarises the information contained in both figures. The position errors were computed through

Max.abs.pos.error $:=\max _{\mathcal{T}_{\text {sim }}}\left(\sqrt{\left(n_{R}-n\right)^{2}+\left(e_{R}-e\right)^{2}+\left(d_{R}-d\right)^{2}}\right)$
where $\mathcal{T}_{\text {sim }} \subset \mathbb{R} \mid \mathcal{T}_{\text {sim }}:=\left\{t_{\text {sim }} \in \mathbb{R} \geqslant 0 \mid t_{\text {sim }} \in\left[0, T_{\text {SIM }}\right]\right\}$ is the fixed simulation interval used to carry out each of the 20000 simulations, where $T_{\text {SIM }} \in \mathbb{R}_{>0}[s]$ is the final simulation time, whereas the heading angle errors were computed through
$\max \left(\left|\psi_{\text {err }}\right|\right):=\max _{\mathcal{T}_{s i m}}\left(\left|\psi_{R}-\psi\right|\right)$
Notice that the actual position and heading angle were used in the computations above, instead of the estimated values, since they are available in the MATLAB ${ }^{\circledR}$-based simulator.

Table 8.4: Information summary concerning Figures 8.20-8.21

|  |  | HGSO | EKF |
| :--- | :--- | :---: | :---: |
| Position | Min. value | 53.01 cm | 51.08 cm |
|  | Max. value | 79.79 cm | 78.20 cm |
|  | Mean value $\left(\mathrm{SD}^{1}\right)$ | $63.34 \mathrm{~cm}(3.65 \mathrm{~cm})$ | $62.23 \mathrm{~cm}(3.74 \mathrm{~cm})$ |
|  | RMS value | 63.45 cm | 62.34 cm |
| Heading | Min. value | $0.8623^{\circ}$ | $0.8918^{\circ}$ |
|  | Max. value | $8.2367^{\circ}$ | $10.6816^{\circ}$ |
|  | Mean value (SD) | $2.9342^{\circ}\left(1.1202^{\circ}\right)$ | $3.1476^{\circ}\left(1.2337^{\circ}\right)$ |
|  | RMS value | $3.1408^{\circ}$ | $3.3807^{\circ}$ |

The data sets plotted in Figures 8.20-8.21 agree to a large extent, and Table 8.4 corroborates this claim. The main cause of the large position tracking errors, which occurred in both simulation batches, is the typically low update rate of the hydroacoustic positioning system, see Appendix C for details. The depth measurement updates are faster and more precise, thus yielding closer depth reference tracking. This is also the case, when it comes to the heading angle measurements.

[^3]

Figure 8.20: Maximum absolute position and heading angle errors (NED frame) under the HGSO.


Figure 8.21: Maximum absolute position and heading angle errors (NED frame) under the EKF.

Figures 8.22-8.23 concern the maximum absolute linear speed and yaw rate errors under the HGSO and EKF, respectively. Table 8.5 summarises the information contained in both figures. The linear speed errors were computed through

Max.abs.lin.speed.error $:=\max _{\mathcal{T}_{\text {sim }}}\left(\sqrt{\left(u_{R}-u\right)^{2}+\left(v_{R}-v\right)^{2}+\left(w_{R}-w\right)^{2}}\right)$
whereas the yaw rate errors were computed through
$\max \left(\left|r_{\text {err }}\right|\right):=\max _{\mathcal{T}_{\text {sim }}}\left(\left|r_{R}-r\right|\right) \equiv \max _{\mathcal{T}_{\text {sim }}}\left(\left|\dot{\psi}_{R}-\dot{\psi}\right|\right)$
Notice that the actual velocities were used in the computations above, instead of the estimated values, since they are available in the MATLAB ${ }^{\circledR}$-based simulator.

Table 8.5: Information summary concerning Figures 8.22-8.23

|  |  | HGSO | EKF |
| :--- | :--- | :---: | :---: |
| Linear | Min. value | Max. value | $3.32 \mathrm{~cm} / \mathrm{s}$ |
|  | Mean value (SD) | $5.27 \mathrm{~cm} / \mathrm{s}(0.80 \mathrm{~cm} / \mathrm{s})$ | $4.70 \mathrm{~cm} / \mathrm{s}(0.79 \mathrm{~cm} / \mathrm{s} / \mathrm{s})$ |
|  | RMS value | $5.33 \mathrm{~cm} / \mathrm{s}$ | $4.77 \mathrm{~cm} / \mathrm{s}$ |
| Yaw | Min. value | $0.6450^{\circ} / \mathrm{s}$ | $0.6037^{\circ} / \mathrm{s}$ |
|  | Max. value | $3.4590^{\circ} / \mathrm{s}$ | $3.1627^{\circ} / \mathrm{s}$ |
|  | Mean value (SD) | $1.2315^{\circ} / \mathrm{s}\left(0.2540^{\circ} / \mathrm{s}\right)$ | $1.1513 \% / \mathrm{s}\left(0.2671^{\circ} / \mathrm{s}\right)$ |
|  | RMS value | $1.2575^{\circ} / \mathrm{s}$ | $1.1819^{\circ} / \mathrm{s}$ |

The data sets plotted in Figures 8.22-8.23 agree to a large extent, and Table 8.5 corroborates this claim. The main cause of the large linear speed tracking errors, which occurred in both simulation batches, is the typically low update rate of the DVL, see Appendix C for details.

Contribution 8.4. The experimental and simulation results reported in this chapter permit to ascertain that the HGSO is capable of performing satisfactorily when the tuning is carefully exercised. This is a satisfactory result for the study of how the HGSO compares with the benchmark EKF in the central role in the navigation system of an MCS for observation class ROVs, provided that both state observers yielded rather similar reference tracking performance.


Figure 8.22: Maximum absolute linear speed and yaw rate errors (BF frame) under the HGSO.


Figure 8.23: Maximum absolute linear speed and yaw rate errors (BF frame) under the EKF.

## Chapter 9

## Concluding remarks

### 9.1 Conclusions

Part III of this thesis dealt with an MCS dedicated to control observation class ROVs. The MCS, with DP and trajectory tracking capabilities, consisted of a GES model-based Multiple-Input-Multiple-Output MIMO output feedback control system comprised of a MIMO PID controller, two auxiliary control laws, and an HGSO, and fed by an open-loop guidance system. The MCS was described and analysed thoroughly in Part III. Conducted full-scale sea trials and numerical simulations, both based on the NTNU's ROV Minerva, showed that the MCS was able to perform stably and satisfactorily under the challenging operating conditions faced in practice, e.g. unmodelled plant dynamics, plant parameter variations, measurement errors and noise, and environmental disturbances. In particular, the experimental results encouraged the use of an HGSO as another alternative to the benchmark EKF in MCSs for observation class ROVs.

Based on the analysis of simulation and experimental results, it is possible to conclude that improved motion control performance can be achieved under more favourable operating conditions, namely:

- Higher update rates when it comes to the horizontal position measurements. Clearly, higher sensor update rates yield better performance, as it can be verified in the experimental results regarding the heave and yaw motions. This evidence is corroborated by simulation results. While the update rates of the hydroacoustic positioning systems are currently low, there may be solutions in the pipeline, e.g. obtaining faster and more accurate position measurements through the geometry of the umbilical cable, e.g. Hiranandani et al. (2009);
- More accurately identified CPM parameters. Accurately identified model parameters doubtlessly have a high, positive impact on the performance of
model-based MCSs. The experimental results were influenced by the lower accuracy of the identified model parameters that occurs because the ROV Minerva serves different purposes when it comes to the different research requirements and needs of the researchers at NTNU. Moreover, further insight about how to fine-tune the HGSO could have been gained through the availability of a more detailed and accurately identified CPM;
- Proper thruster modelling and control. Poor thruster modelling and control is certainly an important hindrance to better motion control performance. While it is very difficult to model underwater thrusters accurately in practice, it seems reasonable to expect enhanced performance if the thruster servos of the ROV Minerva were able to deliver commanded torques rather than the commanded propeller shaft angular velocities. Propeller torque control is surely a goal to be pursued and attained for better motion control performance.


### 9.2 Future works

Future works must seek to extend the findings and results found in Part III of the thesis, as well as to provide solutions to the unsolved problems. It is most important to:

- Improve the tuning of both the MIMO PID controller and the HGSO based on more analytical and experimental results. In particular, suggest gain intervals based on different models and operating conditions;
- Find means of accounting for the effects of unmodelled plant dynamics, plant parameter variations, and environmental disturbances, e.g. include bias estimators, if viable, in order to avoid divergences in the HGSO;
- Include the dynamics of the propulsion system in both the PPM and the CPM in order to properly take it into account when the MCS is synthesised, simulated, and pre-tuned;
- Use more sophisticated thrust allocation algorithms in order to extend the thrust availability along any preferred DoF, or along a DoF that has higher priority momentarily;
- Use the vector $\boldsymbol{\tau}_{\boldsymbol{c}}\left(\boldsymbol{\nu}, \boldsymbol{\nu}_{c}, \dot{\boldsymbol{\nu}}_{\boldsymbol{c}}\right)$ in (7.35) in conjunction with more sophisticated and accurate propulsion system and CPM to estimate the sea current $\boldsymbol{\nu}_{\boldsymbol{c}}^{\text {NED }}$. Currently, it does not seem to be possible to attain an accurate estimation due to the model simplifications and limitations. Once such estimation is eventually available, it can possibly be well comparable to the relative sea current velocity measurement provided by e.g. a DVL.


## Appendices

## Appendix A

## Reference model: MATLAB ${ }^{\circledR}$-based, ready-made code examples

## A. 1 Basic version

Script A. 1 furnishes a ready-made implementation example of the basic version of the RM introduced in Section 3.3.

Script A.1: Basic version of the reference model

```
%%======================== TUNING PARAMETERS
% 1ST CATEGORY
L = 500; % Path length (straight line) [m]
V_d = 5; % Desired cruise velocity [m/s]
T_a = 35; % Desired minimum time to reach V_d [s]
T_d = 25; % Desired minimum time to stop moving from V_d [s]
% 2ND CATEGORY
epsilon_L = 0.05; % Min. frac. of L to be trav. at max. (min.) vel.
theta_a = 0.90; % Function switching threshold (0.6 <= theta_a < 1)
theta_d = 0.15; % Function switching threshold (0 < theta_d <= 0.4)
theta_0 = exp(-10); %Fcn. switching thr. (exp (-13)<=theta_0<=exp(-7))
% GENERAL
t = 0:0.2:180; % Vector of discrete time instants [s]
t_0 = 10; % Initial time instant [s]
%%========================= PRE-COMPUTATIONS
r_T = T_a/T_d; % Time ratio
xi_a = 15; % Ratio T_1/tau_11 (10 <= xi_a <= 15)
kappa_a = (theta_a^2)*((xi_a - exp(-xi_a) )^2)/(2*((xi_a - 1)^2)) ...
    - (theta_\mp@subsup{a}{}{\wedge}2)/(xi_a - 1) - ((1 - theta_a)^2)*(1 - theta_0) - ...
    (1 - theta_a)*log(theta_0); % Auxiliary constant
```

```
xi_d = 15; % Ratio T_4/tau_31 (10 <= xi_d <= 15)
kappa_d = (2*(1 - theta_d)*(xi_d - 1)*(xi__d - exp (-xi__d)) - ...
    ((1 - theta_d)^2)*(((xi_d - exp (-xi__d) )^2) - 2*(xi_d - 1)))/ ...
    (2*((xi_d - 1)^2)) + (1 - theta_0)*(theta_d^2); % Aux. constant
auxVar = L*(1 - min([0.1 epsilon_L]))/(kappa_a*r_T + kappa_d);
v_c = sqrt(auxVar*abs(V_d)/T_d);%Cand. abs. val. for the cruise vel.
v_m = sign(V_d)*min([v_c abs(V_d)]); % Max. (min.), or cruise, vel.
t_d = T_d*v_m/V_d; % Adj. min. time to stop from the cruise velocity
t_a = t_d*r_T; % Adjusted min. time to reach the cruise velocity
a_m = v_m/t_a; % Maximum (minimum) acceleration
d_m = -v_m/t_d; % Maximum (minimum) deceleration
tau_11 = theta_a*t_a/(xi_a - 1); % Time constant tau_11
tau_12 = (1 - theta_a)*t_a; % Time constant tau_12
tau_31 = (1 - theta_d)*t_d/(xi_d - 1); % Time constant tau_31
tau_32 = theta_d*t_d; % Time constant tau_32
T_1 = tau_11*xi_a; % Auxiliary time instant T_1
T_2 = -tau_12*log(theta_0); % Auxiliary time instant T_2
T_3 = abs(L/v_m) - (kappa_a*t_a + kappa_d*t_d); %Aux. time inst. T_3
T_4 = tau_31*xi_d; % Auxiliary time instant T_4
T_5 = -tau_32*log(theta_0); % Auxiliary time instant T_5
t_1 = T_1 + t_0; % Function switching time instant t_1
t_2 = T_2 + t_1; % Function switching time instant t_2
t_3 = T_3 + t_2; % Function switching time instant t_3
t_4 = T_4 + t_3; % Function switching time instant t_4
t_5 = T_5 + t_4; % Function switching time instant t_5
P_1 = a_m*((T_1^2)/2 - tau_11*T_1 + (tau_11^2)*(1 - exp(-xi_a)));
P_2 = P_1 + v_m*(T_2 - (1 - theta_a)*tau_12*(1 - theta_0)); % p(T_2)
P_3 = P_2 + v_m*T_3; % Position p(T_3)
P_4 = P_3 + v_m*T_4 + d_m*((T_4^2)/2 - tau_31*T_4 + ...
    (tau_31^2)*(1 - exp(-xi_d))); % Position p(T_4)
%% ===================== REFERENCE GENERATION
                                    ======================
% Memory space pre-allocation (recommended for expedited runs)
a = zeros(numel(t), 1); % a = a(t) = acceleration reference
v = zeros(numel(t), 1); % v = v(t) = velocity reference
p = zeros(numel(t), 1); % p = p(t) = position reference
for i = 1:numel(t)
    if t(i) >= t_5 % 4th phase
        a(i) = 0;
        v(i) = 0;
        p(i) = sign(v_m)*L;
    elseif t(i) >= t_4 % 3rd phase - 2nd subphase
        curTime = t(i) - t_4;
```

```
    f_32 = exp(-curTime/tau_32);
    a(i) = d_m*f_32;
        v(i) = v_m*theta_d*f_32;
        p(i) = P_4 + v_m*theta_d*tau_32*(1 - f_32);
    elseif t(i) >= t_3 % 3rd phase - 1st subphase
        curTime = t(i) - t_3;
        f_31 = 1 - exp(-curTime/tau__31);
        a(i) = d_m*f_31;
        v(i) = v_m + d_m*(curTime - tau_31*f_31);
        p(i) = P_3 + v_m*curTime + d_m*(0.5*(curTime^2) - ...
        tau_31*curTime + (tau_31^2)*f_31);
    elseif t(i) >= t_2 % 2nd phase
        curTime = t(i) - t_2;
        a(i) = 0;
        v(i) = v_m;
        p(i) = P_2 + v_m*curTime;
    elseif t(i) >= t_1 % 1st phase - 2nd subphase
        curTime = t(i) - t_1;
        f_12 = exp(-curTime/tau_12);
        a(i) = a_m*f_12;
        v(i) = v_m*(1 - (1 - theta_a)*f_12);
        p(i) = P_1 + ...
            v_m*(curTime - (1 - theta_a)*tau_12*(1 - f_12));
    elseif t(i) >= t_0 % 1st phase - 1st subphase
        curTime = t(i) - t_0;
        f_11 = 1 - exp(-curTime/tau_11);
        a(i) = a_m*f_11;
        v(i) = a_m*(curTime - tau_11*f_11);
        p(i) = a_m*(0.5*(curTime^2) - tau_11*curTime + ...
            (tau_11^2)*f_11);
    else % Before the 1st phase starts
        a(i) = 0;
        v(i) = 0;
        p(i) = 0;
    end
end
```

Figures A.1-A. 2 show groups of references synthesised by running Script A. 1 twice with a little difference in the tuning in every case. The references depicted in Figure A. 1 reflect the tuning seen in the script. The references depicted in Figure A. 2 reflect another tuning, in which $V_{d}=10 \mathrm{~m} / \mathrm{s}, T_{a}=70 \mathrm{~s}$, and $T_{d}=50 \mathrm{~s}$. Notice that the desired maximum acceleration and deceleration, ' $V_{d} / T_{a}$ ' and ' $-V_{d} / T_{d}$ ', respectively, are the same in both cases. However, the desired maximum velocity $V_{d}=10 \mathrm{~m} / \mathrm{s}$ is not feasible in the second case. Hence, the cruise velocity was automatically adjusted by the RM to the highest feasible value $v_{m} \approx 6.1326 \mathrm{~m} / \mathrm{s}$, whereas the maximum acceleration $a_{m} \approx 0.1429 \mathrm{~m} / \mathrm{s}^{2}$, and the maximum deceleration $d_{m}=-0.2 \mathrm{~m} / \mathrm{s}^{2}$, remained both unaltered.


Figure A.1: References synthesised by running Script A. 1 as it is. The desired maximum velocity $V_{d}=5 \mathrm{~m} / \mathrm{s}$ is feasible, whereupon the cruise velocity $v_{m}=V_{d}$.


Figure A.2: References synthesised by running Script A. 1 with a little difference in the tuning, where $V_{d}=10 \mathrm{~m} / \mathrm{s}, T_{a}=70 \mathrm{~s}$, and $T_{d}=50 \mathrm{~s}$. The desired maximum velocity $V_{d}$ is not feasible, whereupon $v_{m} \approx 6.1326 \mathrm{~m} / \mathrm{s}$ instead.

Script A. 2 furnishes another ready-made implementation example of the basic version of the RM introduced in Section 3.3. It consists of a shorter and slightly simpler implementation alternative than Script A.1, nonetheless producing practically identical results. Such advantage comes at the price of a slightly decreased exactness. The trapezoidal method, see Appendix D for details, is employed in Script A. 2 to integrate twice the synthesised acceleration reference with respect to time, in order to dynamically derive the velocity and position references from the acceleration reference. Practically the same references depicted in Figure A. 1 can be obtained by running Script A. 2 as it is.

Script A.2: Basic version of the reference model (alternative)

```
%% ========================= TUNING PARAMETERS
% 1ST CATEGORY
L = 500; % Path length (straight line) [m]
V_d = 5; % Desired cruise velocity [m/s]
T_a = 35; % Desired minimum time to reach V_d [s]
T_d = 25; % Desired minimum time to stop moving from V_d [s]
% 2ND CATEGORY
epsilon_L = 0.05; % Min. frac. of L to be trav. at max. (min.) vel.
theta_a = 0.90; % Function switching threshold (0.6 <= theta_a < 1)
theta_d = 0.15; % Function switching threshold (0 < theta_d <= 0.4)
theta_0 = exp(-10); %Fcn. switching thr.(exp(-13)<=theta_0<=exp(-7))
% GENERAL
t = 0:0.2:180; % Vector of discrete time instants [s]
t_0 = 10; % Initial time instant [s]
%% ======================= PRE-COMPUTATIONS ==========================
r_T = T_a/T_d; % Time ratio
xi_a = 15; % Ratio T_1/tau_11 (10 <= xi_a <= 15)
kappa_a = (theta_a^2)*((xi_a - exp(-xi_a) )^2)/(2*((xi_a - 1)^2)) ...
    - (theta_a^2)/(xi_a - 1) - ((1 - theta_a)^2)*(1 - theta_0) - ...
    (1 - theta_a)*log(theta_0); % Auxiliary constant
xi_d = 15; % Ratio T_4/tau_31 (10 <= xi_d <= 15)
kappa_d = (2*(1 - theta_d)*(xi_d - 1)*(xi__d - exp(-xi_d)) - ...
    ((1 - theta_d)^2)*(((xi_d - exp (-xi__d) )^2) - 2*(xi__d - 1)))/ ...
    (2*((xi__d - 1)^2)) + (1 - theta_0)*(theta_d^2); % Aux. constant
auxVar = L*(1 - min([0.1 epsilon_L]))/(kappa_a*r_T + kappa_d);
v_c = sqrt(auxVar*abs(V_d)/T_d);%Cand. abs. val. for the cruise vel.
v_m = sign(V_d)*min([v_c abs(V_d)]); % Max. (min.), or cruise, vel.
t_d = T_d*v_m/V_d; % Adj. min. time to stop from the cruise velocity
t_a = t_d*r_T; % Adjusted min. time to reach the cruise velocity
```

```
a_m = v_m/t_a; % Maximum (minimum) acceleration
d_m = -v_m/t_d; % Maximum (minimum) deceleration
tau_11 = theta_a*t_a/(xi_a - 1); % Time constant tau_11
tau_12 = (1 - theta_a)*t_a; % Time constant tau_12
tau_31 = (1 - theta_d)*t_d/(xi_d - 1); % Time constant tau_31
tau_32 = theta_d*t_d; % Time constant tau_32
T_1 = tau_11*xi_a; % Auxiliary time instant T_1
T_2 = -tau_12*log(theta_0); % Auxiliary time instant T_2
T_3 = abs(L/v_m) - (kappa_a*t_a + kappa_d*t_d); %Aux. time inst. T_3
T_4 = tau_31*xi_d; % Auxiliary time instant T_4
T_5 = -tau_32*log(theta_0); % Auxiliary time instant T_5
t_1 = T_1 + t_0; % Function switching time instant t_1
t_2 = T_2 + t_1; % Function switching time instant t_2
t_3 = T_3 + t_2; % Function switching time instant t_3
t_4 = T_4 + t_3; % Function switching time instant t_4
t_5 = T_5 + t_4; % Function switching time instant t_5
%% ====================== REFERENCE GENERATION ========================
% Memory space pre-allocation (recommended for expedited runs)
a = zeros(numel(t), 1); % a = a(t) = acceleration reference
v = zeros(numel(t), 1); % v = v(t) = velocity reference
p = zeros(numel(t), 1); % p = p(t) = position reference
h = t(2) - t(1); % Sampling period [s]
for i = 1:numel(t)
    if t(i) >= t_5 || (t(i) >= t_2 && t(i) < t_3) | | (i) < t_0
        a(i) = 0;
    elseif t(i) >= t_4 % 3rd phase - 2nd subphase
        a(i) = d_m*exp(-(t(i) - t_4)/tau_32);
    elseif t(i) >= t_3 % 3rd phase - 1st subphase
        a(i) = d_m*(1 - exp(-(t(i) - t_3)/tau__31));
    elseif t(i) >= t_1 % 1st phase - 2nd subphase
        a(i) = a_m*exp(-(t(i) - t_1)/tau_12);
    else % 1st phase - 1st subphase
        a(i) = a_m*(1 - exp(-(t(i) - t_0)/tau_11));
    end
    % Single and double integrals of a(t) with respect to time
    % (Trapezoidal method)
    if i > 1
        v(i) = v(i - 1) + (h/2)*(a(i) + a(i - 1));
        p(i) = p(i - 1) + (h/2)*(v(i) + v(i - 1));
    else
        v(i) = (h/2)*a(i); % Handles the initial cond. a(0)=0 m/s^2
        p(i) = (h/2)*v(i); % Handles the initial cond. v(0)=0 m/s
    end
end
```

It is worthwhile to realise that there are at least three reasonable possibilities of implementation of the function-switching logic:

- Based on the elapsed time, as in Scripts A.1-A.2. This is the best alternative in terms of continuity of the synthesised references, as it yields the smallest step discontinuities among all the three alternatives in this list. Moreover, the RM works in open-loop, i.e. the synthesised references do not have to be fed back into the RM in order to be properly synthesised;
- Based on the synthesised position reference $p(t)$. Requires position reference feedback. This alternative is the best between both requiring reference feedback. Its advantage, in comparison with the next alternative, lies in the fact that $p(t)$ is a monotonic function that can be easily compared with the milestones, i.e. the positions $P_{i}, i \in\{1,2,3,4\}$, in (3.48)-(3.51). In Script A.1, for instance, the milestones are computed in lines 58-62;
- Based on the synthesised velocity reference $v(t)$. Requires velocity reference feedback. This alternative requires the most involved logic among all the three alternatives in this list. A flag that distinguishes the acceleration and the deceleration phases is entailed in the logic.


## A. 2 Extended version

Script A. 3 furnishes a ready-made implementation example of the extended version of the RM introduced in Section 3.4. Notice the extremely simple numerical method, which ranges from line 25 to line 76 , used to recursively determine the cruise velocity $v_{m}$. It consists of decreasing $v_{m}$ from the initially assigned value $v_{m}=V_{d}$, at the constant rate $V_{d} / 100$ at every iteration, until the condition $L_{2} \geqslant L \min \left\{\epsilon_{L}, 0.1\right\}$, see (3.79), is satisfied. This occurs in line 29 . Both remaining conditions in (3.79) are automatically dealt with in the piece of code that ranges from line 31 to line 41 . Other methods could have been used instead.

Script A.3: Extended version of the reference model

```
%%======================== TUNING PARAMETERS
% 1ST CATEGORY
L = 500; % Path length (straight line) [m]
V_d = 5; % Desired cruise velocity [m/s]
V_i = 1; % Desired initial velocity [m/s]
V_f = 3; % Desired final velocity [m/s]
T_a = 25; % Desired minimum time to reach V__d [s]
T_d = 40; % Desired minimum time to stop moving from V_d [s]
% 2ND CATEGORY
epsilon_L = 0.05; % Min. frac. of L to be trav. at max. (min.) vel.
theta_a = 0.80; % Function switching threshold (0.6 <= theta_a < 1)
theta_d = 0.20; % Function switching threshold (0 < theta_d <= 0.4)
```

```
theta_0 \(=\exp (-11.11) ; \%\) Fn.switch.thr. \((\exp (-13)<=\) theta_0<=exp \((-7))\)
\% GENERAL
\(t=0: 0.2: 125.4 ;\) Vector of discrete time instants [s]
t_0 \(=0\); \(\%\) Initial time instant [s]
\(\% \%=======================\) PRE-COMPUTATIONS
xi_a \(=15\); \% Ratio \(T_{\_} 1 / t a u \_11\left(10<=x i \_a<=15\right)\)
xi_d \(=15\); \% Ratio \(T\) _4/tau_31 (10 \(<=x i \_d<=15\) )
\% Very simple numerical method used to recursively determine v_m
iterationNumber \(=0\); Initialisation of the iteration counter
while 1
    iterationNumber \(=\) iterationNumber +1 ; Advances count
    v _m \(=\left((101-\right.\) iterationNumber) \(/ 100) * V \_d ; ~ \% ~ C r u i s e ~ v e l o c i t y ~\)
    if abs(V_i) > abs(v_m) \% Assessment of V_i; determination of v_i
            v_i = v_m;
    else
        v_i = V_i;
    end
    if \(\operatorname{abs}\left(V \_f\right)>\operatorname{abs}\left(v \_m\right) \%\) Assessment of \(V \_f ;\) determination of \(V \_f\)
        v_f = v_m;
    else
        V_f = V_f;
    end
    t_a \(=\) T_a*v_m/V_d; \% Adj. min. time to reach the cruise velocity
    \(t \_d=T \_d * V \_m / V \_d ; \%\) Adj. min. time to stop from the cruise vel.
    a_m = v_m/t_a; \% Maximum (minimum) acceleration
    \(d \_m=-\bar{v} \_m / t \_d ;\) \% Maximum (minimum) deceleration
    tau_11 \(=\left(\left(v \_m-v \_i\right) / v \_m\right) * t h e t a \_a * t \_a /\left(x i \_a-1\right) ;\) \% tau_11
    tau_12 \(=\left(\left(v \_m-v \_i\right) / v \_m\right) *\left(1-t h e t a \_a\right) * t \_a ; \% T i m e ~ c o n s t . t a u \_12\)
    tau_31 \(=\left(\left(v \_m-v \_f\right) / v \_m\right) *\left(1-t h e t a \_d\right) * t \_d /\left(x i \_d-1\right) ;\) \%tau_31
    tau_32 \(=\left(\left(\mathrm{v} \_m-\mathrm{v} \_\mathrm{f}\right) / \mathrm{v} \_\mathrm{m}\right) *\) theta_d*t_d; \% Time constant tau_32
    T_1 = tau_11*xi_a; \% Auxiliary time instant T_1
    T_2 = -tau_12*log(theta_0); \% Auxiliary time instant T_2
    T_4 = tau_31*xi_d; \% Auxiliary time instant T_4
    T_5 = -tau_32*log(theta_0); \% Auxiliary time instant T_5
    L_11 = abs (v_i*T_1 + ...
            a_m*((T_1^2)/2 - tau_11*T_1 + (tau_11^2)*(1 - exp(-xi_a))));
    \(\mathrm{L} \_12=\mathrm{abs}\left(\mathrm{v} \_\mathrm{m} * \mathrm{~T} \_2-\ldots\right.\)
            \(\left(\mathrm{v} \_\mathrm{m}-\mathrm{v} \_i\right) *\left(1-\right.\) theta_a) \(*\) tau_12* \(\left(1-\operatorname{theta\_ 0));~\% ~L\_ 12~}\right.\)
        L_31 = abs (v_m*T_4 + ...
            d_m*( \(\left.\left(T_{\_} 4^{\wedge} 2\right) / 2-t a u \_31 * T \_4+\left(t a u \_31^{\wedge} 2\right) *\left(1-\exp \left(-x i \_d\right)\right)\right)\);
    \(L_{\_} 32=\operatorname{abs}\left(\mathrm{v} \_\mathrm{f} * \mathrm{~T} \_5+\left(\mathrm{v} \_\mathrm{m}-\mathrm{v} \_\mathrm{f}\right) *\right.\) theta_d*tau_32*(1-theta_0));
```

```
    L_2 = L - (L_11 + L_12 + L_31 + L_32); % Auxiliary length L_2
    if L_2 >= L*min([0.1 epsilon_L]) % Assessment of L_2: stops
        break; % iteration IFF the value found
    end % is satisfactory
end
P_1 = sign(V_d)*L_11; % Position p(T_1)
P_2 = P_1 + sign(V_d)*L_12; % Position p(T_2)
P_3 = P_2 + sign(V_d)*L_2; % Position p(T_3)
P_4 = P_3 + sign(V_d)*L_31; % Position p(T_4)
T_3 = abs(L_2/v_m); % Auxiliary time instant T_3
t_1 = T_1 + t_0; % Function switching time instant t_1
t_2 = T_2 + t_1; % Function switching time instant t_2
t_3 = T_3 + t_2; % Function switching time instant t_3
t_4 = T_4 + t_3; % Function switching time instant t_4
t_5 = T_5 + t_4; % Function switching time instant t_5
%%====================== REFERENCE GENERATION
% Memory space pre-allocation (recommended for expedited runs)
a = zeros(numel(t), 1); % a = a(t) = acceleration reference
v = zeros(numel(t), 1); % v = v(t) = velocity reference
p = zeros(numel(t), 1); % p = p(t) = position reference
for i = 1:numel(t)
    if t(i) >= t_5 % 4th phase (executed IFF v_f = 0 m/s)
        a(i) = 0;
        v(i) = v_f;
        p(i) = sign(v_m)*L;
    elseif t(i) >= t_4 % 3rd phase - 2nd subphase
        curTime = t(i) - t_4;
        f_32 = exp(-curTime/tau_32);
        a(i) = d_m*f_32;
        v(i) = v_f + (v_m - v_f)*theta_d*f_32;
        p(i) = P_4 + v_f*curTime + ...
            (v_m - v_f)*theta_d*tau__32*(1 - f_32);
        elseif t(i) >= t_3 % 3rd phase - 1st subphase
        curTime = t(i) - t_3;
        f_31 = 1 - exp(-curTime/tau_31);
        a(i) = d_m*f_31;
        v(i) = v_m + d_m*(curTime - tau_31*f_31);
        p(i) = P_3 + v_m*curTime + ...
            d_m*((curTime^2)/2 - tau_31*curTime + (tau_31^2)*f_31);
        elseif t(i) >= t_2 % 2nd phase
            curTime = t(i) - t_2;
            a(i) = 0;
        v(i) = v_m;
        p(i) = P_2 + v_m*curTime;
        elseif t(i) >= t_1 % 1st phase - 2nd subphase
        curTime = t(i) - t_1;
```

```
    f_12 = exp(-curTime/tau_12);
    a(i) = a_m*f_12;
    v(i) = v_m - (v_m - v_i)*(1 - theta_a)*f_12;
        p(i) = P_1 + v_m*curTime - ...
            (v_m - v_i)*(1 - theta_a)*tau_12*(1 - f_12);
    elseif t(i) >= t_0 % 1st phase - 1st subphase
    curTime = t(i) - t_0;
    f_11 = 1 - exp(-curTime/tau_11);
    a(i) = a_m*f_11;
    v(i) = v_i + a_m*(curTime - tau_11*f_11);
        p(i) = v_i*curTime + ...
            a_m*((curTime^2)/2 - tau_11*curTime + (tau_11^2)*f_11);
    else % Before the 1st phase starts (virtually never executed)
        a(i) = 0;
        v(i) = v_i;
        p(i) = 0;
    end
    end
```

Figure A. 3 shows a group of references synthesised by running Script A. 3 as it is, for the sake of example. The desired maximum velocity $V_{d}=5 \mathrm{~m} / \mathrm{s}$ is feasible, whereupon $v_{m}=V_{d}$. The desired initial velocity $V_{i}=1 \mathrm{~m} / \mathrm{s}$, and the desired final velocity $V_{f}=3 \mathrm{~m} / \mathrm{s}$, are both likewise feasible, whereupon $v_{i}=V_{i}$ and $v_{f}=V_{f}$.


Figure A.3: References synthesised by running Script A. 3 as it is.

## Appendix B

## Filter-based reference models

## B. 1 Introduction

FBRMs essentially consist of LPFs which pre-filter step references for smoothness before they can be used as reference trajectories in trajectory tracking control systems. A 2nd-order FBRM generates generalised velocity and acceleration references, whereas a 3rd-order FBRM generates generalised position, velocity, and acceleration references. LTI FBRMs can also be conveniently implemented through the use of TFs. Further information and application examples can be found in e.g. Sørensen (2013), Åström and Hägglund (2011), Fossen (2011), Matsubara et al. (2011), Slotine and Li (2005), Maciejowski (2002), Skogestad and Postlethwaite (2001), Pachter et al. (1999), Santina et al. (1999c), Franklin et al. (1990), Landau (1974), and in the references therein.

## B. 2 Linear time-invariant FBRM

A single DoF, 3rd-order LTI FBRM has the following state space representation
$\left\{\begin{array}{l}\dot{\boldsymbol{x}}(t)=\boldsymbol{A} \boldsymbol{x}(t)+\boldsymbol{B} r(t) \\ \boldsymbol{y}(t)=\boldsymbol{x}(t)\end{array}\right.$
where

$$
\boldsymbol{A}:=\left[\begin{array}{ccc}
0 & 1 & 0  \tag{B.2}\\
0 & 0 & 1 \\
-\omega^{3} & -(2 \zeta+1) \omega^{2} & -(2 \zeta+1) \omega
\end{array}\right] \quad \text { and } \quad \boldsymbol{B}:=\left[\begin{array}{c}
0 \\
0 \\
\omega^{3}
\end{array}\right]
$$

and $\boldsymbol{x}(t):=\left[x_{1}(t), x_{2}(t), x_{3}(t)\right]^{T}$ such that $x_{1}(t), x_{2}(t)$, and $x_{3}(t)$ are respectively the generalised position, velocity, and acceleration references, $r(t)$ is the step
input, $\zeta \in \mathbb{R}_{>0} \mid \zeta \leqslant 1$ is the damping ratio, $\omega \in \mathbb{R}_{>0}[\mathrm{rad} / \mathrm{s}]$ is the undamped natural frequency, and $t \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$ is the time.

The FBRM in (B.1) supplies the position reference $x_{1}(t)$ along with its derivatives with respect to time, namely $x_{2}(t):=\frac{\mathrm{d}}{\mathrm{dt}}\left[x_{1}(t)\right]$ and $x_{3}(t):=\frac{\mathrm{d}^{2}}{\mathrm{dt}}\left[x_{1}(t)\right]$. In case only the position reference is of interest, for instance, the FBRM can be reduced to a SISO system represented by the following TF
$F(s)=\frac{X(s)}{R(s)}=\frac{\omega^{3}}{s^{3}+(2 \zeta+1) \omega s^{2}+(2 \zeta+1) \omega^{2} s+\omega^{3}}$
where $X(s)$ and $R(s)$ are respectively the frequency-domain counterparts of the output $x_{1}(t)$ and the input $r(t)$.

An LTI FBRM can be naturally extended to decoupled multiple DoFs, where every DoF can have a distinct damping ratio $\zeta_{k}$ and a distinct undamped natural frequency $\omega_{k}$, where $k \in \mathbb{N} \mid k \in\{1,2, \ldots, n\}$, and $n$ is the total number of DoFs. Towards this end, the matrices $\boldsymbol{A}=\boldsymbol{A}_{\text {siso }}$ and $\boldsymbol{B}=\boldsymbol{B}_{\text {siso }}$ in (B.2) become

$$
A_{\text {MiмO }}:=\left[\begin{array}{ccc}
0_{n \times n} & I_{n} & 0_{n \times n}  \tag{B.4}\\
0_{n \times n} & 0_{n \times n} & I_{n} \\
-\Omega^{3} & -\left(2 Z+I_{n}\right) \Omega^{2} & -\left(2 Z+I_{n}\right) \Omega
\end{array}\right]
$$

and

$$
B_{\mathrm{MIMO}}:=\left[\begin{array}{c}
0_{n \times n}  \tag{B.5}\\
0_{n \times n} \\
\Omega^{3}
\end{array}\right]
$$

where $\boldsymbol{A}_{\text {мімо }} \in \mathbb{R}^{3 n \times 3 n}, \boldsymbol{B}_{\text {мiмо }} \in \mathbb{R}^{3 n \times n}$, and $\mathbf{0}_{n \times n}, \boldsymbol{I}_{\boldsymbol{n}} \in \mathbb{R}^{n \times n}$ are the null and the identity matrices of order $n$, respectively, and
$\boldsymbol{\Omega}:=\operatorname{diag}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right) \quad$ and $\quad \boldsymbol{Z}:=\operatorname{diag}\left(\zeta_{1}, \zeta_{2}, \ldots, \zeta_{n}\right)$
The interested reader is referred to e.g. Sørensen (2013) and Fossen (2011) for a more detailed description of LTI FBRMs.

## B.2.1 Stability analysis

The system matrix $\boldsymbol{A}$ in (B.2) is guaranteed to be Hurwitz $\forall \zeta \in \mathbb{R}_{>0} \mid \zeta \leqslant 1 \wedge$ $\forall \omega \in \mathbb{R}_{>0}$, as the following Routh-Hurwitz stability test array (Franklin et al.,

2009; Bishop et al., 1999; Ogata, 1995; Friedland, 1986) indicates, provided that there are no sign changes in the first column

| $s^{3}$ | 1 | $(2 \zeta+1) \omega^{2}$ |
| :---: | :---: | :---: |
| $s^{2}$ | $(2 \zeta+1) \omega$ | $\omega^{3}$ |
| $s^{1}$ | $4 \omega^{2} \zeta(\zeta+1) /(2 \zeta+1)$ | 0 |
| $s^{0}$ | $\omega^{3}$ | 0 |

where the elements of the first two rows are straightforwardly extracted from the denominator of $F(s)$ in (B.3), which is the characteristic polynomial of the companion matrix $\boldsymbol{A}$. Notice that $\lambda_{i}(\boldsymbol{A})=-\omega, i \in\{1,2,3\}$, in the critically damped case, i.e. $\zeta=1$, as the denominator of $F(s)$ is then reduced to $(s+\omega)^{3}$.

## B. 3 Nonlinear time-varying FBRM

The LTI FBRM presented in the previous section may not be appropriate for some applications, in spite of its highly attractive simplicity. Its most unwelcome characteristic is perhaps the fact that the maximum - or minimum, depending on the algebraic sign of $r(t)$ - velocity reference, in the 3rd-order case, and the maximum - or minimum, depending on the algebraic sign of $r(t)$ - acceleration reference, in both 2 nd- and 3rd-order cases, are proportional to the amplitude of $r(t)$. To modify such inherent response characteristic, some state variables can be defined on compact sets. This measure is simpler than gain-scheduling $\omega_{k}$ and $\zeta_{k}$ according to the amplitude of $r(t)$. The desired response is then achieved through the use of saturation functions to limit the state variables of interest. Other convenient nonlinearities can also be used to shape the references generated by the FBRM, e.g. nonlinear damping.

An example of a single DoF, 3rd-order NTV FBRM is given by

$$
\left\{\begin{align*}
\dot{x}_{1}(t)= & \operatorname{sat}\left(x_{2}(t)\right)  \tag{B.8}\\
\dot{x}_{2}(t)= & \operatorname{sat}\left(x_{3}(t)\right) \\
\dot{x}_{3}(t)= & -(2 \zeta+1) \omega \operatorname{sat}\left(x_{3}(t)\right)-(2 \zeta+1) \omega^{2} \operatorname{sat}\left(x_{2}(t)\right) \\
& -\delta\left|\operatorname{sat}\left(x_{2}(t)\right)\right| \operatorname{sat}\left(x_{2}(t)\right)-\omega^{3} x_{1}(t)+\omega^{3} r(t)
\end{align*}\right.
$$

where $\delta \in \mathbb{R}_{>0}$ is a quadratic damping coefficient. The roles of $x_{i}(t), i \in\{1,2,3\}$, $r(t), \zeta$, and $\omega$ remain the same as in the LTI case. Find the definitions in Section B.2. The saturation functions constrain the generalised velocity $x_{2}(t)$ and the generalised acceleration $x_{3}(t)$ to respectively belong to the compact sets $\mathcal{X}_{i} \subset \mathbb{R} \mid$ $\mathcal{X}_{i}:=\left\{x_{i} \in \mathbb{R} \mid x_{i} \in\left[x_{i}^{\min }, x_{i}^{\max }\right]\right\}, i \in\{2,3\}$. The superscripts 'min' and 'max' denote the limit points of the compact sets $\mathcal{X}_{i}$.

The following state space representation is obtained by excluding the saturation functions from (B.8)
$\left\{\begin{array}{l}\dot{\boldsymbol{x}}(t)=\left(\boldsymbol{A}-\boldsymbol{X}\left(x_{2}(t)\right)\right) \boldsymbol{x}(t)+\boldsymbol{B} r(t) \\ \boldsymbol{y}(t)=\boldsymbol{x}(t)\end{array}\right.$
where $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{x}(t), \boldsymbol{y}(t)$, and $r(t)$ remain the same as in Section B.2, and
$\boldsymbol{X}\left(x_{2}(t)\right):=\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & \delta\left|x_{2}(t)\right| & 0\end{array}\right] \quad$ such that $\quad\left\|\boldsymbol{X}\left(x_{2}(t)\right)\right\|=\delta\left|x_{2}(t)\right|$
As with the LTI FBRM, the NTV FBRMs in (B.8)-(B.9) can be extended to decoupled multiple DoFs, where every DoF can have a distinct damping ratio $\zeta_{k}$, a distinct quadratic damping coefficient $\delta_{k}$, and a distinct undamped natural frequency $\omega_{k}$, where $k \in \mathbb{N} \mid k \in\{1,2, \ldots, n\}$, and $n$ is the total number of DoFs.

The interested reader is referred to e.g. Fossen (2011) for further details.

## B.3.1 Stability analysis

The stability of the origin $\boldsymbol{x}^{*}=\mathbf{0}_{\mathbf{3}}$ — the only equilibrium point — of the unforced NTV subsystem $\dot{\boldsymbol{x}}(t)=\left(\boldsymbol{A}-\boldsymbol{X}\left(x_{2}(t)\right)\right) \boldsymbol{x}(t)$ of (B.9) can be assessed by treating such subsystem as a perturbed linear system (Slotine and Li, 2005, p. 115). Notice initially that $\left(\boldsymbol{A}-\boldsymbol{X}\left(x_{2}(t)\right)\right) \neq \mathbf{0}_{\mathbf{3} \times \mathbf{3}} \forall \delta \in \mathbb{R}_{>0} \wedge \forall t \in \mathbb{R}_{\geqslant 0}$, where the Hurwitz matrix $\boldsymbol{A}$ is as in (B.2), and also that the sparse and time-varying perturbing matrix $\boldsymbol{X}\left(x_{2}(t)\right) \rightarrow \mathbf{0}_{\mathbf{3} \times \mathbf{3}}$ as $t \rightarrow \infty$, driven by $\boldsymbol{A}$, since $x_{2}(t) \rightarrow 0$ as $t \rightarrow \infty$. In addition,

$$
\begin{align*}
\left|\int_{0}^{\infty}\left\|\boldsymbol{X}\left(x_{2}(t)\right)\right\| \mathrm{dt}\right| & =\delta\left|\int_{0}^{\infty}\right| x_{2}(t)|\mathrm{dt}| \equiv \delta\left|\int_{0}^{\infty} \operatorname{sgn}\left(x_{2}(t)\right) x_{2}(t) \mathrm{dt}\right|  \tag{B.11}\\
& =\delta\left|\left[\operatorname{sgn}\left(x_{2}(t)\right) x_{1}(t)\right]_{0}^{\infty}\right| \leqslant \delta\left(\left|x_{1}(\infty)\right|+\left|x_{1}(0)\right|\right)<\infty
\end{align*}
$$

i.e. the integral exists and results finite $\forall t \in \mathbb{R} \geqslant 0$. The linearity of the equation $x_{2}(t)=\frac{\mathrm{d}}{\mathrm{dt}}\left[x_{1}(t)\right]$ is used to draw the inference that $\left|x_{1}(\infty)\right|<\infty$ as $x_{2}(\infty) \rightarrow 0$. See Appendix D for details about the integration performed in (B.11).

Therefore, $\boldsymbol{x}^{*}$ can be concluded to be GES, according to (Slotine and Li, 2005, p. 115). Based on this conclusion, the origin - the only equilibrium point - of the unforced system (B.8) can be likewise concluded to be GES.

## B.3.2 Qualitative performance analysis

While it is impossible to ascertain the stability of $\boldsymbol{x}^{*}$ based on the knowledge of $\lambda_{i}\left(\boldsymbol{A}-\boldsymbol{X}\left(x_{2}(t)\right)\right), i \in\{1,2,3\}$, it is at least possible to infer from such knowledge some qualitative information about the behaviour of (B.9). Furthermore, some qualitative information about the behaviour of (B.8) can also be obtained from such analysis, due to the existing similarities between (B.8) and (B.9).

To start off notice that $\mathbb{R e}\left(\lambda_{i}\left(\boldsymbol{A}-\boldsymbol{X}\left(x_{2}(t)\right)\right)\right)<0 \forall \zeta \in \mathbb{R}_{>0} \mid \zeta \leqslant 1 \wedge \forall \omega, \delta \in$ $\mathbb{R}_{>0} \wedge \forall x_{2}(t) \in \mathbb{R}$, as the following Routh-Hurwitz stability test array (Franklin et al., 2009; Bishop et al., 1999; Ogata, 1995; Friedland, 1986) indicates, provided that there are no sign changes in the first column

| $s^{3}$ | 1 | $(2 \zeta+1) \omega^{2}+\delta\left\|x_{2}(t)\right\|$ |
| :---: | :---: | :---: |
| $s^{2}$ | $(2 \zeta+1) \omega$ | $\omega^{3}$ |
| $s^{1}$ | $4 \omega^{2} \zeta(\zeta+1) /(2 \zeta+1)+\delta\left\|x_{2}(t)\right\|$ | 0 |
| $s^{0}$ | $\omega^{3}$ | 0 |

where the elements of the first two rows are extracted from the characteristic polynomial $\operatorname{det}\left(s \boldsymbol{I}_{\mathbf{3}}-\left(\boldsymbol{A}-\boldsymbol{X}\left(x_{2}(t)\right)\right)\right)$ of the matrix $\left(\boldsymbol{A}-\boldsymbol{X}\left(x_{2}(t)\right)\right)$.

Then, by using the result of (B.12), in conjunction with the root locus method (Franklin et al., 2009; Yang et al., 1999; Ogata, 1995; Friedland, 1986; Åström and Wittenmark, 1997; Kailath, 1980), to study how $\lambda_{i}(\cdot), i \in\{1,2,3\}$, change under the influence of $\delta\left|x_{2}(t)\right|$, it can be verified that $\lambda_{i}(\cdot)$ are split farther and farther apart as $\delta\left|x_{2}(t)\right| \rightarrow \infty$, so that $\lambda_{1}(\cdot) \nearrow 0$, i.e. $\lambda_{1}(\cdot)$ tends to zero from the left, whereas $\lambda_{2,3}(\cdot) \rightarrow-\sigma \pm \jmath \infty$, where $\sigma \in \mathbb{R}_{>0} \mid \sigma<\infty$, as $\delta\left|x_{2}(t)\right| \rightarrow \infty$. Figure B. 1 provides a numerical example to illustrate this point.

In addition, Figures B.2-B. 4 show examples of references generated by the FBRMs in (B.1), (B.8), and (B.9) for the purpose of comparison. Figure B. 2 concerns the FBRM in (B.8), whereas Figures B.3-B. 4 concern the FBRM in (B.9).

The conclusions drawn from the qualitative analysis are the following:

- The NTV FBRM in (B.8) is the best option among (B.1), (B.8), and (B.9), because of the steadier references it generates;
- The higher $\delta$, the slower the generalised position reference, and the higher the tendency of the generalised velocity and acceleration references to exhibit more pronounced initially oscillatory behaviour, in comparison with the references generated by the LTI FBRM in (B.1), in which case $\delta=0$. However, the amplitude of the oscillations decay exponentially fast, because $\boldsymbol{A}$ is Hurwitz. It is worthwhile to realise that the use of saturation functions as in (B.8) can help to attenuate the oscillations;
- The use of saturation functions may slow down the generalised position reference as a consequence of the fact that the generalised velocity and acceleration references may reach the corresponding saturation limits.


Figure B.1: Root locus for $\operatorname{det}\left(s \boldsymbol{I}_{\mathbf{3}}-\left(\boldsymbol{A}-\boldsymbol{X}\left(x_{2}(t)\right)\right)\right)=0$ as a function of $\delta\left|x_{2}(t)\right|$ $\in[0,1000]$. The constant matrix $\boldsymbol{A}$ is as in (B.2), where $\zeta=1$ and $\omega=1 \mathrm{rad} / \mathrm{s}$.


Figure B.2: References generated based on (B.1) (blue solid lines) and (B.8) (red dashed lines) for $r(t)=15(\mathrm{H}(t-5)-\mathrm{H}(t-35))$ (green dash-dot line), where $\mathrm{H}(\cdot)$ is the unit step function, see Appendix $\mathrm{D}, \omega=1 \mathrm{rad} / \mathrm{s}, \zeta=1, \delta=0.5$, and $x_{3}(t) \in[-0.5,0.5]$ and $x_{2}(t) \in[-1,1]$, when it comes to the FBRM in (B.8).


Figure B.3: References generated based on (B.1) (blue solid lines) and (B.9) (red dashed lines) for $r(t)=15(\mathrm{H}(t-5)-\mathrm{H}(t-35))$ (green dash-dot line), $\omega=1 \mathrm{rad} / \mathrm{s}$, and $\zeta=\delta=1$.


Figure B.4: References generated based on (B.1) (blue solid lines) and (B.9) (red dashed lines) for $r(t)=15(\mathrm{H}(t-5)-\mathrm{H}(t-35))$ (green dash-dot line), $\omega=1 \mathrm{rad} / \mathrm{s}$, $\zeta=1$, and $\delta=5$.

## Appendix C

## NTNU's ROV Minerva



Figure C.1: ROV Minerva being deployed in Trondheimsfjorden, Norway.

Minerva is a SUB-fighter 7500 ROV manufactured by Sperre AS in 2003. The NTNU's Research Vessel (R/V) Gunnerus is the support vessel used to operate Minerva. The ROV is powered from, and communicates with, R/V Gunnerus through a 600 m -long umbilical cable. Minerva has five thrusters with fixed pitch propellers. The starboard and port thrusters are oriented $10^{\circ}$ towards the longi-
tudinal axis. The lateral thruster is the only that has one propeller at each end of its shaft, whereas the other four thrusters have a single propeller each. Figure C. 2 shows her thruster installation configuration. Table C. 1 keeps on the specifications. Further information is available in Dukan (2014), Sørensen et al. (2012), and Dukan et al. (2011).

Table C.1: Basic specifications of Minerva (four DoF CPM ${ }^{1}$ )

| Dimensions (overall) | $1.44 \times 0.82 \times 0.81[\mathrm{~m}](\mathrm{L} \times \mathrm{W} \times \mathrm{H})$ |
| :--- | :--- |
| Weight (air) | 485 kg |
| Maximum payload | 20 kg |
| Maximum depth | 700 m |
| Thrusters | Horizontally installed: $3 \times 2 \mathrm{~kW}$ |
| (see Figure C.2) | Vertically installed: $2 \times 2 \mathrm{~kW}$ |
|  | Surge: $-220 / 480[\mathrm{~N}]$ |
| Thrust capacity ${ }^{2}$ | Sway: $-195 / 195[\mathrm{~N}]$ |
| (minimum / maximum) | Heave: $-180 / 390[\mathrm{~N}]$ |
|  | Yaw: $-300 / 300[\mathrm{Nm}]$ |
|  | Surge: $1 \mathrm{~m} / \mathrm{s}$ |
|  | Sway: $0.6 \mathrm{~m} / \mathrm{s}$ |
| Maximum velocities | Heave: $0.6 \mathrm{~m} / \mathrm{s}$ |
|  | Yaw: $60^{\circ} / \mathrm{s}$ |

The nominal values of the parameters of the four DoF CPM of Minerva are

$$
\left\{\begin{array}{l}
\overline{\boldsymbol{M}_{\mathbf{R B}}}=\operatorname{diag}(485,485,485,50)  \tag{C.1}\\
\overline{\boldsymbol{M}_{\boldsymbol{A}}}=\operatorname{diag}(293,302,326,57) \\
\overline{\boldsymbol{D}_{\boldsymbol{L}}}=\operatorname{diag}(29,41,64,25) \\
\overline{\boldsymbol{D}_{\boldsymbol{Q}}}=\operatorname{diag}(292,584,635,100) \\
\overline{\boldsymbol{\tau}_{\boldsymbol{h s}}}=\left[\begin{array}{llll}
0 & 0 & -100 & 0
\end{array}\right]^{T}
\end{array}\right.
$$

see Chapter 7 for the definitions of these parameters.
A high-precision hydroacoustic positioning system model HiPAP 500 by Kongsberg Maritime AS determines the north and east position coordinates of

[^4]

Figure C.2: Top view of Minerva's frame: thruster installation configuration (Legend: $\mathrm{L}=$ Lateral, $\mathrm{P}=$ Port, $\mathrm{S}=$ Starboard, $\mathrm{T}=$ Thruster, and $\mathrm{V}=$ Vertical).

Minerva relative to $\mathrm{R} / \mathrm{V}$ Gunnerus with accuracy better than 0.1 m at update rates $\leqslant 1 \mathrm{~Hz}$. The depth, or down position coordinate, of Minerva is determined based on the measurements provided by the precision, temperature compensated, piezo-resistive underwater pressure sensor model miniIPS $0760001-100$ by Valeport Ltd. It has full-scale span 100 bar, accuracy $\pm 10 \mathrm{mbar}$, and resolution 1 mbar . Its maximum output update rate is 8 Hz . The heading angle and yaw rate are both determined through the use of a dedicated complementary filter (Mahony et al., 2008, 2005) that treats the measurements provided by the Micro-ElectroMechanical System (MEMS)-based Inertial Measurement Unit (IMU) model MTi100 by Xsens Technologies B.V. The gyroscopes of the IMU have typical full-scale spans $450 \%$ s, maximum bias repeatability $0.2 \%$ ( 1 year), and typical in-run bias stability $10^{\circ} / \mathrm{h}$. Its accelerometers have typical full-scale spans $50 \mathrm{~m} / \mathrm{s}^{2}$, maximum bias repeatability $30 \mathrm{~mm} / \mathrm{s}^{2}$ ( 1 year), and typical in-run bias stability $40 \mu \mathrm{~g}$. The maximum output update rate is 2 kHz with latency $<2 \mathrm{~ms}$. The surge, sway, and heave velocities are simultaneously measured by a 1200 kHz Workhorse Navigator DVL by Teledyne RD Instruments, Inc. It has full-scale spans $10 \mathrm{~m} / \mathrm{s}$, long-term accuracy $\pm 0.2 \% \pm 1 \mathrm{~mm} / \mathrm{s}$, and resolution $1 \mathrm{~mm} / \mathrm{s}$. Its typical output update rate is 1 Hz .

The MCS used to operate Minerva is implemented on a cRIO module model NI-9074, and programmed via LabVIEW ${ }^{\circledR} 2012$ - SP1 for Microsoft Windows, both by National Instruments. Further details can be found in Dukan (2014), Sørensen et al. (2012), and Dukan et al. (2011).

## Appendix D

## Topics in mathematics revisited

## D. 1 Useful functions

## D.1.1 Absolute value function or modulus function

The absolute value function, also known as the modulus function, is defined as
$|\phi(t)|:=\left\{\begin{array}{rll}-\phi(t), & \text { if } & \phi(t)<0 \\ \phi(t), & \text { if } & \phi(t) \geqslant 0\end{array}\right.$
such that $\psi(t):=|\varphi(t)| \in \mathbb{R}_{\geqslant 0}$, where $\varphi(t) \in \mathbb{R}$, and $t \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$ is the time.
The relation $|\varphi(t)| \equiv \operatorname{sgn}(\varphi(t)) \varphi(t) \Leftrightarrow \varphi(t) \in \mathbb{R} \backslash\{0\}$ (notice the domain set), where the signum function $\operatorname{sgn}(\cdot)$ is defined ahead in (D.6), can be employed to replace the definition given in (D.1), when doing so is deemed convenient.

For instance, the indefinite integral of $|\cdot|$ can be derived as
$\int|\dot{\vartheta}(t)| \mathrm{dt} \equiv \int \operatorname{sgn}(\dot{\vartheta}(t)) \dot{\vartheta}(t) \mathrm{dt}=\operatorname{sgn}(\dot{\vartheta}(t)) \vartheta(t)+C$
where $\dot{\vartheta}(t):=\frac{\mathrm{d}}{\mathrm{dt}}[\vartheta(t)] \in \mathbb{R} \backslash\{0\}$ is an integrable function, and $C \in \mathbb{R}$ is an arbitrary constant of integration. The final result seen in (D.2) is obtained by integrating the integrand $\operatorname{sgn}(\dot{\vartheta}(t)) \dot{\vartheta}(t)$ by parts, where $\frac{\mathrm{d}}{\mathrm{dt}}[\operatorname{sgn}(\dot{\vartheta}(t))]=0$.

## D.1.2 Heaviside step function or unit step function

The Heaviside step function, also known as the unit step function, is conveniently defined in this work as
$\mathrm{H}(\theta):=\left\{\begin{array}{lll}0, & \text { if } & \theta<0 \\ 1, & \text { if } & \theta \geqslant 0\end{array}\right.$
such that
$\phi(t) \mathrm{H}(t-\tau):=\left\{\begin{array}{rll}0, & \text { if } \quad t<\tau \\ \phi(t), & \text { if } \quad t \geqslant \tau\end{array}\right.$
for some arbitrarily chosen function $\phi(t) \in \mathbb{C}$, where $t \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$ is the time, and for some arbitrarily chosen time instant $\tau \in \mathbb{R} \geqslant 0[\mathrm{~s}]$.

Rigorously, $\mathrm{H}(\cdot)$ is a discontinuous function which is equal to: i) zero, for negative values of its argument; and ii) one, for positive values of its argument. The convention adopted in (D.3), through which $\mathrm{H}(0):=1$, aims at guaranteeing the right-continuity of $\mathrm{H}(0)$, i.e. it ensures that $\mathrm{H}(0)$ is the characteristic function of the closed semi-infinite interval $[0, \infty)$. This convention is fundamental to represent a function that switches on exactly at $t=\tau[\mathrm{s}]$, and then remains switched on henceforward, as it is desired to occur e.g. in (D.4). There are also other possibilities when it comes to defining $\mathrm{H}(0)$, namely either $\mathrm{H}(0)=0$, or $\mathrm{H}(0)=0.5$. Nonetheless, both possibilities are of less interest with regard to the matters dealt with in this thesis. Further information on $\mathrm{H}(\cdot)$, including application examples, can be found in e.g. Chaparro (2011), Adams and Essex (2009), Kreyszig (2006), Råde and Westergren (2004), Egeland and Gravdahl (2002), Kamen (1999), Lathi (1999), Kailath (1980), and Abramowitz and Stegun (1972).

## D.1.3 Saturation function

The saturation function is defined as
$\operatorname{sat}(\phi(t)):=\left\{\begin{array}{cll}\phi_{\min }, & \text { if } & \phi(t) \leqslant \phi_{\text {min }} \\ \phi(t), & \text { if } & \phi_{\min }<\phi(t)<\phi_{\text {max }} \\ \phi_{\text {max }}, & \text { if } & \phi(t) \geqslant \phi_{\text {max }}\end{array}\right.$
such that the compact set $\mathcal{C} \subset \mathbb{R} \mid \mathcal{C}:=\left\{\operatorname{sat}(\phi(t)) \in \mathbb{R} \mid \operatorname{sat}(\phi(t)) \in\left[\phi_{\min }, \phi_{\max }\right]\right\}$ holds, where $\phi(t) \in \mathbb{R}, t \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$ is the time, and $\phi_{\max }, \phi_{\min } \in \mathbb{R}$ are constants.

## D.1.4 Signum function

The signum function is defined as
$\operatorname{sgn}(\phi(t)):=\frac{\phi(t)}{|\phi(t)|}=\left\{\begin{array}{rll}-1, & \text { if } & \phi(t)<0 \\ \text { Undefined, } & \text { if } & \phi(t)=0 \\ 1, & \text { if } & \phi(t)>0\end{array}\right.$
such that $\psi(t):=\operatorname{sgn}(\varphi(t)) \in \mathbb{Z} \mid \psi(t) \in\{-1,1\}$, where $\varphi(t) \in \mathbb{R} \backslash\{0\}$, and $t \in \mathbb{R} \geqslant 0$ $[\mathrm{s}]$ is the time. Another reason why $\operatorname{sgn}(0)$ is undefined is because zero is neither a positive nor a negative number. See e.g. Adams and Essex (2009) for details.

## D. 2 Statistics

## D.2.1 Root-Mean-Square (RMS) value

The RMS value, also known as the quadratic mean, of a discrete distribution containing $n$ numbers, or values, $x_{i} \in \mathbb{R}, i \in\{1, \ldots, n\}$, is defined as

$$
\begin{equation*}
x_{\mathrm{rms}}:=\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}\right)^{1 / 2} \tag{D.7}
\end{equation*}
$$

## D.2.2 Standard Deviation (SD)

The SD of a set $\mathcal{X}$ which contains $n$ samples $x_{i} \in \mathbb{R}, i \in\{1, \ldots, n\}$, of a larger population is defined as
$\sigma:=\left(\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}\right)^{1 / 2}$
where $\bar{x}$ is the arithmetic mean of the elements of $\mathcal{X}$. The SD gives a measure that is useful to quantify the amount of variation, or dispersion, of $\mathcal{X}$, provided that the distribution is normal, or Gaussian. For instance, an SD close to zero indicates that the elements of $\mathcal{X}$ are all close to $\bar{x}$. See e.g. Adams and Essex (2009), Kreyszig (2006), Råde and Westergren (2004), Meyer (2001), Brown and Hwang (1997), and Abramowitz and Stegun (1972) for further details.

## D. 3 Discrete-time approximation of continuous-time systems

## D.3.1 Tustin's approximation method or bilinear transformation

Let $G_{c}(s)$ be a TF that describes in the frequency-domain the input-output relationship - external model - of an LTI dynamical system whose dynamics is described in the continuous-time domain by a forced differential equation. Let, in addition, the input and the output of the continuous-time system be (ideally) simultaneously sampled, such that a stroboscopic model is obtained. If the sampled input is held constant until the next sampling instant, under the convention that such a signal is continuous from the right, then an LTI system, whose dynamics can be described in the discrete-time domain by a forced difference equation, can be obtained, i.e. a ZOH equivalent of the continuous-time system can be obtained. Lastly, let $G_{d}(z)$ be a TF that describes in the frequency-domain the input-output relationship of the derived equivalent discrete-time system. In the general case, if
the sampling period $h \in \mathbb{R}_{>0}[\mathrm{~s}]$ of the discrete-time system associated to $G_{d}(z)$ is sufficiently small, then the dynamics described by $G_{d}(z)$ is very close to that originally described by $G_{c}(s)$. The complex variables $s=\sigma_{s} \pm \jmath \omega_{s}$ and $z=\sigma_{z} \pm \jmath \omega_{z}$ relate to each other through the relation $z=\exp (s h)$, which yields
$\left\{\begin{array}{l}\operatorname{Re}(z): \sigma_{z}=\exp \left(h \sigma_{s}\right) \cos \left(h \omega_{s}+2 \kappa \pi\right) \\ \operatorname{Im}(z): \omega_{z}=\exp \left(h \sigma_{s}\right) \sin \left(h \omega_{s}+2 \kappa \pi\right)\end{array}\right.$
where $\kappa \in \mathbb{Z}$. This means that the stable continuous-time poles, which lie in the closed left-hand $s$-plane, are mapped onto the unit circle in the $z$-plane, as a direct consequence of the Euler's formula (Chaparro, 2011; Kreyszig, 2006; Råde and Westergren, 2004; Abramowitz and Stegun, 1972). Therefore, the subset $\mathcal{Z}_{|1|} \subset$ $\mathbb{C} \mid \mathcal{Z}_{|1|}:=\{z \in \mathbb{C}| | z \mid \leqslant 1\}$ is the closed region of the $z$-plane that keeps the stable discrete-time poles. In particular, the marginally stable continuous-time poles $s \in$ $\mathbb{C} \mid \operatorname{Re}(s)=0$ are mapped as $z \in \mathbb{C}||z|=1$, i.e. these poles lie on the unit circle in the $z$-plane. The unstable continuous-time poles $s \in \mathbb{C} \mid \mathbb{R e}(s)>0$ are mapped as $z \in \mathbb{C} \backslash \mathcal{Z}_{|1|}$, i.e. they lie outside the unit circle in the $z$-plane. The frequency distortion phenomenon causing $\omega_{z}$ to differ from $\omega_{s}$ is known as frequency warping. Figure D. 1 provides an elucidating example of how stable continuous-time poles are mapped onto the $z$-plane as stable discrete-time poles. The reader is referred to e.g. Franklin et al. (2009), Santina et al. (1999a,b), Åström and Wittenmark (1997), Ogata (1995), and Franklin et al. (1990) for a comprehensive treatment of the matter.

The Tustin's approximation method ${ }^{1}$, also known as the bilinear transformation, consists of employing the approximation

$$
\begin{equation*}
G_{d}(z):=G_{c}(\tilde{s}) \quad \text { where } \quad \tilde{s}:=\frac{2}{h}\left(\frac{z-1}{z+1}\right) \tag{D.10}
\end{equation*}
$$

The expression of $\tilde{s} \in \mathbb{C}$ in (D.10) stems from the use of the (rational) Padé approximant $[1 / 1]=\mathrm{S}(s h)+O\left(s^{3} h^{3}\right)($ Baker, Jr. and Graves-Morris, 1996) to the (complex) infinite power series expansion $S(s h):=\sum_{q=0}^{\infty}\left(h^{q} / q!\right) s^{q}$ that represents the transcendental function $\exp (s h)$, such that
$z=\exp (s h)=\sum_{q=0}^{\infty}\left(\frac{h^{q}}{q!}\right) s^{q} \approx[1 / 1]=\frac{1+(s h / 2)}{1-(s h / 2)} \quad \Leftrightarrow \quad s \approx \frac{2}{h}\left(\frac{z-1}{z+1}\right)$
under the condition that $O\left(s^{3} h^{3}\right) \rightarrow 0$ as either $h \rightarrow 0$, or $s \rightarrow 0$. Notice that the

[^5]

Figure D.1: Pole correspondence between $s$-plane (left) and $z$-plane (right). The x-marks of matched size and colour indicate corresponding poles through (D.9).
rightmost expression in (D.11) is directly obtained through the manipulation of the expression $z \approx(1+(s h / 2)) /(1-(s h / 2))$. It is thus immediate to conclude that the Tustin's approximation method:

- preserves the stability properties of the mapping $z=\exp (s h)$, i.e. (un)stable continuous-time poles are always mapped as (un)stable discrete-time poles;
- yields accurate approximations for sufficiently small sampling periods.


## Application example: Trapezoidal method for numerical integration

Consider initially the TF
$G_{c}(s)=\frac{y(s)}{u(s)}=\frac{1}{s}$
that represents an integrator defined in the continuous-time domain, where $u(s)$ and $y(s)$ are respectively the input and the output of the integrator. Then, by employing the approximation indicated in (D.10), the following result is obtained

$$
\begin{equation*}
G_{d}(z)=\frac{y(z)}{u(z)}:=G_{c}(\tilde{s})=\frac{h}{2}\left(\frac{z+1}{z-1}\right) \quad \Leftrightarrow \quad \frac{y(z)}{u(z)}=\frac{h}{2}\left(\frac{z+1}{z-1}\right) \tag{D.13}
\end{equation*}
$$

Lastly, by cross-multiplying the terms in the rightmost equation in (D.13), reorganising the result conveniently after that, and then utilising the formal relations existing between the calculations with the $z$-transform and the shift-oper-
ator calculus (Franklin et al., 2009; Santina et al., 1999a,b; $\AA$ ström and Wittenmark, 1997; Ogata, 1995; Franklin et al., 1990), although under a slight abuse of notation, it yields
$y(k+1)=y(k)+(h / 2)(u(k)+u(k+1)) \quad$ with $\quad y(0)=y_{0}$
where $u(\cdot)$ and $y(\cdot)$ are respectively the input and the output of the integrator in the discrete-time domain, $y_{0} \in \mathbb{R}$ is the initial condition, and $k \in \mathbb{N}$ (causal system). The equation (D.14) can be straightforwardly extended from its current scalar form to a vector form by just replacing the scalars $u(\cdot), y(\cdot)$, and $y_{0}$ with $n$-dimensional vectors $\boldsymbol{u}(\cdot), \boldsymbol{y}(\cdot)$, and $\boldsymbol{y}_{\mathbf{0}}$.

Figure D. 2 sketches out a manner of implementing (D.14) in a digital computer in practice. The blocks named $z^{-1}$ represent memory units which store the current values for use during the next iteration step. The initial and reset conditions are set through the inputs located on the top side of the memory unit blocks.

An application example where such an integrator would be used is the implementation of the classical PID control law, as seen in Subsection 8.5.2. Another example is found in Script A. 2 in Appendix A.


Figure D.2: Block diagram of a (scalar) numerical integrator based on the trapezoidal method. The blocks named $z^{-1}$ represent memory units.

## Another application example: Dynamical system

Consider the following LTI dynamical system
$\left\{\begin{array}{l}\dot{\boldsymbol{x}}(t)=\boldsymbol{A} \boldsymbol{x}(t)+\boldsymbol{B} \boldsymbol{u}(t) \\ \boldsymbol{y}(t)=\boldsymbol{C} \boldsymbol{x}(t)\end{array}\right.$
where $\boldsymbol{x}(t) \in \mathbb{R}^{n}, \boldsymbol{u}(t) \in \mathbb{R}^{m}$, and $\boldsymbol{y}(t) \in \mathbb{R}^{p}$ are the state, input, and output vectors, respectively, $\dot{\boldsymbol{x}}(t)=\frac{\mathrm{d}}{\mathrm{dt}}[\boldsymbol{x}(t)], t \in \mathbb{R}_{\geqslant 0}[\mathrm{~s}]$ is the time, and $\boldsymbol{A} \in \mathbb{R}^{n \times n}, \boldsymbol{B} \in$ $\mathbb{R}^{n \times m}$, and $C \in \mathbb{R}^{p \times n}$ are the system, input, and output matrices, respectively. The initial condition of the system is $\boldsymbol{x}_{\mathbf{0}}=\boldsymbol{x}(0)$.

The Laplace transform of (D.15) is equal to
$\left\{\begin{array}{l}s \boldsymbol{x}(s)=\boldsymbol{A} \boldsymbol{x}(s)+\boldsymbol{B} \boldsymbol{u}(s)+\boldsymbol{x}_{\mathbf{0}} \\ \boldsymbol{y}(s)=\boldsymbol{C} \boldsymbol{x}(s)\end{array}\right.$
By applying the approximation indicated in (D.10) to the first equation in (D.16), under the zero initial condition $\boldsymbol{x}_{\mathbf{0}}=\mathbf{0}$, the following result is obtained

$$
\begin{equation*}
\frac{2}{h}\left(\frac{z-1}{z+1}\right) \boldsymbol{x}(z)=\boldsymbol{A} \boldsymbol{x}(z)+\boldsymbol{B} \boldsymbol{u}(z) \tag{D.17}
\end{equation*}
$$

Then, after some elementary manipulation of (D.17) is performed in order to isolate the terms exclusively involving the product $z \boldsymbol{x}(z)$ on the left-hand side of its minus sign, the following equation is obtained

$$
\begin{equation*}
\left(\boldsymbol{I}_{\boldsymbol{n}}-(h / 2) \boldsymbol{A}\right) z \boldsymbol{x}(z)=\left(\boldsymbol{I}_{\boldsymbol{n}}+(h / 2) \boldsymbol{A}\right) \boldsymbol{x}(z)+(h / 2) \boldsymbol{B}(z+1) \boldsymbol{u}(z) \tag{D.18}
\end{equation*}
$$

where $\boldsymbol{I}_{\boldsymbol{n}} \in \mathbb{R}^{n \times n}$ is an identity matrix.
Finally, by pre-multiplying (D.18) by the matrix $\left(\boldsymbol{I}_{\boldsymbol{n}}-(h / 2) \boldsymbol{A}\right)^{-1}$, if and only if $\operatorname{det}\left(\boldsymbol{I}_{\boldsymbol{n}}-(h / 2) \boldsymbol{A}\right) \neq 0$, i.e. it is nonsingular, and then utilising the formal relations existing between the calculations with the $z$-transform and the shiftoperator calculus (Franklin et al., 2009; Santina et al., 1999a,b; Åström and Wittenmark, 1997; Ogata, 1995; Franklin et al., 1990), although under a slight abuse of notation, the approximate discrete-time counterpart of the dynamical system (D.15) is found to be equal to
$\left\{\begin{array}{l}\boldsymbol{x}(k+1)=\boldsymbol{\Phi} \boldsymbol{x}(k)+\boldsymbol{\Gamma}(\boldsymbol{u}(k)+\boldsymbol{u}(k+1)) \\ \boldsymbol{y}(k+1)=\boldsymbol{C} \boldsymbol{x}(k+1)\end{array} \quad\right.$ with $\quad \boldsymbol{x}(0)=\boldsymbol{x}_{0}$
where $\boldsymbol{x}(\cdot), \boldsymbol{u}(\cdot)$, and $\boldsymbol{y}(\cdot)$ are respectively the state, input, and output vectors in the discrete-time domain, $x_{0}$ is the initial condition of the system, $k \in \mathbb{N}$ (causal system), and the matrices $\boldsymbol{\Phi} \in \mathbb{R}^{n \times n}$ and $\boldsymbol{\Gamma} \in \mathbb{R}^{n \times m}$ are defined as

$$
\begin{equation*}
\boldsymbol{\Phi}:=\left(\boldsymbol{I}_{\boldsymbol{n}}-\frac{h}{2} \boldsymbol{A}\right)^{-1}\left(\boldsymbol{I}_{\boldsymbol{n}}+\frac{h}{2} \boldsymbol{A}\right) \quad \text { and } \quad \boldsymbol{\Gamma}:=\left(\boldsymbol{I}_{\boldsymbol{n}}-\frac{h}{2} \boldsymbol{A}\right)^{-1}\left(\frac{h}{2} \boldsymbol{B}\right) \tag{D.20}
\end{equation*}
$$

Figure D. 3 sketches out a manner of implementing (D.19) in a digital computer in practice. The blocks named $z^{-1}$ represent memory units which store the current values for use during the next iteration step. The initial and reset conditions are set through the inputs located on the top side of the memory unit blocks.

An application example where such a discrete-time dynamical system would be used is the implementation of a state observer, as seen in Subsection 8.5.3.


Figure D.3: Block diagram of the discrete-time dynamical system (D.19). The blocks named $z^{-1}$ represent memory units.

Remark D.1. NTV dynamical systems which admit well-behaved stroboscopic model representations (Franklin et al., 2009; Santina et al., 1999a,b; Åström and Wittenmark, 1997; Ogata, 1995; Franklin et al., 1990) can also be approximated by the discrete-time dynamical system (D.19). An example can be seen in Section 8.5 .
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[^0]:    ${ }^{1}$ Positional continuity $\left(G^{0}\right)$ denotes the case in which the endpoints of two subpaths coincide. Tangential continuity ( $G^{1}$ ) denotes the case in which two subpaths are $G^{0}$ and share a common unit tangent vector at the join point, i.e. their derivatives with respect to their parameter have the same orientation at the join point. Curvature/torsional continuity ( $G^{2}$ ) denotes the case in which two subpaths are $G^{1}$ and share a common unit curvature/torsion vector at the join point, i.e. they share a common centre of curvature/torsion at the join point. Details can be found in e.g. Tsourdos et al. (2011), Adams and Essex (2009), Kreyszig (2006), and LaValle (2006).

[^1]:    ${ }^{1}$ The main concepts making up the proposed MCS can also be utilised in related marine and electro-mechanical control applications under the necessary adaptation.

[^2]:    ${ }^{2}$ The same structure applies to MCSs in general, regardless of the type of vehicle they are intended to control, namely terrestrial vehicles, underwater vehicles, surface and semi-submersible marine crafts, aircrafts, and spacecrafts.

[^3]:    ${ }^{1}$ Standard Deviation (SD), assuming a normal, or Gaussian, distribution, see Appendix D.

[^4]:    ${ }^{1}$ The four DoFs of the CPM (see Section 7.3) are surge, sway, heave, and yaw.
    ${ }^{2}$ The minimum and maximum horizontal forces and moment - surge, sway, and yaw cannot be all simultaneously delivered by the propulsion system, as they are produced through the cooperative work of all horizontal thrusters. The heave force is independently produced.

[^5]:    ${ }^{1}$ There are other approximation methods available in the literature, e.g. Euler methods, Runge-Kutta methods, and Simpson method, which can be found in e.g. Franklin et al. (2009), Santina et al. (1999a,b), Råde and Westergren (2004), Åström and Wittenmark (1997), Ogata (1995), and Franklin et al. (1990).

