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Abstract: This paper deals with the design and evaluation of a multivariate-based adaptive
controller for marine surface vessels. The goal is to make a system that periodically updates the
vessel model, used by a dynamic positioning (DP) controller, in order to improve the motion-
control performance. The model is generated by analyzing velocity and acceleration data using
multivariate analysis (MVA) to fit a 3 degrees of freedom (DOF) surface vessel model. Full-scale
experimental results with the prototype autonomous passenger ferry milliAmpere show that the
adaptive control system works as intended, and manages to make significant improvements in
all performance metrics compared to a non-adaptive control system. The results also show that
the system is robust even with the impact of unmeasured wind and wind gusts.
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1. INTRODUCTION

Autopilots for ships have existed since 1922 (Roberts,
2008), but efforts to develop autonomous ships have re-
ally only started during the last five years, inspired by
the ongoing developments in the automotive industry. In
particular, the growing transportation needs in cities and
urban areas have sparked the idea to further utilize water-
ways for transportation of passengers Reddy et al. (2019).
This underutilized transportation alternative can be taken
advantage of by e.g. developing small, environmentally-
friendly autonomous passenger ferries as an additional
mobility mode. Such efforts are currently underway at the
Norwegian University of Science and Technology (NTNU),
where the autonomous ferry prototype milliAmpere has
been in operation since 2017, see Fig. 1. The milliAmpere
is an all-electric R&D platform used to develop and test al-
gorithms for autonomous operation, including situational
awareness algorithms, motion control systems such as dy-
namic positioning (DP), thrust allocation algorithms, mo-
tion planning, collision avoidance, docking, etc. In 2021, a
larger ferry version named milliAmpere 2 will be launched
by NTNU and its partners, which is intended to carry
up to 12 passengers in regular traffic between Ravnkloa
and Fosenkaia in the Trondheim city canal. As part of
this R&D effort, the NTNU spinoff company Zeabuz was
established in 2019, which aims to deliver its first com-
mercially available autonomous passenger ferry system in
2022, exactly 100 years after the birth of the ship autopilot.

When controlling autonomous urban passenger ferries,
using a DP system for low-speed applications is highly
relevant. In particular, a DP system delivering robust and
precise performance is required, which is something that
the higher levels in the autonomy stack must rely on. In
this regard, a model-based DP controller as part of the DP

system represents a traditional design choice. A perfect
model is, however, impossible to obtain. Several assump-
tions and approximations are made to obtain a simplified
model of a vessel. In many cases, this results in a good
enough model for control purposes. However, an imperfect
model will result in sub-optimal control actions, which can
result in energy-inefficient and imprecise maneuvers. As
such, it is important to not disregard or overlook the value
of sensor data that can be used to obtain a better model.

The development of the emerging field of big data cy-
bernetics (BDC) is a new effort also currently underway
at NTNU (Martens, 2015). The goal of BDC is to com-
bine the best of theory-driven and data-driven modeling
methods in order to create continuously evolving system
models in terms of both parameters and variables, a sort of
“Kalman filter 2.0”. In BDC, multivariate analysis (MVA)
is a fundamental basis for being able to model unmod-
eled dynamics by analyzing sensor data, which can give
an estimate of the model error. The concept is that the
MVA finds a correlation in the data that best describes
the model error. With this kind of analysis, an adaptive
control system for updating the model can be developed,
reducing the inconsistency observed in the gathered data.
This approach to develop an adaptive control system is
the core focus and main contribution of this paper. Other
contributions include the experimental setup and carrying
out of full-scale experiments with milliAmpere to validate
the proposed adaptive control system.

Specifically, the design of an adaptive control system which
used available sensor data to improve the milliAmpere
model was started by the work of Jervan (2020), while
Aurlien (2021) continued the work to update the control
system and test its closed-loop performance in full scale.
As such, we have used Gale et al. (2017)’s improvement



Fig. 1. The milliAmpere ferry prototype right after the
launching.

of a robotic manipulator model as the basis of this work.
An important motivation for this paper is to share the
design of the proposed adaptive control system and how it
performs compared to a non-adaptive control system. Fi-
nally, other schemes for system identification and adaptive
control can be found in e.g. (Lennart, 1999) and (Eugene
et al., 2013) and the references therein, respectively.

The remainder of this paper is structured as follows: Sec-
tion 2 introduces the surface vessel model, while Section
3 shows how we can use such a model to obtain precise
and efficient motion control. The core part of the adaptive
control system that builds on MVA gets introduced in in
Section 4. Section 5 describes the experimental setup and
illustrates the improvements in performance due to the
proposed adaptive system. Finally, Section 6 concludes the
paper.

2. SURFACE VESSEL MODEL

The motion of a surface vessel can with the Society of
Naval Architects and Marine Engineers (SNAME) nota-
tion be represented by the pose vector ηηη = [x, y, ψ]> ∈
R2×S and the velocity vector ννν = [u, v, r] ∈ R3. Here (x, y)
is the Cartesian position and ψ is the yaw angle, both given
in a local north-east-down (NED) frame. Furthermore,
(u, v) is the linear velocity given in the body-fixed frame,
and r is the yaw rate.

Fossen (2011) models the 3-degrees of freedom (DOF)
dynamics of a surface vessel as:

η̇ηη = RRR (ψ)ννν (1)

MMM∗ν̇νν +CCC∗(ννν)ννν +DDD∗(ννν)ννν = τττ∗ +RRR>(ψ)www∗, (2)

where

RRR(ψ) =

[
cos(ψ) −sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1

]
(3)

is a rotation matrix RRR ∈ SO(3), and where MMM∗, CCC∗,
DDD∗, and τττ∗ are the real inertia matrix, Coriolis and
centripetal matrix, damping matrix, and control input
vector, respectively. The Cartesian vector www∗ in the NED
reference frame models the real force disturbances which
include environmental forces such as wind and current.
In the model, the system matrices are assumed to satisfy
the properties MMM∗ = MMM∗> > 0, CCC∗(ννν) = −CCC∗(ννν)>, and

DDD∗(ννν) > 0. The model will, however, never be perfect. The
model error can be expressed as:

MMM∗ =
1

δ
MMM (4)

CCC∗(ννν) =
1

δ
CCC(ννν) (5)

DDD∗(ννν) =
1

σ
DDD(ννν) (6)

τττ∗ =
1

ρ
τττ , (7)

where /∗ denotes the actual dynamics, δ ∈ R+ expresses
the error associated with the inertia and Coriolis matrices,
σ ∈ R+ expresses the error associated with the damping
matrix, and ρ ∈ R+ is the error associated with the control
input vector. The goal of the adaptive controller is to min-
imize this model error. An imprecise model with system
matrices MMM, CCC, and DDD can be generated by considering a
good model as the left hand side of (4), (5), and (6) and
selecting δ and σ different to one.

3. MOTION CONTROL

Fig. 2 shows a flow chart of how a motion control system
can be designed. A guidance system provides waypoints
that when combined maps out a path for the vessel to fol-
low. A third-order reference filter then generates a smooth
trajectory between the waypoints consisting of desired
values for position, velocity, and acceleration. The DP
controller then uses the desired values and measurements
to maintain the desired trajectory. The control signal from
the DP controller is processed by a thruster allocation
algorithm that distributes the desired control forces and
moment to the available vessel thrusters.

Fig. 2. Flow chart for achievement of motion control.

3.1 Dynamic Positioning

A DP controller’s task is usually to maintain a ship’s
position and heading. However, the velocity can also
be controlled by including a velocity reference in the
controller. A DP controller can be implemented as a
PID feedback (FB) controller and a feed-forward (FF)
controller. The PID controller is defined as

τττPID = −RRR>(ψ)KKKp(ηηη − ηηηd)−KKKd(ννν − νννd)

−RRR>(ψ)KiKiKi

∫ t

0

(ηηη − ηηηd)dt, (8)

where KKKp,KKKi,KKKd ∈ R3×3 are design gain matrices with
KKKp,KKKi,KKKd ≥ 0 and νννd ∈ R3 is the desired velocity vector.
To improve the performance, we also use a FF controller
which is defined as

τττFF = FFF (ν̇ννd, νννd), (9)

where

FFF (ν̇νν,ννν) = MMMν̇νν +CCC(ννν)ννν +DDD(ννν)ννν −RRR>(ψ)www (10)



is the surface vessel model. The total DP controller then
becomes:

τττ = τττFF + τττPID, (11)

which makes it possible to achieve the control objective
limt→∞(ηηη − ηηηd) = 0.

4. MULTIVARIATE ANALYSIS

An improved vessel model can be obtained by checking
for model inconsistency in the vessel state measurements.
Partial least squares (PLS) regression can be used to find
underlying structures between two data sets. For the data
sets XXX ∈ RN×K and YYY ∈ RN×k, where k is the number of
output dimensions, K is the number of input dimensions,
and N is the number of samples, the goal is to predict YYY
with a linear combination of XXX according to

ŶYY = [111,XXX]βββ, (12)

where 111 ∈ RN×1 is a vector and βββ ∈ RK+1×k is a matrix.
The correlation between XXX and YYY is maximized so that
the residual EEE in

YYY = [111,XXX]βββ +EEE, (13)

is minimized. This means that white noise will not affect
the analysis, since there is no correlation in white noise.
The simple partial least squares (SIMPLS) algorithm can
be used to solve the PLS regression problem (De Jong,
1993).

Storing and analysing the error between model-predicted
and real motion can lead to an improved vessel model. The
lack-of-fit residual is a measure of the unmodeled forces
acting on a surface vessel. It is defined as

τττ ε , τττ − τ̂ττ , (14)

where
τ̂ττ = FFF (ν̇ννmes, νννmes) (15)

is the estimated applied force, while ν̇ννmes, νννmes ∈ R3 are
the measured vessel acceleration and velocity, respectively.

With MVA, the lack-of-fit residual is modeled as

τττ ε ≈ θθθ>φφφ, (16)

where φφφ ∈ Rb×1 contains the selected basis functions,
θθθ ∈ Rb×3 is the scores of the selected basis functions, and
b is the number of basis functions. Comparing this lack-of-
fit residual with (12), where samples have been collected
over a period of time, we have φφφ ∈ R(K+1)×N = [111,XXX]>

and θθθ = βββ>.

Better estimates of the parameters describing the model
of Fossen (2011) can be made by adding each term in the
model as a basis function in the MVA. The basis functions
that describe the 3-DOF model of Fossen (2011) without
disturbances are

φφφ1 = [u̇, v̇, ṙ, uv, ur, vr, rr, u, v, r, sgn(u)u2, sgn(v)v2,

sgn(r)r2, u3, v3, r3, |u|u, |v|v, |r|r|v|r, |r|v]>. (17)

The remaining components in the lack-of-fit residual, such
as current and wind impact, should be modeled by other
basis functions. According to Blendermann (1994), the
wind will apply a force to a 3-DOF ship model in the
following manner:

τττwind =
1

2
ρaV

2
rw

[
CX(γrw)AFw

CY (γrw)ALw

CN (γrw)ALw
L0a

]
, (18)

where ρa is the air density, Vrw ∈ R is the relative air
speed, γrw is the angle of attack of Vrw relative to the
bow of the ship, CX(γrw), CY (γrw), and CN (γrw) are the
wind coefficients for horizontal plane motion, L0a is the
overall length, and AFw and ALw are the frontal and lateral
projected areas, respectively. The basis functions

φφφ2 = [V 2
rwcos(γrw), V 2

rwsin(γrw),

V 2
rwsin(γrw)γrw]>, (19)

are good linear approximations to the Blendermann wind
model. If wind is measured, the basis functions are added
to the MVA. In simulations done by Aurlien (2020), φφφ2
detects most of the wind contribution in the lack-of-fit
residual. Similarly, we can use the basis functions

φφφ3 = [V 2
rccos(γrc), V

2
rcsin(γrc), V

2
rcsin(γrc)γrc]

>, (20)

where Vrc ∈ R is the relative current, γrc is the angle of
attack of Vrc relative to the bow of the ship, to model
the current if we add current measurements. The basis
functions take inspiration from the Blendermann (1994)
model. With these basis functions we assume uniform flow
around the ship. This assumption is justified for relatively
small ships. All basis functions are gathered according to

φφφ = [φφφ>1 ,φφφ
>
2 ,φφφ

>
3 ]>. (21)

The advantage of describing the lack-of-fit residual as done
in (14) is that an adaptively improved vessel model can be
described as

FFFP (ν̇νν,ννν,φφφ) = MMMν̇νν +CCCννν +DDDννν + θθθ>Pφφφ, (22)

where P denotes the P th model update. The FF control
signal from (9) is now updated to

τττFF = FFFP (ν̇ννd, νννd,φφφd), (23)

where φφφd = [φφφ>1d ,φφφ
>
2mes

,φφφ>3mes
]>. The estimated applied

force are similarly updated according to

τ̂ττ = FFFP (ν̇ννmes, νννmes,φφφmes). (24)

The static terms in (22) are referred to as the base model
which is the model that the system is initiated with. The
adaptive term θθθ>Pφφφ is the lack-of-fit model P that is added
and updated to express the difference between the base
model and the observed dynamics.

A slower model update loop is introduced by redefining
the base model as

FFF (ν̇νν,ννν,φφφ) =
1

S

S∑
P=1

FFFP (ν̇νν,ννν,φφφ) (25)

where S is a predefined constant for number of models
to average. The slow model update will ensure that the
system always is booted with a good dynamics model.
Fig. 3 shows how the improved model is used as a part
in the DP controller. The block diagram in Fig. 4 shows
how the improved model is generated by providing the
lack-of-fit residual and the basis functions for the MVA.
In Fig. 4, αααmes ∈ R2×1 are the measured thuster rpm and
angle, respectively.

5. EXPERIMENTAL RESULTS AND
PERFORMANCE EVALUATION

5.1 Experimental setup

Full-scale experiments are designed for the ferry prototype
milliAmpere to verify the adaptive controller. The vessel



Fig. 3. A block diagram of the DP controller.

Fig. 4. A block diagram showing the generation of the
improved model.

has a length of 5 m, a beam of 2.8 m and weighs 1670 kg.
Two azimuth thrusters, delivering 2 kW each, control
the movement of the ferry. The hull of milliAmpere is
symmetrical both around the x and y axes and is flat
underneath. The lack of a keel makes milliAmpere turn
quickly, but also makes it unstable in yaw. When assuming
symmetry along the x-axis, the inertia matrix is given as

MMM∗ ,MMMRB +MMMA

=

[
m11 0 0

0 m22 m23

0 m32 m33.

]
(26)

The Coriolis and centripetal matrix is given as

CCC∗(ννν) , CCCRB(ννν) +CCCA(ννν)

=

[
0 0 c13(ννν)
0 0 c23(ννν)

−c13(ννν) −c23(ννν) 0

]
(27)

where c13(ννν) = Yv̇v + 1
2 (Nv̇ + Yṙ) and c23(ννν) = −Xu̇u.

Finally, the damping matrix is given as

DDD∗(ννν) ,DDDL +DDDNL(ννν)

=

[−d11(ννν) 0 0
0 −d22(ννν) −d23(ννν)
0 −d32(ννν) −d33(ννν)

]
, (28)

where d11(ννν) = Xu + X|u|u|u| + Xuuuu
2, d22(ννν) = Yv +

Y|v|v|v|+ Y|r|v|r|, d23(ννν) = Yr + Y|v|r|v|+ Y|r|r|r|+ Yvvvv
2,

Table 1. Estimated model parameters for mil-
liAmpere (Pedersen, 2019).

Parameter Value

m11 2389.657

m12 0

m13 0

m21 0

m22 2533.911

m23 62.386

m31 0

m32 28.141

m33 5068.910

Xu -27.632

X|u|u -110.064

Xuuu -13.965

Yv -52.947

Parameter Value

Y|v|v -116.486

Yvvv -24.313

Y|r|v -1540.383

Yr 24.732

Y|v|r 572.141

Y|r|r -115.457

Nv 3.524

N|v|v -0.832

N|r|v 336.827

Nr -122.860

N|r|r -874.428

Nrrr 0.000

N|v|r -121.957

d32(ννν) = Nv + N|v|v|v| + N|r|v|r| and d33(ννν) = Nr +

N|v|r|v| + N|r|r|r| + Nrrrr
2. The parameter values for

MMM,CCC(ννν) and DDD(ννν) for milliAmpere found by Pedersen
(2019) are listed in Table 1.

To compare the performance of the adaptive controller
relative to a controller using an imperfect model, we use a
8-corner motion test. This path is used to ensure that the
adaptive controller has persistent excitation (PE).

We use a reference filter to generate the trajectory for the
DP controller to follow. The reference filter is given by

ηηη
(3)
d + (2∆∆∆ + III)ΩΩΩη̈ηηd + (2∆∆∆ + III)ΩΩΩ2η̇ηηd + ΩΩΩ3ηηηd = ΩΩΩ3rrr, (29)

where ΩΩΩ,∆∆∆ ∈ R3×3 are positive definite design matrices,
that determine the dynamics of the filter, and rrr is the
reference setpoint. The outputs of the filter are the ref-
erence signals ηηηd, η̇ηηd and η̈ηηd. The reference filter receives

(a) Part one. (b) Part two.

Fig. 5. The calibration path used to excite the adaptive
controller.



waypoints with an interval of 60 seconds. We use the pose
from all corners of the calibration path showed in Fig. 5 as
waypoints. This test is a modified version of the 4-corner
test by Skjetne et al. (2017) used by Jervan (2020) in his
master’s thesis. This 8-corner test moves and turns in all
directions in case the symmetry assumption does not hold.
The DP controller then uses the desired values for position,
velocity and acceleration to follow the trajectory generated
by the reference filter.

For the experiments, we initiated the system with an
imprecise and scaled version of Pedersen’s (2019) model
using δ = σ = 0.4 and ρ = 1. By doing this we ensured that
the adaptive system could find a new and better model, in
case the model by Pedersen (2019) is good. In the MVA, we
use 12 principal components when performing the SIMPLS
algorithm. The wind was substantial the day the test was
performed, according to the weather forecast 6 m/s and
up to 10 m/s in the gusts. The vessel was, however, to
some degree sheltered from the wind by the milo in the
harbor. The adaptive system suggests a new model once
the calibration path is completed, and automatically stores
the data and starts a new round. A round is a full cycle
of the 8-corner test. Thus, the model used in round 3 is
based on data collected in rounds 1 and 2.

5.2 Estimation of acceleration

In order to do the MVA, we need acceleration data for
surge, sway and yaw. Since the acceleration data is only
used as a part of a training set, we do not need to do the
estimation on-line. Since the PLS regression is unaffected
by white noise, we can also allow the acceleration estimate
to contain white noise. Taking advantage of these relaxing
requirements, we use the numerical derivative of smoothed
velocity data to estimate the acceleration. Smoothing is a
filtering process where we use data not only from the past
but also from the future. The convolution

νννsmoothed(t) = ννν(t) ∗ ggg(t) =

∫ ∞
−∞

ννν(ξ)ggg(t− ξ)dξ, (30)

where ggg(t) is a square window, describes the smoothing
process. In the experiments, we used a window of ±1.0 sec-
onds for both surge, sway, and yaw where all components
of ννν inside the window are weighted equally. The integral
of the window is 1, making this an averaging process. We
need the smoothing step because the velocity data is no
longer white, due to the previous filtration in a navigation
filter.

5.3 Performance metrics

To compare the performance of motion controllers for
autonomous ferries, it is useful to employ the following
metrics: The integral of the square of the error (ISE)
defined as

ISE =

∫ t

0

e2dt, (31)

which penalizes large errors more than small errors, the
integral of the absolute error (IAE) that is defined as

IAE =

∫ t

0

|e|dt, (32)

which penalizes errors linearly, and the integral of the ab-
solute error multiplied by the energy consumption (IAEW)
that is defined as (Sørensen and Breivik, 2015):

IAEW =

∫ t

0

|e(t)|dt
∫ t

0

P (t)dt, (33)

which scales the precision with the power usage. Addition-
ally we use the integral of the energy consumption (IEC),
defined as

IEC =

∫ t

0

P (t)dt. (34)

The cross-track error e is defined by

e = − sin(ψ)(x− xd) + cos(ψ)(y − yd). (35)

5.4 Experimental results
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Fig. 6. Performance of the adaptive system in experiments.
The model is updated every round based on the data
from previous rounds.

Fig. 6 shows how the adaptive model improves the perfor-
mance for two consecutive rounds as more training data is
collected. The difference in the precision between the first
and the second model-update is not very big, suggesting
that the adaptive model is close to convergence for the
current conditions. The results show that the use of the
adaptive model in the FF increases the precision and
reduces the energy usage. To quantify the results, we find
that the IAE, ISE, IAEW, and IEC from round 1 to round
3 are improved by 46%, 75%, 57%, and 20%, respectively.
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Fig. 7. Model fit for Pedersen’s (2019) model and the
adaptive model.

Fig. 7 shows how the model reconstructs the estimated
actuator force τττmes, based on velocity and acceleration
data. Here, τ̂ττ is estimated using the current model of
milliAmpere, which is Pedersen’s (2019) model listed in
Table 1, while τ̂ττnew is estimated with the adaptive model
found after completing round 2. The model is defined by

τ̂ττnew = FFF 2(φφφ1) =



12 4 −13
2831 −182 78
−124 2977 185

81 261 4802
−25 129 192
140 1250 −317
−2071 54 −21
−260 172 86

9 215 33
20 183 29
−34 145 284
403 −639 −96
−19 270 −43
−85 309 657
−105 −423 831
−163 888 119
−290 432 88

67 −61 7
−11 30 29



>

φφφ1, (36)

where all terms of (22) are combined for a more compact
representation. We use the mean squared error (MSE) to
compare the model fit, which shows that the model error
gets improved by 84%, 87%, and 68% for surge, sway and
yaw, respectively.

Considering the experimental results, we see that the
adaptive system manages to find a better model of the hy-
drodynamics. However, there are still deviations between

the measured and estimated force applied. The most likely
explanation for this is that wind gusts have pushed the
vessel off its trajectory so that when the vessel applies a
counter-force, the vessel stays relatively still. In Fig. 7, we
see that all deviations fit a natural compensating force to
wind disturbances from the north-west (NW) direction,
which was the actual wind direction. At t = 405 s to
t = 420 s the vessel’s heading is ψ = π rad and tries
to keep its pose. Once the wind gust comes from the NW
direction, we observe that the models detect the force and
that the thrusters try to cancel out the wind impact by
applying a force in negative surge and positive sway, which
with the current heading is a force in the NW direction.
The models then detect the net force that is needed to
take the vessel back to its desired pose.

Currents can also be a component of deviations between
the measured and estimated force. When currents are
present, the ground movement and the relative water
movement will no longer be the same.

Since the adaptive system lacks wind and current measure-
ments, we can not expect the model to understand these
components. It is therefore a good sign that we observe
that the adaptive system does not over-fit the lack-of-fit
residual and at the same time finds an improved model of
what the system can model.

6. CONCLUSION

We have presented the design of an adaptive control sys-
tem using position and acceleration data to fit a 3-DOF
vessel model using multivariate analysis. Experimental
results show that the adaptive system manages to increase
the motion control precision and lower the energy usage
when the system is initiated with an imprecise model.
The adaptive system also proves to be robust against
wind impact. The adaptive model obtained in the ex-
periments outperforms the current model of milliAmpere
found by Pedersen (2019). Additionally, we have designed
the adaptive control system to be flexible for further model
improvements if adding measurements from wind and cur-
rent.

For further work, we need to test how the adaptive
system works under normal operations. A concern is that
normal operations will not fully excite the adaptive system
and therefore suggest imprecise or even wrong model
improvements that could lead to worse performance.

We also need research on when it is smart to update the
model. On the one extreme, we want to have as much
data as possible before making a model update, while on
the other hand, updating the model often will account for
disturbances such as e.g. changing passenger load. Another
factor that needs to be considered is that if too small data
sets are used to detect passenger load, we could potentially
over-fit static disturbances. A worst-case scenario is if the
data set only contains surge movement with γrc = 0 rad.
The model generated will then not be able to filter out the
current impact in the MVA.
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