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Abstract

Ship performance monitoring is quite important for ship owners as well as charter
parties to optimize their profits. Moreover, the regulatory organizations, like IMO,
has also become interested here in order to maintain the economic growth around
the world while reducing the green house gas (GHG) emissions, primarily to
hinder the effects of global warming. IMO has set several emission reduction tar-
gets until 2050 to limit the rise of global temperature. The performance of ships,
therefore, needs to be optimized if these targets are to be achieved, and to ensure
optimal performance for a ship over its entire life, it is required to develop reliable
methods to continuously monitor its performance.

The current work focuses on developing data-driven methods for ship performance
monitoring using the high frequency in-service data recorded onboard the ships.
The data-driven methods, namely, Principal Component Regression (PCR), Par-
tial Least Squares Regression (PLSR) and probabilistic Artificial Neural Network
(probabilistic ANN), are calibrated using the in-service data. Linear methods, PCR
and PLSR, are enhanced with some non-linear transformations, obtained from
the domain knowledge, to capture the non-linearities in the ship’s hydrodynamic
model.

A data processing framework is developed and streamlined to process the in-
service data. Principal Component Analysis (PCA) is used for preliminary data
analysis tasks, like correlation study, variable selection and outlier detection. A
statistical hydrodynamic performance indicator, in the form of generalized admir-
alty coefficient (∆mV n/Ps), for ships is established. The performance indicator is
further used in the data-driven models to formulate a fouling growth factor (FGF),
accounting for the fouling growth on the ship’s hull and propeller.

The calibrated data-driven models are used to predict the change in performance
for two ships over several propeller and hull cleaning events. The results indic-
ate improvement in the performance of at least one of the ships for almost all
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the cleaning events, with the highest improvement predicted for the hull clean-
ing event, which is as expected. Moreover, the linear methods with non-linear
transformations produced comparable results with the fully non-linear method, in-
dicating that the problem can be solved using transparent and interpretable linear
methods.
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CHAPTER 1
Introduction

This chapter presents the motivation of the study along with the
background. Further, the structure of this thesis is outlined.

1.1 Background & Motivation
In line with the Paris agreement on climate change (2015), the International Mari-
time Organization (IMO) proposed a set of short-, mid- and long-term targets in
2018 to reduce the impact of maritime transport on the climate change. It is the aim
of IMO to bring down the total annual greenhouse gas (GHG) emissions by 2050
to at least half of the emissions in 2008, where the carbon intensity is supposed
to be at least 40% lower by 2030 and 70% lower by 2050. The transportation of
goods by ships, i.e., the maritime transport work is projected to increase by 40-
100% between 2018 and 2050, according to the simulated scenarios presented in
the fourth IMO GHG study (2020). Thus, to achieve IMO’s emission targets, the
industry needs to consider all possible emission abatement technologies, includ-
ing energy-saving technologies, use of renewable energy and alternative fuels, and
reducing the speed of ships.

Such extreme targets may only be achieved if shipping as a complete process is op-
timized. The reason for this is quite clear from a broader perspective. As of 2018,
it is reported in the fourth IMO GHG study that shipping only contributes to about
2.89% of the global anthropogenic emissions. Owing to this small share and a lim-
ited supply of renewable energy and green alternative fuels, the shipping industry
would have to heavily bank upon the other alternatives for emission abatement,
i.e, energy-saving technologies and reducing the speed of ships. In other words,
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2 Introduction

shipping as a process has to become far more energy efficient. The energy effi-
ciency of shipping can be increased to a certain extent by designing and operating
energy efficient ships. In order to increase the operational efficiency of an indi-
vidual ship as well as recognize an energy efficient design for a ship, it is required
to develop reliable systems to continuously monitor the operational performance
of sea-going ships. A continuous performance monitoring system would not only
enable the stake holders to make well informed decisions regarding the scheduled
maintenance of their ships, but it would also help them identify the energy efficient
ship designs by analyzing the data from their fleet.

In today’s fast-moving industrial world, it is nearly impossible to micro-manage
valuable industrial assets like ships, and therefore, it can be challenging to con-
tinuously monitor their performance and energy efficiency. Fortunately, with the
advancements in science and technology, it is now possible to obtain a fairly con-
tinuous stream of in-service data from a sea-going ship, enabling us to imagine
and develop concepts like digital twin. With the help of digital twin technology,
it seems possible to develop digitized systems which can empower the industry
and provide effective solutions to manage fleets of ships with ease. To ensure high
energy efficiency, the digital twin of a ship can be used to establish autonomous
or semi-autonomous (depending on the capability of the digital twin) data-driven
systems for continuous performance monitoring as well as predictive maintenance
of the ship. The current research can be seen as a step towards realizing the digital
twin for ships, by developing some of the building blocks required to create the
digital twin for a sea-going ship.

As mentioned above, the in-service data recorded onboard a sea-going ship can
be utilized to develop continuous ship performance monitoring systems. The in-
service data is generally recorded by a number of sensors installed onboard the
ship. The data collected from individual sensors can be collected, assimilated
and sent to shore-based control centers, with the help of data acquisition (DAQ)
systems, for further processing and analysis. The primary aim of the current re-
search is to establish data-driven methods for ship performance monitoring using
the in-service data. Even though it may be possible to integrate some simple data
processing within the DAQ system, the data obtained at the control center would
still need a good amount of cleaning and processing to carry-out any further ana-
lysis. Therefore, a data processing framework is also established along with a set
of data-driven methods, which can be used for ship performance monitoring.

1.2 Literature Review
A good amount of research has already been done to establish models for ship
performance monitoring, some more reliable than the others. It has even been
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attempted to standardize the procedure to measure the change in performance of
the hull and propeller of a ship (ISO (2016)). The ISO standard suggests to use
the near-calm-water filtered in-service data to estimate the speed-loss due to the
degradation of ship’s performance. Several researchers accepted ISO (2016) pos-
itively and implemented their models based on it, whereas other proposed their
own methods and claimed improvement over ISO (2016). Koboević et al. (2019)
used high frequency in-service data, filtered according to the procedure outlined in
ISO (2016), for ship performance monitoring based on the ship’s speed-loss and
fuel consumption. Coraddu et al. (2019) reported an improvement over ISO (2016)
using a data-driven approach based on the principles of digital twin to estimate the
speed-loss of the ship due to fouling growth.

1.2.1 Key Performance Indices (KPIs)

The biggest weakness of ISO (2016) is, probably, its unilateral advocacy for speed-
loss as a key performance indicator (KPI) to monitor the hydrodynamic perform-
ance of a ship. Using speed-loss as a KPI needs an accurate measure or estimate
of the speed-through-water of the ship which may be difficult to achieve due to
several problems, as cited by Dalheim and Steen (2021). Moreover, ISO (2016),
in the current state, only suggests correcting the filtered data for the remaining
wind loads, the correction for remaining wave loads are expected to be incorpor-
ated in future revisions. Therefore, it may be argued that there is a good scope for
improvement here.

Looking at the KPIs, a wide range of alternatives have been tried-out. The second
most obvious alternative, which is also acknowledged in ISO (2016), is the change
in power demand. Carchen and Atlar (2020) suggested using the change in power
demand along with three other KPIs, including two wake-based KPIs and the foul-
ing coefficient, to monitor the hydrodynamic performance of ships. In a previous
article, Carchen et al. (2017) demonstrated that power-based KPIs are robust, easy
to interpret and have relatively low uncertainty. Moreover, it is the only KPI, out
of the all four, which can be directly measured, and for estimating the other three
KPIs, several other details regarding the ship are required with a good enough ac-
curacy. Nevertheless, other viable options for KPIs, demonstrated in literature, in-
clude fuel consumption (Koboević et al. (2019)), resistance (or fouling) coefficient
(Munk (2016); Foteinos et al. (2017); Carchen and Atlar (2020)), propeller law
coefficient (Foteinos et al. (2017)), admiralty coefficient (Ejdfors (2019)), wake
fraction (Carchen and Atlar (2020)), energy (or fuel) efficiency (Lu et al. (2015);
Kim et al. (2021)) and sand-grain roughness height (ks; Oliveira et al. (2020)).
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1.2.2 Ship Performance Monitoring

Another important aspect of ship performance monitoring is the adopted method-
ology. Based on the methodology, ship performance monitoring methods can be
characterized as one of the following three: physics-based, data-driven and hy-
brid methods. In case of physics-based methods, the KPIs are calculated using a
well-known relationship using one or many physics-based and/or empirical mod-
els. A physics-based method is, generally, based on the resistance model. Here,
the total resistance is divided into resistance components, like calm-water, added
wind, added waves, fouling friction, etc. There are several ways to estimate these
individual components. Tsujimoto and Orihara (2018) developed a simulation-
based physics-based model, using the equations of motion, ship’s hydrodynamic
coefficients and empirical methods for the estimation of added wind and wave res-
istance, to monitor the performance of a ship in actual seas. Foteinos et al. (2017)
presented a far simpler model where the individual resistance components were
estimated using physics-based empirical methods. Lu et al. (2015) presented a
more advanced but similar approach for ship performance monitoring, using the
modified Kwon’s method (Kwon (2008)) to estimate the added resistance in wind
and waves.

Although a physics-based method may not need any historical in-service data for
training the model, it surely needs a lot of information regarding the design and
shape of the ship, which sometimes can be hard to get. Moreover, unless the ship
specific information is obtained using model tests and so on, the physics-based
models may introduce some errors due to several assumed generalizations and ap-
plicability of physics-based empirical methods. A data-driven method can be used,
on the other hand, to address some of these problems, but it would need a good
amount of historical in-service data to train and validate the model before it can
be used to produce any fruitful results. The popularity of data-driven methods is
increasing many-folds with the advancement in technology, due to the easy avail-
ability of high frequency in-service data recorded onboard the ships. It should
be noted that, unlike the belief of some researchers, a data-driven method is not
always uninterpretable or opaque, a data-driven method is just based on statist-
ics rather than the true physics. For instance, a fully transparent and interpretable
linear regression method is also a data-driven method.

In case of data-driven methods, the KPIs are estimated directly or in-directly us-
ing a statistics-based data-driven model. In the above cited work by Coraddu
et al. (2019), data-driven Extreme Learning Machine (ELM; Cambria et al. (2013))
models were used to estimate the speed-loss for a ship due to the growth of marine
fouling. Karagiannidis and Themelis (2021) used artificial neural network (ANN)
models to estimate the fuel consumption and speed-loss for a ship. Laurie et al.
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(2021) used several different data-driven machine-learning models to estimate the
increase in power demand of five sister ships over a period of 1 year. Although the
data-driven methods are immensely powerful, they lack on important character-
istics like transparency, interpretability as well as estimation of uncertainty in the
model predictions. In view of that, several researcher demonstrated using domain
knowledge to improve the data-driven approach, resulting in the creation of hybrid
methods.

A hybrid method may use domain knowledge in the form of known relationships
between different variables from our understanding of the physical model. In a
probability-based hybrid modeling approach, Yoo and Kim (2019) presented Gaus-
sian process and simple polynomial models, based on physics-based formulations,
to predict the ship’s speed and power. Here, the uncertainty in model predictions
were also reported. Kim et al. (2021) demonstrated using domain knowledge along
with curve fitting technique to perform variable section for an artificial neural net-
work (ANN) and multiple linear regression (MLR) model used to predict the fuel
efficiency of a ship. The hybrid modeling approach seems promising but much has
to be explored before a solid conclusion can be made regarding its dominance over
physics-based and data-driven models.

1.3 Thesis Structure
Chapter 2 lists the objectives formulated to guide this research.

Chapter 3 presents the research strategy. The scope of the work and limitations are
also included here.

Chapter 4 presents the summary of publications contributing to this thesis along
with the contribution of this research to the corresponding field.

Chapter 5 presents the conclusion of this research and ideas for future work.
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CHAPTER 2
Research Objectives

This chapter lists the objectives formulated to guide this research.

The main objective of this work is to establish and demonstrate the use of data-
driven methods for ship performance monitoring. A ship performance monitoring
system based-on data-driven methods is developed using the in-service data re-
corded onboard sea-going ships. The raw in-service data collected from a ship is
known to have several problems, and therefore, it needs to be processed before
carrying-out any further analysis. Moreover, in order to implement a data-driven
method, it is mandatory to study, analyse and understand the correlation between
data variables. It is also important to introduce an additional feature in a data-
driven model to account for performance degradation of a ship due to factors like
marine fouling. Thus, the final objective is, here, achieved in the following four
main steps:

1. Development of a data processing framework

2. Data analysis and correlation study

3. Establishing a hydrodynamic performance indicator

4. Developing a data-driven ship performance monitoring system

The data processing framework filters-out, corrects and converts the raw in-service
data into a usable dataset, with a good-enough quality, suitable for further analysis.

7
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The data processing framework also takes into account all essential modeling as-
sumptions adopted by the forthcoming analysis. Along with tasks like data clean-
ing and validation, the data processing framework also gathers, assimilates and
absorbs data from supplementary sources, like weather hindcast, which are re-
quired for further analysis. Any additional features, which may be required for the
analysis, are also derived during the data processing steps. The data processing
framework along with several examples from existing datasets is presented for
publication in Article 1.

The correlation study is carried-out in order to understand the correlation between
different data variables. Here, the knowledge from the actual physical model of the
problem-at-hand is also verified. This step is instrumental in performing import-
ant tasks like variable selection, which forms the basis for creating a data-driven
model. The correlation study also helps to understand if the given dataset is of
good-enough quality so that a reliable data-driven model can be calibrated using
it. Article 21 presents the conducted correlation study, variable selection and out-
lier detect using the Principal Component Analysis (PCA) on a small dataset.

A statistics-based hydrodynamic performance indicator (presented in Article 3), in
the form of generalized admiralty coefficient (∆mV n/Ps), is established for ships.
The performance indicator can be used to monitor the hydrodynamic performance
of sea-going ships with the help of in-service data recorded onboard the ships. The
generalized admiralty coefficient is statistically fitted on the near-calm-water in-
service data to obtain the displacement and speed exponents, m and n, respectively.
Unlike the well-known traditional performance indicator for ships, i.e., fouling
friction coefficient (∆CF ), the generalized admiralty coefficient can be obtained
solely from the in-service data recorded onboard the specific ship, without the use
of any physics-based and/or empirical methods.

Several data-driven methods are demonstrated and established for ship perform-
ance monitoring and analysis. Models based-on the data-driven methods are cal-
ibrated using the in-service datasets, processed with the help of above mentioned
data processing framework. The model architecture is based on the selected set
of variables resulting from the correlation study. An additional feature to account
for fouling growth on ship’s hull and propeller is introduced using the above es-
tablished hydrodynamic performance indicator. The calibrated models are further
used to monitor the hydrodynamic performance of ships over a period of time,
through several propeller and hull cleaning events. The change in performance of
the ships due to these cleaning activities is evaluated to demonstrate the established

1The copy of Article 2 attached here includes some minor corrections which are not incorporated
in the published version available at the given DOI.
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ship performance monitoring system. Article 4 presents the calibrated data-driven
models along with the predicted change in performance for two sister ships.
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CHAPTER 3
Research Design

This chapter presents the research strategy. The scope of the
work and limitations are also included here.

3.1 Research Strategy
The first step of a data-driven approach is to explore the data, to assess its quality
and understand its potential. While starting from scratch it may be a good idea
to use an already established dataset, which would be instrumental in developing
some basic understanding regarding the dataset. This would help the researcher to
think from the perspective of a data scientist who can utilize the different compon-
ents (features and correlations) available in the dataset to begin with the research
and start picturing about how to ultimately fulfill the task-at-hand. A similar ap-
proach is used for this work. A small subset of the data (containing only a single
voyage), further referred to as the pilot dataset, is used here for getting started with
the analysis.

The physical understanding of the problem is quite helpful while validating the re-
lationship between data variables, i.e., inferring the expected correlation between
the data variables, and verifying it by visualizing and analyzing the dataset. The
first part of this work is, therefore, dedicated to study the correlations and perform
validation on the aforementioned small or pilot dataset. The primary aim here is to
instantiate a deep understanding of the data and correlation between the variables.
The pilot dataset contained very few samples which made the task of data cleaning
and processing quite easy. Moreover, in the absence of any established or unanim-
ously adopted data processing guidelines for the given problem, the data cleaning

11



12 Research Design

and processing used for the pilot dataset is further built-upon and streamlined to fi-
nally establish a data processing framework, which is later proven to be applicable
for substantially large datasets.

Another important thing to keep in mind, while pursuing a data-driven approach,
is the physical understanding of the problem, specially if the problem is well-
researched in that direction. The concept of ship performance monitoring is very
old and several models has been suggested to perform it, some more reliable than
the others. Moreover, several physics-based and/or empirical methods constitute
components of most of these models. In other words, some of the ship perform-
ance monitoring models are purely based on physics-based and/or empirical com-
ponents, whereas the others take a hybrid approach, using data-driven machine-
learning models along with physics-based and/or empirical components. Although
the initial idea for the current research was to establish a purely data-driven ap-
proach, some physics-based and/or empirical methods (or components) are used
here to enhance the reliability of results.

3.1.1 Data Acquisition

The current research is part of the Smart Maritime (237917/O30) project under-
taken by the Center for Research-based Innovation (SFI), funded by the Research
Council of Norway (RCN). The SFI Smart Maritime project constitute several in-
dustry partners, having deep interest in the research topic. The onboard recorded
in-service datasets used for the current work are also supplied by some of these in-
dustry partners. As these datasets contain sensitive business information, they are
treated as confidential, and therefore, only limited details are provided regarding
the specifications of the ships on which the datasets were recorded.

In order to account for the environmental loads experienced by the ships, the
weather hindcast (or metocean) data is obtained from the following three pub-
licly available sources: (a) European Centre for Medium-Range Weather Forecasts
(ECMWF), (b) Hybrid Coordinate Ocean Model (HYCOM), and (c) Copernicus
Marine Environment Monitoring Service (CMEMS). These sources provide data
variables covering information regarding the three main environmental loads, i.e.,
wind (from ECMWF), waves (from ECMWF) and sea currents (from HYCOM
or CMEMS), as well as the geoid depth at the sea (from CMEMS) around the
globe. The data files containing the data required for all the in-service datasets is
downloaded on a local computer for further processing.

3.1.2 Data Analysis & Correlation Study

Principal Component Analysis (PCA) is used here to perform the initial data ana-
lysis and correlation study. There are several reasons for adopting PCA as the
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stepping-stone for the current work. PCA is a very powerful as well as highly
useful statistics-based unsupervised machine-learning method, which is generally
used for dimensionality reduction. Despite being a simple method, it can be used
to perform most of the preparatory tasks, like variable selection and outlier detec-
tion, required to be done before calibrating a data-driven machine-learning model.
It should not be considered an exaggeration if one calls PCA a one-stop shop for
all the basic data analysis.

One of the main objectives of the correlation study is to understand the relationship
between different data variables. As in the current case, if the physical model of
the problem is well-studied, the correlation study can be used to verify the physical
relationship between the data variables and even obtain new information in this
regard. In case of a regression problem, the variable selection is performed by
studying the correlation of individual variables with the target variables. The data
variables showing strong correlation with the target variables must be included
in the model as the input variables. PCA allows us to visualize the correlation
between all the data variables in graphical as well as tabular format, as shown later
in section 4.1.2 and Article 21 (figure 12 & table 3). Thus, the task of variable
selection can be performed here quite conveniently.

Another important aspect of data analysis and preparation for data-driven mod-
eling is outlier detection. Data samples deviating marginally from the expected
trends, defined by the correlation between the data variables, are suspected as out-
liers. They should be further investigated to understand their abnormal behavior.
Such a task can also be performed easily using PCA. PCA operates by factoriz-
ing the given data matrix into a number of Principal Components (PCs). Each of
these PCs assigns loadings to each data variable and scores to each data sample,
as shown in Article 2 (equation 4). A data sample with a very high or a very
small score, as compared to the rest of the data, can be suspected as an outlier.
Moreover, it is possible to create diagnostic plots, called influence plots, in PCA
for detecting outliers, as shown later in section 4.1.2 and Article 2 (figure 10). Art-
icle 2 (pages 9-10) also demonstrates the procedure to detect outliers, carrying-out
further investigation and dealing with them.

3.1.3 Data Processing

In case of the pilot dataset, processing or preparing the dataset for further analysis
is quite easy, as there are only a handful of samples which can be analyzed and
closely investigated visually as well as analytically. Moreover, the high frequency
ship propulsion datasets are generally characterized by several substantially long

1The copy of Article 2 attached here includes some minor corrections which are not incorporated
in the published version available at the given DOI.
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periods of quasi-steady state, i.e., the propulsive state, and therefore, the data vari-
ables recorded onboard the ship almost remains constant in deep seas due to un-
changed control parameters, like shaft rpm, rudder angle, etc., and slowly varying
weather conditions. Figure 3.1 shows the pilot dataset used at the beginning of this
work. The work presented in Article 2 is based on the same dataset.

To process a large dataset covering several trips (or voyages) an automatic or semi-
automatic approach must be formulated such that the data processing step can be
performed in a reasonable amount of time. Keeping this in mind, the processing
steps used for the pilot dataset were further studied and refined to formulate a data
processing framework (presented in Article 1), both on paper and in terms of an
executable piece of code. The major difference between the large dataset and the
pilot dataset (used here) is that the latter contains only one trip, whereas the former
is a continuous time-series of several trips. Thus, the first primary step suggested
to process a large dataset is to divide the dataset into individual trips so that further
processing steps can be carried-out, validated and visualized in trip-wise manner,
making it easier for the user to handle the large amount of data.

The usual practice followed here is to create and save the trip-wise validation plots
for all the critical data processing steps and later visually inspect the plots to detect
any errors. Figure 3.1, in fact, shows the validation plots created during the trip
division step for the same trip that constitutes the pilot dataset. Such validation
practice ensures obtaining a high fidelity dataset for further analysis as well as
detecting bugs in the executable code and algorithms written to process the data.
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(a) Ship’s trajectory.

(b) Recorded time-series data.

Figure 3.1: The pilot dataset used at the beginning of the current work and for Article 2.



16 Research Design

3.1.4 Methods & Techniques

Method selection is an important step in a data-driven approach. The field of
machine-learning is known to have a wide variety of methods and algorithms,
which can be used to solve several different problems. Thus, the method selec-
tion step can only be carried-out after briefly formulating the problem. In order to
formulate the problem, the final objective of the task is considered and a research
plan is constructed so that the problem can be solved using the available data.

Assessing the performance of a sea-going ship using the onboard recorded in-
service data is a challenging task, mainly due to the varying environmental loads,
vessel draft and even the control parameters (rpm, rudder angle, etc.). According
to the research plan conceptualized here, first, the machine-learning models are
calibrated on the in-service data from a ship, and then, the effect of varying para-
meters (cited above) are removed simply by predicting the operating point (speed
and power) for the ship in a predefined ideal condition at different instants of time.
The idea here is to predict the performance of the ship in the ideal condition using
the underlying trend learned by the machine-learning model. The ideal condition
is intentionally chosen here to be very close to the sea-trial condition so that a clear
comparison can be drawn with the sea-trial data.

From the above discussion and our knowledge of the physical model, it is clear that
the problem may be solved using a non-linear regression-based machine-learning
method. The list of methods which can be used to accomplish such a task is still
quite long, well evident from the vast amount of literature demonstrating the same.
The well-known artificial neural network (ANN) is considered to be one of the
best methods to handle such problems. It is even said that a particular class of
feed-forward ANN, multilayer perceptron (MLP), can be considered as universal
approximators, i.e., they can be used to approximate any function. But recently,
ANN based models are criticized due to their esoteric nature and overfitting prob-
lem. In view of that, it is now-a-days a trend to use probabilistic machine-learning
methods. Alternatively, it is also attempted to improve the existing ANN methods
using probability, resulting in probabilistic ANN. One such method is used here to
predict the performance of ships.

On another note, it is well-known that the hydrodynamic model of a ship is non-
linear in nature, i.e., the hydrodynamic state variables are non-linearly correlated
with one another. But at the same time, the ship hydrodynamics has been a re-
search topic since several hundred years and a lot is known about the physical
phenomenon, including the approximate non-linear relationships between the ma-
jority of these hydrodynamic state variables. Thus, it may be possible to use some
simple non-linear transformations to model the hydrodynamic state of a ship using
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a linear method. A linear method would not only results in a transparent model,
but if proven good enough, it would also be preferred over the non-linear meth-
ods as it is generally recommended to solve a problem using the simplest method
available.

Keeping the above in mind, a simple multivariate linear regression method based
on Principal Component Analysis (PCA), known as Principal Component Regres-
sion (PCR), is adopted here. The advantage of using PCR over ordinary least
squares (OLS) linear regression is that it will help address the problem of multi-
collinearity, which may be important here as it is planned to use additional non-
linearly transformed features here, and since PCR only uses the first few promin-
ent Principal Components (PCs), it may inherently remove some undesired noise
from the data, by way of removing the last remaining PCs representing noise in
the data. Another popular multivariate linear regression method, known as Par-
tial Least Squares Regression (PLSR), is used here. PLSR is said to be an im-
provement over PCR as it organizes the obtained PCs (or factors in PLSR) in the
diminishing order of correlation with the target variables, generally resulting in
improved performance.

3.1.5 Time-varying Performance

It is well-known that the performance of a ship varies with time due to factors
like marine fouling as well as because of performing maintenance activities on
the ship’s hull and propeller from time to time. Such variation in performance of
the ship affects the in-service data, and therefore, it should be taken into account
while calibrating a data-driven model. In other words, the data-driven model must
be supplied information regarding the extent of degradation of ship’s hull and pro-
peller due to the building-up of marine fouling, and it must also be informed when
the hull and/or propeller of the ship is cleaned. Keeping this in mind, a fouling
growth factor (FGF) is formulated as part of the current research, which is further
used as an input feature (or variable) for the data-driven models.

The extent of fouling growth on a ship, and therefore, the FGF is a function of the
rate of fouling growth in the geographical location where the ship is located, which
in turn depends on the environmental condition at the given location at that particu-
lar time. In the absence of any well-known formulation for the fouling growth rate
(FGR), a statistics-based hydrodynamic performance indicator, established during
the current research, is used as an approximate measure for the fouling growth rate
on the ship’s hull and propeller. The performance indicator uses near-calm-water
in-service data recorded onboard the ship to model the trends or rate of fouling
growth on the ship. It is assumed here that the fouling growth rate for the hull and
propeller at any particular time is the same.
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3.2 Scope and Limitations
One of the main tasks here is to convert the high dimensional in-service data into a
useful form, which can be used to calibrate machine-learning models. Thus, data
cleaning, validation and processing is carried-out in order to obtain high fidelity
datasets for further analysis. Several data-driven machine-learning models are cal-
ibrated to fit to the hydrodynamic state of the ships. The calibrated models are
used to predict the hydrodynamic performance of sea-going ships over time and
through several propeller and hull cleaning events.

The onboard recorded in-service data is supplemented by the weather hindcast
data from different sources, like ECMWF, HYCOM and CMEMS, as explained
in section 3.1.1. The hindcast data is interpolated to ship’s given location at all
the required timestamps. The interpolated data is validated to avoid any errors due
to the inconsistencies in the sign and direction conventions between the hindcast
and onboard recorded in-service data. The data variables obtained from hindcast
sources are used to represent and estimate the environmental loads experienced by
the ship.

From the hydrodynamics aspect, the scope of the project is limited to topics like
prediction of ship speed-loss, increase in power demand over time, speed-powering
variation and hull-propeller performance. However, in-depth analysis of propeller
wake, sea keeping performance and sea state estimation from ship motions is con-
sidered out of the scope.



CHAPTER 4
Research Summary

The summary of publications contributing to this thesis along
with the contribution of this research to the corresponding field
is presented here.

4.1 Summary of Publications
This PhD thesis is paper-based, i.e., the work done during this research is presented
in the articles attached here. In total 4 articles are included here, of which 1 is con-
ference and 3 are journal papers. The sequence of articles is almost aligned with
the direction of the research, except for the article presenting the data processing
framework (Article 1), which was listed as the first in the list of research object-
ives (chapter 2), but it is written and submitted (for publication) towards the end of
this research. It should be noted here that developing a data processing framework
requires time and experience, and as explained in section 3.1, the data processing
framework was developed and further evolved after gaining some experience with
the data. Therefore, a streamlined and well-refined data processing framework is
established and submitted (for publication) towards the end of this research.
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4.1.1 Article 1: Data Processing Framework

Based on the data processing experience gained here with the given datasets, a
detailed data processing framework is developed and further streamlined. Article
1 presents the data processing framework as a flow diagram (shown in figure 4.1),
briefly explaining all the processing steps. The data processing framework is de-
signed to process the data obtained from different sources during a ship’s voyages,
like onboard recorded in-service data, AIS data and noon reports. The charac-
teristics of these three data sources are explained briefly in Article 1 along with
the common problem cited in them, demonstrated with examples from existing
datasets. The paper also discusses the best practices which may be adopted for a
reliable and robust ship performance analysis.

It is first recommended to divide the data into individual trips (or voyages) either
using the propulsion state information (if available in the dataset) or using the shaft
rpm and ship’s speed-over-ground, if the port call information and GPS coordin-
ates are not available. This would help create trip-wise visualizations and data se-
gregation, resulting in easier data handling and interpretation of data time-series.
Obtaining and interpolating weather hindcast (or metocean) data to ship’s location
in time is considered as an important step for data validation and estimation of
environmental loads acting on the ship.

The interpolated hindcast data as well as the features (or variables) available in the
in-service data may not be directly relevant for further analyses. For instance, the
longitudinal and transverse wind speed components are definitely more relevant for
a hydrodynamic analysis than the total wind speed and wind direction. Therefore,
it may be a good idea to derive new features here which are better suited for further
analyses.

The draft measurements recorded onboard the ship are known to have errors due to
the Venturi effect, explained briefly in Article 4 and Article 1. Simple interpolation
using the draft measurements from just before and after an individual trip, when
the ship is not moving, is recommended to fix the measurements. A more complex
algorithm is suggest in Article 1 for a case when the draft or trim is adjusted during
a trip without reducing the vessel speed.

The resistance components corresponding to each data sample can be estimated
using one of the several available physics-based and/or empirical methods. Adopt-
ing a particular method for a ship should be done after validating the applicability
of the method, i.e., the method showing good agreement with the data from the
ship in-service should be adopted. Here, the data from the ship in-service should
be preferred over the sea-trial or model test results. Since the sea-trial is carried-
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Figure 4.1: Data Processing Framework Flow Diagram.
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out for only one displacement, and the model test results may not be very accurate
due to scale effects, the validation with in-service data would result in a better fit
for the whole speed-displacement domain for the ship.

The data processing framework presented in Article 1 (shown in figure 4.1) sug-
gests to perform data cleaning and outlier detection towards the end of the pro-
cessing. While preparing a dataset for a variety of analyses, the data cleaning
may be dependent on the list of variables relevant for further analysis, and all the
previous processing steps would be performed only once and does not depend on
further analysis. Thus, some part of data cleaning should be performed again for a
different analysis, with a different set of variables of interest. Moreover, it may be
advantageous to have some additional variables, like interpolated hindcast, resist-
ance components, etc., while analyzing suspected outliers.



4.1. Summary of Publications 23

4.1.2 Article 2: Data Analysis & Correlation Study

As explained in section 3.1.2, Principal Component Analysis (PCA) is used here
for analyzing the data and correlation study. PCA is a matrix factorization al-
gorithm which extracts the prominent structures or patterns from the data using
the correlation between the data variables, in terms of so called Principal Com-
ponents (PCs). Each of these PCs are characterized by correlation loadings (or
direction cosines) and sample scores. The correlation loadings represent the direc-
tion of the PC in the high dimensional variable space, whereas the sample scores
represent the distance or deviation of the sample from the PC direction. The correl-
ation loadings can also be interpreted as the pattern extracted by the corresponding
PC.

Figure 4.2: Correlation loadings for variables in PC-1 vs PC-2 space.

Traditionally, PCA is used for dimensionality reduction or data compression for
easy storage or transmission over limited-bandwidth networks. In recent times,
the true potential of PCA is realized, and it is demonstrated to be a one-stop shop
for basic data analysis, as shown in Article 21. Here, PCA is used to study the
correlation between the variables and outlier detection. The correlation between
the variables can be instrumental in the variable selection process for data-driven

1The copy of Article 2 attached here includes some minor corrections which are not incorporated
in the published version available at the given DOI.
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Table 4.1: List of variables for PCA.

Sl. No. Variables Sl. No. Variables
1 ME consumed 11 Trim-by-aft

2 Shaft power 12 Long. wind speed

3 Shaft rpm 13 Trans. wind speed

4 Draft fore 14 Relative mean wave direction

5 Draft aft 15 Significant wave height

6 GPS speed 16 Mean wave direction

7 Log speed 17 Mean wave period

8 ME Load measured

9 Shaft Torque

10 Mean draft

modeling. Figure 4.2 presents the correlation loadings for the variables listed in
table 4.1. In figure 4.2, the horizontal axis represents PC-1, and the vertical axis
represents PC-2. The percentage values in the x and y axis labels, i.e., 45% for
PC-1 and 30% for PC-2, represents the amount of variance contained in the dataset
which is explained by the respective Principal Component (PC). The position of
the variables in the plot represents the correlation between the variables and the
PCs, and the relative position of variables with respect to each other can be seen as
the correlation between the variables. The variables far away from the center are
strongly correlated to either one or both the PCs as well as with each other. The
figure clearly shows strong correlation between the propulsive parameters, like
speed, power and rpm, with environmental load variables and ship loading (draft
amd trim).
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Figure 4.3: Detecting outliers using PCA.

Furthermore, Article 2 also introduces the influence plots used to detect outliers.
Figure 4.3 shows the influence plot for PC-1. The horizontal axis represents the
Hotelling’s T-Square statistics for the data samples with respect to PC-1, and the
vertical axis represents the Q-Residuals. The data samples on the top right of the
red lines, representing 95% statistical limits, are detected as outliers as they have
very high leverage over the model as well as high residuals. The detected outliers
can be further investigated to find out the root cause for their anomalous behavior.

PCA is a simple statistics-based machine-learning method which is easy to imple-
ment as well as interpret but it is limited by the fact that it is a linear method, i.e., it
can only be used to study the linear correlation between the variables. Thus, PCA,
as it is, should not be used to analyse datasets with significantly non-linear rela-
tionships. As explained in section 3.1.2, the dataset used in Article 2 contains only
a single voyage or trip. Therefore, the spread of the data over the high-dimensional
variable space is limited, quite evident from figure 4.4, reducing the effect of non-
linearities. In case of a larger, widely spread dataset, it is recommended to either
use an alternate method, like neural networks based autoencoders, kernel PCA,
etc., or handle the non-linearities in the dataset before applying PCA. The latter
can be achieved by using some non-linear transformations, as done in the case of
PCR and PLSR models in Article 4, or just dividing the data into small and linear
sections, and applying PCA to them individually, similar to what is done in the
case of Article 2.
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Figure 4.4: Log speed (or speed-through-water) vs Main Engine (ME) load for the data
used in Article 2.
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4.1.3 Article 3: Ship’s Hydrodynamic Performance Indicator

During this research, the generalized form of the well-known admiralty coefficient
(∆mV n/Ps) is depicted as the statistical performance indicator for a ship, where ∆
denotes the displacement, V denotes the speed-through-water and Ps denotes the
shaft power. It is demonstrated in Article 3 that the generalized admiralty coeffi-
cient can be fitted to the near-calm-water in-service data to obtain the displacement
and speed exponents, i.e., m and n, respectively, for a specific ship. The obtained
generalized admiralty coefficient, there after, represents the reference calm-water
speed-power-displacement surface for the ship.

The distance of the ship’s operating point (speed, power and displacement) from
the reference calm-water surface in near-calm-water condition can be taken as a
measure for the ship’s hydrodynamic performance. Article 3 clarifies (in sec-
tion 2.2) that the numerical values, obtained by substituting the in-service data
into the above obtained generalized admiralty coefficient, represents the distance
of the operating point (along the power axis) from the calm-water speed-power-
displacement reference surface for the ship. Therefore, using the near-calm-water
in-service data, the generalized admiralty coefficient can be used as a statistical
performance indicator for a sea-going ship.

Figure 4.5(a) shows the estimated trends of hydrodynamic performance of a ship
between several propeller cleaning events using the generalized admiralty coeffi-
cient (∆mV n/Ps). The obtained performance trends are validated by the trends
obtained using the traditional method, i.e., observing the fouling friction coeffi-
cient2 (∆CF ; shown in figure 4.5(b)). A ‘leg’ in both the figures represents the
duration between two consecutive propeller cleaning events. The near-calm-water
in-service data is obtained here by filtering the data for total wind speed less than
5.5 m/s and significant wave height less than 1 m. The shaft power in the filtered
data is further corrected for wind and wave loads using physics-based empirical
methods. Each data point in figure 4.5(a) represents the mean of all the general-
ized admiralty coefficient values obtained for each data sample in an individual
voyage (or part of a voyage), corresponding to the same ship static time. Similarly,
the data points in figure 4.5(b) represents the mean of fouling friction coefficient
values. The trend lines are obtained by fitting simple ordinary least squares (OLS)
linear regression models in both the figures.

2Appendix B in Article 4 presents the detailed procedure for calculating the fouling friction
coefficient (∆CF ).
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(a) Using the generalized admiralty coefficient.

(b) Using the fouling friction coefficient (∆CF ).

Figure 4.5: Estimated hydrodynamic performance trends of a ship.

The results presented in Article 3 are based on the onboard recorded in-service
data from only a single ship. For further validation of the developed methodology,
the results based on an extended dataset from the same ship and a new dataset from
one of the sister ships is presented in the appendix of Article 4. The corresponding
trends from the traditional method, i.e., using fouling friction coefficient (∆CF ),
are shown to be in good qualitative agreement in case of both the ships.
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4.1.4 Article 4: Ship Performance Monitoring

The in-service data recorded onboard a sea-going ship can be used to monitor the
hydrodynamic performance of the ship. As explained in section 3.1.4, the fol-
lowing three machine-learning (ML) methods are selected here to develop a data-
driven model to monitor the hydrodynamic performance of a ship: (a) Principal
Component Regression (PCR), (b) Partial Least Squares Regression (PLSR) and
(c) Probabilistic Artificial Neural Network (Probabilistic ANN). The in-service
data from two sister ships is used in Article 4 to calibrate these models.

In order to account for the variation of performance with time, a fouling growth
factor (FGF) is formulated in Article 4 using the ship’s cumulative static time
(tstatic) and fouling growth rate (FGR) as follows:

FGF =
∑

i

tstatic,i.FGRi (4.1)

Based on the idea presented by Malone et al. (1981), it is assumed here that the
fouling grows on the ship’s hull and propeller only when it is static. The ship’s
cumulative static time is calculated by cumulatively adding the time (in seconds)
when the speed-over-ground of the ship is less than 3 knots, as recommended by
Malone et al. (1981) based on some experimental evidence. The fouling growth
rate (FGR) is obtained from the trends observed in the generalized admiralty coef-
ficient (∆mV n/Ps), as demonstrated in the previous section and Article 3.

Figure 4.6: Hull and propeller fouling growth factors for a ship. The red vertical lines
represents propeller cleaning events, and the black dashed line represents the hull and
propeller event.

Separate FGFs are calculated in Article 4 for hull and propeller to account for
fouling growth on the ship’s hull and propeller, respectively. When the hull or
propeller of the ship is cleaned the corresponding FGF is reset to zero, thereby,
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Table 4.2: Input and target variables used by the regression models, i.e., NL-PCR, NL-
PLSR and Probabilistic ANN. * marked variables are only included in NL-PCR and NL-
PLSR models.

Sl. No. Category Variables
1

Input

Shaft rpm, Mean draft, Trim-by-aft
2 Long. wind speed, Trans. wind speed, Long. current speed
3 Significant wave height, Relative mean wave direction,

Mean wave period
4 Fouling growth factor
5* Shaft rpm3, Mean draft1/2, Significant wave height2

6
Target

Shaft power, GPS speed, Log speed
7* GPS speed3, Log speed3

incorporating the effect of cleaning events. Figure 4.6 shows the hull and propeller
fouling growth factors for a ship through a hull and several propeller cleaning
events.

Further, the data-driven models are calibrated using the total FGF, obtained as
a summation of hull and propeller FGFs, and several other variables. Table 4.2
shows the list of input and target variables used to calibrate the above mentioned
ML models. The table also shows the non-linear transformations (* marked) used
to solve the non-linear problem with the linear models, i.e., PCR and PLSR, as
discussed in section 3.1.4. The calibrated models are further used to extract the
performance trends in calm-water condition learned by the ML models for the
ship over time, as shown in figure 4.7.

Figure 4.7: Performance trends predicted by PLSR model for a ship. The * marked speed
variables are obtained from the corresponding cubic transformations.
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Finally, the change in performance of the ship due to a propeller or hull clean-
ing activity is estimated as the change in power demand for the ship just before
and after the corresponding activity, presented in Article 4 (table 5). The results
indicate improvement in performance for most of the propeller and hull cleaning
events for one of the ships, with the highest improvement predicted for the hull
(and propeller) cleaning event, also visible in figure 4.7. Figures 4.8, 4.9 and 4.10
shows the evolution of speed-power calm-water curve of the sister ship for just
before and after the hull and propeller cleaning event, predicted by PCR, PLSR
and probabilistic ANN models, respectively.

The results obtained from the ML models are compared with the results (i.e., the
change in power demand) obtained from the traditional method, i.e., using the foul-
ing friction coefficient (∆CF ). Unfortunately, the results cannot be corroborated
here as the values obtained from the traditional method does not seem to be valid
in almost half of the cases.
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Figure 4.8: Calm-water speed-power curves predicted by PCR model for the sister ship for
just before (pre-cleaning) and after (post-cleaning) the hull and propeller cleaning event.
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Figure 4.9: Calm-water speed-power curves predicted by PLSR model for the sister ship
for just before (pre-cleaning) and after (post-cleaning) the hull and propeller cleaning
event.
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Figure 4.10: Calm-water speed-power curves predicted by probabilistic ANN models for
the sister ship for just before (pre-cleaning) and after (post-cleaning) the hull and propeller
cleaning event. The shaded region around the predicted calm-water curve, in case of the
ANN model, presents the 95% confidence interval estimated using the approximate pre-
dictive distributions predicted for each sample.
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4.2 Research Contribution
The current research has several contributions to the field of marine technology,
specially from the data processing, data analysis, data-driven modeling, and ship
performance monitoring point of view. Several statistics-based machine-learning
methods are presented here to utilize the onboard recorded in-service data for mon-
itoring the hydrodynamic performance of a ship. The main contributions of this
research are listed as follows:

• Data-driven methods for ship performance monitoring are established based
on the in-service data recorded onboard the ships.

• Linear machine-learning (ML) methods, namely, Principal Component Re-
gression (PCR) and Partial Least Squares Regression (PLSR), are shown to
be producing comparable results with a well-established non-linear method,
artificial neural network (ANN), while modeling the hydrodynamic state of
a ship using some simple non-linear transformations, obtained from the do-
main knowledge.

• Calibrated machine-learning models are demonstrated to predict the change
in performance of a ship through propeller and hull cleaning events.

• A statistical hydrodynamic performance indicator, in the form of general-
ized admiralty coefficient (∆mV n/Ps), is established to monitor the hydro-
dynamic performance of a ship over time.

• It is clarified here that the generalized admiralty coefficient, fitted on the
near-calm-water in-service data recorded onboard a ship, represents an ap-
proximated calm-water speed-power-displacement reference surface for the
specific ship.

• Principal Component Analysis (PCA), a simple matrix factorization method,
is established to study the correlation between data variables and perform
other basic data analysis tasks, like variable selection and outlier detection.

• A semi-automatic data processing framework is developed to process the
data from a ship in-service for ship performance monitoring.

• Several common problems found in the data obtained from a ship in-service
are discussed and appropriate solutions are suggested.
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CHAPTER 5
Conclusion

This chapter presents the conclusion of this research and ideas
for future work.

The main conclusion of the current research, like many others concerning data-
driven modeling, is that the quality of results is highly dependent on the quality
of data. Therefore, quality assurance and validation of datasets is quite critical,
and ample time and resources should be dedicated for the same. Even though the
quality of onboard recorded in-service datasets used for the current work may be
considered quite good, there is still need for improvement to make them well suited
for analysis. Therefore, several data cleaning and rectification methods are adopted
to process the datasets for further analysis. Thus, the task of data processing is,
clearly, the most challenging, critical as well as demanding, while working towards
establishing data-driven models.

Reflecting on individual data variables, the usually infamous speed-through-water
measurements continues to be insufficiently accurate for ship performance monit-
oring. In view of that, the current work shows great success in limiting the usage
of speed-through-water by using the change in power demand as a measure for
ship’s hydrodynamic performance, instead of the commonly accepted speed-loss.
It may be a good idea to continue on this path unless an improved way of meas-
uring or obtaining the speed-though-water with higher accuracy is established. It
is also observed here that, probably, enough attention has not been paid to the
draft measurements recorded onboard the ship, which is shown to be detrimentally
affected by the Venturi effect. Although the importance of draft measurements
for ship performance monitoring is not studied here in detail, the faulty measure-
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ments may induce some errors in the performance analysis, specially in case of a
physics-based approach.

It should also be kept in mind that the data handling and acquisition system may
also introduce some errors in the dataset, as can be observed in the case of degree
measurements for 15 minutes averaged values. Therefore, a thorough examin-
ation and proper validation of data is mandatory. Moreover, gathering additional
data from supplementary sources, like the publicly available weather hindcast data,
should be considered a good practice in this regard. The additional data would not
only provide new information, but it can also be used to validate the data recorded
onboard the ship.

The extent of research is definitely limited by the quality of data. Even after ex-
tensively processing and validating the data, it is observed that the statistical noise
in the data is quite substantial. Due to the same, the research cannot be further
extended to adopt more sophisticated techniques, like obtaining a statistically fit-
ted non-linear surface (in log scale) for the calm-water speed-power-displacement
reference surface for a ship. The statistical noise in the data affects the reliability
of results, specially while applying such sophisticated techniques. Thus, the data
acquisition for ships needs to be further matured as well as the environmental load
corrections needs to be improved, so that the statistical noise in the data can be
subdued to a greater extent.

The current research establishes the generalized admiralty coefficient (∆mV n/Ps)
as a statistics-based hydrodynamic performance indicator for a ship. The displace-
ment and speed exponents in the generalized admiralty coefficient, i.e., m and
n, respectively, are obtained statistically by fitting the near-calm-water in-service
data recorded onboard the ship to the log-linear relation. A qualitative comparison
of performance trends predicted by the generalized admiralty coefficient and the
traditionally used fouling friction coefficient (∆CF ) shows quite good agreement.
Unlike ∆CF , the generalized admiralty coefficient can be obtained and used for
performance monitoring of ships without using any physics-based and/or empirical
method.

Using linear methods to model the hydrodynamic state of a ship is shown to be
quite promising. The trick is to either use some non-linear transformations or di-
viding the data into linear subsets. The former is demonstrated here, but the latter
also seems feasible. The non-linear transformations can be further improved by
studying the physical model in detail. Thus, it may be possible to avoid esoteric
methods, like artificial neural network (ANN), and adopt transparent and inter-
pretable methods for ship performance monitoring.
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The effect of fouling growth on the hull and propeller of the ship is incorporated
successfully into data-driven models using a simple formulation for fouling growth
factor. The calibrated models are demonstrated to predict the performance of ships
in calm-water condition, in a way separating the calm-water resistance from the
total resistance. The change in performance of the ship over several propeller and
hull cleaning event is also predicted effectively.

5.1 Future Work
There is quite good scope for building upon and carrying forward the current re-
search. The following are some of the main points which can be considered while
thinking about the future work:

• The current formulation for the statistical performance indicator, i.e., the
generalized admiralty coefficient (∆mV n/Ps), assumes log-linearity for the
calm-water speed-power-displacement reference surface, but the literature
and some evidence clearly indicates non-linearities in the log scale. Thus, a
better formulation or an alternate method to statistically obtain the reference
surface from the in-service data can be developed.

• The non-linear transformations used to model the hydrodynamic state of a
ship using linear methods can be improved further by studying the physical
model in detail or using the correlations between the data variables.

• The simple model for fouling growth factor (FGF) is definitely an approx-
imation, and there are several possible ways to improve it. For example,
the FGF, here based on the statistical performance indicator, can also be
modeled using the information regarding the fouling growth intensity for
each port visited by the ship. Such information can be determined experi-
mentally or even using a large amount of data from ships in-service.

• Although the linear models, with non-linear transformations, shows prom-
ising results, it may also be a good idea to further explore the realm of prob-
abilistic modeling. The probabilistic method used here is just an approxim-
ation for a proper Bayesian approach, a better approach may produce better
results and give more insight into the problem.

• The models developed here are based on the in-service data obtained from
two sister ships. It is, of course, desired to validate the results using a variety
of datasets.

• The traditional method (fouling friction coefficient, ∆CF ) used here to com-
pare and corroborate the results from the data-driven models for ship per-
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formance monitoring resulted in invalid or unexpected values in about half
of the cases. Thus, a better method or reference for comparing the results
should be sought. A high fidelity method, say, physically monitoring the
fouling growth on the ship’s hull and propeller, for performance monitoring
of ships over time may help quantify the error in the predictions made using
the data-driven models in the current research.

Other than the above mentioned points, there is definitely some scope for improve-
ment in data acquisition, processing and preparation steps. The sensor technology
is expected to improve in future, resulting in better data quality. New technology
will present new challenges, and therefore, would need new solutions.
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• Ship’s hydrodynamic performance can be assessed using the data from ship-in-service
• Data can be recorded onboard the ship, obtained via AIS or as noon reports
• Gathered data needs to be cleaned and processed for performance analysis
• A standardized data processing framework for preparing the data is developed
• Data processing framework can be easily casted for processing any similar datasets
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A B S T R A C T
The hydrodynamic performance of a sea-going ship can be analysed using the data obtained from
the ship. Such data can be gathered from different sources, like onboard recorded in-service data,
AIS data, and noon reports. Each of these sources is known to have their inherent problems. The
current work gives a brief introduction to these data sources as well as the common problems
associated with them, along with some examples. In order to resolve most of these problems,
a streamlined semi-automatic data processing framework for fast data processing is developed
and presented here. The data processing framework can be used to process the data obtained
from any of the above three mentioned sources. The framework incorporates processing steps
like interpolating weather hindcast (metocean) data to ship’s location in time, deriving additional
features, validating data, estimating resistance components, data cleaning, and outlier detection.
A brief description of each of the processing steps is provided with examples from existing
datasets. The processed data can be further used to analyse the hydrodynamic performance of a
ship.

1. Introduction
The performance of a sea-going ship is important not only to keep the fuel and operational cost in-check but also

to reduce global emissions from the shipping industry. Analyzing the performance of a ship is also of great interest for
charter parties to estimate the potential of a ship and the profit that can be made out of it. Therefore, driven by both the
economic and social incentives, the trade of ship performance analysis and monitoring has been booming substantially
in recent times. The importance of in-service data in this context is very well understood by most of the stake holders,
clearly reflected by the amount of investment made by them on onboard sensors, data acquisition systems, and onshore
operational performance monitoring and control centers.

The traditional way to evaluate the performance of a ship is using the noon report data provided by the ship’s crew.
A more exact approach, but not very feasible for commercial vessels, was suggested by Walker and Atkins (2007),
conducting in-service sea trials in calm-water conditions on a regular basis. With the advent of sensor-based continuous
monitoring systems, the current trend is to directly or indirectly observe the evolution of the calm-water speed-power
curve over time. ISO 19030 ISO (2016) along with several researchers (Koboević et al. (2019); Coraddu et al. (2019))
recommends observing the horizontal shift (along the speed axis) of the calm-water speed-power curve, termed as
the speed-loss, over time to monitor the performance of a sea-going ship using the in-service data. Alternatively, it
is suggested to observe the vertical shift of the calm-water speed-power curve, often termed as the change in power
demand (adopted by Gupta et al. (2021a) and Carchen and Atlar (2020)). Some researchers also formulated and used
some indirect performance indicators like fuel consumption (Koboević et al. (2019)), resistance (or fouling) coefficient
(Munk (2016); Foteinos et al. (2017); Carchen and Atlar (2020)), (generalized) admiralty coefficient (Ejdfors (2019);
Gupta et al. (2021b)), wake fraction (Carchen and Atlar (2020)), fuel efficiency (Kim et al. (2021)), etc. In each of
these cases, it is clearly seen (and most of the time acknowledged) that the results are quite sensitive to the quality of
the data used to estimate the ship’s performance.

The ship’s performance-related data obtained from various sources usually inherits some irregularities due to
several factors like sensor inaccuracies, vibration of the sensor mountings, electrical noise, variation of environment,
etc., as pointed out in the Guide for Smart Functions for Marine Vessels and Offshore Units (Smart Guide) published
recently by American Bureau of Shipping (2020). The quality of data used to carry-out ship performance analysis
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and the results obtained further can be significantly improved by adopting some rational data processing techniques, as
shown by Liu et al. (2020) and Kim et al. (2020). Another important factor is the source of data as it may also be possible
to obtain such datasets using the publicly available AIS data (You et al. (2017)). Dalheim and Steen (2020b) presented
a data preparation toolkit based on the in-service data recorded onboard 2 ships. The presented toolkit was developed
for a specific type of dataset, where the variables were recorded asynchronously and had to be synchronized before
carrying-out ship performance analysis. The current work would rather focus on challenges faced while processing an
already synchronized dataset.

The current paper presents a review of different data sources used for ship performance analysis and monitoring,
namely, onboard recorded in-service data, AIS data, and noon reports, along with the characteristics for each of these
data sources. Finally, a data processing framework is outlined which can be used to prepare these datasets for ship
performance analysis and monitoring. Although the data processing framework is developed for the performance
monitoring of ships, it may easily be casted for several other purposes. With the easy availability of data from ships,
the concept of creating digital twins for sea-going ships is becoming quite popular. Major et al. (2021) presented the
concept of digital twin for a ship and the cranes onboard it. The digital twin established by Major et al. (2021) can
be used to perform three main offshore operations, including remote monitoring of the ship, maneuvering in harsh
weather and crane operations, from an onshore control center. Moreover, as pointed out by Major et al. (2021), the
digital twin technology can also be adopted for several other purposes, like predictive maintenance, ship autonomy,
etc. Nevertheless, the data processing framework presented here can also be used to process the real-time data obtained
to create digital twins for ships in an efficient manner.

The following section discusses the art of ship performance analysis and the bare minimum characteristics of
a dataset required to do such an analysis. Section 3 presents the above mentioned sources of data used for ship
performance analysis, their characteristics, and the tools required to process these datasets. Section 4 presents the
data processing framework which can be used to process and prepare these datasets for ship performance monitoring.
Finally, section 5 finishes the paper with concluding remarks.

2. Ship Performance Analysis
The performance of a ship-in-service can be assessed by observing its current performance and, then, comparing

it to a benchmarking standard. There are several ways to establish (or obtain) a benchmarking standard, like model
test experiments, full-scale sea trials, CFD analysis, etc. It may even be possible to establish a benchmarking standard
using the in-service data recorded onboard a newly built ship, as suggested by Coraddu et al. (2019) and Gupta et al.
(2021b). On the other hand, evaluating the current performance of a ship requires a good amount of data processing as
the raw data collected during various voyages of a ship is susceptible to noise and errors. Moreover, the benchmarking
standard is, generally, established for only a given environmental condition, most likely the calm-water condition. In
order to draw a comparison between the current performance and the benchmarking standard, the current performance
must be translated to the same environmental condition, therefore, increasing the complexity of the problem.
2.1. Bare Minimum Variables

For translating the current performance data to the benchmarking standard’s environmental condition and carrying-
out a reliable ship performance analysis, a list of bare minimum variables must be recorded (or observed) at a good
enough sampling rate. The bare minimum list of variables must provide the following information about each sampling
instant for the ship: (a) Operational control, (b) Loading condition, (c) Operational environment, and (d) Operating
point. The variables containing the above information must either be directly recorded (or observed) onboard the
ship, collected from regulatory data sources such as AIS, or may be derived using additional data sources, like the
operational environment can be easily derived using the ship’s location and timestamp with the help of an appropriate
weather hindcast (or metocean) data repository.

The operational control information should contain the values of the propulsion-related control parameters set by
the ship’s captain on the bridge, like shaft rpm, rudder angle, propeller pitch, etc. The shaft rpm (or propeller pitch, in
case of ships equipped with controllable pitch propellers running at constant rpm) is by far the most important variable
here as it directly correlates with the ship’s speed-through-water. It should be noted that even in the case of constant
power or speed mode, the shaft rpm (or propeller pitch) continues to be the primary control parameter as the set power
or speed is actually achieved by using a real-time optimizer (incorporated in the governor) which optimizes the shaft
rpm (or propeller pitch) to get to the set power or speed. Nevertheless, in case the shaft rpm (or propeller pitch) is not
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Table 1
The list of bare minimum data variables required for ship performance analysis.

Category Variables
Operational Control Shaft rpm, Rudder angle, & Propeller pitch
Loading Condition Fore and aft draft

Operational Environment
Longitudinal and transverse wind speed, Significant wave height,
Relative mean wave direction, & Mean wave period

Operating Point Shaft power & Speed-through-water

available, it may be appropriate to use the ship’s speed-through-water as an operational control parameter, as done by
several researchers (Farag and Ölçer (2020); Laurie et al. (2021); Minoura et al. (2021); Liang et al. (2019)), but in this
case, it should be kept in mind that, unlike the shaft rpm (or propeller pitch), the speed-through-water is a dependant
variable strongly influenced by the loading condition and the operational environment.

The loading condition should contain the information regarding the ship’s fore and aft draft, which can be easily
recorded onboard the ship. Although the wetted surface area and under-water hull-form are more appropriate for a
hydrodynamic analysis, these can be derived easily using the ship’s hull form, if the fore and aft draft is known. The
operational environment should at least contain variables indicating the intensity of wind and wave loads acting on
the ship, like wind speed and direction, significant wave height, mean wave direction, mean wave period, etc. Finally,
the operating point should contain the information regarding the speed-power operating point for the sampling instant.
Table 1 presents the list of bare minimum variables required for ship performance analysis. The list given in the table
may have to be modified according to ship specifications, for example, the propeller pitch is only relevant for a ship
equipped with a controllable pitch propeller.
2.2. Best Practices

It is well-known that the accuracy of various measurements is not the same. It also depends on the source of the
measurements. The measurements recorded using onboard sensors are generally more reliable as compared to the
manually recorded noon report measurements, due to the possibility of human error in the latter. Even in the case of
onboard recorded sensor measurements, the accuracy varies from sensor-to-sensor and case-to-case. Some sensors can
be inherently faulty, whereas others can give incorrect measurements due to unfavorable installation and operational
conditions, and even the best ones are known to have some measurement noise. Thus, it is recommended to establish
and follow some best practices for a reliable and robust ship performance analysis.

The onboard measurements for shaft rpm (𝑛) and shaft torque (𝜏) are generally obtained using a torsion meter
installed on the propeller shaft, which is considered to be quite reliable. The shaft power (𝑃𝑠) measurements are
also derived from the same as the shaft power is related to the shaft rpm and torque through the following identity:
𝑃𝑠 = 2𝜋𝑛𝜏. It should be noted that no approximation is assumed in this formulation and, therefore, it should be validated
with the data, if all three variables (𝑛, 𝜏, 𝑃𝑠) are available. On the other hand, the measurements for speed-through-water
are known to have several problems, as presented by Dalheim and Steen (2021). Thus, it is recommended to use shaft
rpm (and not speed-though-water) as the independent variable while creating data-driven regression models to predict
the shaft power. Owing to the same reason, it may also be a good idea to quantify the change in ship’s performance in
terms of change in power demand rather than speed-loss (or speed-gain), as recommended by ISO 19030 ISO (2016).

Further, it is also quite common to use fuel oil consumption as a key performance indicator for ship performance
analysis (Karagiannidis and Themelis (2021)). The fuel oil consumption can be easily calculated from the engine
delivered torque and engine rpm, if the specific fuel consumption (SFC) curve for the engine is known. Even though the
SFC curve is established and supplied by the engine manufacturer, it is only valid for a specific operating environment,
and it is known to evolve over time due to engine degradation and maintenance. Thus, including the fuel oil consumption
in ship performance analysis increases the complexity of the problem, which requires taking engine health into
account. If the objective of ship performance analysis is also to take into account the engine performance, then it
may be beneficial to divide the problem into two parts: (a) Evaluate the change in power demand (for hydrodynamic
performance analysis), and (b) Evaluate the change in engine SFC (for engine performance analysis). Now, the latter
can be formulated as an independent problem with a completely new set of variables-of-interest, like engine delivered
torque, engine rpm, ambient air temperature, calorific value of fuel, turbocharger health, etc. This would not only
improve the accuracy of ship’s hydrodynamic performance analysis but would also allow the user to develop a more
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comprehensive and, probably, accurate analysis model. The current work is focused on the hydrodynamic performance
analysis.
2.3. Sampling Frequency

Almost all electronics-based sensors are known to have some noise in their measurements. The simplest way
adopted to subdue this noise is by taking an average over a number of measurements (known as a ‘sample’ in
statistics), recorded over a very short period of time (milliseconds). It is also known that the statistical mean of a
‘sample’ converges to the true mean (i.e., the mean of the entire population), thereby eliminating the noise, as the
number of measurements in the ‘sample’ is increased, provided the observations follow a symmetrical distribution.
Nevertheless, it is observed that the high frequency data still retains some noise, probably due to the fact that the
number of measurements in each ‘sample’ is small, i.e., the measurements are obtained by averaging a small number
of samples recorded over a very short period of time. On the other hand, as seen in the case of noon reports and most of
the in-service datasets, time-averaging the measurements over a longer period of time obscures the effect of moderately
varying influential factors, for example, instantaneous incident wind and waves, response motions, etc. Thus, a very
high sampling frequency data may retain high noise, and a very low sampling frequency data, with time-averaged
values, may result in obscuring important effects from the data time-series. Furthermore, in the third scenario, it may
be possible that the data acquisition (DAQ) system onboard the ship is simply using low sampling frequency, recording
instantaneous values instead of time-averaged ones, saving a good amount of storage and bandwidth while transmitting
it to the shore-based control centers. These low frequency instantaneous values may result in an even more degraded
data quality as it would contain noise as well as obscure the moderately varying effects.

The ideal sampling frequency would also depend on the objective of the analysis and the recorded variables.
For example, if the objective of the analysis is to predict the motion response of a ship or analyse its seakeeping
characteristics, the data should be recorded at a high enough sampling frequency such that it is able to capture such
effects. Hansen et al. (2011) analyzed the ship’s rudder movement and the resulting resistance, and demonstrated that if
the sampling interval would be large, the overall dynamics of the rudder movement would not be captured, resulting in
a difference in resistance. One criterion for selecting the data sampling rate is Nyquist frequency (Jerri (1977)), which
is widely used in signal processing. According to this criterion, the sampling frequency shall be more than twice the
frequency of the observed phenomenon to sufficiently capture the information regarding the phenomenon. Therefore,
if the aim is not to record any information regarding the above mentioned moderately varying effects (instantaneous
incident wind and waves, response motions, etc.), it may be acceptable to just obtain low frequency time-averaged
values so that such effects are subdued. But it may still be useful to obtain high frequency data, in this case, as it can
be advantageous from data cleaning point of view. For example, the legs of time-series showing very high variance,
due to the noise or moderately varying effects, can be removed from the analysis to increase the reliability of results.

3. Data Sources, Characteristics & Processing Tools
3.1. In-service Data

The in-service data, referred to here, is recorded onboard a ship during its voyages. This is achieved by installing
various sensors onboard the ship, collecting the measurements from these sensors on a regular basis (at a predefined
sampling rate) using a data acquisition (DAQ) system, and fetching the collected data to onshore control centers. The
two most important features of in-service data is the sampling rate (or, alternatively, sampling frequency) and the list
of recorded variables. Unfortunately, there is no proper guide or standard which is followed while defining both these
features for a ship. Thus, the in-service data processing has to be adapted to each case individually.

The in-service datasets used here are recorded over a uniform (across all recorded variables) and evenly-spaced
sampling interval, which makes it easier to adopt and apply data processing techniques. In an otherwise case, where
the data is sampled with a non-uniform and uneven sampling interval, some more pre-processing has to be done in
order to prepare it for further analysis, as demonstrated by Dalheim and Steen (2020b). Dalheim and Steen (2020b)
presented a detailed algorithm to deal with time vector jumps and synchronizing non-uniformly recorded data variables.
The problem of synchronization can, alternatively, be looked at using the well-known dynamic time warping (DTW)
technique, which is generally used for aligning the measurements taken by two sensors, measuring the same or highly
correlated features. In a different approach, Virtanen et al. (2020) demonstrated that the collected data can be down-
sampled or up-sampled (resampling) to obtain a uniform and evenly sampled dataset.
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3.1.1. Inherently Faulty & Incorrect Measurements
Some of the sensors onboard a ship can be inherently faulty and provide incorrect measurements due to unfavorable

installation or operational conditions. Many of these can actually be fixed quite easily. For instance, Wahl (2019)
presented the case of faulty installation of the wind anemometer onboard a ship, resulting in missing measurements for
head-wind condition probably due to the presence of an obstacle right in front of the sensor. Such a fault is fairly simple
to deal with, say, by fixing the installation of the sensor, and it is even possible to fix the already recorded dataset using
the wind measurements from one of the publicly available weather hindcast datasets. Such an instance also reflects
the importance of data exploration and validation for ship performance analysis. Unlike above, the case of draft and
speed-through-water measurement sensors is not as fortunate and easy to resolve.

The ship’s draft is, generally, recorded using a pressure transducer installed onboard the ship. The pressure
transducer measures the hydrostatic pressure acting on the bottom plate of the ship which is further converted into
the corresponding water level height or the draft measurement. When the ship starts to move and the layer of water
in contact with the ship develops a relative velocity with respect to the ship, the total pressure at the ship’s bottom
reduces due to the non-zero negative hydrodynamic pressure and, therefore, further measurements taken by the draft
sensor are incorrect. This is known as the Venturi effect. It may seem like a simple case, and one may argue that the
measurements can be fixed by just adding the water level height equivalent to the hydrodynamic pressure, which may
be calculated using the ship’s speed-through-water. Here, it should be noted that, firstly, to accurately calculate the
hydrodynamic pressure, one would need the localized relative velocity of the flow (and not the ship’s speed-through-
water), which is impractical to measure, and secondly, the speed-though-water measurements are also known to have
several sources of inaccuracy. Alternatively, it may be possible to obtain the correct draft measurements from the ship’s
loading computer. The loading computer can calculate the draft and trim in real-time based on the information such as
the ship’s lightweight, cargo weight and distribution, and ballast water loading configuration.

The state-of-the-art speed-though-water measurement device uses the Doppler acoustic speed log principle. Here,
the relative speed of water around the hull (i.e., the speed-though-water) is measured by observing the shift in frequency
(popularly known as the Doppler shift) of the ultrasound pulses emitted from the ship’s hull, due to its motion. The
ultrasonic pulses are reflected by the ocean bottom, impurities in the surrounding water, marine life, and even the
liquid-liquid interface between the density difference layers in deep ocean. The speed of water surrounding the ship is
influenced by the boundary layer around the hull so it is required that the ultrasonic pulses reflected only by the particles
outside the boundary layer are used to estimate the speed-though-water. Therefore, a minimum pulse travelling distance
has to be prescribed for the sensor. If the prescribed distance is too larger or if the ship is sailing in shallow waters,
the Doppler shift is calculated using the reflection from the ocean bottom, i.e., the sensor is in ground-tracking mode,
and therefore, it would clearly record the ship’s speed-over-ground instead of the speed-though-water. Dalheim and
Steen (2021) presented a detailed account regarding the uncertainty in the speed-though-water measurements for a
ship, commenting that the speed log sensors are considered to be one of the most inaccurate ones onboard the ship.

It may also be possible to estimate the speed-though-water of a ship using the ship’s speed-over-ground and incident
longitudinal water current speed. The speed-over-ground of a ship is measured using a GPS sensor, which is considered
to be quite accurate, but unfortunately, the water current speed is seldom recorded onboard the ship. It is certainly
possible to obtain the water current speed from a weather hindcast data source, but the hindcast measurements are not
accurate enough to obtain a good estimate for speed-through-water, as indicated by Antola et al. (2017). It should also
be noted that the temporal and spatial resolution of weather hindcast data is relatively larger than the sampling interval
of the data recorded onboard the ship. Moreover, the water current speed varies along the depth of the sea, therefore,
the incident longitudinal water current speed must be calculated as an integral of the water current speed profile over
the depth of the ship. Thus, in order to obtain accurate estimates of speed-though-water, the water current speed has
to be measured or estimated upto a certain depth of the sea with good enough accuracy, which is not possible with the
current state-of-the-art.
3.1.2. Outliers

Another big challenge with data processing is the problem of detecting and handling outliers. As suggested by
Olofsson (2020), it may be possible to categorize outliers into the following two broad categories: (a) Contextual
outliers, and (b) Correlation-defying outliers1. Dalheim and Steen (2020b) presented methods to detect and remove
contextual outliers, further categorized as (i) obvious (or invalid) outliers, (ii) repeated values, (iii) drop-outs, and
(iv) spikes. Contextual outliers are easily identifiable as they either violate the known validity limits of one or more

1Called collective outliers by Olofsson (2020).
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recorded variables (as seen in the case of obvious outliers and spikes) or present an easily identifiable but anomalous
pattern (as seen in the case of repeated values and drop-outs).

The case of correlation-defying outliers is much more difficult to handle, as they can easily blend into the cleaned
data pool. The two most popular methods which can be used to identify correlation-defying outliers are Principal
Component Analysis (PCA) and autoencoders. Both these methods try to reconstruct the data samples after learning
the correlation between the variables. It is quite obvious that a correlation-defying outlier would result in an abnormally
high reconstruction error and, therefore, can be detected using such techniques. In a recent attempt, Thomas and Judith
(2021) demonstrated an ensemble method combining PCA and autoencoders coupled with isolation forest to detect
such outliers.
3.1.3. Time-Averaging Problem

As aforementioned, the onboard recorded in-service data can be supplied as time-averaged values over a short
period of time (generally upto around 15 minutes). Although the time-averaging method eliminates white noise and
reduces the variability in the data samples, it introduces a new problem in case of angular measurements. The angular
measurements are, generally, recorded in the range of 0 to 360 degrees. When the measurement is around 0 or 360
degrees, it is obvious that the instantaneous measurements, reported by the sensor, will fluctuate in the vicinity of 0 and
360 degrees. For instance, assuming that the sensor reports a value of about 0 degree for half of the averaging time and
about 360 degrees for the remaining time, the time-averaged value recorded by the data acquisition (DAQ) system will
be around 180 degrees, which is significantly incorrect. Most of the angular measurements recorded onboard a ship,
like relative wind direction, ship heading, etc., are known to inherit this problem, and it should be noted that, unlike
the example given here, the incorrect time-averaged angle can take any value between 0 and 360 degrees, depending
on the instantaneous values over which the average is calculated.

Although it may be possible to fix these incorrect values using a carefully designed algorithm, there is no established
method available at the moment. Thus, it is suggested to fix these measurements using an alternate source for the data
variables. For example, the wind direction can be gathered easily from a weather hindcast data source. Thus, it can be
used to correct or just replace the relative wind direction measurements, recorded onboard the ship. The ship’s heading,
on the other hand, can be estimated using the latitude and longitude measurements from the GPS sensor.
3.2. AIS Data

AIS is an automatic tracking system that uses transceivers to help ships and maritime authorities identify and
monitor ship movements. It is generally used as a tool for ship transportation services to prevent collisions during
navigation. Ships over 300 tons must be equipped with transponders capable of transmitting and receiving all message
types of AIS under the SOLAS Convention. AIS data is divided into dynamic (position, course, speed, etc.) static
(ship name, dimensions, etc.), and voyage-related data (draft, destination, ETA, etc.). Dynamic data is automatically
transmitted every 2-10 seconds depending on the speed and course of the ship, and if anchored, such information is
automatically transmitted every 6 minutes. On the other hand, static and voyage-related data is provided by the ship’s
crew, and it is transmitted every 6 minutes regardless of the ship’s movement state.

Since dynamic information is automatically updated based on sensor data, it is susceptible to faults and errors,
similar to those described in section 3.1.1. In addition, problems may occur even in the process of collecting and
transmitting data between AIS stations, as noted by Weng et al. (2020). The AIS signal can also be influenced by
external factors, such as weather conditions and Earth’s magnetic field, due to their interference with the very high
frequency (VHF) equipment. Therefore, some of the AIS messages are lost or get mixed. Moreover, the receiving station
has a short time slot during which the data must be received, and due to heavy traffic in the region, it fails to receive
the data from all the ships in that time. In some cases, small ships deliver inaccurate information due to incorrectly
calibrated transmitters, as shown by Weng et al. (2020). In a case study, Harati-Mokhtari et al. (2007) observed that
2% of the MMSI (Maritime Mobile Service Identity) information was incorrect and 30% of the ships were not properly
marked with the correct navigation status. In the case of ship dimensions, about 18% of the information was found to be
inaccurate. Therefore, before using AIS raw data for ship performance analysis, it is necessary to check key parameters
such as GPS position, speed, and course, and the data identified as incorrect must be fixed.
3.2.1. Irrational Speed Data

The GPS speed (or speed-over-ground) measurements from AIS data may contain samples that have a sudden
jump compared to adjacent samples or excessively higher or lower value than the normal operating range. This type of
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Table 2
Typical service speed range of different ship types, given by Solutions (2018).

Category Type Service speed (knot)
Tanker Crude oil carrier 13-17

Gas tanker/LNG carrier 16-20
Product 13-16
Chemical 15-18

Bulk carrier Ore carrier 14-15
Regular 12-15

Container Line carrier 20-23
Feeder 18-21

General cargo General cargo 14-20
Coaster 13-16

Roll-on/roll-off cargo Ro-Ro/Ro-Pax 18-23
Passenger ship Cruise ship 20-23

Ferry 16-23

inaccurate data can be identified through comparison with location and speed data of adjacent samples. The distance
covered by the ship at the corresponding speed during the time between the two adjacent AIS messages is calculated,
and the distance between the actual two coordinates is calculated using the Haversine formula (given by equation 1) to
compare the two values. If the difference between the two values is negligible, the GPS speed can be said to be normal,
but if not, it is recommended to be replaced with the GPS speed value of the adjacent sample. It should be noted that
if the time difference between the samples is too short, the deviation of the distance calculated through this method
may be large. In such a case, it is necessary to consider the average trend for several samples. If there are no valid
samples nearby or the GPS coordinate data is problematic, one can refer to the normal service speed according to the
ship type, as shown in table 2, or if available, a more specific method such as normalcy box (Rhodes et al. (2005); Tu
et al. (2017)), which defines the speed range of the ships according to the geographic location, may be applied.

𝐷 = 2𝑟 sin−1
(√

sin2
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2

)
+ cos

(
𝑦𝑖
)
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(
𝑦𝑖+1

)
sin2

(𝑥𝑖+1 − 𝑥𝑖
2
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Where 𝐷 is the distance between two coordinates (𝑥𝑖, 𝑦𝑖) and (𝑥𝑖+1, 𝑦𝑖+1), 𝑟 is the radius of Earth, and (𝑥𝑖, 𝑦𝑖) is
the longitude and latitude at timestamp 𝑖.
3.2.2. Uncertainty due to Human Error

AIS data, excluding dynamic information, is not automatically updated by the sensors, but it is logged by the ship’s
crew manually, so there is a possibility of human error. This includes information such as the draft, navigation status,
destination, and estimated time of arrival (ETA) of the ship. Although it is difficult to clearly distinguish the incorrectly
entered information, it is possible to indirectly determine whether the manual input values have been updated using the
automatically logged dynamic information. Each number in navigation status represents ship activity such as ‘under
way using engine (0)’, ‘at anchorage (1)’, and ‘moored (5)’. If this field is being updated normally, it should be ‘0’ if
the ship is in-trip and ‘5’ if it is at berth. If the navigation status of the collected AIS data is ‘1’ or ‘5’ above a certain
GPS speed (or speed-over-ground), or if the state is set to ‘0’ even when the speed is 0 and the location is within the
port, the AIS data have not been updated on time and other manually entered information should also be questioned.
3.3. Noon Report Data

Ships engaged in international navigation of more than 500 gross tons are required to send a noon report to the
company, which briefly records what happened on the ship from previous noon to present noon. The noon report must
basically contain sufficient information regarding the location, course, speed, and internal and external conditions
affecting the vessel’s voyage. Additionally, the shipping company collects information related to fuel consumption
and remaining fuel onboard, propeller slip, average RPM, etc. as needed. Such information is often used as a ship’s
management tool and reference data, such as monitoring and evaluating ship’s performance, calculating energy
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efficiency operating indicators, and obtaining fuel and freshwater order information. Despite its customary use, the
standardized information in the noon reports may not be sufficient to accurately assess the performance of the ship,
due to several problems discussed as follows. This information is based on the average values from noon to noon. For
an accurate ship performance analysis, higher frequency samples and additional data may be recommended.
3.3.1. Uncertainties due to Averaging Measurements & Human Error

Basically, information reported through the noon reports is created based on the measurement values of the
onboard sensor. Therefore, it also has the possibility to involve the problem of inherently faulty sensors and incorrect
measurements, as discussed in section 3.1.1. Apart from the problems caused by sensors, the noon report data may
have problems caused by the use of 24-hour averaged values and human errors. The data collection interval is once
a day and the average of the values recorded for 24 hours is reported, thus, significant inaccuracies may be included
in the data. Aldous et al. (2015) performed a sensitivity analysis to assess the uncertainty due to the input data for
ship performance analysis using continuously recorded in-service data and noon reports. It was observed here that
the uncertainty of the outcome was significantly sensitive to the number of samples in the dataset. In other words,
such uncertainty can be mitigated through the use of data representing longer time-series, data collection with higher
frequency, and data processing. These results were also confirmed by Park et al. (2017) and Themelis et al. (2018).
Park et al. (2017) demonstrated in a case study that the power consumption between the noon reports and the recorded
sensor data differed by 6.2% and 17.8% in ballast and laden voyage, respectively.

Using the averaged values over a long time period, as in the case of noon reports, the variations due to
acceleration/deceleration and maneuvering cannot be captured. In particular, in the case of ships that sail relatively
short voyages such as feeder ships and ferries, inappropriate data for performance analysis may be provided due to
frequent changes in the operational state. In the case of information regarding the weather and sea states, the information
generally corresponds to the condition right before the noon report is sent from the ship, therefore, it is not easy to
account for the changes in the performance of the ship due to the variation of weather conditions during the last 24
hours. In general, the information to be logged in the noon report is read and noted by a person from onboard sensors.
Thus, it is possible that the time at which the values are read from the sensors everyday may be different as well as
different sensors may be used for the values to be logged for the same field. In addition, there may be cases when the
observed value is incorrectly entered into the noon report. Thus, if the process of preparing the noon reports is not
automated, there would always be a possibility of human errors in the data.

4. Results: Data Processing Framework
The results here are presented in the form of the developed data processing framework, which can be used to process

raw data obtained from one of the above mentioned data sources (in section 3) for ship performance analysis. The data
processing framework is designed to resolve most of the problems cited in the above section. Figure 1 shows the flow
diagram for the data processing framework. The following sections will explain briefly the consecutive processing steps
of the given flow diagram. It may be possible that the user may not able to carry-out each step due to unavailability of
some information or features in the dataset, for example, due to the unavailability of the GPS data (latitude, longitude
and timestamp variables), it may not be possible to interpolate weather hindcast data. In such a case, it is recommended
to skip the corresponding step and continue with the next one.

The data processing framework has been outlined in such a manner that, after being implemented, it can be executed
in a semi-automatic manner, i.e., requiring limited intervention from the user. The semi-autonomous nature of the
framework would also result in fast data processing, which can be important for very large datasets. The implementation
of the framework in terms of executable code is also quite important to obtain a semi-automatic and fast implementation
of the data processing framework. Therefore, it is recommended to adopt best practices and optimized algorithms for
each individual processing step according to the programming language in use. On another note, the reliability of the
data processing activity is also quite critical to obtain good results. Therefore, it is important to carry-out the validation
of work done in each processing step by creating visualization (or plots) and inspecting them for any undesired errors.
The usual practice adopted here, while processing the data using the framework, is to create several such visualizations,
like time-series plots of data variables in trip-wise manner (explained later in section 4.2), at the end of each processing
step and then inspecting them to validate the outcome.
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Figure 1: Data processing framework flow diagram.

4.1. Ensure Uniform Time Steps
Ensuring uniform and evenly-spaced samples would not only make it easier to apply time-gradient-based data

processing or analysis steps but would also help avoid any misunderstanding while visualizing the data, by clearly
showing a gap in the time-series plots (when plotted against sample numbers) and removing any abrupt jumps in the
data values. Depending on the data acquisition (DAQ) system, the in-service data recorded onboard a ship is generally
recorded with a uniform and evenly spaced sampling interval. Nevertheless, it is observed that the extracted sub-dataset
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from the main database may contain several missing time steps (or timestamps). In such a case, it is recommended to
check for such missing timestamps by simply calculating the gradient of timestamps, and for each missing timestamp,
just add an empty row consisting only the missing timestamp value. Finally, the dataset should be sorted according the
timestamps, resulting in a uniform and evenly-spaced list of samples.

Similar procedure can be adopted for a noon report dataset. The noon reports are generally recorded every 24 hours,
but it may sometimes be more or less than 24 hours if the vessel’s local time zone is adjusted, specially on the day of
arrival or departure. The same procedure may not be feasible in case of AIS data, as the samples here are sporadically
distributed in general. Here, the samples are collected at different frequencies depending on the ship’s moving state,
surrounding environment, traffic, and the type of AIS receiving station (land-based or satellite). It is observed here
that the data is collected in short and continuous sections of the time-series, leaving some large gaps between samples,
as shown in figure 2. Here, it is recommended to first resample the short and continuous sections of AIS data to a
uniform sampling interval through data resampling techniques, i.e., up-sampling or down-sampling (as demonstrated
by Virtanen et al. (2020)), and then, fill the remaining large gaps with empty rows.

Figure 2: Down-sampling the collected AIS data to 15 minutes interval.

4.2. Divide Into Trips
Using conventional tools, data visualization becomes a challenge if the number of samples in the dataset is

enormously large. It may simply not be practical to plot the whole time-series in a single plot. Moreover, dividing
the time-series into individual trips may be considered as neat and help discretize the time-series into sensible sections
which may be treated individually for further data processing and analysis. Plotting an individual trip would also give
a complete overview of a port-to-port journey of the ship. Dividing the data into trips and at-berth legs would also
make further data processing computationally less expensive as it may be possible to ignore a large number of samples
(for further steps) where the ship is not in a trip. For such samples, it may not be necessary to interpolate hindcast,
calculate hydrostatics, calculate resistance components, etc. Lastly, identifying individual trips would also make draft
and trim correction step easier.

Dividing data into trips is substantially easier for noon reports and AIS data as they are generally supplied with a
source and/or destination port name. In case of in-service data, it may be possible that no such information is available.
In such a case, if the GPS data (latitude and longitudes) is available, it may be possible to just plot the samples on the
world map and obtain individual trips by looking at the port calls. Alternatively, if the in-service data is supplied with a
‘State’ variable2 (mentioned by Gupta et al. (2019)), indicating the propulsive state of the ship, like ‘Sea Passage’, ‘At
Berth’, ‘Maneuvering’, etc., it is recommended to find the continuous legs of ‘At Berth’ state and enumerate the gaps in
these legs with trip numbers, containing the rest of the states, as shown in figure 3a. Otherwise, it is recommended to

2Generally available for ships equipped with Marorka systems (www.marorka.com).
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use the shaft rpm and GPS speed (or speed-over-ground) time-series to identify the starting and end of each port-to-port
trip. Here, a threshold value can be adopted for the shaft rpm and GPS speed. All the samples above these threshold
values (either or both) are considered to be in-trip samples, as shown in figure 3b. Thus, continuous legs of such in-trip
samples can simply be identified and enumerated. It may also be possible to append few samples before and after each
of these identified trips to obtain a proper trip, starting from zero and ending at zero. Such a process is designed keeping
in mind the noise in the shaft rpm and GPS speed variables when the ship is actually static. Finally, if the GPS data is
available, further adjustments can be done by looking at the port calls on the world map plotted with the GPS data.

(a) Splitting time-series into trips using the ‘State’ variable.
(b) Splitting time-series into trips using threshold values (in-
dicated by dashed red lines) for shaft rpm (10 rpm) and GPS
speed (3 knots) variables.

Figure 3: Splitting time-series into trips.

4.3. Interpolate Hindcast & GPS Position Correction
Even if the raw data contains information regarding the state of the weather for each data sample, it may be a

good idea to interpolate weather hindcast (or metocean) data available from one of the well-established sources. The
interpolated hindcast data would not only provide a quantitative measure of the weather conditions (and, consequently,
the environmental loads) experienced by the ship, but it would also help carry-out some important validation checks
(discussed later in section 4.5). In order to interpolate hindcast data, the information regarding the location (latitude
and longitude) and recording timestamp must be available in the ship’s dataset. For ship performance analysis, it should
be aimed that, at least, the information regarding the three main environmental load factors, i.e., wind, waves and sea
currents, is gathered from the weather hindcast sources. For a further detailed analysis, it may also be a good idea to
obtain additional variables, like sea water temperature (both surface and gradient along the depth of the ship), salinity,
etc.

Before interpolating the weather hindcast data to the ship’s location and timestamps, it is recommended to ensure
that the available GPS (or navigation) data is validated and corrected (if possible) for any errors. If the GPS data is
inaccurate, weather information at the wrong location is obtained, resulting in incorrect values for further analysis.
For instance, the ship’s original trajectory obtained from the GPS data, presented in figure 4a, shows that the ship
proceeds in a certain direction while suddenly jumping to an off-route location occasionally. The ship, of course, may
have gone off-route as shown here, but referring to the GPS speed and heading of the ship at the corresponding time,
shown in figure 4b, it is obvious that the navigation data is incorrect. Here, such an irrational position change can
be detected through the two-stage steady-state (or stationarity) filter suggested by Gupta et al. (2021b), based on the
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method developed by Dalheim and Steen (2020a). The first stage of the filter uses a sliding window to remove unsteady
samples by performing a t-test on the slope of the data values, while the second stage performs an additional gradient
check for the samples failing in the first stage to retain the misidentified samples. The ‘irrational position’ in figure
4a shows the coordinates identified as unsteady when the above two-stage filter is applied to longitude and latitude
time-series. The filtered trajectory is further obtained after removing the samples with ‘irrational position’ from the
original data.

(a) Original trajectory and filtered trajectory with irrational
GPS position.

(b) Trends of GPS speed, heading, and position of the ship
according to the corresponding period.

Figure 4: GPS position cleaning using the steady-state detection algorithm.

The hindcast data sources generally allow downloading a subset of the variables, timestamps, and a sub-grid
of latitudes and longitudes, i.e., the geographical location. Depending on the hindcast source, the datasets can be
downloaded manually (by filling a form), using an automated API script, or even by directly accessing their ftp servers.
It may also be possible to select the temporal and spatial resolution of the variables being downloaded. In some cases,
the hindcast web servers allows the users to send a single query, in terms of location, timestamp, and list of variables,
to extract the required data for an individual sample. But every query received by these servers is generally queued for
processing, causing substantially long waiting times, as they are facing a good amount of traffic from all over the world.
Thus, it is recommended to simply download the required subset of data on a local machine for faster interpolation.

Once the hindcast data files are available offline, the main task at hand is to understand the cryptic (but highly
efficient) data packaging format. Now-a-days, the two most poplar formats for such data files are GRIdded Binary
data (GRIB) and NetCDF. GRIB (available as GRIB1 or GRIB2) is the international standard accepted by World
Meteorological Organization (WMO), but due to some compatibility issues with windows operating systems, it may
be preferable to use the NetCDF format.

Finally, a step-by-step interpolation has to be carried-out for each data sample from the ship’s dataset. Algorithm
1 shows a simple procedure for n-th order (in time) interpolation scheme. Here, the spatial and temporal interpolation
is performed in steps 10 and 12, respectively. For a simple and reliable procedure, it is recommended to perform the
spatial interpolation using a grid of latitudes and longitudes around the ship’s location, after fitting a linear or non-linear
2D surface over the hindcast grid. It may be best to use a linear surface here as, firstly, the hindcast data may not be so
accurate that performing a higher order interpolation would provide any better estimates, and secondly, in some case,
higher order interpolation may result in highly inaccurate estimates, due to the waviness of the over-fitted non-linear
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surface. Similar arguments can be given in the case of temporal interpolation, and therefore, a linear interpolation in
time can also be considered acceptable. The advantage of using the given algorithm is that the interpolation steps, here,
can be easily validated by plotting contours (for spatial interpolation) and time-series (for temporal interpolation).
Algorithm 1 A simple algorithm for n-th order interpolation of weather hindcast data variables.

1: 𝑤𝐷𝑎𝑡𝑎 ← weather hindcast data
2: 𝑥 ← data variables to interpolate from hindcast
3: 𝑤𝑇 ← timestamps in 𝑤𝐷𝑎𝑡𝑎
4: for all timestamps in ship’s dataset do
5: 𝑡 ← current ship time stamp
6: 𝑙𝑜𝑐 ← current ship location (latitude & longitude)
7: 𝑖 ← 𝑛 + 1 indices of 𝑤𝑇 around 𝑡
8: for all 𝑥 do
9: for all 𝑖 do

10: 𝑥[𝑖] ← 2D spatial interpolation at 𝑙𝑜𝑐 using 𝑤𝐷𝑎𝑡𝑎[𝑥][𝑖, ∶, ∶]
11: end for
12: 𝑋 ← n-th order temporal interpolation at 𝑡 using 𝑥[𝑖]
13: end for
14: end for

An important feature of hindcast datasets is masking the invalid values. For instance, the significant wave height
should only be predicted by the hindcast model for the grid nodes which fall in the sea, requesting the value of
such a variable on land should result in an invalid value. Such invalid values (or nodes) are by default masked in
the downloaded hindcast data files, probably for an efficient storage of the data. These masked nodes may be filled
with zeros before carrying-out the spatial interpolation in step 10, as one or more of these nodes may be contributing
to the interpolation. Alternatively, if a particular masked node is contributing to the interpolation, it can be set to the
mean of other nodes surrounding the point of interpolation, as suggested by Ejdfors (2019). It is argued by Ejdfors
(2019) that this would help avoid the artificially low (zero) values during the interpolation, but if the grid resolution is
fine-enough, it is expected that the calculated mean (of unmasked surrounding nodes) would also not be much higher
than zero.
4.4. Derive New Features

Interpolating the weather hindcast variables to ship’s location at a given time would provide the hindcast variables
in the global (or the hindcast model’s) reference frame. For further analysis, it may be appropriate to translate these
variables to ship’s frame of reference, and furthermore, it may be desired to calculate some new variables which could
be more relevant for the analysis or could help validate the assimilated (ship and hindcast) dataset. The wind and
sea current variables, obtained from the hindcast source and the ship’s dataset, can be resolved into the longitudinal
and transverse speed components for validation and further analysis. Unfortunately, the wave load variables cannot be
resolved in a similar manner, but the mean wave direction should be translated into the relative mean wave direction
(relative to the ship’s heading or course).
4.5. Validation Checks

Although it is recommended to validate each processing step by visualizing (or plotting) the task being done, it
may be a good idea to take an intermediate pause and perform all types of possible validation checks. These validation
checks would not only help assess the dataset from reliability point of view but can also be used to understand the
correlation between various features. The validation checks can be done top-down, starting from the most critical
feature to the least one. As explained in section 2.2, the shaft power measurements can be validated against the shaft
rpm and shaft torque measurements, if these are available, else just plotting the shaft rpm against the shaft power can
also provide a good insight into the quality of data. For a better assessment, it is suggested to visualize the shaft rpm
vs shaft power overlaid with the engine operational envelope and propeller curves, as presented by Liu et al. (2020)
(in figure 11). Any sample falling outside the shaft power overload envelope (specially at high shaft rpm) should be
removed from the analysis, as they may be having measurement errors. It may also be possible to make corrections, if
the shaft power data seems to be shifted (up or down) with respect to the propeller curves due to sensor bias.
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The quality of speed-through-water measurements can be assessed by validating it against its estimate, obtained
as a difference between the speed-over-ground and longitudinal current speed. Here, it should be kept in mind that the
two values may not be a very good match due to several problems cited in section 3.1.1. Visualizing the speed-though-
water vs shaft power along with all the available estimates of the speed-power calm-water curve is also an important
validation step (shown in figure 5). Here, the majority of measurement data should accumulate around these curves. In
case of disparity between the curves, the curve obtained through the sea trial of the actual ship may take precedence.

Figure 5: Speed-though-water (log speed) vs shaft power with various estimates of speed-power calm-water curves.

The interpolated weather hindcast data variables must also be validated against the measurements taken onboard the
ship. This is quite critical as the sign and direction notations assumed by the hindcast models and ship’s sensors (or data
acquisition system) are probably not the same, which may cause mistakes during the interpolation step. Moreover, most
ships are generally equipped with anemometers that can measure the actual and relative wind speed and directions, and
these two modes (actual or relative) can be switched through a simple manipulation by the crew onboard. It is possible
that this mode change may have occurred during the data recording duration, resulting in errors in the recorded data.
In addition, there may be a difference between the reference height of the wind hindcast data and the vertical position
of the installed anemometer, which may lead to somewhat different results even at the same location at sea. The wind
speed at the reference height (𝑉𝑊 𝑇 𝑟𝑒𝑓 ) can be corrected using the anemometer recorded wind speed (𝑉𝑊 𝑇 ), assuming
a wind speed profile, as follows (recommended by ITTC (2017)):

𝑉𝑊 𝑇 𝑟𝑒𝑓 = 𝑉𝑊 𝑇

(𝑍𝑟𝑒𝑓

𝑍𝑎

) 1
9 (2)

Where 𝑍𝑟𝑒𝑓 is the reference height above the sea level and 𝑍𝑎 is the height of the anemometer.
Finally, these wind measurements can be translated into the longitudinal and transverse relative components. The

obtained transverse relative wind speed can be validated against the transverse wind speed, obtained from the hindcast
source, as they are basically the same. Similarly, the difference between the longitudinal relative wind speed and the
speed-over-ground of the ship can be validated against the longitudinal wind speed measurements from hindcast, as
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shown in figure 6. In case of time-averaged in-service data, the problem of faulty averaging of angular measurements
when the measurement values are near 0 or 360 degrees (i.e., the angular limits), explained in section 3.1.3, must
also be verified and appropriate corrective measures should be taken. From figure 6, it can be clearly seen that the
time-averaging problem (in relative wind direction) causes the longitudinal wind speed (estimated using the ship data)
to jump from positive to negative, resulting in a mismatch with the corresponding hindcast values. In such a case, it is
recommended to either fix these faulty measurements, which may be difficult as there is no proven way to do it, or just
use the hindcast measurements for further analysis.

Figure 6: Validating longitudinal wind speed obtained using the ship data against the values obtained from the hindcast.
The time-averaging problem with angular measurements around 0 or 360 degrees (explained in section 3.1.3) is clearly
visible here.

As discussed in the case of noon reports in section 3.3.1, weather information generally refers to the state of the
weather at the time when the report is logged, which is probably not the average state from noon to noon. Furthermore,
the wind loads here are observed based on the Beaufort scale, therefore, the deviation may be somewhat large when
converted to the velocity scale. In this case, it is recommended to consider the daily average values obtained from the
weather hindcast data, over the travel region, rather than the noon report values.
4.6. Data Processing Errors

The validation step is very critical in finding out any processing mistakes or inherent problems with the dataset, as
demonstrated in the previous section. Such problems or mistakes, if detected, must be corrected or amended for before
moving forward with the processing and analysis. The main mistakes found at this step are generally either interpolation
mistakes or incorrect formulation of the newly derived feature. These mistakes should be rectified accordingly, as shown
in the flow diagram (figure 1).
4.7. Fix Draft & Trim

The draft measurements recorded onboard the ship are often found to be incorrect due to the Venturi effect,
explained briefly in section 3.1.1. The Venturi effect causes the draft measurements to drop to a lower value due to a
non-zero negative dynamic pressure as soon as the ship develops a relative velocity with respect of the water around
the hull. Thus, the simplest solution to fix these incorrect measurements is by interpolating the draft during a voyage
using the draft measured just before and after the voyage. Such a simple solution provides good results for a simple
case where the draft of the ship basically remains unchanged during the voyage, except for the reduction of draft due
to consumed fuel, as shown in the figure 7a.
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(a) Simple draft correction. (b) Complex draft correction.
Figure 7: Correcting in-service measured draft.

In a more complex case where the draft of the ship is changed in the middle of the voyage and the ship is still
moving, i.e., conducting ballasting operations or trim adjustments during transit, the simple draft interpolation would
result in corrections which can be way off the actual draft of the vessel. As shown in figure 7b, the fore draft is seen to
be dropping and the aft draft increasing in the middle of the voyage without much change in the vessel speed, indicating
trim adjustments during transit. In this case, a more complex correction is applied after taking into account the change
in draft during the transit. Here, first of all, a draft change operation is identified (marked by green and red vertical
lines in figure 7b), then the difference between the measurements before and after the operation is calculated by taking
an average over a number of samples. Finally, a ramp is created between the starting of the draft change operation
(green line) and the end of operation (red line). The slope of the ramp is calculated using the difference between the
draft measurements before and after the draft change operation. The draft change operation can either be identified
manually, by looking at the time-series plots, or using the steady-state (or stationarity) filter developed by Dalheim and
Steen (2020a).

In case of AIS data, Bailey et al. (2008) reported that 31% of the draft information out of the investigated AIS
messages had obvious errors. The draft information from AIS data generally corresponds to the condition of ships
while arriving at or departing from the port, and changes due to fuel consumption and ballast adjustment onboard are
rarely updated. Since the draft obtained from the AIS as well as noon reports has a long update cycle and is acquired
by humans, it is practically difficult to precisely fix the draft values as in the case of in-service data. However, by
comparing the obtained draft with a reference value, it may be possible to gauge whether the obtained draft is, in fact,
correct. If the obtained draft excessively deviates from the reference, it may be possible to remove the corresponding
data samples from further analysis or replace the obtained draft value with a more appropriate value. Table 3 shows the
results of investigating the average draft ratio, which is the ratio of the actual draft (𝑇𝑐) and design draft (𝑇𝑑), for various
ship types from 2013 to 2015 by Olmer et al. (2017). As summarized in the table, the draft ratio varies depending on
the ship type and the voyage type. By using these values as the above mentioned reference, the draft obtained from the
AIS data and noon reports can be roughly checked and corrected.
4.8. Calculate Hydrostatics

Depending on the type of performance analysis, it may be necessary to have features like displacement, wetted
surface area (WSA), etc. in the dataset, as they are more relevant from a hydrodynamic point of view. Moreover,
most of the empirical or physics-based methods for resistance calculations (to be done in the next step) requires these

P. Gupta, Y.-R. Kim, S. Steen, A. Rasheed: Preprint submitted to Elsevier Page 16 of 22

65



Data Processing Framework for Ship Performance Analysis

Table 3
Average draft ratio (𝑇𝑐∕𝑇𝑑) for different ship types. 𝑇𝑐 = actual draft during a voyage; 𝑇𝑑 = design draft of the ship.

Ship types Ballast Voyage Laden Voyage
Liquefied gas tanker 0.67 0.89
Chemical tanker 0.66 0.88
Oil tanker 0.60 0.89
Bulk carrier 0.58 0.91
General cargo 0.65 0.89
The following ship types do not generally have ballast-only voyages.
Container 0.82
Ro-Ro 0.87
Cruise 0.98
Ferry pax 0.90
Ferry ro-pax 0.93

Table 4
Estimation formulas for wetted surface area of different ship types.

Category Formula Reference
Tanker/Bulk carrier 𝑊𝑆𝐴 = 0.99 ⋅ (∇

𝑇
+ 1.9 ⋅ 𝐿𝑊𝐿 ⋅ 𝑇 ) Kristensen and Bingham (2017)

Container 𝑊𝑆𝐴 = 0.995 ⋅ (∇
𝑇
+ 1.9 ⋅ 𝐿𝑊𝐿 ⋅ 𝑇 ) Kristensen and Bingham (2017)

Other (General) 𝑊𝑆𝐴 = 1.025 ⋅ (∇
𝑇
+ 1.7 ⋅ 𝐿𝑃𝑃 ⋅ 𝑇 ) Molland (2011)

Table 5
Typical block coefficient (𝐶𝐵) range at design draft for different ship types, given by Solutions (2018).

Category Type Block coefficient (𝐶𝐵)
Tanker Crude oil carrier 0.78-0.83

Gas tanker/LNG carrier 0.65-0.75
Product 0.75-0.80
Chemical 0.70-0.78

Bulk carrier Ore carrier 0.80-0.85
Regular 0.75-0.85

Container Line carrier 0.62-0.72
Feeder 0.60-0.70

General cargo General cargo/Coaster 0.70-0.85
Roll-on/roll-off cargo Ro-Ro cargo 0.55-0.70

Ro-pax 0.50-0.70
Passenger ship Cruise ship 0.60-0.70

Ferry 0.50-0.70

features. Unfortunately, these feature cannot be directly recorded onboard the ship. But it is fairly convenient to estimate
them using the ship’s hydrostatic table or hull form (or offset table) for the corresponding mean draft and trim for each
data sample. Here, it is recommended to use the corrected draft and trim values, obtained in the previous step. If the
detailed hull form is not available, the wetted surface area can also be estimated using the empirical formulas shown
in table 4. The displacement at design draft, on the other hand, can be estimated using the ship particulars and typical
range of block coefficient (𝐶𝐵), presented in table 5.
4.9. Calculate Resistance Components

There are several components of the ship’s total resistance, and there are several methods to estimate each of
these components. The three main resistance components which generally constitutes the majority of the ship’s total
resistance are calm-water, added wind, and added wave resistance. It is possible to further divide the calm-water
resistance into sub-components, namely, skin friction and residual resistance. The total calm-water resistance can
be calculated using one of the many well-known empirical methods, like Guldhammer and Harvald (Guldhammer
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and Harvald (1970)), updated Guldhammer and Harvald (Kristensen and Bingham (2017)), Hollenbach (Hollenbach
(1998)), Holtrop and Mennen (Holtrop and Mennen (1982)), etc. These empirical methods are developed using the
data from numerous model test results of different types of ships, and each one is proven to be fitting well on several
different ship types. The latter makes choosing the right method for a ship quite complicated.

The easiest way to choose the right calm-water resistance estimation method is to calculate the calm-water
resistance from each of these methods and comparing it with the corresponding data obtained for the given ship.
The calm-water data for a given ship can be obtained from the model tests, sea trial, or even filtering the operational
data, obtained from one of the sources discussed here (in section 3), for near-calm-water condition. The usual practice
here is to use the sea trial data as it is obtained and corrected for near-calm-water condition and do not suffer from
scale effects, seen in model test results. But the sea trials are sometimes conducted at only the high range of speed
and ballast displacement (as shown in figure 5). Thus, it is recommended to use the near-calm-water filtered (and
corrected) operational data to choose the right method so that a good fit can be ensured for a complete range to speed
and displacement.

According to ITTC (2017), the increase in resistance due to wind loads can be obtained by applying one of
the three suggested methods, namely, wind tunnel model tests, STA-JIP, and Fujiwara’s method. If the wind tunnel
model test results for the vessel are available, it may be considered as the most accurate method for estimating added
wind resistance. Otherwise, the database of wind resistance coefficients established by STA-JIP (van den Boom et al.
(2013)) or the regression formula presented by Fujiwara et al. (2005) is recommended. From the STA-JIP database,
experimental values according to the specific ship type can be obtained, whereas Fujiwara’s method is based-on the
regression analysis of data obtained from several wind tunnel model tests for different ship types.

The two main sets of parameters required to estimate the added wind resistance using any of the above three methods
are incident wind parameters and information regarding the exposed area to the wind. The incident wind parameters,
i.e., relative wind speed and direction, can be obtained from onboard measurements or weather hindcast data. In case
of weather hindcast data, the relative wind measurements can be calculated from the hindcast values according to
the formulation outlined by ITTC (2017) in section E.1, and in case of onboard measurements, the relative wind
measurements should be corrected for the vertical position of the anemometer according to the instructions given by
ITTC (2017) in section E.2, also explained here in section 4.5. The information regarding the exposed area to the wind
can be either estimated using the general arrangement drawing of the ship or approximately obtained using a regression
formula based-on the data from several ship, presented by Kitamura et al. (2017).

The added wave resistance (𝑅𝐴𝑊 ) can also be obtained in a similar manner using one of the several well-established
methods for estimating 𝑅𝐴𝑊 . ITTC (2017) recommends conducting sea keeping model tests in regular waves to obtain
𝑅𝐴𝑊 transfer functions, which can further be used to estimate 𝑅𝐴𝑊 for the ship in irregular seas. To empirically obtain
these transfer functions or 𝑅𝐴𝑊 for a given ship, it is possible to use physics-based empirical methods like STAWAVE1
and STAWAVE2 (recommended by ITTC (2017)). STAWAVE1 is a simplified method for directly estimating 𝑅𝐴𝑊in head wave conditions only, and it requires limited input, including ship’s waterline length, breadth, and significant
wave height. STAWAVE2 is an advanced method to empirically estimate parametric 𝑅𝐴𝑊 transfer functions for a
ship. The method is developed using an extensive database of sea keeping model test results from numerous ships, but
unfortunately, it only provides transfer functions for approximate head wave conditions (0 to ±45 degrees from bow).
A method proposed by DTU (Martinsen (2016); Taskar and Andersen (2019); Taskar and Andersen (2021)) provides
transfer functions for head to beam seas, i.e., 0 to ±90 degrees from bow. Finally, for all wave heading, it may be
recommended to use the newly established method by Liu et al. (2020). There have been several studies to assess and
compare the efficacy of each of these methods and several other methods, but no consistent guidelines are provided
regarding their applicability.
4.10. Data Cleaning & Outlier Detection

It may be argued by some that the process of data cleaning and outlier detection should be carried-out way earlier
in the data processing framework, as proposed by Dalheim and Steen (2020b), but it should be noted here that all the
above steps proposed here have to be performed only once for a given dataset, whereas data cleaning is done based
on the features selected for further analysis. Since the same dataset can be used for several different analyses, which
may be using different sets of features, some part of data cleaning has to be repeated before each analysis to obtain a
clean dataset with as many data samples as possible. Moreover, the additional features acquired during the above listed
processing steps may be helpful in determining to a better extent if a suspected sample is actually an outlier or not.
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Nevertheless, it may be possible to reduce the work load for the above processing steps by performing some basic
data cleaning before some of these steps. For instance, while calculating the resistance components for in-trip data
samples, it is possible to filter-out samples with invalid values for one or more of the ship data variables used to
calculate these components, like speed-though-water, mean draft (or displacement), etc. This would reduce the number
of samples for which the new feature has to be calculated. It should also be noted that even if such simple data cleaning
(before each step) is not performed, these invalid samples would be easily filtered-out in the present step. Thus, the
reliability and efficacy of the data processing framework is not affected by performing the data cleaning and outlier
detection step at the end.

Most of the methods developed for ship performance monitoring assumes that the ship is in a quasi-steady state
for each data sample. The quasi-steady assumption indicates that the propulsive state of the ship remains more or less
constant during the sample recording duration, i.e., the ship is neither accelerating nor decelerating. This is specially
critical for aforementioned time-averaged datasets, as the averaging duration can be substantially long, hiding the effects
of accelerations and decelerations. Here, the two-stage steady-state filter, explained in section 4.3, can be applied to the
shaft rpm time-series to remove the samples with accelerations and decelerations, resulting in quasi-steady samples.
In tandem to the steady-state filter on the shaft rpm time-series, it may also be possible to use the steady-state filter,
with relaxed setting, on the speed-over-ground time-series to filter-out the sample where the GPS speed (or speed-over-
ground) signal suddenly drops or recovers from a dead state, resulting in measurement errors.

As discussed in section 3.1.2, the outliers can be divided into two broad categories: (a) Contextual outliers, and (b)
Correlation-defying outliers. The contextual outliers can be identified and resolved by the methods presented as well as
demonstrated by Dalheim and Steen (2020b), and for correlation-defying outliers, methods like Principal Component
Analysis (PCA) and autoencoders can be used. Figure 8 shows the in-service data samples recorded onboard a ship. The
data here is already filtered-out for quasi-steady assumption, explained above, and contextual outliers, according to the
methods suggested by Dalheim and Steen (2020b). Thus, the samples highlighted by red circles (around 6.4 MW shaft
power in figure 8a) can be classified as correlation-defying outliers. The time-series plot (shown in figure 8b) clearly
indicates that the detected outliers have faulty measurements for the speed-through-water (stw) and speed-over-ground
(sog), defying the correlation between these variables and the rest. It is also quite surprising to notice that the same fault
occurs in both the speed measurements at the same time, considering that they are probably obtained from different
sensors.

(a) Log speed (or stw) vs shaft power. (b) Time-series.
Figure 8: Correlation-defying outliers marked with red circles.
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5. Conclusion
The quality of data is very important in estimating the performance of a ship. In this study, a streamlined semi-

automatic data processing framework is developed for ship performance analysis. The data processing framework can
be used to process data from several different sources, like onboard recorded in-service data, AIS data and noon reports.
These three data sources are discussed here in detail along with their inherent problems and associated examples. It is
here recommended to use the onboard recorded in-service data for ship performance monitoring over the other data
sources, as it is considered more reliable due its consistent and higher sampling rate. Moreover, the AIS data and noon
reports lacks some of the critical variables required for ship performance analysis, and they are also susceptible to
human error, as some of the data variables recorded here are manually logged by the ship’s crew. Nevertheless, all
three data sources are known to have several problems and should be processed carefully for any further analysis.

The data processing framework, presented in the current work, is designed to address and resolve most of the
problems found in the above three data sources. It is first recommended to divide the data into trips so that further
processing can be performed in a more systematic manner. A simple logic to divide the data into individual trips
is outlined here if the port call information is not available. The weather hindcast (metocean) data is considered as
an important supplementary information, which can be used for data validation and estimating environmental loads
experienced by the ship. A simple algorithm to effectively interpolate the hindcast data at a specific time and location
of a ship is presented within the data processing framework. The problem of erroneous draft measurements, caused due
to the Venturi effect, is discussed in detail as well as simple interpolation is recommended to fix these measurements.
A more complex case, where the draft or trim is voluntarily adjusted during the voyage without reducing the vessel
speed, is also presented here. Such a case cannot be resolved with simple interpolation, and therefore, an alternate
method is suggested for the same problem.

Choosing the most suitable methods for estimating resistance components may also be critical for ship performance
analysis. It is, therefore, recommended to carry out some validation checks to find the most suitable methods before
adopting them into practice. Such validation checks should be done, wherever possible, using the data obtained from
the ship while in-service rather than just using the sea trial or model test results. Data cleaning and outlier detection is
also considered an important step for processing the data. Since cleaning the data requires selecting a subset of features
relevant for the analysis, it is recommended to perform this as the last step of the data processing framework, and some
part of it should be reiterated before carrying out a new type of analysis. The presented data processing framework can
be systematically and efficiently adopted to process the datasets for ship performance analysis. Moreover, the various
data processing methods or steps mentioned here can also be used elsewhere to process the time-series data from ships
or similar sources, which can be used further for a variety of tasks.
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ABSTRACT
A modern ship is fitted with numerous sensors and Data Ac-

quisition Systems (DAQs) each of which can be viewed as a data
collection source node. These source nodes transfer data to one
another and to one or many centralized systems. The central-
ized systems or data interpreter nodes can be physically located
onboard the vessel or onshore at the shipping data control cen-
ter. The main purpose of a data interpreter node is to assimilate
the collected data and present or relay it in a concise manner.
The interpreted data can further be visualized and used as an
integral part of a monitoring and decision support system. This
paper presents a simple data processing framework based on big
data analytics. The framework uses Principal Component Anal-
ysis (PCA) as a tool to process data gathered through in-service
measurements onboard a ship during various operational con-
ditions. Weather hindcast data is obtained from various sources
to account for environmental loads on the ship. The proposed
framework reduces the dimensionality of high dimensional data
and determines the correlation between data variables. The ac-
curacy of the model is evaluated based on the data recorded dur-
ing the voyage of a ship.

Keywords: Big Data, Ship Hydrodynamics, Principal Com-
ponent Analysis.

∗Corresponding author: prateek.gupta@ntnu.no

INTRODUCTION
The influence of environment on the hydrodynamic perfor-

mance of a ship is a long studied subject. Estimation of added
wave resistance for a ship has always been a topic of research.
Moreover, the introduction of Energy Efficiency Design Index
(EEDI) and Energy Efficiency Operation Index (EEOI) proposed
during 58th MEPC conference is an additional push towards im-
proving the energy efficiency and reducing emissions from ship-
ping industry. The performance of a ship in the absence of any
environmental loads can be simply evaluated based on the calm
water speed-power relation for the ship. As proposed by Boom
& Hout (2008) [1], the speed-power relation or curve, for near
calm water condition, can be established by means of speed tri-
als. Alternatively, it is possible to establish such a curve by ana-
lyzing the in-service data collected on-board a newly built ship.
Based on this curve a simple one-to-one mathematical relation
can be formulated between the speed and power consumption of
the ship.

As the environment becomes significant, large deviations
are observed from the well-known parabolic calm water speed-
power curve. In order to explain or predict these deviations, a lot
of research has been done, for example, to create prediction mod-
els for speed loss of a ship. Prpić-Oršić & Faltinsen (2012) [2]
estimated the speed loss of a ship due to ship motions and pro-
peller ventilation. Feng et al. (2010) [3] presented a procedure to
predict the speed reduction of a ship accounting only for added
resistance in waves. Lu et al. (2018) [4] computed the speed
loss of a ship using simulations based on different numerical and
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mechanical approaches. Some researchers, on the other hand,
predicted these deviations in terms of increased power or fuel
consumption by the ship. Seo et al. (2013) [5] presented three
different numerical approaches to predict the added resistance in
waves and therefore, increased power consumption. Kim et al.
(2017) [6] carried out the assessment of ship operating perfor-
mance for a LNG ship using a power prediction model based on
wave basin model test results, numerical computations and em-
pirical formulations to account for environmental loads.

It can be clearly observed that all the above proposed pro-
cedures are either using simplified or approximated models of
much more complex environmental loads or uses various differ-
ent components, each one calculating an approximate correction
for an individual environmental factor. Moreover, most of these
methods neglect smaller influencing factors like engine-propeller
degradation and fouling. The biggest advantage of a data-driven
model is that it can be developed as a single component model
which would be capable of including the effect of even the small-
est influencing factor. The challenge here would be to correctly
identify the variables which would appropriately quantify all the
influencing factors which are responsible for the deviation from
the basic speed-power characteristic of the ship.

With the advancement of technology, data-driven ap-
proaches have become nearly ubiquitous. Some researchers used
this opportunity to develop ship performance evaluation or speed
prediction models based on pure statistical or mathematical ap-
proach. Mao et al. (2016) [7] tested three different statistics
based regression models, using limited/indirect information, for
predicting the speed of a small size containership. Pedersen
(2014) [8] illustrated the possibility of using purely data-driven
method, based on Artificial Neural Networks (ANN) or Gausian
Process Regression (GPR), for predicting power consumption
of a ship. Gjølme (2017) [9] developed a data-driven machine
learning model to predict the speed loss of a ship due to cur-
rent, wind and waves. Bal Beşikçi et al. (2016) [10] presented
an ANN based model to predict fuel consumption of a ship and
based on that, developed a Decision Support System (DSS) for
energy efficient ship operations. Perera (2017) [11] presented a
study to illustrate the use of big data analytics as a data handling
framework to process the large volume of data recorded onboard
a ship.

The aim of this publication is to develop a data-driven
mathematical model which can be used to monitor and assess
the hydrodynamic performance of a ship during a sea voyage.
The mathematical model is based on a selected set of variables
obtained directly or indirectly via onboard measurements and
weather hindcast data. The variable selection process is based
on the engineering knowledge available to us as well as the re-
sults obtained from a preliminary Principal Component Analysis
(PCA) model1. The preliminary PCA model is also used to de-

1Further explained in Results section.

tect and understand potential outlier sample data points. Finally,
a better fit PCA model is developed with minimum number of
Principal Components to statistically explain the variance in the
dataset.

BIG DATA ANALYTICS
Big data analytics is a data handling framework which can

be used to extract meaningful information from large datasets,
often termed as big data [12]. It can be used to perform tasks like
data exploration, feature selection, pattern recognition, etc. Big
data analytics can be implemented using various Machine Learn-
ing (ML) based methods to perform data analysis. As in the case
of ML, big data analysis methodologies can also be classified as:
supervised, unsupervised and semi-supervised learning.

With the advent of modern technology and automation, Ma-
chine Learning (ML) methods are becoming increasingly popu-
lar in the field of data science. ML can be said to be a subfield of
Artificial Intelligence (AI), which itself is a subfield of computer
science. The primary concern about such methods is that they are
becoming increasingly opaque and difficult to explain. Holzinger
(2018) [13] presented a discussion about the increasing need for
explainable AI (XAI) instead. It is well known that a complex
Artificial Neural Network (ANN) can be challenging to compre-
hend. The methodology used in the current work uses a simple
Principal Component Analysis (PCA) model which can be quite
explainable as demonstrated by Brinton (2017) [14]. The PCA
model presented here is developed using a commercial applica-
tion, The Unscrambler X2.

Principal Component Analysis (PCA)
An analysis involving more than one variable, often known

as multivariate analysis, is generally characterized by a number
of correlated variables. Principal Component Analysis (PCA)
[15] is an unsupervised machine learning or big data analysis
method based on statistics that transforms the correlated multi-
variate data into a small number of independent and uncorrelated
variables, known as Principal Components (PCs). These PCs
accounts for variability in the dataset. In general, the first PC ac-
counts for maximum variability and the succeeding PCs accounts
for as much of the remaining variability as possible. PCA is also
viewed as a method to reduce the dimensionality of a high di-
mensional dataset that retains most of the information contained
in the large dataset. PCA splits the dataset matrix (X) into a
modelled part (XM) and a residual error part (E), with XM and E
having the same dimensions as X :

Xm×n = Xm×n
M +Em×n (1)

2https://en.wikipedia.org/wiki/The_Unscrambler
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Here, superscript m× n is the dimension of the original
dataset X , i.e., X has m rows and n columns. Generally, in case of
a time series data, m is the number of samples and n is the num-
ber of variables in the recorded dataset. The modelled part, XM ,
is expressed as a subspace with a certain complexity or dimen-
sionality. The model dimensionality (A) represents the number of
PCs used to create the model. It should be noted that the residual
error E changes with varying model dimensionality. Thus, the
primary aim of a PCA model is to, ideally, retain all the informa-
tion in XM, A and discard the remaining noise in EA.

Pre-processing. Before establishing the model XM, A,
it is customary to pre-process the original dataset. The pre-
processing involves two main steps: scaling and mean-centering
the data. If variables are recorded on different scales, for exam-
ple, they have different units of measurement, it is mathemat-
ically advantageous to scale these variables to the same scale.
This is usually done by multiplying the recorded data matrix
(Xrec) with a diagonal matrix (S0) containing one scaling factor
for each variable. This scaling factor is, in general, the inverse
of the total standard deviation of the corresponding variable, i.e.,
diag(S0)k = 1/std(Xrec, k) where std(Xrec, k) is the standard de-
viation of the kth column of Xrec. The scaled matrix is, thus,
defined as:

Xm×n
S = Xm×n

rec . Sn×n
0 (2)

Further, it is mathematically convenient to mean-center the
recorded data such that the modelled part (XM, A) may be viewed
as a Tylor’s series expansion around a working point X0. This
working point (X0) is, in general, the mean-center of the cloud
formed by the data points in the given high dimensional space.
If X0 is a row matrix containing the mean of each column (or
variable) in XS and IC is a column matrix of ones, then the mean-
centered data matrix is calculated as:

Xm×n = Xm×n
S − Im×1

C . X1×n
0 (3)

It should be noted that scaling and mean-centering the data
would not affect the final outcome of the model but, in some
cases, unscaled data might introduce the rounding-off error dur-
ing matrix operations [16].

Bilinear Modelling. In PCA, the data-driven mathemat-
ical model is regarded as a sum of contributions from different
functions of rows and columns. Each of these functions is sim-
ply approximated as a linear model. Thus, resulting in a bilinear
model as follows:

Xm×n = Xm×n
M, A +Em×n

A = T m×A
A . P′ A×n

A +Em×n
A (4)

Here, matrix TA contains the so-called scores and matrix PA
contains the so-called loadings with each column corresponding
to a Principal Component (PC). P′A represents the transpose of PA
matrix. The above expression can also be written as summation
of A PCs:

Xm×n =
A

∑
i=1

tm×1
i × p′ 1×n

i +Em×n
A (5)

Where ti and pi are column matrices or vectors contain-
ing scores and loadings of ith PC, respectively. Scores shows
the patterns of co-variation among m samples whereas loadings
shows the corresponding patterns of co-variation among n vari-
ables. It should be noted that the model dimensionality (A) is
user-specified but is limited by the maximum number of linearly
independent rows or columns in X , commonly known as the rank
of the matrix, i.e., Amax = rank(X).

Conventionally, in PCA, the score vectors (columns in TA)
are orthogonal3 to each other and the loading vectors (columns
in PA or rows in P′A) are orthonormal4. The scores and load-
ing can be estimated in many different ways. Two of the most
popular methods are: Singular Value Decomposition (SVD) [17]
and Nonlinear Iterative Partial Least Squares (NIPALS) algo-
rithm [18]. SVD is a direct method which calculates the maxi-
mum number of PCs (determined by the rank of the data matrix)
whereas NIPALS is an iterative method which calculates 1 PC
at a time. NIPALS algorithm can be further modified to accom-
modate missing values in the dataset using a method given by
Martens & Martens (2001) [19].

Singular Value Decomposition (SVD). SVD is a gen-
eralization of eigen-decomposition5 for any m×n matrix. The
data matrix (X), having dimensions m×n with m ≥ n, can be
decomposed using SVD as follows:

Xm×n =Um×n. Σn×n. V ′ n×n (6)

Where U consists of n orthonormalized eigenvectors of
(X . X ′), V consists of orthonormalized eigenvectors of (X ′. X)

3T ′A. TA = λ , where λ is a diagonal matrix and diag(λ )i is proportional to the
eigenvalue associated with the ith PC.

4P′A. PA = I where I is an identity or unit matrix.
5Factorizing a diagonalizable square matrix into eigenvalues and eigenvec-

tors.
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n −

Thus, the correlation loading vectors are, simply, loading
vectors scaled by the square root of the respective eigenvalues.

Explained Variance
Each Principal Component (PC) is characterized by three

main parameters: scores, loadings and explained variance. Ex-
plained variance is a measure of the amount of variability or in-
formation, contained in all the variables, taken into account (or
absorbed) by a PC. It is often quantified as the percentage of total
variance in the data which is accounted for by the current PC.

The variance explained by a PC is the variance contained in
the corresponding PC score vector. The total explained variance
is obtained as the cumulative sum of the variance explained by
consecutive PCs accepted in the model. Thus, the total explained
variance represents how well the data fits the model, i.e., it mea-
sures the accuracy of the model. The explained variance and total

and Σ is a diagonal matrix containing non-negative square roots
of the scaled eigenvalues of (X ′. X), also known as singular val-
ues. The columns of U and V are also known as left-singular
eigenvectors and right-singular eigenvectors of X , respectively.

Comparing Equations (5) and (6), the loading vectors (pi)
corresponds to columns in V and score vectors (ti) corresponds
to columns in (U. Σ). Moreover, for the model with maximum
dimensionality, i.e., A = Amax, P = V and T = (U. Σ).

Covariance & Correlation
Variance of a data variable is an absolute measure of vari-

ability which quantifies the “spread" of the observations from the
expected or mean value of the variable. It can also be interpreted
as the mean of the squares of the deviations. Covariance quan-
tifies the relation between the variability of two variables, i.e., it
measures the deviation from mean for these two variables with
respect to each other. The covariance between a variable and
itself is the variance. Covariance is mathematically formulated
as:

Cov(α,β ) = E (α −
(

α)(β −β )
)

(7)

Where α and β are data variables. A high positive or neg-
ative value of covariance indicate a strong relationship between
variables whereas zero covariance indicate that the variables may
be independent of each other.

For more than two variables, the statistical relationship be-
tween variables can be quantified as the covariance between two
variables at a time and can be presented in the form of a covari-
ance matrix as:

Cov(X) = Cov(X ,X ) Cov(X ,X ) Cov(X ,X (8)2 1 2 2 2 3)

 
 Cov(X ,X ) Cov(X ,X ) Cov(X ,X
  
 Cov(X ,X ) Cov(X ,X ) Cov(X ,X

1 1 1 2 1 3)

3 1 3 2 3 3)

Where X , X and X3 are data variables. It should be1 2
noted that the above matrix is symmetric about the diagonal as
Cov(X ,X ) = Cov(X ,X1) and the diagonal of the matrix con-1 2 2
tains the variance of the corresponding variable. If X is a mean-
centered vector containing n elements or variables (X , X ,..., Xn),1 2
the above equation can also be written as:

Cov(X) = 1
n −

For a better interpretation of covariance matrix, it is sensi-
ble to scale the covariance matrix. This is, generally, done by

1
X ′. X (9)

dividing each element of matrix by the product of standard de-
viation of the corresponding variables. The scaled covariance is
also known as the correlation between the variables, calculated
as:

r(X ,X2) =1
Cov(X ,X1 2)

std(X ). std(X1 2)
(10)

In case of already scaled variables, the covariance matrix is
the correlation matrix. Also, the diagonal of the correlation ma-
trix will contain 1 indicating 100% correlation between a variable
and itself.

Correlation Loadings. Correlation loadings are de-
fined as the correlation between data variables and a Principal
Component (PC). The correlation loadings, thus, can be used to
interpret the physical meaning of a PC and it is also useful in
visualizing the relationship between individual variables. Two
variables which are strongly correlated (∼ ±1 correlation) with
a PC will also be strongly correlated with each other. Addition-
ally, the correlation loadings reflects the contribution of individ-
ual variable to a PC and quantifies the amount of variability, con-
tained in that variable, which is accounted for or absorbed by the
PC.

The correlation loading matrix can be calculated as the
cross-correlation between standardized data variables and stan-
dardized PCs. Using Equations (6) and (9), the correlation load-
ing matrix can be calculated as:

L = 1
n −1

X ′. n − 1 U =
√ 1√

1
V. Σ (11)
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explained variance are, in general, presented as the percentage of
the total variance contained in the original dataset.

DATA
Two main datasets are used for the current work: ship in-

service measurement data and weather hindcast data. These two
datasets were acquired from different sources. The in-service
measurement ship data contains the measurements recorded by
various sensors onboard a ship whereas the weather hindcast data
represents the external environmental loads that the ship was as-
sumed to be experiencing.

Data Description
The ship data used in the analysis was recorded onboard an

approximately 200m long general cargo ship. The ship has a in-
stalled propulsion capacity of approximately 10,000KW in MCR
condition. The vessel is equipped with a comprehensive energy
management web application, Marorka Online6. Marorka On-
line is a platform for visualizing fleet data, and it facilitates col-
laboration between the ship and shore, i.e., the data recorded on-
board the ship is transmitted to the shore control center in real-
time. The system records parameters which are relevant as per-
formance indicators for the vessel.

Ship Data. The input ship data is about a month-long
continuously recorded time series, sampled and stored at every
15 minutes. Figure 1 shows the trajectory of the ship during the
voyage. The recorded data contains 26 variables. These vari-
ables are classified into different categories with each category
representing the nature of the information conveyed by the vari-
ables. These categories are: ship identity, navigation, auxiliary
power system, propulsion system, and environment. In addition
to these categories, time is defined as an independent variable.
Table 1 presents the list of categorized ship data variables.

Propulsion system variables are primarily related to the hy-
drodynamic performance of the ship. But some of these vari-
ables, like State, Draft Fore, and Draft Aft, do not directly cor-
relate with ship performance. State variable indicates the opera-
tional state of the vessel. It has one of the following four values
for each time step: ‘At Berth’, ‘Manoeuvring’, ‘Sea Passage’, or
‘Anchor/Waiting’. This is used to further discretize the data and
only ‘Sea Passage’ data is used for the analysis. Draft Fore and
Draft Aft are used to introduce two additional variables: mean
draft and trim-by-aft. They are more relevant from the hydrody-
namics point of view. The cargo weight remained constant dur-
ing the whole duration of the journey, thus, it cannot be included
in the analysis.

6www.marorka.com
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FIGURE 1: SHIP’S TRAJECTORY FOR THE MONTH LONG
RECORDED VOYAGE DATA.

Environment variables represent wind loads and sea depth.
Incident wind loads strongly influence the hydrodynamic perfor-
mance of the ship due to air drag. From relative wind speed
and direction, longitudinal and transverse incident relative wind
speeds are calculated. It is quite obvious that longitudinal and
transverse wind speeds would be more correlated to vessel per-
formance. It was observed that the sea depth values were not
continuously recorded probably due to the limitation of the depth
sensor, so it is not included in the analysis. Navigation variables
are used to interpolate hindcast weather data variables, represent-
ing environmental loads on the ship.

Ship identity and auxiliary power system variables are not
used in the current analysis. As the ship is propelled by a diesel
engine, auxiliary power systems hardly influence the hydrody-
namic performance of the vessel. In case of an electric propul-
sion system this might not be the case. Also, in case of a very
detailed analysis, say using a numerical model of the ship to de-
termine its hydrodynamic properties, ship identity variables can
be used to fetch the building specifications and designs of the
ship. This can be very useful to theoretically or empirically pre-
dict the calm water hydrodynamic performance of the hull with
varying mean draft and trim of the vessel.

Weather Data. The weather data is acquired from two
sources: European Centre for Medium-Range Weather Fore-
cast (ECMWF) [20] and Hybrid Coordinate Ocean Model (HY-
COM) [21]. The ECMWF data is the ERA-Interim reanalysis
data. ERA-Interim is a global atmospheric reanalysis from 1979,
which is continuously updated in real time. The spatial resolution
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TABLE 1: CATEGORIZED LIST OF VARIABLES RECORDED ONBOARD THE SHIP. ‘NAVIGATION’, ‘PROPULSION SYSTEM’
& ‘ENVIRONMENT’ ARE IMPORTANT CATEGORIES FOR THE CURRENT ANALYSIS.

Ship Identity Navigation Auxiliary Power System Propulsion System Environment

Ship Name
IMO Number

Latitude
Longitude
Gyro Heading
COG Heading

Aux. Consumed
Aux. Electrical Power Output
DG1 Power
DG2 Power
DG3 Power

State
ME Load Measured
Shaft Power
Shaft rpm
Shaft Torque
ME Consumed
Draft Fore
Draft Aft
GPS Speed
Log Speed
Cargo Weight

Relative Wind Speed
Relative Wind Direction
Sea Depth

for ECMWF data, used here, is 0.75◦, i.e., approximately 80km.
It provides wave data variables every 6 hours and wind data vari-
ables every 3 hours. The data variables obtained from ECMWF
includes northward and eastward wind speed 10m above the sea
surface, significant wave height, mean wave period and mean
wave direction. The data obtained from HYCOM has a spatial
resolution of 1/12◦ with a sampling frequency of 1 measure-
ment per day. The data variables obtained from HYCOM in-
cludes northward and eastward sea water speed.

The weather data variables are linearly interpolated in space
and time to ship’s location using the ship’s navigation data. The
weather data variables obtained from ECMWF and HYCOM are,
further, transformed to ship’s reference frame, i.e., northward
and eastward wind and current speeds are transformed to lon-
gitudinal and transverse wind and current speeds using ship’s
gyro heading. Since the wave data variables cannot be directly
transformed to ship’s reference frame as in the case of wind and
current, only a new variable, relative mean wave direction, is in-
troduced using the mean wave direction and ship’s gyro heading.

Data Exploration & Validation
The hydrodynamic performance of a ship is, in general,

quantified as the maximum speed achievable for a given propul-
sive power output. The propulsive power output is, here, mea-
sured as the percentage of Maximum Continuous Rating (MCR)
load and recorded as the variable ME Load Measured. The
propulsive power output will be correlated with the measured
shaft power. The measured shaft power will differ from the total
propulsive power output of the main engine due to transmission
losses, which may or may not vary with varying engine power
output. The shaft power can be calculated from shaft torque (τ)
and rpm (n) as:

P = τ.ω =
2πn
60

.τ (12)

The acquired data includes shaft power, torque and rpm
readings, but the shaft power can also be calculated from mea-
sured shaft torque and rpm (Equation (12)). Figure 2 presents
the measured and calculated shaft power vs main engine load. A
minor difference for a few values is noticeable but otherwise the
values are in good agreement.

The main engine power output will be correlated with its
fuel oil consumption. ME Consumed variable contains the value
of fuel consumed by the main engine between the two recorded
samples. The correlation between ship speed and propulsive
power output will be strongly influenced by environmental loads
like wind, waves and current. Figure 3 shows the correlation be-
tween ship’s speed through water, i.e., log speed and main engine
power output for ‘Sea Passage’ state only. A substantial variation
of ship’s speed through water for a given main engine load is ob-
served which indicates the influence of environmental loads.

Figure 4 shows the fuel oil consumed by main engine for
a measured instantaneous load output. It should be noted that
the fuel oil consumption values are recorded as the total fuel
consumed between two sampling instants, i.e., fuel consumed
in past 15 minutes. Thus, it will include the dynamic effects be-
tween these sampling instants as well as the variation of engine
performance with environmental loads. Minor variations in fuel
oil consumption for the same engine load indicate these effects
but the large deviations from the mean trend-line observed be-
tween 20% and 50% ME load cannot be explained by this. A
deeper analysis into the data shows that the ME fuel consump-
tion readings taken during the initial 24 hours shows abnormally
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FIGURE 2: COMPARISON OF MEASURED AND CALCU-
LATED SHAFT POWER. CALCULATED SHAFT POWER
IS OBTAINED FROM MEASURED SHAFT TORQUE AND
RMP.

high values due to unknown reasons. Keeping this in mind, all
the data recorded for first two days are removed from the analy-
sis.

Log speed is the measured speed of ship through water
whereas GPS speed is the speed of the ship relative to the ground.
In the absence of sea current, log speed will coincide with GPS
speed. Thus, the difference between log speed and GPS speed is
correlated with sea current speed. The difference between these
two measured speeds can be considered as an estimate of sea
current speed in longitudinal direction of the ship. Thus, it is
possible to validate this difference with the sea current speed
obtained from HYCOM data. Figure 5 shows the comparison
of longitudinal current speed obtained from HYCOM data and
the estimated value obtained as the difference between log speed
and GPS speed of the ship for ‘Sea Passage’ state (the gap in the
time-series is due to removal of data points when the ship was
‘Manoeuvring’ across Panama Canal). The two values shows
quite good agreement. It should be noted here that high current
speeds are well estimated by the difference between log and GPS
speeds.

In the current analysis, the wind speed data is obtained from
two sources: ship’s data and ECMWF. It is, therefore, possi-
ble to validate these two sources by comparison. As mentioned
above, the relative wind speed and direction obtained from on-
board measurements are used to calculate relative longitudinal
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FIGURE 3: MEASURED MAIN ENGINE LOAD (ME LOAD)
AS A FUNCTION OF MEASURED LOG SPEED (OR SPEED
THROUGH WATER).

0 10 20 30 40 50 60 70
ME Load measured [%]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

M
E 
co
ns
um

ed
 [M

T]

FIGURE 4: MEASURED ME FUEL CONSUMED (BETWEEN
2 SAMPLING INTERVALS) AS A FUNCTION OF MEA-
SURED ME LOAD.

and transverse wind speeds. Also, the northward and eastward
wind speeds obtained from ECMWF are transformed to longi-
tudinal and transverse wind speeds. Assuming negligible speed
of ship in transverse direction (i.e., no sway motion), the relative
transverse wind speed should match with transverse wind speed.
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Similarly, it is possible to compare the longitudinal wind speed
(from ECMWF) with the difference between relative longitudi-
nal wind speed and GPS speed (from ship’s data).

Figure 6 and 7 shows the comparison for transverse and
longitudinal wind speeds from the two data sources. The two
sources of data are seen to be in quite good agreement but the
values obtained from ship’s data seems to be unreliable, spe-
cially in case of longitudinal wind speed as the wind speed is
changing sign or direction without any probable cause. Thus, the
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FIGURE 7: COMPARISON OF LONGITUDINAL WIND
SPEED OBTAINED FROM SHIP DATA AND HINDCAST
(ECMWF) MODEL FOR ‘SEA PASSAGE’ STATE.

FIGURE 8: PRELIMINARY PCA MODEL: GRAPHICAL
REPRESENTATION OF CORRELATION LOADINGS FOR
INPUT VARIABLES (TABLE 2) IN PC-1 VS. PC-2 SPACE.

wind speed data obtained from ship’s data is not included in the
analysis any further.
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TABLE 2: PRELIMINARY PCA MODEL: CORRELATION
LOADINGS. SHOWING THE CORRELATION BETWEEN
PRINCIPAL COMPONENTS AND INPUT VARIABLES.
RED COLOR INDICATES STRONG CORRELATION WHILE
YELLOW INDICATES NIL CORRELATION.

Sl. No. Variables PC-1 PC-2
1 ME consumed 0.9017 -0.3826
2 Shaft power 0.9121 -0.3727
3 Shaft rpm 0.8280 -0.4792
4 Draft fore -0.2879 -0.5690
5 Draft aft 0.4425 0.8232
6 GPS speed 0.4075 -0.7195
7 Log speed 0.4939 -0.7568
8 ME Load measured 0.9121 -0.3727
9 Shaft Torque 0.9239 -0.3403

10 Mean draft 0.4380 0.7883
11 Trim-by-aft 0.4087 0.7724
12 Long. wind speed 0.5769 0.1749
13 Trans. wind speed 0.5277 -0.2213
14 Relative mean wave direction -0.7242 -0.4460
15 Significant wave height 0.6416 0.5118
16 Mean wave direction 0.7243 0.3832
17 Mean wave period 0.7653 0.3862
18 Long. current speed 0.0437 0.0957
19 Trans. current speed 0.3393 0.0034

RESULTS
Based on the available dataset and observations made dur-

ing data exploration, a preliminary Principal Component Anal-
ysis (PCA) model was created including 19 variables and 1688
samples from ‘Sea Passage’ state only. Table 2 presents the list
of variables included in the preliminary PCA model and the ob-
tained correlation loadings for each variable with PC-1 and PC-2.
Figure 8 shows the correlation loadings in graphical format. The
purpose of the preliminary PCA model is to do the following: (a)
Check the correlation between variables and perform variable se-
lection for final model; (b) Detect and investigate potential out-
liers.

Variable Selection
From the correlation loadings (Figure 8), it can be observed

that longitudinal and transverse current speeds are very loosely
correlated with the PCs as well as with other variables. In other
words, longitudinal and transverse current speeds do not con-
tribute much to the model. Thus, it is better to remove these

FIGURE 9: PRELIMINARY PCA MODEL: GRAPHICAL
REPRESENTATION OF CORRELATION LOADINGS FOR
INPUT VARIABLES (TABLE 2) IN PC-1 VS. PC-4 SPACE.

variables from the analysis to get a better fitting and compact
model.

A consequence of not removing an uncorrelated variable can
be understood as follows. The primary aim of a PCA model
is to explain the variance in the complete dataset via minimum
number of Principal Components (PCs). Therefore, the variance
in any uncorrelated variable must also be explained. So as to
achieve this, the model will create an extra PC just to explain the
variance in this uncorrelated variable. Figure 9 shows that PC-4
is the undesirable extra PC created by the model to explain the
variance in longitudinal current speed.

Outliers
Figure 10 shows the influence plot for PC-1 with 5% confi-

dence limits. The samples marked by circles are potential out-
liers as they have high residuals and high influence on the model.
The residuals are calculated as Q-residuals and the influence is
calculated as Hotelling’s T2 values. Further investigation re-
vealed that these potential outlier are different from the rest of
the sample set. They have either too low or too high shaft rpm
than the rest of the samples, as shown in Figure 11. Thus, these
samples are not erroneous values, rather they are very rare sam-
ples which are entirely different from the rest of the sample set.

The best way to deal with this type of problem is to gather
additional samples which are similar to such rare samples. Since
this is not possible here, it is better to remove these samples so
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FIGURE 10: PRELIMINARY PCA MODEL: PC-1 INFLU-
ENCE PLOT WITH 5% CONFIDENCE LIMITS SHOWING
POTENTIAL OUTLIERS (MARKED BY CIRCLES TO THE
TOP-RIGHT OF RED LINES).

FIGURE 11: SCALED AND MEAN-CENTERED SHAFT
RMP. SAMPLES MARKED BY CIRCLE ARE RARE AS
THEY LIE FAR AWAY FROM THE MEAN (ZERO) LINE AS
COMPARED TO REST OF THE SAMPLE SET.

that the model fits better to the remaining sample set. In view
of this, all such rare samples were removed from the final PCA
model.

PCA Model
Scores & Loadings. Based on the results from the pre-

liminary PCA model, only 17 variables are included in the final
PCA model. Table 3 shows the correlation loadings for first 7
Principal Components (PCs) calculated by the model. Figure 12

FIGURE 12: FINAL PCA MODEL: GRAPHICAL REPRESEN-
TATION OF CORRELATION LOADINGS FOR INPUT VARI-
ABLES (TABLE 3) IN PC-1 VS. PC-2 SPACE.

presents the correlation loadings for PC-1 and PC-2 in graphical
format. It is observed that the 17 input variables are separated
into 4 main groups of strongly correlated variable: Power pa-
rameters (1-3,8,9), wave parameters (14-17), draft parameters
(4,5,10,11) and speed parameters (6,7). Each of these groups
are oriented along a different direction in PC-1 vs. PC-2 space
but none of these groups are completely aligned with either PC-1
or PC-2.

Similar observations can drawn in case of PC-3. This makes
it difficult to interpret the physical meaning of these PCs. Ad-
ditionally, it should be observed that PC-5 to PC-7 do not show
good correlation with any of the variables, indicating that they
are mostly representing noise in the given dataset. Thus, it is
possible to retain only first 4 Principal Components and discard
the remaining.

From Figure 12, it is surprising to observe that transverse
wind speed (13) is correlated with PC-1 and PC-2 almost as
much as longitudinal wind speed (12). It even shows higher cor-
relation with PC-3 (refer Table 3), indicating that it is an impor-
tant parameter for this model.

Explained Variance & Validation. Figure 13 presents
the explained variance for the PCA model. The model can ex-
plain about 90% variance with just 4 PCs and further PCs do not
really contribute to the model. Thus, the model with only first 4
PCs is a very good fit for the given dataset. Figure 13 also shows
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TABLE 3: FINAL PCA MODEL: CORRELATION LOADINGS. SHOWING THE CORRELATION BETWEEN PRINCIPAL COM-
PONENTS AND INPUT VARIABLES. RED COLOR INDICATES STRONG CORRELATION WHILE YELLOW INDICATES NIL
CORRELATION.

Sl. No. Variables PC-1 PC-2 PC-3 PC-4 PC-5 PC-6 PC-7
1 ME consumed 0.9016 -0.3893 0.1181 -0.0774 0.0127 -0.0149 0.0784
2 Shaft power 0.9126 -0.3792 0.0633 -0.0636 0.0102 -0.0245 0.0760
3 Shaft rpm 0.8247 -0.4927 0.2330 -0.0609 0.0462 -0.0039 0.0816
4 Draft fore -0.2544 -0.6107 -0.6950 -0.0257 0.0512 -0.2620 0.0098
5 Draft aft 0.4427 0.8281 0.2983 -0.0109 -0.1109 -0.0999 0.0270
6 GPS speed 0.3706 -0.7254 0.2980 0.1898 -0.1275 -0.0730 -0.4044
7 Log speed 0.4608 -0.7770 0.3185 0.1361 0.0353 -0.0497 0.0418
8 ME Load measured 0.9126 -0.3792 0.0633 -0.0636 0.0102 -0.0245 0.0760
9 Shaft Torque 0.9226 -0.3468 0.0182 -0.0675 0.0028 -0.0304 0.0761

10 Mean draft 0.4721 0.7781 -0.0890 -0.0364 -0.1279 -0.3548 0.0484
11 Trim-by-aft 0.3965 0.7897 0.4532 0.0016 -0.0949 0.0240 0.0152
12 Long. wind speed 0.5750 0.1699 -0.2688 -0.7265 -0.0422 0.0865 -0.1020
13 Trans. wind speed 0.5333 -0.2347 -0.5990 0.2794 -0.3868 0.1609 0.0988
14 Relative mean wave direction -0.7482 -0.4300 0.2344 0.0012 0.2447 -0.0698 0.1753
15 Significant wave height 0.6418 0.5128 -0.1387 0.4909 0.0795 -0.0085 0.0217
16 Mean wave direction 0.7295 0.3732 -0.3334 0.0717 0.3372 -0.0637 -0.1637
17 Mean wave period 0.7556 0.3947 -0.2025 0.1089 0.3138 0.1840 -0.0158

the explained variance for validation dataset. Model validation is
done using cross-validation technique with 20 segments of ran-
domly picked nonconsecutive samples, each segment containing
about 145 samples. The validation dataset presents similar re-
sults as the calibration dataset.

Interpreting PCs. The simplest way to interpret Princi-
pal Components (PCs) is by looking at the correlation loadings
or observing trends in sample score space, say, by means of sam-
ple grouping the scores. Sample grouping could not be used in
the given case due to the complexity of PCs but by looking at
correlation loadings (Table 3), it can said that PC-4 is mainly
a combination of longitudinal wind speed (12) and significant
wave height (15), i.e., it signifies the severity of environmental
loads. Thus, a sample with high score for PC-4 would represent
high environmental loads. PC-1, PC-2 and PC-3 are a combi-
nation of many variables as clearly observed from Table 3 and
Figure 12.

It is also possible to understand the physical meaning of PCs
from variable contributions point of view, i.e., by looking at vari-
able residuals for all the PCs. Figure 14 shows that shaft power
contributes to PC-1 and PC-2 only whereas Figure 15 shows that

trim-by-aft contributes to PC-1, PC-2 and PC-3.

CONCLUSION
A data-driven mathematical approach was used to process

the high dimensional sensor data recorded onboard a ship during
a sea voyage. Principal Component Analysis (PCA) was used
to perform variable selection and detect potential outliers. The
high dimensional dataset obtained from the sensors onboard the
ship and weather hindcast, representing the hydrodynamic per-
formance of the ship, was greatly reduced in dimensions by PCA.
The PCA model achieved upto 90% explained variance with only
4 Principal Components (PCs).

Wind and sea current hindcast data, obtained from ECMWF
and HYCOM respectively, was found to be in good agreement
and, in some cases, more reliable than the in-service measure-
ments recorded onboard the ship. The sea current speed vari-
ables were eliminated during the variable selection process as
they did not contribute to the PCA model for the given dataset.
Transverse wind speed was observed to be an important param-
eter for the given dataset. Investigation needs to be done on a
larger dataset in order to draw any further conclusions.
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FIGURE 13: FINAL PCA MODEL: EXPLAINED VARIANCE.
SHOWING THE VARIANCE IN DATASET ABSORBED BY
CONSECUTIVE PCS. FIRST 4 PCS EXPLAINING ABOUT
90% VARIANCE.

FUTURE WORK
The PCA model presented in the current work is developed

using the data recorded onboard a ship for about a month long
period. A similar model can be easily developed on a larger set
of data and for a different vessel. It would be interesting to cor-
roborate the current findings for new and variant sets of such
data.

Based on the current model, it is possible to quantify the
performance of the vessel using the location of a sample in Prin-
cipal Component Analysis (PCA) score space. But, in order to
do so, a benchmark or standard basis needs to be established in
PCA score space to mark, say, 100% performance. Alternatively,
it is possible to develop a regression model based on the current
analysis model, as demonstrated by Massy (1965) [22]. The re-
gression model would be able to predict the speed or fuel con-
sumption for a given state of the ship. Thus, it would be possible
to quantify the performance of the ship in terms of speed loss or
excess fuel consumption.
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FIGURE 14: FINAL PCA MODEL: SHAFT POWER RESID-
UALS. SHOWING THE VARIANCE IN SHAFT POWER AB-
SORBED BY CONSECUTIVE PCS. FIRST 2 PCS EXPLAIN-
ING MOST OF THE VARIANCE IN SHAFT POWER.

FIGURE 15: FINAL PCA MODEL: TRIM-BY-AFT RESID-
UALS. SHOWING THE VARIANCE IN TRIM-BY-AFT AB-
SORBED BY CONSECUTIVE PCS. FIRST 3 PCS EXPLAIN-
ING MOST OF THE VARIANCE IN TRIM-BY-AFT.
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A B S T R A C T   

The traditional method used to estimate the hydrodynamic performance of a ship uses either the model test 
results or one of the many empirical methods to estimate and observe the trend in fouling friction coefficient 
(ΔCF) over time. The biggest weakness of this method is that the model test results as well as the empirical 
methods used here is sometimes not well-fitted for the full-scale ship due to several reasons like scale effects and, 
therefore, this method may result in an inaccurate performance prediction. Moreover, in the case of a novel ship 
design, it would be nearly impossible to find a well-fitting empirical method. The current work establishes a new 
performance indicator, formulated in the form of generalized admiralty coefficient with displacement and speed 
exponents statistically estimated using the in-service data recorded onboard the ship itself. The current method 
completely removes the dependence on empirical methods or model test results for the performance prediction of 
ships. It is observed here that the performance predictions using the current method and the traditional method 
are based on the same underlying logic as well as the results obtained from both the methods are found to be in 
good agreement.   

1. Introduction 

The in-service data recorded onboard a ship can be significantly 
instrumental in accurately estimating the operational performance of 
the ship but it comes with an inherent problem. The operational per-
formance of a system can be easily evaluated over time by comparing the 
observed operational value with a previously recorded value. It is 
utmost important that these two values must belong to the same oper-
ational condition so that they can be considered comparable. It is very 
difficult to achieve this in the case of a ship as the recorded data is not 
only affected by the weather but it is spread over a wide range of speed- 
displacement operational domain of the ship. 

In a simple attempt to monitor the operational performance of a ship, 
Walker and Atkins (2007), proposed observing the increase in power 
demand of the ship at a fixed speed and displacement (or loading con-
dition). This kind of practice is quite feasible for defence ships but is 
rather impractical for merchant ships due to, for instance, variation in 
displacement between individual runs. Another solution to this problem 
is to do an in-direct comparison between the old and the new value using 
a benchmarking curve (or surface) which takes into account the varia-
tions due to speed and displacement. A conventional benchmark for a 

ship’s operational performance is its calm-water speed-power curve. 
Using the operational data recorded onboard a ship it is possible to 
regenerate this curve for a range of displacements, resulting in a 
speed-power-displacement surface which can, then, be used to monitor 
the performance of the ship, as we aim to demonstrate in this paper. 

The aim of the current work is to establish a simple performance 
indicator which can be used to monitor the hydrodynamic performance 
of a ship using the in-service data recorded onboard it. As it may be 
known, the well-known admiralty coefficient is sometimes used as a 
hydrodynamic performance indicator for a ship. In view of that, the 
paper begins with an extensive literature review of the admiralty coef-
ficient and the relationship between shaft power (Ps), speed-through- 
water (V) and displacement (Δ). Based on the review, a generalized 
form of admiralty coefficient is proposed and fitted on the in-service 
data recorded onboard a ∼ 200m ship over a duration of about 3 
years. The in-service data, used for fitting the model, is corrected to 
remove the effect of environmental loads and marine fouling. The ob-
tained generalized admiralty coefficient is, then, demonstrated to be 
used as a performance indicator for the ship. The predicted performance 
is, finally, validated by presenting a thorough comparison of the current 
method with the traditional performance prediction method for a ship, i. 
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e., observing the trend in fouling friction coefficient (ΔCF). 

2. Ship performance indicator 

As aforementioned, the admiralty coefficient (Δ2/3V3 /Ps) is some-
times used an a hydrodynamic performance indicator for a ship in ser-
vice. This is due to the fact that it is believed, by some, that the admiralty 
coefficient summarizes the relationship between the speed, power and 
displacement of a ship and provides a scalar value which can be 
compared to its future value very conveniently. The basic assumption 
here is that the value of admiralty coefficient is assumed to remain 
constant for a ship over the whole range of operational domain, i.e., for 
all speed-displacement combinations, of course only in calm-water 
condition. This assumption has been contradicted with evidence by 
several researchers. The following section gives a complete overview of 
the admiralty coefficient, its history and the criticism that it has received 
in the marine research community.  

2.0.1. Historical overview 
In the earliest stages of research and development in the field of ship 

design, ship model experiments were used to explore the design space. 
The information obtained from these experiments was stored in a 
concise manner. This information storage system gradually led to the 
development of different data presentation systems as well as now well- 
known empirical relations, for example, Froude number (named after 
William Froude, an English naval architect working at Admiralty 
Experiment Works (AEW), England). Around 1878, B. J. Tideman, a 
naval engineer from Netherlands, introduced the concept of non- 
dimensional presentation of ship model resistance data by presenting 
his model test results as resistance per displacement (R /Δ) plotted 
against speed per sixth root of displacement (V/Δ1/6) (Telfer (1963)). 

Almost 10 years later, in 1888, R. E. Froude, succeeding William 
Froude, published the so-called “Constant System of Notation” (Froude 
(1888)). The constant system attempted to standardize the ship model 
resistance data presentation system using some non-dimensional con-
stants. R. E. Froude, probably from his knowledge and experience, here 
introduced the admiralty constant defined as Δ2/3V3/e.h.p., where e.h.p.
is the effective horsepower. The idea was to plot the inverse of admiralty 
constant (Ⓒ= e.h.p./Δ2/3V3) against non-dimensional ship length (Ⓜ=

L/∇1/3) with discreetly varying values of non-dimensional ship speed 
(Ⓚ= V/Δ1/6). Such iso-Ⓚ curves, also known as Ⓒ-Ⓚ presentation, 
were used by ship designers to obtain an optimal ship design. 

The Ⓒ-Ⓚ presentation became quite popular but it was not accepted 
by all. Telfer (1963), criticized this presentation as being “schizo-
phrenic”, arguing that it shows one thing and generally means exactly 
the opposite. He stated that inspection of any iso-Ⓚ sheet will invariably 
show that the reduction of Ⓒ requires an increase of Ⓜ which is due to 
the fact that a model of constant length having a smaller and smaller 
displacement was being run at a lower and lower speed in relation to its 
length. Moreover, it was argued that the penalty for “stumpiness ”, i.e., 
low Ⓜ value was, in fact, false as the longer ships will have higher 
wetted-surface area and, therefore, increased frictional resistance. In 
order to fix this issue, Telfer (1963), proposed a new system of presen-
tation, called RcVc presentation (demonstrated by Doust and O’Brien 
(1959)), where Rc = RL/ΔV2, Vc = V/

̅̅̅
L

√
, R is the ships total resistance 

and L is the ship length. 
Telfer (1963), also presented an insight into the logical derivation of 

Ⓒ (which might or might not have been used by R. E. Froude) and Rc as 
follows: Ⓒ= (R /Δ)/(V/Δ1/6)

n; and Rc = (R /Δ)/(V/
̅̅̅
L

√
)
n with n = 2. 

Here, it should be noted that the former seems to be based on the same 
non-dimensional presentation as proposed by B. J. Tideman while the 
later uses William Froudes non-dimensional speed instead, i.e., Froude 
number. Additionally, Telfer (1963), stated that no merchant ship is ever 
designed to operate on a resistance varying as the square of the speed, or 
the power varying as the cube, i.e., the value of exponent n, used as 2 in 
both the presentations, can be taken as 3 for merchant ships. But un-
fortunately, no evidence proving the same was provided with the 
argument. 

2.1. Admiralty coefficient: A performance indicator? 

The admiralty constant (Δ2/3V3/e.h.p.) as well as the resistance 
constant (Rc = RL/ΔV2) (proposed by Telfer (1963)) were used to 
model the variation in hydrodynamic performance of different ship 
designs. Therefore, it is quite obvious that they used only the design 
point values of the included parameters but not the whole range of 
operational domain. In other words, the speed (V), displacement (Δ), 
and so on, were only actually the corresponding design point values. 
Thus, it was never intended to use these constants to monitor the 
operational performance of an individual ship but rather just compare 
the hydrodynamic performance of different ships in their respective 
design conditions. It is also noteworthy that the originally proposed 
admiralty constant (Δ2/3V3/e.h.p.) was a function of “effective” horse-
power (e.h.p.) while the modern admiralty coefficient uses shaft power 
(Ps) instead (ITTC (2017)). Thus, the two, clearly, differ by the factor of 
propulsive efficiency of the ship, which is known to be varying for 
different operational conditions. 

Thus, it can be clearly concluded that the originally proposed 
admiralty constant or any of its variations were actually neither inten-
ded nor proven to be an appropriate operational hydrodynamic per-
formance indicator for a ship. It was rather developed to compare the 
hydrodynamic performance of different ship designs. In any case, the 
idea of summarizing the calm-water speed-power curve into a singular 
or a very few constant values can still be realized using a simple sta-
tistical analysis of the operational data recorded onboard a ship, as 
demonstrated in the current work. In order to do so, a thorough litera-
ture survey is presented in the following sections to understand the 
relationship between shaft power (Ps), speed-through-water (V) and 
displacement (Δ). 

2.1.1. Speed exponent (n) 
The relationship between speed (V) and power (Ps) is widely 

accepted as Ps∝Vn, with n = 3 according to the admiralty coefficient. 
From the physics point of view, the value of n = 3 is quite appropriate 
for low speed range when the total resistance coefficient remains con-
stant (and therefore, independent of ship speed) due to negligible wave 
resistance. Kristensen (2010), used a computer model based on updated 
Guldhammer and Harvald’s method (Kristensen and Bingham (2017)) to 
estimate the value of n for container ships of different sizes and service 
speeds. He concluded that the cubic relationship is only valid for 
container ships in low speed range, Froude number (Fn)≲0.18, for 
higher speed range n can vary from 3 to 7. 

In a very recent study, Taskar and Andersen (2019a), used a detailed 
model of ship performance to investigate fuel savings due to speed 
reduction for 6 hypothetical ships. The ship performance model, based 
on updated Guldhammer and Harvald’s method, was also used to study 
the speed exponent n. It was concluded that n is a function of ship size, 
type (or hull shape) and speed of operation. Based on that, Taskar and 
Andersen (2019a) presented n as a function of Froude number (Fn) for 
all the 6 ships. In addition to that, they calculated a constant averaged 
value of n by curve fitting the speed-power calm-water data assuming 
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Ps∝Vn. The value of n was observed to be increasing substantially 
(ranging between 3 to 6) above a certain Fn (depending on ship type and 
size) and the constant averaged values were found to be in the range of 
3.3 to 4.2. 

In a slightly different domain, several researchers used full-scale 
operational data from sea going ships to calculate the speed exponent 
with respect to bunker consumption. This speed exponent is further used 
to estimate the bunker consumption of the ship during a sea voyage. 
Such an estimation forms the basis of several maritime transport models 
used for various different purposes. The speed exponent with respect to 
bunker consumption will not be exactly same as n as the Specific Fuel 
Consumption (SFC or SFOC) of a marine engine varies with its load. But 
since this variation is very small, this speed exponent can be assumed to 
be equal to n (demonstrated by Taskar and Andersen (2019a)). 

Wang and Meng (2012) estimated that the speed exponent with 
respect to bunker consumption for three types of container ships (3000, 
5000 and 8000-TEU) using regression analysis of full-scale data from a 
global liner shipping company. The values of speed exponent were ob-
tained in the range of 2.7 to 3.3. Du et al. (2011), following the rec-
ommendations of engine manufacturer MAN-Energy-Solutions (2004), 
used the speed exponent as 3.5, 4.0 and 4.5 for feeder, medium-sized and 
jumbo container ships, respectively, to calculate the bunker consump-
tion. Psaraftis and Kontovas (2013) reviewed 40 ship-speed-based 
models used in maritime transportation for various purposes like 
weather routing, scheduling, cost optimization, fuel management, and 
fleet deployment. 25 models out of these 40 were established with a 
cubic speed exponent assumption. 

2.1.2. Displacement exponent (m) 
Unlike the speed exponent (n), not much attention has been paid to 

the displacement exponent, m = 2/3 according to admiralty coefficient, 
formulating the relationship between power (Ps) and displacement (Δ). 
The displacement exponent in admiralty coefficient is very commonly 
used to correct sea trial data but only in the limit that the difference 
between the trial displacement and the required displacement is less 
than 2% of the required displacement (ITTC (2017)). Thus, assuming m 
= 2/3 for the whole range of displacements for a ship does not seem 
reliable. 

Tu et al. (2018), derived a new admiralty coefficient to improve the 
reference speed estimation for EEDI calculations for container ships. The 
reference speed for EEDI calculations is, generally, obtained by using the 
speed-power-displacement relationship given by the admiralty coeffi-
cient. Tu et al. (2018), argued that the fixed displacement exponent (m) 
in admiralty coefficient should be replaced by a function of the ship’s 
hull form coefficients, namely, block coefficient (Cb), prismatic coeffi-
cient (Cp) and water-plane area coefficient (Cw). Tu et al. (2018), used 
the model test data of 4 container ships to calculate the new exponent 
using regression analysis and formulated m = 1 −

2(Cb+Cw)
3 . The results 

were obtained by using the design point values only. Thus, the results 
may be useful to compare different ship designs but does not seem to be 
valid for different draft values for the same ship. 

From our physical understanding of ship hydrodynamics, it is 
important to realize that the displacement of the ship is not really a 
direct influencing parameter but rather it is being used to summarize 
several highly influential parameters, like the wetted-surface area and 
the water-plane area. The change in displacement produces a change in 
these influential parameters and therefore, results in the change of 
operational characteristics of the ship. This change significantly in-
fluences the speed-power calm-water curve, thereby stretching it in a 
third dimension which we are modelling using displacement. Now, 
fitting a constant exponent (m) over the whole range of this new 
dimension assumes that the trend along this dimension is continuous 

and follows the curve Δm. 
The merchant ship hull forms are now-a-days optimized for best 

hydrodynamic performance in design draft condition by introducing 
features like transom stern and bulbous bow. The change in displace-
ment also produces change in transom stern immersion and bulb im-
mersion. The same is the case of propeller immersion, which is known to 
be a very influential parameter in ship hydrodynamics (Prpić-Oršić and 
Faltinsen (2012)). These factors would have an additional influence on 
the displacement exponent (m). Thus, the assumption of continuity and 
uniformity will probably not be valid over the whole range of 
displacement. Moreover, acknowledging the fact that different combi-
nations of draft and trim may result in same displacement, and variation 
in speed may also influence the value of m introduces an additional 
complexity to the problem. 

As in the case of speed exponent (n), the above discussion clearly 
indicates that the actual value of m over the whole range of displace-
ment, most likely, would not be constant, and it may also vary due to the 
variation of ship speed for the same displacement range. But it may still 
be possible to either model an averaged constant value of m over the 
whole domain or obtain several values of m by piece-wise fitting the 
trend. The latter would definitely produce better results but the former 
would be more feasible to implement, keeping in mind the fact that the 
available data is generally limited to only a handful of displacement 
values. In general, commercial ships like bulk-carriers and tankers 
operates either around the full-load or the ballast displacement for most 
of their voyages. Thus, it would be most advantageous to establish at 
least 2 values of m around these two displacement ranges. 

2.2. Generalized admiralty coefficient: A performance indicator? 

From physics point of view, the generalized admiralty coefficient 
defines a log-linear relationship between speed-through-water (V), shaft 
power (Ps) and displacement (Δ) as follows: 

Ps∝ΔmVn (1) 

Introducing a proportionality constant (p′ ) and taking logarithm on 
both sides results in a linear equation as follows: 

Ps = p
′ΔmVn (2)  

lnPs = m⋅lnΔ + n⋅lnV + p (3) 

Fitting this relationship on the in-service calm-water data would 
results in the equation of a flat surface in log scale, representing the 
calm-water speed-power-displacement surface for the specific ship 
(consisting of speed-power calm-water curves at all the possible dis-
placements). The exponents m and n can be statistically calculated using 
an ordinary least squares (OLS) regression. The in-service operational 
data, used to obtain the exponents, can be filtered for near-calm-water 
conditions, for instance, by limiting the wind speed and significant 
wave height below a certain critical value. It may be argued that even 
the remaining small variation due to the environmental loads in the 
filtered data may result in a bias in the estimates. An obvious solution to 
that would be to correct the measured shaft power to account for 
environmental loads using available physics-based (or empirical) 
methods. For the current work, both the near-calm-water filtered data 
and the filtered data with correction applied is used to obtain the results 
in order to assess if applying the environmental load corrections is really 
necessary. 

The above method would provide an averaged constant value of m 
and n over the whole operational domain of the ship. Also, from Eq. 3, it 
can be clearly confirmed that the numerical value of the generalized 
admiralty coefficient (ΔmVn/Ps) is nothing but the exponent of the 
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intercept (e− p = 1/p′ ) of the fitted speed-power-displacement surface on 
the power axis (in log scale). Moreover, the numerical value of the 
generalized admiralty coefficient obtained after substituting an 
observed operational point (Δx, Vx, Ps,x) is equal to the distance (along 
the power axis) of this operational point from a surface parallel but 
identical to the fitted calm-water reference surface, as shown below. 

Δm
x Vn

x

Ps,x
= e(m⋅lnΔx+n⋅lnVx − lnPs,x) = e±

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
m2+n2+1

√
⋅dx (4) 

Where dx =
|m⋅lnΔx+n⋅lnVx − lnPs,x |̅̅̅̅̅̅̅̅̅̅̅̅̅̅

m2+n2+1
√ is the shortest distance between the 

operational point (Δx, Vx, Ps,x) and the parallel surface, which is passing 
through the origin in log scale and identical (in shape and orientation) to 
the fitted calm-water reference surface. Now, it is well-known that the 
line representing the shortest distance between a point and a surface is 
perpendicular to the surface. Thus, the cosine of the angle (θ) between 
the line representing the shortest distance and the power axis (in log 
scale) is given by: 

cosθ =
− 1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
m2 + n2 + 1

√ (5) 

Using simple geometry (shown in Fig. 1), the distance of (Δx, Vx, Ps,x) 
from the reference parallel surface (passing through the origin) along 
the power axis is given by dx/cosθ = ±

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
m2 + n2 + 1

√
⋅dx. Thus, the idea 

of using the generalized admiralty coefficient as a hydrodynamic per-
formance indicator is mathematically equivalent to calculating and 
comparing the distance (along the power axis) of the operational points 
from the reference calm-water surface in speed-power-displacement 
domain. 

On a different note, the discussion presented in the previous sections 
indicates that the values of these exponents may vary over the speed- 
displacement operational domain, i.e., the actual speed-power- 
displacement calm-water surface is probably log-non-linear. In such a 
case, the above presented linear regression model may be used to piece- 
wise fit the available data and obtain several values of these exponents. 
This would be equivalent to fitting the log-non-linear reference calm- 
water surface by several patches of log-linear surfaces in order to ac-
count for non-linearities.1 The results obtained using such an approach 
are also presented in the current work. Nevertheless, the ratio VnΔm /Ps,

further referred to as the generalized admiralty coefficient, with an 
appropriate value of m and n, can be used as an operational performance 
indicator for the ship which can be easily monitored over time. 

2.3. Fouling friction coefficient (ΔCF) 

The traditional method to evaluate the performance of a ship ob-
serves the trend in fouling friction coefficient (ΔCF) over time. The 
fouling friction coefficient is calculated as the difference between the 
total resistance coefficient (CT,Data) obtained from the in-service data in 
calm-water conditions and the total resistance coefficient (CT,Emp) ob-
tained from a well-established empirical method or model test results. 

ΔCF = CT,Data − CT,Emp (6) 

Multiplying the above equation with the non-dimensionalizing factor 
(1/2ρSV2) and again with the ship speed (V) results in an equation in 
terms of effective power. Further dividing the resulting equation with 
propulsion efficiencies would result in the same equation in terms of 
shaft power (Ps). 

ΔPs,F = Ps,Data − Ps,Emp (7) 

Now, the above equation is clearly the distance (along the power 
axis) between the observed operational point (Δ, V, Ps) and the reference 
calm-water speed-power-displacement surface, determined by the 
adopted empirical method. 

From the above and the discussion in the previous section, it is clear 
that the proposed method in the current work (using generalized 
admiralty coefficient) and the traditional method is based on the same 
underlying logic, i.e., observing the distance between the operational 
point and the reference calm-water speed-power-displacement surface. 
Finally, it should be noted here that the results from the traditional 
method would most definitely depend on how well the adopted empir-
ical method’s reference surface mimics the actual calm-water speed- 
power-displacement surface for the given ship. So it is critically 
important to validate the adopted empirical method for the given ship 
using the in-service data before using it for performance predictions. The 
new performance indicator, introduced in the current work, clearly, 
does not have any such problems. 

3. OLS regression 

A linear model, defining the relationship between a response vari-
able and a group of independent variables, can be written in the form: 

y = Xβ + ϵ (8) 

Where y is the response variable, X =
[
1 x1 … xp− 1

]
is the set of 

p independent variables (including the intercept), and ϵ contains the 
Normally distributed zero-mean residuals, i.e., ϵ ∼ N(0, σ2), where σ2 is 
the true residual or error variance. 

The coefficients, β, can be estimated using least squares regression as 
follows: 

β̂ =
(
XT X

)− 1XT y (9) 

In an ordinary least squares (OLS) regression, the above parameter 
estimates (β̂) are obtained by minimizing the sum of squared residuals 
(SSR): 

arg min
∑n

i=1
ϵ2

i = ϵT ϵ = (y − Xβ)T
(y − Xβ) (10) 

The estimated parameters are statistics, and therefore, they have 
their corresponding sampling distributions. If the model assumptions 
are correct, these sampling distributions are also Normally distributed, 
and the estimated parameter values are the means of these sampling 
distributions. The variances of these sampling distribution can be 
calculated using the true error variance (σ2) and the regressors (X) as 
follows: 

σ2
β = σ2( XT X

)− 1 (11) 

Fig. 1. Showing the angle (θ) subtended between the perpendicular dropped on 
the reference surface from the point (Δx, Vx, Ps,x) and the line marking the 
distance of the point (Δx, Vx, Ps,x) from the reference surface along the shaft 
power axis (in log scale). The figure shows the 2D projection of a 3D space, 
assuming that the third axis (ln Δ) is protruding out and above the 2D plane. 

1 All non-linear curves or surfaces are piece-wise linear. 
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Since the true error variance (σ2) is not known, it can be approxi-
mated by its best estimate (s2) obtained using n samples, and it can be 
further used to obtain the standard errors (SE) (or standard deviations) 
of the estimated parameters as follows: 

s2 =
∑n

i=1

ϵ2
i

(n − p)

SE(β̂) = s
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
XT X

)− 1
√

4. Quasi-steady filter 

The current method is only applicable for data samples obtained in a 
quasi-steady state. In other words, the acceleration of the ship at each 
time step must be negligible. To ensure this, a two-stage filter is 
implemented to remove the samples with non-zero acceleration (further 
referred to as unsteady samples). The first stage of the filter uses a sliding 
window to remove unsteady samples as proposed by Dalheim and Steen 
(2020), while the second stage enforces an additional gradient check for 
the samples failing after the first stage. 

In the first stage, a sliding window is used to observe the slope of a 
fitted straight line, using linear regression. Further, a student’s t-test is 
done to check for non-zero slope (representing unsteady behavior) and a 
pass(1)-fail(0) test-statistic is calculated for each window. Each sample 
is, then, assigned a front and rear test-statistic which are obtained as the 
test-statistic calculated for the window when the given sample was at the 
front and rear end of the sliding window, respectively. It should be noted 

that the front end of a window is in the direction of the motion of the 
window as explained in Fig. 1 in Dalheim and Steen (2020). Finally, 
each leg of unsteady behavior is identified as a leg starting with rear 
test-statistic failure and ending with front test-statistic failure. 

The second stage filter calculates the backward gradient or slope 
only at the samples failing in the first stage and performs a students t- 
test, like the first stage, to check for non-zero slope. The samples indi-
cating non-zero slope are finally removed as non-quasi-steady samples. 

5. Data 

The current work is based on the extended dataset obtained from the 
same sources as Gupta et al. (2019). The complete dataset is an assim-
ilation of in-service measurement data recorded onboard a ship and 
weather hindcast data. 

5.1. Ship data 

The data is recorded onboard a ∼ 200m long general cargo ship with 
installed capacity of ∼ 10MW (MCR2) equipped with Marorka Online3 

web application. The data used here is recorded over a duration of about 
3 years covering several voyages around the globe (shown in Fig. 2), and 
it contains uniformly sampled 15 minutes mean values for each recorded 
variable. The recorded variables are further used to calculate some 
additional variables, which are more appropriate for the current anal-
ysis, for instance, mean draft, trim-by-aft, displacement etc. The recor-
ded data is filtered to extract the samples recorded during a sea voyage, 

Fig. 2. Ship trajectory for the data recording duration (∼ 3 years).  

Table 1 
Categorized list of variables recorded onboard the ship. Only ‘Navigation’, ‘Propulsion System’ & ‘Environment’ variables are used for the current analysis. Abbre-
viations: IMO = International Maritime Organization; COG = Center of Gravity; Aux. = Auxiliary; DG = Diesel Generator (for auxiliary power systems); ME = Main 
Engine (for propulsion system); GPS = Global Positioning System.  

Ship Identity Navigation Auxiliary Power System Propulsion System Environment 

Ship Name Latitude Aux. Consumed State Relative Wind Speed 
IMO Number Longitude Aux. Electrical Power Output ME Load Measured Relative Wind Direction  

Gyro Heading DG1 Power Shaft Power Sea Depth  
COG Heading DG2 Power Shaft rpm    

DG3 Power Shaft Torque     
ME Consumed     
Draft Fore     
Draft Aft     
GPS Speed     
Log Speed     
Cargo Weight   

2 Maximum Continuous Rating of the engine.  
3 www.marorka.com 
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i.e., removing samples when the ship is stationary. Table 1 presents the 
categorized list of all the data variables recorded onboard the ship. Refer 
Gupta et al. (2019), for further overview of the recorded data variables 
as well as a brief description about the first part of preprocessing. 

5.2. Hindcast data 

The weather hindcast data, for wind and waves, is obtained from 
European Centre for Medium-Range Weather Forecast (ECMWF) 
(Copernicus Climate Change Service (C3S) (2017)). The ECMWF data is 
obtained from ERA5 HRES (High Resolution) climate reanalysis dataset. 
The spatial resolution of ERA5 HRES, used here, is 0.25∘ and temporal 
resolution is 1 hour. The weather data variables (presented in Table 2) 
are linearly interpolated in space and time to ship’s location using the 
available navigation data. Fig. 3 shows the distribution of total wind 

speed and significant wave height encountered by the ship during the 
data recording duration. 

5.3. Data exploration & pre-processing 

Fig. 4 presents the speed-through-water (or log speed) vs shaft power 
from the raw data recorded over a period of 3 years onboard the ship. 
The figure shows a good spread over a speed range of 6 ∼ 16 knots. The 
design speed of the ship is 15.5 knots. In comparison to a typical calm- 
water curve obtained from model tests or numerical simulations, the raw 
data in Fig. 4 shows a good variation in power for a fixed speed. This is 
expected to occur due to variation in loading conditions and environ-
mental loads. Nevertheless, this does not explain the samples with quite 
high shaft power at almost zero speed-through-water. A closer analysis 
reveals that such samples are obtained due to non-zero accelerations, i. 
e., periods when the ship is accelerating, for example, due to voluntary 
increase in shaft rpm by the ship master. 

Quasi-steady filter: Although, it may be possible to use the samples 
with non-zero acceleration (further referred to as unsteady samples) 
after correcting for the effect of acceleration of the ship, it is decided to 
remove these samples for the current work. After removing all such 
samples, the ship can be assumed to be in a quasi-steady state at each 
observed sample. Unfortunately, the speed-through-water (or log speed) 
measurements cannot be used as a means to remove these samples due 
to several reasons. The speed-through-water measurements are quite 
noisy due to inadequate sensor accuracy, and the ship speed would also 
contain accelerations and decelerations due to changing environmental 
loads, which must be retained in the filtered data. But since the data here 
is averaged over the last 15 minutes, and 15 minutes seems to be long 
enough for the ship speed to catch up to the rpm change command, shaft 
rpm measurements can be used to remove unsteady samples. Thus, a 
quasi-steady filter, presented previously, is applied to the shaft rpm time 
series to filter out the unsteady samples. 

Fig. 5 shows a small section of shaft rpm time series with quasi- 
steady filter in action. The figure contains two legs of unsteady 
behavior, one just before sample 20360 and the other around sample 
20380. As clearly observed in the figure, the first (1st) stage filter also 
intends to removes some steady samples at the beginning and end of 
unsteady legs. The second stage filter helps retain these samples. The 
right-hand side subplot in Fig. 4 shows all the samples remaining after 
applying the quasi-steady filter on the raw data. Comparing the raw and 
the filtered data in Fig. 4, most of the points with small speed but very 
high shaft power are removed. 

Ship heading estimation: The direction of heading of the ship is 
required to estimate the environmental loads acting on the ship. 
Although the gyro and COG headings are recorded onboard the ship (as 

Fig. 3. Weather encountered by the ship during the data recording duration 
(∼ 3 years). 

Table 2 
Hindcast weather data variables obtained from ECMWF.  

Hindcast Variables 

1. Northward wind speed (10 m above the sea surface) 
2. Eastward wind speed (10 m above the sea surface) 
3. Significant wave height 
4. Mean wave period 
5. Mean wave direction  

Fig. 4. Measured speed-through-water (or log speed) vs measured shaft power 
obtained from 3 years long time series. 

Fig. 5. Filtering out unsteady samples to ensure quasi-steady assumption.  
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shown in Table 1), it is observed that there were some errors in these 
measurements. The recorded heading variables were filled with zeros in 
the latter part of the time series. The ship heading is, therefore, esti-
mated using the latitude and longitude variables recorded onboard the 
ship. The estimated ship heading is further validated against the first 
(non-zero) part of the recorded COG heading time series. 

Draft correction: In general, draft measuring sensors are calibrated to 
convert measured pressure to water column height, resulting in draft 
measurements. But due to Venturi effect (or non-zero dynamic pres-
sure), when the relative velocity between ship and fluid is non-zero, the 
actual measured pressure is smaller than the actual hydrostatic pressure, 
thus, the measured draft is smaller than the actual draft. Therefore, the 
draft measurements are corrected to account for this effect by interpo-
lating the draft during an individual trip by using the initial and final 
draft measurements (when the ship speed is negligible). 

Displacement estimation: Mean draft or draft at mid-ship and trim-by- 
aft are obtained as the mean and difference, respectively, of the above 
corrected aft and fore draft (assuming that the measured draft aft and 
draft fore are drafts at aft peak and fore peak, respectively). The mean 
draft and trim-by-aft are used as the input parameters to linearly 
interpolate the displacement for each data sample using the hydrostatics 
obtained from the 3D model of the ship. It is worth remembering that 
using the 3D model to estimate the displacement of the ship is also an 
approximation due to inherent discrepancies between the model and the 
real ship. As an estimation of error, it was observed that the displace-
ment obtained using the 3D model, without the appendages, was about 
73 tonnes more than the value reported in the sea trial report of the 
vessel for the same draft and trim settings. In view of this, no further 
corrections were made to account for an increase in displacement due to 
the appendages. 

6. RESULTS 

The results are divided in the following 4 sections. The first section 
presents the fouling friction coefficient (ΔCF) calculated using the 
traditional method, which is further used for correcting the data for 
performance variation in time due to marine fouling. The next section 
presents the averaged constant value of displacement (m) and speed (n) 
exponents estimated using the in-service data recorded onboard a sea- 
going ship. The third section does the same but, here, the model is 
fitted piece-wise over the speed-displacement domain after dividing it 
into a regular grid, thus, presenting a grid of statistically fitted values for 
m and n. The final section presents a comparison of the obtained per-
formance indicator, i.e., the generalized admiralty coefficient, with the 
most widely accepted performance indicator, the fouling friction coef-

ficient (ΔCF), as well as a demonstration regarding the use of the ob-
tained performance indicator as a tool to monitor the hydrodynamic 
performance of a ship. 

6.1. Calm-water in-service data 

The calm-water in-service data is obtained by further filtering the 
steady-filtered data (shown in Fig. 4) for near-calm-water limits, total 
wind speed (|VWind|) less than 5.5 m/s (equivalent to Beaufort scale 3) 
and significant wave height (HS) less than 1 m. As mentioned before, the 
data used here is recorded over a duration of about 3 years. The ship’s 
propeller was cleaned 6 times in this duration. Based on these propeller 
cleaning events, the filtered near-clam-water data is divided into 7 legs 
with a propeller cleaning event falling between two consecutive legs. 
Fig. 6 shows the filtered near-calm-water in-service data in a log speed 
(or speed-through-water) vs shaft power space for all the legs. Fig. 7 
shows the distribution of the filtered data in different legs as well as the 
distribution of data in all the legs combined (leg All). 

6.2. Environmental load corrections 

The calm-water in-service data presented in the previous section is 
corrected, in some cases, for wind and wave loads using empirical 
methods. Fujiwara’s method (Fujiwara et al. (2005)) is used for wind 
load corrections (as recommended by ITTC (2017)), and DTU’s method 
(Martinsen (2016), Taskar and Andersen (2021), based on an approach 
which uses the strip theory (Salvesen (1978)) and the asymptotic limit 
(Faltinsen et al. (1981)) to obtain the added wave resistance transfer 
functions, is used for wave load corrections. DTU’s method for wave 
load corrections is used here with the help of ship simulation workbench 
(Taskar and Andersen (2019b)), and it provides added wave resistance 
corrections for the relative mean wave heading from head (180∘) to 
beam seas (90∘). 

The total propulsive efficiency (ηD), for the given ship, is interpolated 
using the data available from the model test results for the ship. A linear 
interpolation grid is created over the speed vs mean draft domain using 
the model test data for interpolating ηD for each data sample. For sam-
ples outside the interpolation grid (for example, the samples with 
smaller ship speed which are outside the model test range), the nearest 
value on the grid is used. 

6.3. Fouling friction coefficient (ΔCF) 

The data used for the current work is recorded over a duration of 
about 3 years and consists of numerous voyages. The ship, usually, re-

Fig. 6. Filtered near-calm-water in-service data. The time series data is divided into 7 legs with a propeller cleaning event falling between two consecutive legs.  
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mains static for sometime between each voyage causing a build-up of 
marine fouling on the hull and propeller (Malone et al. (1981)). More-
over, the given data is affected by several propeller cleaning events, and 
a propeller cleaning activity may considerably influence the perfor-
mance of a ship (Townsin (1982)). Thus, to obtain a good estimate of 
displacement (m) and speed (n) exponents, the data should be corrected 
to account for performance variation due to such phenomenon. 

The shaft power measurement data is corrected for variation in 
performance over time due to marine fouling. These corrections are 
calculated by observing the trend in fouling friction coefficient (ΔCF) 
with respect to the cumulative ship static time. The fouling friction co-
efficient (ΔCF) is calculated using Eq. 6 with CT,Data calculated using the 
near-calm-water in-service data (presented in Section 6.1) with envi-
ronmental loads corrections, using the method described in Section 6.2. 
The total calm-water resistance coefficient (CT,Emp) is calculated using 
updated Guldhammer and Harvald’s method (Kristensen and Bingham 
(2017)), as it is found to be fitting well for the given ship. The cumu-
lative ship static time is calculated as the cumulative time (in seconds) 
for which the ship speed remains less than 3 knots (as suggested by 
Malone et al. (1981)). The fitted trend lines are used to calculate shaft 
power corrections to remove the effect of fouling, as shown in Fig. 8. 

The calculated ΔCF values shows quite small variation with time and 
most of the values are in the negative range. The small variation in-
dicates little fouling build-up. This can be attributed to the fact that the 

data used here is obtained from a newly-built ship (from first 3 years of 
service) and the anti-fouling systems are quite effective. The obtained 
ΔCF values are negative likely due to the fact that the method used here 
to calculate CT,Emp is overestimating the calm-water resistance for the 
given ship. 

6.4. Simple regression 

The current section presents the averaged constant value of expo-
nents estimated using the filtered near-calm-water in-service data 
(presented in Section 6.1) recorded onboard a ship over a duration of 
about 3 years. The following two models are used to calculate the 
displacement (m) and speed (n) exponents:  

• OLS: An ordinary least squares model, based on Eq. 3, fitted to near- 
calm-water data, presented in Section 6.1.  

• OLS (Corr.): An ordinary least squares model fitted to near-calm- 
water data corrected for environmental loads, as explained in Sec-
tion 6.2. 

The exponents calculated after applying corrections for variation in 
performance over time due to marine fouling are also presented in this 
section. The fouling corrections are done by subtracting the expected 
increase in the shaft power due to non-zero ΔCF from the measured shaft 

Fig. 7. Filtered near-calm-water in-service data (same as in Fig. 6) as violin plot. The thick black vertical lines stretch between 25% and 75% quantiles.  
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power, as explained in Section 6.3. As a simple cross-validation test, the 
exponents are also presented for the filtered but uncorrected (for 
fouling) legs. Finally, to draw a comparison, three well-known empirical 
methods are used to calculate the averaged constant value of exponents 
for the given ship. The data from empirical methods is obtained with the 

help of ship simulation workbench (Taskar and Andersen (2019b)). 
Discussion: Table 3 presents the results obtained from the OLS and OLS 

(Corr.) models for all the legs, the complete dataset (leg All) and the time 
corrected dataset (leg All-T). Fig. 9 shows the estimated exponents in 
graphical format along with 95% confidence intervals. Fig. 10 shows the 

Fig. 9. Averaged constant exponents calculated using OLS and OLS (Corr.) models. Shaded regions represent 95% confidence intervals. Refer Table 3 for values.  

Fig. 8. Fouling friction coefficient (ΔCF) with respect to ship static time. The trend lines are shown in dashed. The hollow circles are the calculated ΔCF values and 
the filled circles are the project ΔCF values on the fitted trend. 
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fitted speed-power curves for the simple OLS model using the data in leg 2. 
It is observed that the averaged constant displacement (m) and speed 

(n) exponents (shown in Table 3 and Fig. 9) obtained from the complete 
dataset (leg All) and the time-corrected dataset (leg All-T) are not very 
different. This is not surprising as the observed trends for individual legs in 
the fouling friction coefficient (shown in Fig. 8) are quite small, which in- 
turn is probably due to the fact that the current data is recorded onboard a 
newly-built ship. It should also be noted that applying environmental loads 
corrections on top of the currently employed near-calm-water filtering 
limits (|VWind| < 5.5m /s & HS < 1m), as done in the case of the OLS (Corr.) 
model, may not be necessary as the simple OLS model produces a good 
estimate for m and n as compared to the OLS (Corr.) model. 

The speed exponent (n) obtained for the first and last leg (i.e., leg 1 & 
7) using both the models is quite small as compared to the values in other 
legs. This is due to the fact that these legs consists of very few samples 
spread over a very limited range of speed axis (refer Figs. 6 and 7). Leg 5 is 
also observed to have very few samples but in this case the samples are 
well distributed along the speed axis. Looking at Fig. 7, it can also be said 
that leg 6, resulting in n ≈ 3.1, has the best coverage over the speed- 
power domain. This is very close to the value obtained for complete 
dataset (leg All & All-T) as well as the speed exponent in the admiralty 
coefficient. Further, discarding the results in leg 1 & 7, it is observed that 
the averaged constant speed exponent (n) lies between 2.8 to 3.5 for the 
given ship, and 3.1 is the mean as well as the most probable value of n. 

Table 3 
Results obtained from OLS and OLS (Corr.) regression models. The full dataset is divided to 7 legs with a propeller cleaning event fall between two consecutive legs. Leg 
All contains the full dataset (obtained after merging all the legs). Leg All-T also contains the full dataset but it is corrected for performance variation over time due to 
marine fouling.  

Leg Samples m  n  RMSE R2   

OLS OLS(Corr.) OLS OLS(Corr.) OLS OLS(Corr.) OLS OLS(Corr.) 

1 289 0.39 ± 0.06  0.43 ± 0.06  1.85 ± 0.17  2.02 ± 0.16  318 298 0.455 0.536 
2 795 0.35 ± 0.04  0.32 ± 0.03  3.35 ± 0.06  3.44 ± 0.05  368 340 0.858 0.874 
3 917 0.59 ± 0.04  0.63 ± 0.04  3.45 ± 0.07  3.50 ± 0.07  389 378 0.900 0.901 
4 621 0.42 ± 0.04  0.42 ± 0.04  2.81 ± 0.09  2.86 ± 0.08  419 381 0.863 0.887 
5 313 0.22 ± 0.09  0.20 ± 0.09  2.84 ± 0.11  2.90 ± 0.11  328 307 0.810 0.828 
6 599 0.48 ± 0.06  0.46 ± 0.06  3.16 ± 0.05  3.15 ± 0.05  443 424 0.958 0.961 
7 166 0.18 ± 0.14  0.30 ± 0.13  1.77 ± 0.36  2.01 ± 0.35  205 194 0.378 0.443 

All 3700 0.52 ± 0.02  0.52 ± 0.02  3.15 ± 0.03  3.19 ± 0.03  420 396 0.913 0.923 
All-T 3700 0.53 ± 0.02  0.54 ± 0.02  3.14 ± 0.03  3.19 ± 0.03  455 436 0.908 0.915  

Fig. 10. Speed-power curves (indicated by solid lines) obtained using the OLS model for varying displacement (Δ) for leg 2. The fitted data is indicated by markers, 
divided into different categories according to the displacement, and the numbers in curly braces ({}) are the number of samples in the corresponding category. 
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The fitted displacement exponent (m) seems to be varying quite 
substantially for different legs. Thus, it does not seem appropriate to 
define a reliable range for the true value of m. Observing Fig. 7, it can be 
seen that the samples in legs 2, 3 & 4 has a fairly good coverage over the 
displacement-power domain but each of them results in a very different 
value. It should be noted that leg 3, which shows the best coverage over 
the displacement-power domain, predicts the displacement exponent to 
be ∼ 0.6 (closest to 2/3, the exponent in the admiralty coefficient) but 
the results from the complete datasets (leg All & All-T) results in m ≈ 0.5. 

As aforementioned, the averaged constant displacement (m) and 
speed (n) exponents are also calculated using the data obtained from 
three well-known empirical methods for the given ship (shown in 
Table 4). The exponents obtained here seems to be on the higher side as 
compared to the corresponding values from in-service data, and the 
displacement exponent in all the three cases is quite close to m = 2 /3, as 
in the case of the original admiralty coefficient. In case of empirical 
methods, a weighted least squares (WLS) regression model (refer 
Appendix A) has to be used to calculate the exponents, as explained in 
Appendix B. 

6.5. Piece-wise regression 

It may be expected that the log-linear assumption, taken in Eq. 3, 
would result in an inaccurate modeling of the speed-power-displacement 
reference surface. The extensive literature survey presented in the current 
work also suggests that the speed (n) and displacement (m) exponents are 
not constant over the complete speed-displacement domain, thus, indi-
cating a log-non-linear relationship between speed, power and displace-
ment. Nevertheless, acknowledging the fact that all non-linear surfaces 
are piece-wise linear, it is, therefore, possible to fit a log-linear relation-
ship to a greater degree on the given data by dividing it into several small 
pieces over the speed-displacement domain. This is equivalent to 
modeling the log-non-linear surface in speed-power-displacement 3D 
space by several patches of log-linear surfaces. 

Fig. 11 presents the displacement (m) and speed (n) exponents 
calculated using the calm-water data (shown by faded hollow circles) 
obtained, for the given ship, from updated Guldhammer and Harvald’s 
method by piece-wise fitting the log-linear model. The data is, first, 
divided into rectangular blocks, shown by grid-like lines in Fig. 11, and, 
then, the exponents are calculated for each block by using simple OLS 
regression in log scale. Finally, the calculated values are used to create 
the m and n contours over the whole speed-displacement domain. The 
goodness of fit is indicated (in Fig. 11 title) by the minimum R-squared 
(R2) and maximum root mean square error (RMSE) obtained from the 
blocks in the fitted domain. The results confirm the expected log-non- 
linearity or non-constant and varying value for displacement (m) and 
speed (n) exponents over the speed-displacement domain. Observing the 
values in Fig. 11, it can be noted that the major area of the contours 
corresponds to the values of the exponents in the original admiralty 
coefficient. 

Table 4 
Averaged constant displacement (m) and speed (n) exponents obtained from the 
conventional empirical methods for the given ship.  

Method Samples m  n  RMSE R2 

Updated 
Guldhammer 

990 0.69 ± 0.01  3.35 ± 0.02  147 0.997 

Guldhammer 990 0.65 ± 0.01  3.21 ± 0.01  118 0.999 
Hollenbach 990 0.67 ± 0.01  3.28 ± 0.02  190 0.996  

Fig. 11. Displacement and speed exponents (m and n, respectively) 
calculated piece-wise using the calm-water data obtained using 
updated Guldhammer and Harvald’s method (Kristensen and Bing-
ham (2017)) for the given ship. The data used for fitting the model is 
shown by faded hollow circles. The grid-like lines divide the data 
into pieces or blocks which are further used to carry-out log-linear 
OLS regression. The exponents obtained for each block are further 
used to obtain the contours.   
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Obtaining a similar contour from the in-service calm-water data is far 
more complicated due to several obvious reasons like sparsity of data, 
non-uniform distribution of data, etc. Fig. 12 shows the displacement 
(m) and speed (n) exponents obtained from in-service data. The data 
used here is corrected for both time and environmental loads (same as 
OLS (Corr.) model in leg All-T in the previous section). Although some of 
the obtained values are comparable with the values in Fig. 11, the values 
are still not consistent enough to create a contour. Moreover, it should 
be noted that the grid blocks used in Fig. 12 are substantially bigger than 
the blocks used in Fig. 11. Smaller blocks results in many more inap-
propriate values of m and n as the variation due to noise in the data 
becomes larger than the variation due to the actual trend. 

The inconsistencies in the values of exponents observed in Fig. 12 
indicate that the fitted patches of log-linear surfaces will not produce a 
very smooth speed-power-displacement surface for the ship. In view of 
that, the averaged constant exponents, obtained for leg All-T in the 
previous section, are used to formulate the performance indicator for the 
current case. 

6.6. Performance indicator 

As aforementioned, the underlying logic behind the traditional 
method for performance prediction, using the fouling friction coefficient 
(ΔCF), as well as the current method is based on observing the distance 
(along the power axis) between an operational point (Δ, V, Ps) and the 
reference speed-power-displacement calm-water surface for the ship. In 
case of the traditional method, the reference surface is usually obtained 
using an empirical method (which is nothing but a regression model 
fitted on the model test results obtained from several generalized hull 
forms) or the model tests conducted for the ship during the design stage. 
The reference surface obtained using an empirical method may not fit 
well for the given ship, and the model test results may introduce un-
known scale effects while estimating the reference surface for the full 

scale ship. It is, therefore, critically important to validate the reference 
surface obtained from these sources using the in-service data recorded 
onboard the full scale ship. The method proposed, here, establishes the 
reference calm-water surface directly using the in-service data recorded 
onboard the ship. Thus, it does not need any further validation. 

Fig. 13 shows the reference surfaces used by the traditional method 
(top row), i.e., the best fitted empirical method (updated Guldhammer 
and Harvald’s method, Kristensen and Bingham (2017)) for the given 
ship, and the current method (bottom row). The reference surfaces in 
Fig. 13 are, first, divided into a number of sections based on the 
displacement (Δ), as indicated on the top of the subplots in the first row. 
The filtered near-calm-water in-service data (presented in Section 6.1), 
without any corrections, falling in the range of the surface section is, 
then, plotted with it. The vertical distance (along the power axis) be-
tween the reference surface and the in-service data samples is indicated 
by the color intensity of the data samples, with red being on top of the 
surface and blue below the surface. The goodness of fit for each surface 
section is indicated by RMSE and R2 parameters, shown on top of each 
surface section subplot. It should be noted that these subplots are pro-
jections of 3D surfaces on a 2D plane but the distance (indicated by color 
intensity) between the in-service data samples and the surface are 
calculated in 3D. 

Fig. 13 clearly shows that the reference surface from the current 
method has a better fit for lower displacement range whereas the refer-
ence surface predicted using the updated Guldhammer and Harvald’s 
method (Kristensen and Bingham (2017)) fits better in the higher 
displacement range (clearly noticeable for Δ = [45000,55000)). This can 
be attributed to the fact that the in-service data, used for estimating the 
reference surface for the current method, has more number of samples in 
the lower displacement range (as shown in Fig. 7). A better distribution of 
in-service data would result in a more accurate reference surface. 

Further, the obtained reference surface can be used to predict the 
performance of the ship over time by calculating the value of the 

Fig. 12. Displacement and speed exponents (m and n, respectively) calculated piece-wise using the in-service calm-water data. The data used here is corrected for 
time as well as environmental loads. 
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generalized admiralty coefficient (with statistically estimated values of 
displacement (m) and speed (n) exponents from leg All-T in Table 3) 
using the filtered near-calm-water in-service data with environmental 
load corrections, explained in Section 6.2. Fig. 14 shows the evolution of 
obtained performance indicator with ship static time along with the 
trend lines. Here, each hollow circle represents the mean generalized 
admiralty coefficient obtained using the in-service data recorded at the 
corresponding ship static time. As in the case of ΔCF method, the filtered 
near-calm-water in-service data used here is corrected for environ-
mental loads, so that a clear comparison can be drawn between the 
current method and the performance predictions by the traditional ΔCF 
method (shown in Fig. 8). 

Comparing Figs. 14 and 8, it can be seen that both the methods 

predict an unnatural trend in the performance change of the ship for 
some legs (leg 1, 6 & 7 for the current method, and leg 7 for the tradi-
tional method). Moreover, both the methods predict a drop in perfor-
mance after the last propeller cleaning event (between leg 6 & 7). 
Looking at the slopes for each leg, it is quite noticeable that both the 
methods predict the biggest performance drop in leg 4 and the second 
biggest drop in leg 3, and the predicted performance drop in leg 2 is 
quite comparable. Lastly, observing the overall trend (leg All), the cur-
rent method (generalized admiralty coefficient) seems to be predicting 
an appropriate trend showing a drop in performance whereas the 
traditional method predicts an unnatural increase in the performance of 
the ship over a duration of 3 years. 

Fig. 14. Statistically obtained generalized admiralty coefficient with respect to ship static time.  

Fig. 13. Comparison between the calm-water reference surface used by the traditional method (calculating ΔCF using the best fitting empirical method for the given 
ship, updated Guldhammer and Harvald’s method (Kristensen and Bingham (2017))) and the current method for performance prediction. 
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7. Conclusion 

The current work establishes a simple hydrodynamic performance 
indicator, in the form of generalized admiralty coefficient, to predict the 
change in performance over time for a sea-going ship using the in- 
service data recorded onboard the ship. The in-service data recorded 
onboard a new-built sea-going ship over a period of about 3 years is used 
to statistically obtain the speed and displacement exponents in the 
generalized admiralty coefficient for the ship. The fitted generalized 
admiralty coefficient represents the reference speed-power- 
displacement surface, in calm-water condition, for the ship. 

The extensive literature review presented here indicates a log-non- 
linear nature of the true reference speed-power-displacement surface 
for modern hull forms operating in calm-water. To account for these 
non-linearities, the reference surface is fitted piece-wise using several 
log-linear surface patches but the results produced using the piece-wise 
approach did not produce consistent values, due to large amount of 
noise in the in-service data. Therefore, the reference surface, assuming a 
log-linear form as per the generalized admiralty coefficient, is used here 
for predicting the performance of the ship over time. 

The fitted log-linear reference surface and the performance pre-
dictions made using the fitted surface are validated by carrying-out a 
thorough comparison with the traditional method, i.e., observing the 
trend in fouling friction coefficient (ΔCF). The performance prediction 
results are found to be in good agreement with the results from the 
traditional method, indicating that the non-linearities in the actual 
reference surface are not significant. 

As the results from the current method are well-validated here, it 
provides the ship operators with a simplistic and easily implementable 
method to monitor the hydrodynamic performance of a ship directly 
using the in-service data, thereby, removing the dependence on empir-
ical methods or model test results. The reference speed-power- 
displacement surface for calm-water conditions (represented by the 
generalized admiralty coefficient) can be easily estimated using the in- 
service data without carrying-out any environmental load corrections 
and marine fouling corrections. The environmental load corrections can 
be avoided by using a near-calm-water filtering limit for the in-service 
data, and the data recorded onboard a new-built ship may not need 

fouling corrections, as indicated by the results in the current work. Thus, 
the performance of a ship can be simply monitored by observing the 
trend in the generalized admiralty coefficient (with statistically esti-
mated exponents) using the filtered near-calm-water in-service data. 

The results also indicate that the exponents used in the original 
admiralty coefficient are probably not valid for modern hull forms, but 
the log-linear relationship can still be used, as an approximation, to 
represent the true reference surface. It should be noted that the results 
obtained using the current method are highly dependent on the quality 
of the in-service data. Moreover, the current method requires an initial 
data recording time (to estimate the speed and displacement exponents) 
before it can be used for predicting the performance of a ship, but once 
the reference surface is established for a ship, using the current method, 
it can be used to predict the performance of the ship for the rest of its life 
very easily. On the other hand, the results obtained from the traditional 
method would surely depend on the validity (for the given ship) of the 
method used for calculating ΔCF and may lead to inaccurate results due 
to various reasons like scale effects (as the reference surface used in that 
case is estimated using the data obtained from model test results of 
generalized hull forms or the given ship). Therefore, the current method, 
i.e., using the generalized admiralty coefficient statistically fitted on the 
in-service data recorded onboard the given ship, proves to be a more 
robust method for the performance prediction of the ships over time. 
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Appendix A. Weighted least squares (WLS) regression 

In OLS regression, it is inherently assumed that all the fitted samples holds equal importance or weightage. Thus, all the samples used for fitting the 
model exert an equal influence over the parameters being estimated. A model that treats all of the samples equally would give less precisely measured 
points more influence than they should have and would give highly precise points too little influence. In statistical terms, OLS assumes that the 
standard deviation of error term is constant over all the values of independent variables. This assumption, however, is not valid for all the models. 

In WLS regression, the fitted samples are assigned unequal weights so that the samples with higher weights exert a higher influence over the 
parameters being estimated. The size of the weight may also indicate the precision of the information contained in the associated observation. Here, 
the estimates are obtained by weighted SSR instead of ordinary SSR. 

arg min
∑n

i=1
ϵ*2

i = (y − Xβ)T W(y − Xβ) (A.1)  

β̂WLS =
(
XT WX

)− 1XT Wy (A.2) 

Where W = diag([w1,w2,…,wn]) is a diagonal matrix with the diagonal containing weights assigned to n given samples. The standard errors of the 
estimated parameters can be further calculated as follows: 

s2
WLS =

∑n

i=1

wiϵ2
i

(n − p)
(A.3)  

SE(β̂) = sWLS

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
XT WX

)− 1
√

(A.4) 
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WLS models are, generally, used to treat datasets with non-constant error variances, or heteroscedasticity, identified as a funnel shape in the residual 
plot (James et al. (2013)). In order to obtain the most precise parameter estimates, the weights should be defined as inversely proportional to the variance 
of the quality of information in the samples. In other words, each weight should be directly proportional to the preciseness of the corresponding sample. 

wi∝
1
σ2

i
(A.5)  

Appendix B. Empirical methods 

It is well-known that the results obtained using a statistical machine-learning method is highly susceptible to biases, mainly, due to an uneven 
distribution of data samples. Thus, it is considered very important to do a validation study, if possible, using a previously known and well-established 
method. In order to validate the above results, the displacement (m) and speed (n) exponents are also obtained for the given ship using following three 
empirical methods:  

a) Guldhammer and Harvald’s method (Guldhammer and Harvald (1970))  
b) Updated Guldhammer and Harvald’s method (Kristensen and Bingham (2017))  
c) Hollenbach’s method (Hollenbach (1998)) 

These three empirical methods are, first, used to calculate the calm-water resistance and the total propulsive power for the given ship over a uniform 
speed vs mean draft grid (keeping zero trim). An OLS regression model is, then, fitted on these calculated values as per the relation given in Eq. 3. Table 4 
presents the estimated parameters obtained from all the three empirical methods. Observing the R-squared (R2) values for the OLS model, it seems to be 
having a very good fit but the residuals plot (shown in Fig. B.15) clearly indicate that the model does not actually fit the data well.4 

As shown in Fig. B.15, the simple OLS model shows an increasing trend in residuals with increasing propulsive power as well as other variables. 
This is due to the fact that the linear regression model is being fitted in log scale and, therefore, the OLS model minimizes the sum of square residuals 
(SSR) in log scale. In order to obtain a better fitted linear model, a WLS regression model is used with weights as the square of propulsive power (i.e., wi 

= Y2
i ) so as to give higher weights to higher propulsive power samples. Fig. B.16 shows the residuals for the WLS model. The WLS models is, clearly, a 

better fit and it results in a substantially smaller RMSE (as shown in Table B.5b). 

Fig. B1. Residuals for OLS model fitted on the calm-water data obtained using the updated Guldhammer and Harvald’s method. Y = Propulsive power.  

4 It is well-known in statistical community that a thorough investigation of residuals is mandatory to judge the goodness of fit of any statistical machine-learning 
model, just observing the goodness of fit parameters like R2, RMSE, etc. is not sufficient. 
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It should be noted that the current behavior is not observed in case of the OLS and WLS models while using the in-service data because the data 
samples in that case are sparsely distributed with substantially fewer samples in lower shaft power range, thereby automatically giving higher weights 
to samples with higher shaft power measurements. On another note, from Fig. B.15, it can be observed that trend in residuals is not linear, as one might 
expect assuming a log-linear relation assumed in the generalized admiralty coefficient. This is due to the fact that the data is non-linear in log scale 
and, therefore, the log-linear relation is a mere simplification of a more complex problem. 

Fig. B2. Residuals for WLS model, with Y2
i as sample weights, fitted on the calm-water data obtained using the updated Guldhammer and Harvald’s method. 

Y = Propulsive power. 

Table B1 
Results obtained from regression models (OLS and WLS) using data obtained from the conventional empirical 
methods for the given ship.  

(a) Displacement exponent (m) and speed exponent (n). The estimated values of m and n are presented with their 95%  
confidence limits (assuming that the estimates are Normally distributed).  

Method Samples m  n    

OLS WLS OLS WLS 

Updated Guldhammer 990 0.574 ± 0.014  0.687 ± 0.011  2.901 ± 0.005  3.352 ± 0.020  
Guldhammer 990 0.561 ± 0.011  0.650 ± 0.007  2.946 ± 0.004  3.212 ± 0.013  
Hollenbach 990 0.685 ± 0.018  0.671 ± 0.013  2.700 ± 0.007  3.281 ± 0.022   

(b) Goodness of fit parameters. STDE = Standard error, RMSE = Root mean square error and R2 = Coefficient of 
determination (prediction). 

Method OLS WLS  

STDE RMSE R2 STDE RMSE R2 

Updated Guldhammer 229 370 0.980 143 147 0.997 
Guldhammer 181 303 0.990 116 118 0.999 
Hollenbach 319 515 0.971 190 196 0.996  
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A B S T R A C T
The hydrodynamic performance of a sea-going ship varies over its lifespan due to factors like
marine fouling and the condition of the anti-fouling paint system. In order to accurately estimate
the power demand and fuel consumption for a planned voyage, it is important to assess the
hydrodynamic performance of the ship. The current work uses machine-learning (ML) methods
to estimate the hydrodynamic performance of a ship using the onboard recorded in-service data.
Three ML methods, NL-PCR, NL-PLSR and probabilistic ANN, are calibrated using the data
from two sister ships. The calibrated models are used to extract the varying trend in ship’s
hydrodynamic performance over time and predict the change in performance through several
propeller and hull cleaning events. The predicted change in performance is compared with the
corresponding values estimated using the fouling friction coefficient (Δ𝐶𝐹 ). The ML methods
are found to be performing well while modeling the hydrodynamic state of the ships with
probabilistic ANN model performing the best, but the results from NL-PCR and NL-PLSR are
not far behind, indicating that it may be possible to use simple methods to solve such problems
with the help of domain knowledge.

1. Introduction
The hydrodynamic performance of a ship is an important factor which must be considered while working towards

the green shipping future. In the ongoing development towards low-emission shipping, sparked partly by the IMO’s
goal of 50% reduction of greenhouse gas (GHG) emissions from global shipping within 2050, energy saving is going
to be much more important, also from an economic perspective. Optimizing the hydrodynamic performance of a ship
would not only lead to direct reduction of GHG, when running the ship on fossil fuels, but would also make alternative
low-GHG fuel options more economically viable, as all the low-GHG alternative energy sources are significantly more
expensive per unit energy than the traditional marine fuels.

The operational efficiency and, therefore, fuel or energy savings can be increased by keeping the hull and propeller
smooth and clean of marine fouling (Townsin (2003)). However, cleaning very frequently is quite expensive and may
also lead to increase in wear of the hull coating, which in turn may increase the resistance and fuel consumption (Munk
(2016)). Conventionally, most of the ship owners perform scheduled maintenance (hull and propeller cleaning) on a
regular timely basis which may not be very efficient. If the performance of the in-service ship can be efficiently and
accurately monitored, the hull and propeller maintenance intervals can be optimized.

A sea-going ship is, now-a-days, equipped with numerous sensors which are continuously recording several
variables, some of them representing the hydrodynamic state of the ship. These in-service recorded variables can be
used to monitor the hydrodynamic performance of the ship (as suggested by Pedersen and Larsen (2009)). The objective
of the current work is to use machine-learning (ML) methods to monitor the hydrodynamic performance of a ship over
time using the in-service data recorded onboard the ship. Pedersen and Larsen (2009) used an artificial neural network
(ANN) with just one hidden layer to model the hydrodynamic state of a ship, indicating the simplicity of the problem.
Therefore, it may be possible to solve such a problem using a simple interpretable model like Principal Component
Regression (PCR) or Partial Least Squares Regression (PLSR) with the help of some non-linear transformations
obtained from our domain knowledge, thereby, linearizing the problem. In case of a linear problem, a simple model
like PLSR is known to have outperformed ANN (Farifteh et al. (2007)).

The current work focuses on developing data-driven methods for ship performance monitoring using the in-service
data recorded onboard two sister ships. It is attempted here to predict the performance of the ships using two well-known
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multivariate linear regression models, namely, Principal Component Regression (PCR) and Partial Least Squares
Regression (PLSR), enhanced using simple (but approximate) non-linear transformations, obtained from our domain
knowledge. The enhanced models are used alongside an advanced probabilistic non-linear model, probabilistic artificial
neural network (ANN), so that the performance of the enhanced models can be compared with the state-of-the-art.
Moreover, a fouling growth factor is proposed to account for the growth of fouling on the ships’ hull and propeller.
The calibrated models are used to observe the fitted trend in the hydrodynamic state variables and predict the change
in performance of the ships over time through several propeller and hull cleaning events. The predicted change is
performance is compared with the corresponding values obtained from the fouling friction coefficient (Δ𝐶𝐹 ). Finally,
the evolution of calm-water speed-power curve over time for the given ships is predicted.

The following section describes the ML methods used here to model the hydrodynamic state of a ship. Section 3
contains a detailed literature survey regarding marine fouling and the formulation of the fouling growth factor used to
include the effect of fouling growth on the hull and propeller of the ships. The datasets used to calibrate and validate
the ML models are presented in section 4. Lastly, sections 5, 6 and 7 presents the final results, conclusion and possible
future work, respectively.

2. Machine Learning (ML)
Machine-learning (ML) is a broad subject involving design and operations of a diverse set of algorithms based on

statistical methods. The main purpose of a statistical model is to draw inference, i.e., trying to establish the relationship
between different variables, thereby helping physics establish or verify empirical relationships. ML is based on the
same principle, but it serves a different purpose. ML models are designed with focus on predictive capabilities. In
order to improve the predictive capabilities of ML models, simple and interpretable statistical models are transformed
into highly complex and esoteric algorithms, like neural networks. With this adaptation, some ML models becomes
more obscure (leading to the creation of so-called ‘black-box’ models), but it should be noted that ML also contains
a substantial number of transparent and interpretable algorithms. These transparent algorithms can be used to solve a
wide range of problems, but the simplicity of these transparent algorithms sometimes cannot compete with the complex
algorithms due the complex nature of the problem-at-hand. Thus, it should be the role of the user to find a balance
between interpretability and performance while doing method selection for a complex problem. In view of above, the
current work presents three different ML models with varying complexity, interpretability and performance.
2.1. Regression Modeling: Method & Variable Selection

Regression modeling is a statistics-based technique mainly used for inference and prediction. In other words, it is
used to estimate the relationship between the target and input variable(s). It can thereafter be used to predict the target
variable(s) from the input variable(s). One of the simplest cases of regression modeling is linear regression between a
regressor (or input variable) and a regressand (or target variable). In such a simple case, it is possible to just plot the
regressand against the regressor to ensure that there exists a good linear correlation between them. The performance
of the regression model depends on how strong is this correlation.

In some cases, it is possible that the variation in the regressand(s) cannot be completely explained by the variation
in the regressor(s), i.e., the given regressand(s) may also be dependent on some other unidentified regressor(s). Thus,
the predictive performance of any regression model at least depends on the following two factors: (a) Correlation
between the regressands and regressors; (b) The amount of variance in the regressands explained by the regressors.
Further, it is naturally understandable that including an uncorrelated variable as an additional regressor cannot increase
the model performance, rather in some cases, it may unnecessarily increase the model size and, therefore, the required
computational time. Thus, variable selection is an important step in regression modeling. This is here achieved by
Principal Component Analysis (PCA) (as demonstrated by Gupta et al. (2019)).

PCA is a very powerful statistical method which can be used to fulfill several different purposes at the same time.
In other words, PCA can be used as a one-stop shop for basic statistical analysis. One of the biggest advantage of
PCA is that it is a completely transparent and interpretable ML method. Moreover, it can be further extended to
a multivariate linear regression model, known as Principal Component Regression (PCR) (Jolliffe (2002)). PCR is
different from ordinary least squares (OLS) linear regression as it, first, factorizes the regressor (or input) matrix into
Principal Components (PCs), and then, uses only the first few significant PCs to carry-out the least squares regression.
Thus, the PCR may produce better results as it reduces the noise in the regressors, by way of filtering-out the last few
insignificant PCs, and the fact that the PCs are orthogonal to each other eliminates the problem of multicollinearity
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(well-known in the case of OLS regression). It should also be noted that PCR with maximum possible PCs (equal to
the rank of regressor matrix) is exactly same as the OLS linear regression.

As mentioned above, PCR is a linear regression method, but it is well-known from our domain knowledge that
the problem of ship propulsion is non-linear in nature. Moreover, one of the short comings of PCR is that the PC
factorization of the regressor matrix is done independently from the regressands. Therefore, the sequence of PCs
produced by the factorization of the regressor matrix is not always in the desired order of diminishing correlation
with the regressands (Martens and Martens (2001)). This is generally resolved using a slightly modified method
known as Partial Least Squares Regression (PLSR). On the other hand, to handle the non-linearities, some non-linear
transformations can be used, thereby converting a non-linear problem into a linear one, and transforming PCR and
PLSR into non-linear PCR (NL-PCR) and non-linear PLSR (NL-PLSR), respectively. In order to achieve the best
possible results using such a method the user must be able to model all the non-linear dependencies. This is sometimes
not feasible due to the complexity of the problem. Alternatively, it is possible to use a more complex non-linear model
like artificial neural network (ANN) in order to better model the non-linear nature of the problem.

Considering the above, the following three supervised ML algorithms are used to create statistics-based regression
models for the current work: (a) Principal Component Regression (PCR); (b) Partial Least Squares Regression (PLSR);
(c) Probabilistic artificial neural network (Probabilistic ANN).
2.2. Principal Component Regression (PCR)

PCR is a linear regression model, based-on Principal Component Analysis (PCA), in which the regressors (or
input variables) are the first few significant Principal Components (PCs). The mean-centered and standardized input
data matrix (𝑋) is, first, factorized using PCA as per the following equation:

X𝑚×𝑛 = T𝑚×𝐴
𝐴 . P′𝐴×𝑛

𝐴 + E𝑚×𝑛
𝐴 (1)

Where T𝐴 is PC scores’ matrix and P𝐴 is PC loadings’ matrix with each column corresponding to a PC, and E𝐴is the residual matrix. Superscripts represent the dimensions of the matrices, and P′
𝐴 represents the transpose of P𝐴.

𝐴 is the model dimensionality or number of PCs. Further, the target variables are regressed using a linear regression
model on the selected set of PC scores (𝑇𝐴) as follows:

Y𝑚×𝑘 = T𝑚×𝐴
𝐴 . B𝐴×𝑘 + e𝑚×𝑘 (2)

Where Y is the target matrix with 𝑘 target variables, B is the regression coefficient matrix and e is the regression
residual matrix. Ridge regression with built-in cross-validation (RidgeCV from Scikit-learn in python (Pedregosa et al.
(2011))) is used here for linear regression. Finally, to account for the non-linearities, additional variables are appended
to the input (𝑋) and target (𝑌 ) matrices after applying simple non-linear transformations on one original variable at a
time. The PCR model enhanced with these non-linear transformations is further referred to as NL-PCR.
2.3. Partial Least Squares Regression (PLSR)

PLSR is also a linear regression model based on the similar principle as PCR. Like PCR, it involves 2 steps: (1)
Establishing a score matrix (𝑇𝐴); (2) Regressing Y on 𝑇𝐴. But, in PLSR, 𝑇𝐴 is derived from both the regressor (𝑋) and
regressand (𝑌 ), and it is done in a manner such that 𝑡𝑎 vectors (comprising 𝑇𝐴) are produced in the desired order of
diminishing correlation with the regressands (𝑌 ). Here, a simple iterative algorithm based on NIPALS (Vandeginste
et al. (1988)) is carried-out as follows:

𝑤𝑎 =
𝐸′
𝑎−1. 𝑢𝑎

||𝐸′
𝑎−1. 𝑢𝑎||

and 𝑡𝑎 = 𝐸𝑎−1. 𝑤𝑎 (3)

𝑞𝑎 =
𝑢′𝑎. 𝑡𝑎

||𝑢′𝑎. 𝑡𝑎||
and 𝑢𝑎 = 𝐹𝑎−1. 𝑞𝑎 (4)

Where 𝑢𝑎 is chosen as any one column of 𝐹𝑎−1, and 𝐸𝑎−1 and 𝐹𝑎−1 are 𝑋 and 𝑌 residuals, respectively, obtained
after extracting (𝑎 − 1) factors, therefore, 𝐸0 = 𝑋 and 𝐹0 = 𝑌 . The above steps are carried-out iteratively until 𝑡𝑎converges. The 𝑋 loadings (𝑝𝑎) are calculated by using the relation indicated in equation 1 as follows:

𝑝𝑎 =
𝐸′
𝑎−1. 𝑡𝑎

||𝑡′𝑎. 𝑡𝑎||
(5)
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Further, 𝑋 and 𝑌 residuals are calculated as follows, and the process is repeated to extract the next set of scores
and loadings.

𝐸𝑎 = 𝐸𝑎−1 − 𝑡𝑎. 𝑝
′
𝑎 and 𝐹𝑎 = 𝐹𝑎−1 − 𝑢𝑎. 𝑞

′
𝑎 (6)

For the current work, the PLSR model is created using the PLSRegression function defined by Scikit-learn in
python (Pedregosa et al. (2011)), and the non-linear variables are introduced in the same manner as explained above
for the PCR model. The PLSR model enhanced with the non-linear transformations is further referred to as NL-PLSR.
2.4. Artificial Neural Network (ANN)

Originally inspired by the human brain, neural networks have proven to be excellent estimators for both
classification and regression problems. Neural networks have out-competed many traditional signal processing and
pattern recognition methods, becoming state-of-the-art in research fields, such as natural language processing (NLP)
and computer vision (Schmidhuber (2015)). The simplest form of a neural network dates back to 1960s, called a
multilayer perceptron (MLP) or a deep feed forward network (Schmidhuber (2015)). A MLP takes an input (𝐗) and
maps it to an output (𝐘) as 𝐘 = 𝑓 (𝐗;𝜽), where 𝜽 denotes the network parameters. The mapping can be seen as 𝐿
nonlinear mappings applied in succession: 𝑓 (𝐗) = 𝑓𝐿(𝑓𝐿−1(...𝑓 2(𝑓 1(𝐗)))). Each non-linear mapping is referred to
as a layer, and the number of layers is known as the depth of the network.

𝐥𝑖 = 𝜎𝑖(𝐖𝑖 ⋅ 𝐥𝑖−1 + 𝐛𝑖) (7)
The output of a layer, 𝐥𝑖 = 𝑓 𝑖(𝑓 𝑖−1(...𝑓 2(𝑓 1(𝐗)))), is computed as shown in equation 7. First, the output of

the previous layer is multiplied with a weight matrix (𝐖𝑖), and then, a bias vector (𝐛𝑖) is added to the product.
The resulting vector is then fed to an activation function (𝜎𝑖) which is typically of the type sigmoid, ReLU or tanh
(Goodfellow et al. (2016)). The neural network can be visualized as a graph where each node, called a neuron, outputs
an element of a layer vector (𝐥𝑖). The first column of neurons simply output the value of the input vector (𝐗). The
edges represent multiplication of the output of a neuron with an element of the weight matrix of the next layer.
The products going into a neuron are summed, a bias is added and the activation function is applied. Analogous to
multivariate linear regression, the model is trained to obtain an estimate of the set of model parameters (weights and
biases), 𝜽 = [𝐖1 𝐖2 ⋯ 𝐖𝑛 𝐛1 ⋯ 𝐛𝑛]𝑇 , which minimizes the cost function, considering the hypothesis
Y = 𝑓 (X;𝜽). The most commonly used cost function is Mean Squared Error (MSE) with 𝐿2 regularization.

J(𝜽) = 1
𝑚
(Ŷ − Y)𝑇 (Ŷ − Y) + 𝜆

𝐿∑
𝑖=1

(||𝐖𝑖||2 + ||𝐛𝑖||2) (8)

Where 𝑚 is the number of samples in Y, Ŷ is the model prediction for Y, and 𝜆 is the weight decay or regularization
parameter.
2.4.1. Probabilistic ANN: Dropout as a Bayesian Approximation

It is well-known that a deep neural network is susceptible to over-fitting. Applying additional dropout layers while
training the model helps avoid this problem (Srivastava et al. (2014)). Dropout refers to dropping-out units in a neural
network. The units to be dropped-out are chosen randomly with a probability, known as the dropout probability (𝑝drop).
This is mathematically equivalent to multiplying a vector, obtained from a Bernoulli distribution with success rate
(1 − 𝑝drop), with the selected weight matrix (𝐖𝑖). Thus, the dropped-out units are not considered during a particular
forward and backward pass. Once the model is trained, the dropout layers are removed, and the model can be used to
obtain point predictions, hereafter referred to as Standard dropout predictions.

The reliability of predictions from a deep neural network model is also a well debated topic. Two main reasons for
this debate are: (1) The esoteric or black-box nature of the model; (2) The lack of information about the uncertainty
in the predictions. A statistics-based Bayesian model uses probability to represent all uncertainty within the model.
In other words, a Bayesian model also estimates the uncertainty (or confidence) with which the model is making a
prediction, thus, providing a better way for the end user to gauge the reliability of results. Gal and Ghahramani (2016)
claimed that a neural network with a dropout layer applied before each network layer, named as dropout neural network,
can be treated as a Bayesian approximation for the probabilistic deep Gaussian process (Damianou and Lawrence
(2012)).
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The dropout neural network used for the current work is based on the framework developed by Gal and Ghahramani
(2016). The model uncertainty is obtained by performing 𝑇 stochastic forward passes through the already-trained
network (with dropout layers still active) and averaging the results. Thus, calculating a Monte Carlo mean of the
predictions (hereafter referred to as MC dropout predictions), along with an approximate predictive probability
distribution.

Ŷ = 1
𝑇

𝑇∑
𝑡=1

Ŷ𝑡(𝐗,𝐖1
𝑡 ,𝐖

2
𝑡 , ...,𝐖

𝐿
𝑡 ) (9)

The approximate predictive distribution can be further used to calculate the predictive variance. A small predictive
variance corresponds to a strong or high confidence prediction, whereas a large variance represents high uncertainty
in the model prediction.
2.5. Model selection

In case of NL-PCR and NL-PLSR models, it is crucial to decide the model dimensionality, i.e., the number of
Principal Components (PCs, for NL-PCR) or factors (for NL-PLSR) included in the regression model. In this case, the
model selection is done by “sequential mode” cross-validation (CV) scheme, proposed by Wold et al. (2001). Here,
first, the dataset is divided into 20 slices or continuous folds, then, 20 CV models are trained with leave-one-fold-out
scheme. The prediction residuals are calculated for each CV model only using the corresponding left-out fold. These
prediction residuals from all the CV models are, then, collected to calculate the prediction residual sum of squares
(PRESS), which represents the predictive ability of the model.

Parallelly, a fitted residual sum of squares (SS) is calculated for each model dimensionality using the full model
(trained on the full dataset). Finally, the ratio PRESS𝑎∕SS𝑎−1 is calculated of each model complexity (𝑎) and a
component or factor is considered significant if this ratio is smaller than around 0.9 for at least one of the target
variables. Once a non-significant component or factor is observed, all the further PCs or factors are dropped, and the
model dimensionality is set to 𝑎− 1. It should be noted that, in the ratio PRESS𝑎∕SS𝑎−1, PRESS𝑎 is calculated for the
model with ‘𝑎’ number of PCs or factors, but SS𝑎−1 is calculated for the model with ‘𝑎− 1’ number of PCs or factors.

Model selection in the case of artificial neural networks (ANN) is a tedious process which involves searching
for an optimum model in a multi-dimensional hyper-parameter space. In other words, it is required to find a set of
hyper-parameter values which produces the optimum model. Table 1 shows the list of hyper-parameters selected here
for the probabilistic ANN model. The model precision (𝜏), length scale (𝑙) and dropout probability (𝑝drop) are further
used to calculate the regularization parameter (𝜆) as follows (Gal and Ghahramani (2016)):

𝜆 =
𝑙2(1 − 𝑝drop)

2𝑛𝜏
(10)

where 𝑛 is the number of training samples. As indicated above, some of these hyper-parameters are obtained by
searching for an optimum model. Therefore, the last 4 hyper-parameters (in table 1), from 8 to 11, are obtained after
testing several model architectures over a grid of length scale and dropout probability (further explained in section
5.2). The remaining hyper-parameters are assumed to be constant.

The optimization algorithm, loss function and activation function are set to stochastic gradient descent (Adam),
MSE (Mean Squared Error) and ReLU (Rectified Linear Unit), respectively, as generally recommended for ANN
models for regression-based problems (Goodfellow et al. (2016)). Adam is a highly efficient optimization algorithm
(Ruder (2016)) used to adaptively vary the learning rate over the epochs to ensure fast and smooth convergence. The
two most popular activation functions used for regression-based problems are hyperbolic tangent (tanh) and ReLU.
ReLU is known to have several advantages over the other, like avoiding the problem of vanishing gradients (Glorot
et al. (2011)).

3. Marine Fouling
As discussed by Yebra et al. (2004), the growth rate of biofouling on marine structures is dependent on many factors

like water temperature, salinity, solar radiation, water depth, nutrients, etc. Additionally, the ability of these organisms
to remain attached to the hull depends on the shear force acting on the hull (and, consequently, the ship speed) and the
type of anti-fouling coating, as demonstrated by Fabbri et al. (2018) in an experimental study. Unfortunately, with the
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Table 1
Hyper-parameters for the probabilistic ANN model.

Sl. No. Hyper-parameter Value
1 Optimization algorithm Stochastic gradient descent (Adam)
2 Loss function Mean Squared Error (MSE)
3 Activation function Rectified Linear Unit (ReLU)
4 Batch size 5% of the training samples
5 No. of epochs 2000
6 No. of stochastic forward passes (T) 10,000
7 Model precision (𝜏) 1.0
8 Length scale (𝑙) 10.0
9 Dropout probability (𝑝drop) 0.2
10 No. of hidden layers 1
11 No. of neurons in hidden layer 50

current state of technological advancements, it is not practical to have continuous visual monitoring of the hull surface
to determine the extent of marine growth on the ship1. Therefore, the extent of fouling growth is here estimated using
the in-service data recorded onboard the ship.

Based on the final objective, most of the prominent research in this field can be broadly categorized into following
two types of methods: (i) Detection of marine fouling; (ii) Finding trend in ship’s performance. The first type of
methods includes the use of anomaly detection methods (Coraddu et al. (2019a); Logan (2012)). These methods are,
unfortunately, only demonstrated to differentiate between the clean hull and a fouled one. They seem to be unable to
quantify the extent of fouling growth. The second type of methods includes studies where researchers observed a trend
in ship performance varying over time. In these methods, the authors used one or several of the following parameters,
representing the performance of the ship: (a) Increased power demand (Walker and Atkins (2007); Ejdfors (2019)); (b)
Speed-loss (Koboević et al. (2019); Coraddu et al. (2019b)); (c) Admiralty coefficient (Ejdfors (2019)); (d) Resistance
or resistance coefficient (Munk (2016); Foteinos et al. (2017); Ejdfors (2019)).

Ejdfors (2019) presented a comparison between three of the above mentioned alternatives (a, c and d) and concluded
that using the admiralty coefficient produces the most logically-correct results2. Ejdfors (2019) assumed the admiralty
coefficient to be constant for a given ship over a range of speed-power-displacement, therefore, it could be perceived as
a summarized calm-water speed-power curve for a given displacement. Gupta et al. (2021) analysed this assumption
and concluded that this assumption only holds good for a generalized form of admiralty coefficient as the speed
and displacement exponents in the original admiralty coefficient are not valid for modern hull forms. Gupta et al.
(2021), therefore, proposed to use the generalized admiralty coefficient (Δ𝑚𝑉 𝑛∕𝑃𝑠) as the statistical hydrodynamic
performance indicator for a ship, with displacement and speed exponents, i.e., 𝑚 and 𝑛, respectively, obtained statistical
using the in-service data recorded onboard the ship. The current work uses the generalized admiralty coefficient to
formulate the variable used to account for the growth of marine fouling on the ships over time.
3.1. Statistical Modeling of Marine Fouling: Fouling Growth Factor

In order to account for the change in hydrodynamic performance of a ship due to fouling growth in a data-driven
model, it is required to statistically model the extent of fouling growth on the ship’s hull and propeller over time. It may
be possible to do it using the factors affecting the fouling growth (listed by Yebra et al. (2004)) but that would require
observing and recording all these factors over the data recording duration to a good enough accuracy. Moreover, a
well-established formulation may be required to calculate the extent of fouling growth at any point of time based on
these factors. In the absence of any such information, it may be possible to fit a simpler expression which may be able
to account for fouling growth on ship’s hull and propeller over time.

Malone et al. (1981) presented a computer program for Hull Performance Assessment Model (HPAM) which can
be used to compare and optimize hull surface management practices. The HPAM evaluates the performance of a ship
over time after taking into account the operational variation in the ship’s resistance due to environmental loads and

1In future, it is possible to produce an AI-assisted drone or AUV which can obtain unbiased continuous estimates of fouling growth, say, on a
scale something similar to NSTM rating (Schultz (2007)), as proposed in INCASS project by Lazakis et al. (2016).

2At this point, the authors would like to remind the reader that with this type of analysis there is no direct way to evaluate which method is most
accurate as there is no direct way to continuously monitor and measure the actual phenomenon.
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hull roughness. Here, Malone et al. (1981) estimated the total hull roughness as a sum of 4 contributing components:
steel plate roughness, coating system roughness, corrosion roughness, and fouling roughness. The hull roughness due
to each of these components is quantified in terms of a mean apparent amplitude (MAA), representing the average
peak-to-trough vertical distance in the given area of hull surface.

Malone et al. (1981) estimated the hull fouling roughness based on the effective life of antifouling coating, ship’s
static time in port and port fouling severities. It was assumed that no fouling occurs while the ship is underway (over
3 knots) based on the test results from rotating drums immersed in salt water in several different port environments3.
Therefore, the change in hull roughness due to marine fouling or hull fouling roughness was estimated as a function of
cumulative static time the ship is subjected to a given in-port fouling severity. In the current approach, fouling roughness
is represented by a fouling growth factor (FGF) calculated as the cumulative static time (𝑡𝑠𝑡𝑎𝑡𝑖𝑐) during which the ship’s
speed is recorded to be less than 3 knots multiplied by a fouling growth rate (FGR) as follows:

FGF =
∑
𝑖
𝑡𝑠𝑡𝑎𝑡𝑖𝑐,𝑖.FGR𝑖 (11)

The fouling growth rate (FGR) is estimated as the trend in generalized admiralty coefficient (as demonstrated by
Gupta et al. (2021)). It should be noted that two variables are calculated here to account for the fouling growth on the
hull and propeller assuming the same fouling growth rate (FGR), and each time the hull or the propeller is cleaned the
corresponding FGF is reset to zero, as shown later in figure 4. The total fouling growth factor (FGF), used to calibrate
the models, is calculated as the sum of hull and propeller FGFs.

4. Data
The in-service data used for the current work is obtained from 2 sister ships. One of the sister ships, further

mentioned as the original ship, is the same ship presented by Gupta et al. (2019) and Gupta et al. (2021), but the
dataset from the original ship, used here, is recorded over a slightly longer duration (3 years). The dataset from the
sister ship, further referred to as the sister ship, is recorded over a duration of about 2.5 years. The data used to calibrate
the machine-learning models is an assimilation of in-service measurement data recorded onboard a ship and weather
hindcast data.
4.1. Ship Data

The ships are ∼ 200𝑚 long general cargo ship with installed capacity of approximately 10𝑀𝑊 (MCR4) supplied
with Marorka Online5 web application. The original and sister ship datasets are recorded over a duration of 3 years
and about 2.5 years, respectively. In case of both the ships, each sample is obtained by averaging over a period of 15
minutes. Table 2 presents the categorized list of all the ship data variables recorded onboard the ships.
4.2. Weather Hindcast Data

The weather hindcast data is obtained from European Centre for Medium-Range Weather Forecast (ECMWF)
(Copernicus Climate Change Service (C3S) (2017)), Hybrid Coordinate Ocean Model (HYCOM) (Chassignet et al.
(2007)) and Copernicus Marine Environment Monitoring Service (CMEMS) (Global Monitoring and Forecasting
Center (2018)). The ECMWF data, used for the current analysis, is obtained from ERA5 HRES (High Resolution)
climate reanalysis dataset. The spatial resolution of ERA5 HRES is 0.25°, and the temporal resolution is 1 hour.
ECMWF dataset is used to obtain northward and eastward wind speeds 10 m above the sea surface, significant wave
height, mean wave period and mean wave direction. HYCOM dataset, used here, has a spatial resolution of 1∕12° with
a sampling frequency of 1 measurement per day, and CMEMS dataset has the same spatial resolution but a sampling
frequency of 1 measurement per hour. HYCOM and CMEMS datasets are used here to obtain northward and eastward
sea water speed for the original ship and sister ship, respectively. The weather data variables are linearly interpolated
in space and time to ship’s location using the available navigation data.
4.3. Data Exploration & Pre-processing

Figure 1 presents the speed-through-water (log speed) vs shaft power from the raw data recorded over a period of 3
years onboard the original ship and about 2.5 years onboard the sister ship. The design speed of both the ships is 15.5

3It should be noted that some fouling may still occurs in case of full hull form ships (like tankers) sailing at slow speed but greater than 3 knots
as the local flow speed, past certain parts of the hull, can be less than 3 knots (Malone et al. (1981)).

4Maximum Continuous Rating of the main engine.
5www.marorka.com
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Table 2
Categorized list of variables recorded onboard the ships. Only ‘Navigation’, ‘Propulsion System’ & ‘Environment’ variables
are used for the current analysis. Abbreviations: IMO = International Maritime Organization; COG = Center of Gravity;
Aux. = Auxiliary; DG = Diesel Generator (for auxiliary power systems); ME = Main Engine (for propulsion system); GPS
= Global Positioning System. * marked variables are only recorded for the original ship, whereas ** marked variables are
only recorded for the sister ship.

Ship Identity Navigation Auxiliary Power System Propulsion System Environment
Ship Name
IMO Number

Latitude
Longitude
Gyro Heading
COG Heading

Aux. Consumed
Aux. Electrical Power Output
DG1 Power
DG2 Power
DG3 Power

State
ME Load Measured
Shaft Power
Shaft rpm
Shaft Torque
ME Consumed
Draft Fore
Draft Aft
GPS Speed
Log Speed
Cargo Weight

Relative Wind Speed
Relative Wind Direction
Sea Depth*
Under Keel Clearance**

(a) Original ship. (b) Sister ship.
Figure 1: Measured speed-through-water (or log speed) vs measured shaft power obtained from both the ships. The subplot
on the left shows the raw data, and the subplot on the right shows the samples remaining after data cleaning. The numbers
shown in curly brackets ({}) in the title of each subplot is the number of samples in the corresponding subplot.

knots. In comparison to a typical calm-water curve, the raw data subplots (in figure 1) shows a good variation in power
for a fixed speed as expected due variation in loading conditions as well as environmental loads. But nevertheless, this
does not explain the samples with quite high shaft power at almost zero speed-through-water. A closer analysis reveals
that such samples are obtained due to non-zero accelerations, i.e., periods when the ship is accelerating or decelerating.

Although it is possible to use these samples, but only after including a variable representing the rpm increase (or
decrease) by the ship master, it is decided to remove these samples for the current work. After removing all the samples
associated with non-zero accelerations (further referred to as unsteady samples), the ship can be assumed to be in a
quasi-steady state at each observed sample. A quasi-steady filter, explained by Gupta et al. (2021), is applied to the
shaft rpm and GPS speed time series to filter out these unsteady samples.
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Ship Data

Interpolate & Validate
HindcastWeather Hindcast

Fix Draft & Trim

Data Cleaning &
Quasi-steady Filter

Processed Data

Figure 2: Main data pre-processing and validation steps.

Figure 2 shows the main steps of data pre-processing and validation. Here, the draft and trim measurements are
corrected for Venturi effect, as explained by Gupta et al. (2021), and the hindcast validation is performed as explained
in the following section. The processed data is further used to calibrate, validate and test the machine-learning models.
4.4. Data Validation
Speed-through-water or speed-over-ground? It is often a question about whether to use speed-though-water (log speed)
or speed-over-ground (GPS speed) for an analysis. It is well-known that the GPS speed measurements are more reliable,
as the GPS sensors are very accurate these days, but the log speed is more relevant for a hydrodynamic analysis, as
it represents the actual speed of the ship through the surrounding water which in-turn is directly correlated with the
effective power at the propeller. The difference between the GPS and log speed is caused due to the longitudinal water
current speed. In the absence of any water current, the GPS and log speeds are the same. The given ships are equipped
with Doppler sonar sensors for log speed measurements. The Doppler-based log speed measurements may not be
accurate enough to carry-out a hydrodynamic analysis, as pointed out by Dalheim and Steen (2021). Thus, it may be
useful to include GPS speed measurements in the analysis along with the longitudinal water current speed from the
hindcast.
Weather hindcast data. While using an external data source like hindcast, it is important to validate the interpolated
data from the external source with the onboard recorded in-service data. Several such validations are carried-out in
the current case as some of these hindcast variables are also recorded directly or in-directly onboard the ship. All
the ships are generally equipped with anemometers, therefore, it is possible to validate the wind speed and direction
obtained from the hindcast with the onboard measurements. Similarly, as mentioned above, the difference between the
GPS and log speed (recorded onboard the ship) is the longitudinal water current speed, which is validated against the
corresponding values obtained using the hindcast.

5. RESULTS
This section presents the results obtained from the three regression models, NL-PCR, NL-PLSR and Probabilistic

ANN. Table 3 shows the input and target variables used to calibrate these regression models. The data used to calibrate
these models is obtained from two sister ship, as presented in section 4. The datasets from both the ships is split
into training (80%) and test (20%) datasets to check for model performance. In case of ANN, 10% of the training
dataset is used for validation during model calibration. Further, the calibrated machine-learning models are used to
predict the change in performance of both the ships over time through several propeller and hull cleaning events.
The predicted change in performance is, finally, compared with the change in performance estimated using the fouling
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Table 3
Input and target variables used by the regression models, i.e., NL-PCR, NL-PLSR and Probabilistic ANN. * marked variables
are only included in NL-PCR and NL-PLSR models.

Sl. No. Category Variables
1

Input

Shaft rpm, Mean draft, Trim-by-aft
2 Long. wind speed, Trans. wind speed, Long. current speed
3 Significant wave height, Relative mean wave direction, Mean wave period
4 Fouling growth factor
5* Shaft rpm3, Mean draft1∕2, Significant wave height2

6 Target Shaft power, GPS speed, Log speed
7* GPS speed3, Log speed3

friction coefficient (Δ𝐶𝐹 ), calculated using the in-service data. The detailed procedure for calculatingΔ𝐶𝐹 is presented
in appendix B.
5.1. Fouling Growth Factor (FGF)

As mentioned in section 3.1, the fouling growth factor (FGF), included as an input variable (shown in table 3) to
represent the added resistance due to fouling growth on the hull and propeller of the ship, is calculated as the summation
of two fouling growth factors, hull and propeller FGFs. The hull and propeller FGFs are calculated according to
equation 11, where the fouling growth rate (FGR) is estimated using the trends in generalized admiralty coefficient, refer
Gupta et al. (2021) regarding the detailed procedure for calculating the trends in the generalized admiralty coefficient.
Appendix A presents the validation of the trends obtained using the generalized admiralty coefficient for both the ships
by comparing them to the trends obtained from the traditional method, i.e., the fouling friction coefficient (Δ𝐶𝐹 ).

Following the method given by Gupta et al. (2021), first, the generalized admiralty coefficient (Δ𝑚𝑉 𝑛∕𝑃𝑠) is
obtained for the ships by statistically fitting the displacement and speed exponents (i.e., 𝑚 and 𝑛, respectively) to
the near-calm-water filtered and corrected in-service data, and then, the trend lines are fitted between each propeller
and/or hull cleaning event (as shown in figure 3). It should be noted that each data point in figure 3 represents the mean
of all the generalized admiralty coefficient values calculated for an individual voyage (or part of a voyage), obtained at
the same ship static time. Therefore, it should not be surprizing that some of the trends observed here are opposite to the
expectations, as the data is noisy and the methods used to correct the filtered data for near-calm-water conditions, i.e.,
added wind and wave resistance estimation methods, are known to have some uncertainty. Nevertheless, for calculation
purpose, the abnormal trends observed in leg 1 and 6 for the original ship, and leg 2 and 6 for the sister ship (refer
figure 3) were replaced by the least growth trend (observed in leg 7 for the original ship and leg 3 for the sister ship)
so that the resulting FGFs remain logical.

(a) Original ship. (b) Sister ship.
Figure 3: Trends in generalized admiralty coefficient used to estimate the fouling growth factors.

Figure 4 shows the hull and propeller FGFs calculated for the given time-series. The propeller of both the ships
was cleaned several times during the data recording duration (marked by red vertical lines in figure 4), therefore, the
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(a) Original ship. (b) Sister ship.
Figure 4: Fouling growth factors for hull and propeller calculated using equation 11. The red and dashed black vertical
lines mark the propeller and hull cleaning events, respectively, occurring during the recorded time series.

Table 4
Model dimensionality (number of PCs or factors) for PCR and PLSR models, obtained from the cross-validation results
(shown in figure 5 for the sister ship).

NL-PCR NL-PLSR
Original Ship 5 4
Sister Ship 8 3

propeller FGF is reset to zero just after each of these cleaning activities. Moreover, the hull was never cleaned for the
original ship, but it was cleaned once for the sister ship (marked by the dashed black vertical line in figure 4b) during
the data recording duration. Therefore, the hull FGF remains monotonically increasing for the original ship but is reset
to zero once for the sister ship.
5.2. Regression Modeling
Model selection. For NL-PCR and NL-PLSR models, the model selection is done using the “sequential mode” cross-
validation (CV), as explained in section 2.5. Figure 5 shows the cross-validation results for the sister ship. From the
results of CV, the model dimensionalities, i.e., the number of Principal Components (PCs) in NL-PCR or factors in
NL-PLSR, are obtained as follows (also shown in table 4): (a) Original ship: 5 PCs for NL-PCR and 4 factors for
NL-PLSR; (b) Sister ship: 8 PCs for NL-PCR and 3 factors for NL-PLSR.

Figure 5: NL-PCR and NL-PLSR model cross-validation results for the sister ship.

For ANN, the model selection is done keeping in mind the following factors: a) Validation loss; b) Difference
between the training and validation loss; c) Number of model parameters (i.e., the size of the network). In general
practice, the model with minimum validation loss is chosen, as it indicates a good predictive performance, but the
difference between the training and validation loss is also important as it indicates if the model is underfitted or
overfitted. A good model should present comparable performance on both the training and validation datasets. Finally,
the size of the network (or number of model parameters) represents the model complexity and computational resources
required to calibrate the model.

Comparing 12 different network architectures with up to 5 hidden layers and 100 neurons (in a hidden layer) over a
grid of dropout probability and model length scale, the model with just 1 hidden layer containing 50 neurons satisfied
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all the three above mentioned conditions as well as it performed very well on the datasets from both the ships. Thus,
the final results here are presented based on a single hidden layer ANN model containing 50 neurons with 0.2 dropout
probability and 10.0 length scale (as presented in table 1).
Training, validation and test split. In all the cases, 80% of the data time-series is used for training the models, and 20%
of the time-series is used to test the predictive performance of the models and, therefore, check for model overfitting
and generalization. In case of ANN, as an additional check for model overfitting, 10% of the training set is used for
validation while training the model. Although the 80/20 split, used here, is quite popular in machine-learning domain,
there is no universal rule to decide the data splitting ratio. Some researchers use the 80/20 split based on the Pareto
principle, which says that roughly 80% of consequences come from 20% of causes. Another way to decide the splitting
ratio is using the scaling law introduced by Guyon (1997), but the scaling law does not seem appropriate to some
researchers as it defines the splitting ratio based on the number of input (or independent) features instead of the number
of samples and the quality of data. It seems more appropriate to split the data in such a manner that the samples in
the training set contains all the important patters which should be learned by the model, but it should not result in
overfitting the model. Thus, as long as the training set contains enough samples to confidently estimate all the model
parameters (weights and biases) and satisfy the above criterion, the exact ratio would not matter.

Furthermore, it is generally recommended to obtain the train-validation-test split using random picking, but in the
case of propulsion data from cargo ships, it should be noted that this strategy would most probably not be satisfactory.
Cargo ships are generally propelled at an unchanged rpm or speed, in slowly varying weather conditions, for substantial
durations of time, thereby resulting in consecutive replicated data samples in the time-series. A random selection of
validation and test sets would produce a vast majority of these replicated samples which are already present in the
training set. The validation and test datasets are required to check for model overfitting and generalization. Therefore,
it is required for validation and test sets to contain samples which are not replicated from the training set. Rather,
the validation and test sets should contain a majority of new untouched samples which can check if the model has
properly generalized over the whole range of all the input variables. Thus, the train-validation-test split is done here
by slicing-out sections of the time-series.

The current work aims to predict the change in performance of the ships through each propeller and hull cleaning
event. Therefore, the training data should contain enough samples before and after each of these cleaning events in
order to experience the change in performance through the corresponding event. Thus, the data splitting is done keeping
in mind the occurrence of these cleaning events with respect to the time-series. Figure 6 presents the data division for
both the ship used to calibrate and test the regression models. For the original ship, one-third of the test data is taken
from the starting of the time-series and the remaining two-third is taken from the end of the time-series. For the sister
ship, one-fourth of the test data is taken from the starting and end of the time-series, and the remaining half of the test
data is taken from the middle of the time-series. The validation data (only used in case of the ANN model) is taken
from the middle of the training data time-series in both the cases.

Figure 6: Data division used to calibrate and test the regression models for the original ship (left) and sister ship (right).
Validation is only done for the ANN model, therefore, the validation set remained as a part of the training set in the case
of NL-PCR and NL-PLSR models. The red and dashed black vertical lines represents the propeller and hull cleaning events,
respectively.

Model calibration and testing. All the regression models are calibrated using the data obtained from both the ships,
presented in section 4. Table 3 presents the input and target variables used to calibrate the models. The goodness of fit is
assessed using the following three well known parameters: MAE (Mean Absolute Error), RMSE (Root Mean Squared
Error) and R2 (R-squared score or coefficient of determination). Table 5 shows the results for all three regression
models. Figure 7 shows the calibration results for the shaft power variable using the NL-PLSR and ANN models for
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Table 5
Calibration results for regression models for both the ships. The * marked target variables are the non-linear transformed
variables (number 7 in table 3) used in NL-PCR and NL-PLSR models. The ‘ANN (MC dropout)’ column presents the
results using the Monte Carlo dropout estimates from the probabilistic ANN, as explained in section 2.4.1.

Target Variable NL-PCR NL-PLSR ANN ANN (MC dropout)
MAE RMSE R2 MAE RMSE R2 MAE RMSE R2 MAE RMSE R2

Original Ship - Training
Shaft power [kW] 245.81 311.06 0.95 258.99 337.34 0.94 144.45 194.62 0.98 144.46 194.64 0.98
GPS speed [knots] 0.61 0.83 0.78 0.48 0.66 0.86 0.39 0.53 0.91 0.39 0.53 0.91
Log speed [knots] 0.41 0.60 0.87 0.35 0.51 0.91 0.20 0.29 0.97 0.20 0.29 0.97
GPS speed* [knots] 0.63 1.08 0.62 0.54 1.22 0.52 - - - - - -
Log speed* [knots] 0.45 1.08 0.59 0.39 1.15 0.54 - - - - - -

Original Ship - Test
Shaft power [kW] 298.64 367.74 0.83 273.94 350.76 0.84 250.35 314.45 0.88 250.37 314.46 0.88
GPS speed [knots] 0.48 0.63 0.81 0.42 0.56 0.85 0.39 0.52 0.87 0.39 0.52 0.87
Log speed [knots] 0.37 0.48 0.87 0.28 0.38 0.92 0.23 0.30 0.95 0.23 0.30 0.95
GPS speed* [knots] 0.51 0.66 0.79 0.43 0.59 0.84 - - - - - -
Log speed* [knots] 0.38 0.50 0.87 0.29 0.40 0.91 - - - - - -

Sister Ship - Training
Shaft power [kW] 216.75 277.31 0.97 249.38 312.59 0.96 144.99 191.58 0.99 144.99 191.61 0.99
GPS speed [knots] 0.41 0.59 0.90 0.44 0.61 0.89 0.33 0.48 0.92 0.33 0.48 0.92
Log speed [knots] 0.35 0.53 0.91 0.41 0.59 0.89 0.23 0.36 0.95 0.23 0.36 0.95
GPS speed* [knots] 0.51 1.40 0.41 0.52 1.39 0.42 - - - - - -
Log speed* [knots] 0.41 1.30 0.47 0.43 1.21 0.54 - - - - - -

Sister Ship - Test
Shaft power [kW] 293.80 365.69 0.91 313.48 376.62 0.90 211.19 269.22 0.95 211.18 269.20 0.95
GPS speed [knots] 0.57 0.76 0.81 0.56 0.76 0.81 0.50 0.66 0.86 0.50 0.66 0.86
Log speed [knots] 0.52 0.72 0.81 0.57 0.85 0.73 0.39 0.59 0.87 0.39 0.59 0.87
GPS speed* [knots] 0.70 1.53 0.21 0.68 1.47 0.27 - - - - - -
Log speed* [knots] 0.58 1.42 0.26 0.55 0.87 0.72 - - - - - -

the original ship. In all the cases, the ANN model presents the best performance, but the results from the NL-PCR and
NL-PLSR models are not marginally different from the ANN model.

From table 5, it seems like the non-linear transformed target variables (* marked), used in NL-PCR and NL-PLSR
models, do not fit well, but a closer look at the prediction plots (refer figure 8) indicates that the poor RMSE and R2
score for these variables is due to a very poor fit for small numerical value samples. This is due to the fact that the data
is sparse for small ship speeds (as evident from figure 1), and the non-linear transformations used in the NL-PCR and
NL-PLSR models are, in fact, approximations, causing a not so well fit in the data tails. Nevertheless, the non-linear
transformed target variables seems to be fitting well enough in the high speed range.
5.3. Ship’s Hydrodynamic Performance Trend

While doing machine-learning (ML), it is often considered a good practice to carry-out several generalization
checks to understand the final state of the model. A ML model represents nothing but a mapping between the input and
target variable space. Thus, it seems to be an interesting idea to question the calibrated model and understand the trends
to which the model is fitted. The current section aims to use this idea in order to see the hydrodynamic performance
trends learned by each of the currently used ML models.

Let us assume that the ships are being driven at a constant rpm, say, the NCR6 rated rpm, in completely calm-water
condition (no wind, wave and current loads) at a constant even draft (no trim) for the whole duration of the time-series.
Now, it is first of all expected that the shaft power demand for the ships in the given condition would increase over time
due to the growth of marine fouling. Further, it is expected that right after each cleaning event this power demand would
suddenly drop. An opposite trend is expected from the ship speed. Here, both GPS and log speeds should give the same

6Normal Continuous Rating, i.e., the rpm at which the ship should to be normally driven during the service.
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Figure 7: Shaft power calibration results using NL-PLSR (left) and ANN (right) models for the original ship.

Figure 8: Calibration result plots for linear and non-linear GPS speed variables using NL-PCR model for the sister ship.

results as the water current is assumed to be absent. In order to check for these expected performance trends in the
speed and power variables, an input data time-series, representing the assumed scenario, is fabricated and predictions
are obtained from all the calibrated models.

Figure 9 presents the predicted performance trends for both the ships from NL-PCR and NL-PLSR models, and
figure 10 presents the trends predicted by the ANN model. The red and dashed black vertical lines represent the
propeller and hull cleaning events, respectively. In all the cases, the shaft power predictions shows the expected trend
with a substantially big drop in power demand, i.e., a substantial hydrodynamic performance improvement, just after
the hull cleaning event in the case of the sister ship. The GPS and log speeds also shows the expected trends but only
in the case of the sister ship. For the original ship, the NL-PCR and ANN models did not predict the expected trend
for the ship speed variables and rather shows the opposite trend indicating a drop in hydrodynamic performance after
each cleaning event, but the NL-PLSR model shows the expected trend using the GPS speed variable.
5.4. Ship Performance Monitoring & Calm-Water Curves

The performance of a sea going ship is generally evaluated with respect to a reference point on its calm-water
speed-power curve. For example, the drop in hydrodynamic performance of a ship has been reported either in terms
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(a) Performance trends predicted by NL-PCR (left) and NL-PLSR (right) model for the original ship.

(b) Performance trends predicted by NL-PCR (left) and NL-PLSR (right) model for the sister ship.
Figure 9: Performance trends predicted by NL-PCR and NL-PLSR model for the original ship (top) and the sister ship
(bottom). The red and dashed black vertical lines represents the propeller and hull cleaning events, respectively.

Figure 10: Performance trends predicted by ANN model for the original ship (left) and the sister ship (right). The red and
dashed black vertical lines represents the propeller and hull cleaning events, respectively.

of an increase in power demand for a given ship speed (Walker and Atkins (2007); Ejdfors (2019)) or sometimes in
terms of the speed-loss at a given shaft power (Koboević et al. (2019); Coraddu et al. (2019b)). Similar estimates can
be predicted using the calibrated machine-learning (ML) models to quantify the hydrodynamic performance of the
ships. The current section presents the results in terms of the change in power demand of the ships, at the service
speed, predicted through each propeller and hull cleaning event as well as for the starting and end of the time-series.
The latter represents the change in hydrodynamic performance of the ships though the entire data recording duration.
Here, the predicted change in power demand is calculated as the difference between the shaft power predicted for just
before and after the corresponding event at the service speed of the ship.

Table 6 shows the predicted change in the power demand at the service speed for all the cleaning events and for
the starting and end of the time-series for both the ships. A reduction in power demand (negative value with green cell
color) indicates an improvement in the hydrodynamic performance of the ship whereas an increase in power demand
(positive value with reddish cell color) indicates performance degradation. As a reference, the change in power demand
for each case is also estimated using the fouling friction coefficient (Δ𝐶𝐹 ), presented in the rightmost column in table
6.

The predicted change in power demand (presented in table 6) for the sister ship shows an improvement in the
hydrodynamic performance in all the cases except for the 2nd propeller cleaning event (Prop. 2). This may be due to a
large section of unavailable data in the time-series just before the 2nd propeller cleaning event (as shown in figure 9).
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Table 6
Performance prediction results showing the predicted change in power demand (in kW), through all the cleaning events
and the starting and end of the time-series, using the regression models for both the ships. ‘Prop.’ stands for Propeller.
The * marked target variables are the non-linear transformed variables (variable numbers 17 and 18 in table 3) used in
NL-PCR and NL-PLSR models. The green colored cells indicate performance improvement and the reddish ones indicate
drop in performance.

Cleaning
Event

Change in Power demand [kW]
NL-PCR NL-PLSR ANN Using

Δ𝐶𝐹Using
GPS
speed

Using
Log

speed

Using
GPS

speed*

Using
Log

speed*

Using
GPS
speed

Using
Log

speed

Using
GPS

speed*

Using
Log

speed*

Using
GPS
speed

Using
Log

speed
Original Ship

Prop. 1 0.01 0.01 0.01 0.01 -0.01 0.00 -0.01 0.00 0.00 0.00 -716.03
Prop. 2 -27.31 -24.92 -27.52 -25.46 28.22 4.81 21.42 -1.97 -0.20 -3.73 -247.98
Prop. 3 23.58 21.52 24.59 20.21 -24.37 -4.16 -18.47 1.79 -5.23 -1.55 -930.51
Prop. 4 86.83 79.23 83.43 76.64 -89.74 -15.31 -67.95 6.85 -20.31 -7.29 -652.87
Prop. 5 54.21 49.46 52.77 48.49 -56.03 -9.56 -42.40 4.35 -12.99 -4.89 -274.52
Prop. 6 1.34 1.22 1.29 1.19 -1.38 -0.24 -1.05 0.11 -0.32 -0.12 534.02

After 3 yrs -330.58 -301.68 -329.82 -299.47 341.72 58.25 259.16 -24.45 33.74 -14.62 -464.61
Sister Ship

Prop. 1 -308.67 -308.25 -220.64 -232.30 -390.39 -324.00 -332.12 -253.17 -192.33 -158.05 777.26
Prop. 2 39.00 39.00 27.83 29.49 49.39 40.99 41.52 32.06 24.79 20.49 291.27
Prop. 3 -137.30 -137.25 -101.66 -102.05 -173.44 -143.95 -150.14 -112.16 -98.60 -74.09 32.90

Hull & Prop. 4 -703.66 -702.93 -508.24 -529.98 -889.62 -738.71 -759.10 -577.31 -454.95 -374.73 -1286.20
Prop. 5 -82.89 -82.68 -60.06 -62.09 -104.71 -86.91 -91.14 -67.85 -53.17 -43.21 313.39

After ∼2.5 yrs 605.29 605.01 432.85 458.78 765.45 635.93 647.93 497.69 408.91 348.46 568.17

Moreover, as expected, the biggest improvement is predicted for the hull and propeller cleaning event (Hull & Prop.
4). For the original ship, the values predicted by the NL-PCR model shows performance degradation in all the cases
except for the 2nd propeller cleaning event (Prop. 2). This is probably due to the fact that the NL-PCR model mapped a
performance degradation trend for speed variables, as shown in figure 9. The ANN model also predicted a performance
degradation trend for speed variables, but it still managed to predict a very small performance improvement for almost
all the cleaning events. Here, the NL-PLSR model predicts the highest performance improvement using the linear and
non-linear (* marked) GPS speed variables, due to favorable trends shown for these variables in figure 9.

Comparing with the change in power demand predicted using the fouling friction coefficient (Δ𝐶𝐹 ), all the values
predicted by the machine-learning (ML) models are highly under-estimated except for the starting and end of the
time-series for the sister ship (After ∼2.5 yrs), only in this case the values seems to be in the same range. But the values
obtained using Δ𝐶𝐹 shows unexpected drop in the hydrodynamic performance of the ship for all the propeller cleaning
events for the sister ship and the last propeller cleaning event (Prop. 6) for the original ship. Moreover, the change in
power demand predicted for the starting and end of the time-series for the original ship (After 3 yrs) using Δ𝐶𝐹 shows
improvement in the performance of the ship, which is highly unexpected. Finally, using Δ𝐶𝐹 , a drop in power demand
by about 1300 kW is predicted for the hull and propeller cleaning event for the sister ship (Hull & Prop. 4) whereas
the values predicted using the ML models is in the range of 375 to 890 kW, of which the ANN model predicted the
lowest and the NL-PLSR model predicted the highest.

Overall, a clear assessment of the quality of the results cannot be obtained here as the traditional method (using
Δ𝐶𝐹 ) itself does not seem to be predicting the expected results in about half of the cases, and there is no alternative
method available to make a better quantitative assessment. Nevertheless, the results obtained from all the ML models
seems to be qualitatively good, at least in the case of the sister ship. This may be attributed to the fact that the in-service
data obtained from the original ship, being newly-built around the data recording duration, has a small correlation with
the fouling growth factor (FGF), but the sister ship has a stronger correlation with the FGF, and therefore, shows better
results using the ML models.
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Figure 11: Calm-water speed-power curves predicted by NL-PCR (left), NL-PLSR (center) and probabilistic ANN (right)
models for the sister ship for just before (pre-cleaning) and after (post-cleaning) the hull and propeller cleaning event
(Hull & Prop. 4). The shaded region around the predicted calm-water curve, in case of the ANN model, presents the 95%
confidence interval estimated using the approximate predictive distributions predicted for each sample.

Further, it is also possible to predict the whole calm-water speed-power curve for the ships for before and after
each of the propeller and hull cleaning events as well as for the starting and end of the time-series. Predicting the calm-
water speed-power curve would also act as a generalization check, showing the underlying mapping to which each
machine-learning (ML) model is fitted. Moreover, the predicted curve can be compared with experimentally obtained
calm-water speed-power curves, for example, the model test and sea-trial results. Figure 11 shows the improvement in
hydrodynamic performance of the sister ship by predicting the calm-water speed-power curves (for ballast draft and
trim) before and after the hull and propeller cleaning event (Hull & Prop. 4) using all the three models. The values in
table 6 are actually the distance between these predicted calm-water curves along the shaft power axis at the service
speed of the ship.

In figure 11, the speed-power curves, obtained using the NL-PCR and NL-PLSR models, are cubic in nature due
to the non-linear (cubic) transformation adopted for the speed variables. It is expected that the post-cleaning curve
should almost match with the sea-trial curve (in figure 11), but this is not observed here. This may be attributed to
the fact that the sea trial curve (presented in figure 11) are obtained for another sister ship (not the here referred sister
ship). Nevertheless, the shifting of the calm-water speed-power curve (pre- and post-cleaning) shows a substantial
improvement in the hydrodynamic performance of the ship. Further, it is observed that the predicted curves do not pass
through the origin (0, 0), most definitely due to the sparsity of data in the lower speed-power range. The probabilistic
ANN model also predicts a higher uncertainty (presented by the shaded region around the predicted points in figure
11) for the lower speed-power range due to the same reason. A better curve may be obtained using a more balanced
dataset.

Figure 12 shows the calm-water speed-power curves predicted for the starting and end of the time-series for the
original ship using the ANN model. Here, the curve is predicted using the GPS speed variable, but it should match
with the log speed variable as the water current is assumed to be absent while making these predictions. In this case,
it is observed that the speed-power curve is well below the sea-trial and model test curves. This may be due to an
extrapolation on the draft axis as the in-service data contains a very small amount of data in the ballast daft range, in
the case of the original ship, as evident from figure 13. Again, a better curve may be obtained using a more balanced
dataset.

6. Conclusion
The current work presents a novel method to monitor the hydrodynamic performance of a sea-going ship using the

in-service data recorded onboard the ship. The in-service data from two sister ships, complemented with weather
hindcast data, is used to calibrate three machine-learning (ML) models, namely, non-linear Principal Component
Regression (NL-PCR), non-linear Partial Least Squares Regression (NL-PLSR) and probabilistic artificial neural
network (ANN), through several propeller and hull cleaning events. A fouling growth factor (FGF) is included in the
ML models to incorporate the effect of fouling growth on the hull and propeller of the ships. The FGF is formulated
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Figure 12: Calm-water speed-power curve predicted (using the GPS speed variable) by probabilistic ANN model for the
original ship for the starting and end of the time-series (After 3 yrs). The shaded region around the predicted calm-water
curve presents the 95% confidence interval estimated using the approximate predictive distributions predicted for each
sample.

Figure 13: Distribution of mean draft for the original ship (left) and the sister ship (right). The dashed red vertical line
indicates the ballast draft of the ship.

using the ships’ static time in water and the fouling trends obtained using the generalized admiralty coefficient for the
ships.

The results indicate that it may be possible to use simple interpretable ML models, like NL-PCR and NL-PLSR,
instead of a highly complex black-box model, like ANN, to model the hydrodynamic state of a sea-going ship. PCR
and PLSR are basically linear models but empowered by some approximate non-linear transformations, obtained from
our domain knowledge, produced results comparable to the ANN model in the given case. These models can be further
improved by using a set of more accurate non-linear transformations. Further, it is also shown in the current work that
it may be necessary to use a balanced dataset to predict an accurate calm-water speed-power curve over the whole
range of speed and power. The in-service datasets used here are sparse in the lower speed range, as is generally seen
in most of the ship propulsion datasets, resulting in a poor prediction in that range.

The fouling friction coefficient (Δ𝐶𝐹 ) fails as a reference for validation as the change in performance predicted by
using Δ𝐶𝐹 does not seem to be valid in about half of the cases. Thus, the change in performance predicted by the ML
models could not be validated here, but the results for at least one ship indicate an improvement in the hydrodynamic
performance of the ship for almost all the propeller and hull cleaning events, with the highest improvement predicted
for the hull cleaning event, which is as expected.

7. Future Work
As compared to the fouling growth model presented by Malone et al. (1981), the fouling growth factor (FGF)

formulated here is quite simplified. Most importantly, it is assumed here that the fouling grows at the same rate for
each unit static time between any two cleaning events, reflected by using the same fouling growth rate (FGR) in
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equation 11, for all the samples between two cleaning events. The FGR here is estimated as the slope of the mean
generalized admiralty coefficient (shown in figure 3). In a more accurate approach, the FGR should be estimated for
each individual port visit as the FGR depends on the water conditions in which the ship is static, explained in section
3. Due to substantial noise in the mean generalized admiralty coefficient values (as seen in figure 3), it is not possible
to estimate a set of logically valid FGRs for each port visit using this approach. Thus, an alternate method or approach
needs to be defined to get a better FGF.

On another note, it may also be a good idea to use a different set of machine-learning (ML) models for the given
case. Although ANN is still considered as one of the best ML models, there are several other ML models which are
known to have outperformed ANN in different scenarios. Moreover, the probabilistic ANN model used here is an
approximation for a true Bayesian model, a full Bayesian approach would probably produce better estimation of the
uncertainties in the predictions. It would, therefore, be interesting to see if a different ML model can be used to solve
this problem more efficiently. Finally, the current work is only validated for two sister ships. It would most definitely
be desired to validate this approach on a more variant group of datasets.

A. Validation of Generalized admiralty coefficient as a Ship’s hydrodynamic performance
indicator.

Gupta et al. (2021) proposed to use a generalized form of admiralty coefficient as a statistical performance indicator
for a ship. The paper presented the validation of the method for a new-built ship (here referred to as the original ship).
This appendix present the validation of the same method using an extended dataset from the original ship as well as for
its sister ship. It should be noted that the data obtained from the sister ship is recorded after a few years of service and
includes a hull cleaning (dry-docking) event whereas the data from the original ship only includes propeller cleaning
events. Thus, the sister ship is expected to show a greater extent of fouling.

First of all, a generalized admiralty coefficient is obtained, in much the same way as presented by Gupta et al.
(2021), for each ship by statistically fitting the generalized admiralty coefficient formula (Δ𝑚𝑉 𝑛∕𝑃𝑠) to the near-calm-
water filtered and corrected in-service data, and then, the fouling growth rate is estimated as the trend in the obtained
generalized admiralty coefficient for all the legs between each propeller and/or hull cleaning events. Finally, in order to
validate the method, the fouling growth rate predicted by the obtained generalized admiralty coefficient is compared,
qualitatively, with the fouling growth rate predicted by the traditional method, i.e., the fouling friction coefficient
(Δ𝐶𝐹 ).

The near-calm-water in-service data is obtained by, first, filtering the recorded in-service data for small wind and
wave load conditions (total wind speed < 5.5 m/s and significant wave height < 1 m) and, then, correcting the shaft
power measurements in the filtered dataset for wind and wave loads. The wind loads are estimated using Fujiwara’s
method (Fujiwara et al. (2005)), as recommended by ITTC (2017), and the wave loads are estimated using Liu and
Papanikolaou’s method (Liu and Papanikolaou (2020)). Unlike DTU’s method (Martinsen (2016), Taskar and Andersen
(2021); used by Gupta et al. (2021)), which provides added wave resistance estimates for mean wave heading from
head seas to beam seas only, Liu and Papanikolaou’s method (Liu and Papanikolaou (2020)), used here, provides the
estimated added wave resistance for all the wave headings, including the following waves.

Figures 14 and 15 presents the validation of the generalized admiralty coefficient method for both the original ship
(also presented by Gupta et al. (2021)) as well as its sister ship.

B. Calculating Fouling Friction Coefficient (Δ𝐶𝐹 )
The fouling friction coefficient (Δ𝐶𝐹 ) is calculated as the difference between the total resistance coefficient

(𝐶𝑇 ,𝐷𝑎𝑡𝑎) obtained from the in-service data in calm-water conditions and the total resistance coefficient (𝐶𝑇 ,𝐸𝑚𝑝)
obtained from well-established empirical methods or model test results.

Δ𝐶𝐹 = 𝐶𝑇 ,𝐷𝑎𝑡𝑎 − 𝐶𝑇 ,𝐸𝑚𝑝 (12)
The total resistance coefficient (𝐶𝑇 ,𝐷𝑎𝑡𝑎) from in-service data can be obtained as follows:

𝐶𝑇 ,𝐷𝑎𝑡𝑎 =
𝑅𝑇 ,𝐷𝑎𝑡𝑎

0.5𝜌𝑆𝑉 2 =
𝑃𝑠

0.5𝜌𝑆𝑉 3𝜂𝑇
(13)
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(a) Trends in fouling friction coefficient (Δ𝐶𝐹 ). (b) Trends in generalized admiralty coefficient.
Figure 14: Original ship.

(a) Trends in fouling friction coefficient (Δ𝐶𝐹 ). (b) Trends in generalized admiralty coefficient.
Figure 15: Sister ship.

Where 𝑅𝑇 ,𝐷𝑎𝑡𝑎 is the total resistance (from data), 𝜌 is the density of sea water, 𝑆 is the wetted surface area (WSA),
𝑉 is the log speed (measured), 𝑃𝑠 is the shaft power (measured) and 𝜂𝑇 is the total propulsive efficiency. Here, the WSA
can be estimated using the hull form (or offset table) of the ship for the corresponding mean draft and trim. The total
propulsive efficiency (𝜂𝑇 ) can be estimated empirically or using the model test results. In the above formula, special
attention should be paid towards the units of contributing variables, for example, the unit of log speed should be m/s
if the unit of shaft power is watt or kilowatt.

Further, the empirically obtained total resistance coefficient (𝐶𝑇 ,𝐸𝑚𝑝) can be dividing into individual resistance
components as follows:

𝐶𝑇 ,𝐸𝑚𝑝 =
𝑅𝑇 ,𝐸𝑚𝑝

0.5𝜌𝑆𝑉 2 =
𝑅𝐶𝑎𝑙𝑚 + 𝑅𝑊 𝑖𝑛𝑑 + 𝑅𝑊 𝑎𝑣𝑒 + 𝑅𝑂𝑡ℎ𝑒𝑟𝑠

0.5𝜌𝑆𝑉 2 (14)

Where 𝑅𝑇 ,𝐸𝑚𝑝 is the total resistance (from empirical methods), 𝑅𝐶𝑎𝑙𝑚 is the calm water resistance, 𝑅𝑊 𝑖𝑛𝑑 is the
added wind resistance, 𝑅𝑊 𝑎𝑣𝑒 is the added wave resistance and 𝑅𝑂𝑡ℎ𝑒𝑟𝑠 is the resistance from other effects. These
individual resistance components can be further estimated using different physics-based and/or empirical methods.
𝑅𝑂𝑡ℎ𝑒𝑟𝑠 can include the effect of transom stern, appendages and so on.
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IMT-5-

2014 

Wang, Jingbo Water Entry of Freefall Wedged – Wedge motions 

and Cavity Dynamics, CeSOS 

IMT-6-
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submersible floating vertical axis wind turbine, 

CeSOS 

IMT-3-
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ROVs, AMOS 

IMT-10-
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IMT-12-
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2015 
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collisions, IMT 

IMT-3-
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IMT-4-

2016 

Tufan Arslan Large-eddy simulations of cross-flow around ship 
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and coastal research,IMT 

IMT-6-
2016 

Lin Li Dynamic Analysis of the Instalation of Monopiles 

for Offshore Wind Turbines, CeSOS 

IMT-7-
2016 

Øivind Kåre Kjerstad Dynamic Positioning of Marine Vessels in Ice, IMT 

IMT-8-
2016 

Xiaopeng Wu Numerical Analysis of Anchor Handling and Fish 
Trawling Operations in a Safety Perspective, 

CeSOS 

IMT-9-
2016 

Zhengshun Cheng Integrated Dynamic Analysis of Floating Vertical 

Axis Wind Turbines, CeSOS 

IMT-10-
2016 

Ling Wan Experimental and Numerical Study of a Combined 
Offshore Wind and Wave Energy Converter 

Concept 

IMT-11-
2016 

Wei Chai Stochastic dynamic analysis and reliability 
evaluation of the roll motion for ships in random 

seas, CeSOS 

IMT-12-
2016 
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focus on a changing life cycle and future 

uncertainty, IMT 

IMT-13-
2016 

Mats Jørgen Thorsen Time domain analysis of vortex-induced vibrations, 

IMT 

IMT-14-
2016 
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and measures for improvement, IMT 

IMT-15-

2016 

Sepideh Jafarzadeh Energy effiency and emission abatement in the 

fishing fleet, IMT 

IMT-16-
2016 

Wilson Ivan Guachamin Acero Assessment of marine operations for offshore wind 
turbine installation with emphasis on response-
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IMT-17-
2016 

Mauro Candeloro Tools and Methods for Autonomous  Operations on 
Seabed and Water Coumn using Underwater 

Vehicles, IMT 

IMT-18-
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Valentin Chabaud Real-Time Hybrid Model Testing of Floating Wind 

Tubines, IMT 

IMT-1-
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Mohammad Saud Afzal Three-dimensional streaming in a sea bed boundary 

layer 

IMT-2-
2017 

Peng Li A Theoretical and Experimental Study of Wave-
induced Hydroelastic Response of a Circular 

Floating Collar 

IMT-3-
2017 

Martin Bergström A simulation-based design method for arctic 

maritime transport systems 
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IMT-4-
2017 

Bhushan Taskar The effect of waves on marine propellers and 

propulsion 

IMT-5-
2017 

Mohsen Bardestani A two-dimensional numerical and experimental 
study of a floater with net and sinker tube in waves 

and current 

IMT-6-
2017 

Fatemeh Hoseini Dadmarzi Direct Numerical Simualtion of turbulent wakes 

behind different plate configurations 

IMT-7-
2017 

Michel R. Miyazaki Modeling and control of hybrid marine power 

plants 

IMT-8-
2017 

Giri Rajasekhar Gunnu Safety and effiency enhancement of anchor 
handling operations with particular emphasis on the 

stability of anchor handling vessels 

IMT-9-

2017 

Kevin Koosup Yum Transient Performance and Emissions of a 

Turbocharged Diesel Engine for Marine Power 

Plants 

IMT-10-
2017 

Zhaolong Yu Hydrodynamic and structural aspects of ship 

collisions 

IMT-11-
2017 

Martin Hassel Risk Analysis and Modelling of Allisions between 

Passing Vessels and Offshore Installations 

IMT-12-
2017 

Astrid H. Brodtkorb Hybrid Control of Marine Vessels – Dynamic 

Positioning in Varying Conditions 

IMT-13-
2017 

Kjersti Bruserud Simultaneous stochastic model of waves and 

current for prediction of structural design loads 

IMT-14-

2017 

Finn-Idar Grøtta Giske Long-Term Extreme Response Analysis of Marine 

Structures Using Inverse Reliability Methods 

IMT-15-
2017 

Stian Skjong Modeling and Simulation of Maritime Systems and 
Operations for Virtual Prototyping using co-

Simulations  

IMT-1-
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Yingguang Chu Virtual Prototyping for Marine Crane Design and 

Operations 

IMT-2-
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Sergey Gavrilin Validation of ship manoeuvring simulation models 

IMT-3-
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operations 

IMT-4-
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IMT-5-
2018 

Erlend Kvinge Jørgensen Navigation and Control of Underwater Robotic 

Vehicles 
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2018 

Bård Stovner Aided Intertial Navigation of Underwater Vehicles 

IMT-7-
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Erlend Liavåg Grotle Thermodynamic Response Enhanced by Sloshing 

in Marine LNG Fuel Tanks 

IMT-8-
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Børge Rokseth Safety and Verification of Advanced Maritime 

Vessels 

IMT-9-
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Modelling of Vortex-Induced Vibrations 

IMT-10-
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Chenyu Luan Design and analysis for a steel braceless semi-
submersible hull for supporting a 5-MW horizontal 
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2018 

Carl Fredrik Rehn Ship Design under Uncertainty 

IMT-12-
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Øyvind Ødegård Towards Autonomous Operations and Systems in 
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IMT-13- 
2018 
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IMT-14-
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Petter Norgren Autonomous Underwater Vehicles in Arctic Marine 
Operations: Arctic marine research and ice 

monitoring 
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Uncertainty in the Future Operating Context  
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Vehicle Systems 
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Mahdi Ghane Fault Diagnosis of Floating Wind Turbine 
Drivetrain- Methodologies and Applications 

IMT-18-
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Christoph Alexander Thieme Risk Analysis and Modelling of Autonomous 
Marine Systems 

IMT-19-
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IMT-20-
2018 
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Statistical and Modelling Uncertainties in the 

Design of Offshore Wind Turbines 
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Systems of Vessels 
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Zhao He Hydrodynamic study of a moored fish farming cage 
with fish influence 

 

IMT-2-
2019 
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Combustion Processes in Marine Gas Engines using 
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Method for Real-Time Hybrid Model Testing of 
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IMT-16-
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Drazen Polic Ice-propeller impact analysis using an inverse 
propulsion machinery simulation approach 

IMT-17-
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