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a b s t r a c t

A crane control system is proposed where the crane payload follows a desired position trajectory
with ultimately bounded pendulum motion. The proposed control system includes a Lyapunov-based
damping controller, which stabilizes the dynamics of the payload by increasing the damping of the
pendulum motion. The crane with the resulting stabilized dynamics is controlled with a tracking
controller based on NMPC (nonlinear model predictive controller). The Lyapunov-based damping
controller is designed so that the stabilized closed-loop pendulum dynamics are exponentially stable.
This means that the pendulum motion is ultimately bounded in the presence of bounded perturbations.
The control variables of the NMPC tracking controller are constrained so that the perturbations to the
damping controller are sufficiently bounded. The resulting system tracks the desired payload position
with bounded pendulum motion. The control system is validated in simulations and experiments using
a scaled laboratory version of a knuckle boom crane.

© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Cranes are essential in a wide range of operations in offshore
nd onshore industries. Cranes are required to transfer payloads
o a desired location without excessive payload oscillations. Pay-
oad oscillations are typically caused by crane motion, and may
ause danger and interruption of crane activities. The use of auto-
atic control has therefore been introduced to reduce downtime
nd improve the efficiency and safety of crane operations. The
esearch community has devoted much effort to this, and both
pen-loop and closed-loop methods have been developed.
Early research on crane control was presented in Sakawa

nd Nakazumi (1985) where a combination of a state observer
nd a linear optimal controller was used for a rotary crane.
omprehensive reviews are found in Abdel-Rahman et al. (2003)
nd Ramli et al. (2017). An important research field for cranes
s the measurement of payload motion, which is considered in
auscher et al. (2018).

✩ The research presented in this paper was funded by the Norwegian Re-
search Council, SFI Offshore Mechatronics, Project Number 237896. The material
in this paper was partially presented at the 18th European Control Conference,
June 25–28, 2019, Naples, Italy. This paper was recommended for publication in
revised form by Associate Editor Antonella Ferrara under the direction of Editor
Thomas Parisini.

∗ Corresponding author.
E-mail addresses: geir.o.tysse@ntnu.no (G.O. Tysse), andrej.cibicik@ntnu.no

A. Cibicik), lars.tingelstad@ntnu.no (L. Tingelstad), olav.egeland@ntnu.no
O. Egeland).
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Input shaping is an open-loop technique which has been stud-
ied extensively for cranes (Blackburn et al., 2010; Cutforth &
Pao, 2004), where the goal is to generate trajectories that will
not induce pendulum oscillation. This was achieved by using
a flatness approach in Knierim et al. (2010), where sufficiently
smooth trajectories of the payload were generated for feedback
control, and a simple dynamical system could be derived so that
a controller could be derived by pole placement. In addition,
the acceleration from the proposed controller was converted
to velocity inputs for the drives of the trolley and winch. This
was further developed in Rauscher et al. (2018). Flatness-based
control of a gantry crane for transferring a payload between two
positions with minimum transition time was proposed in Kolar
et al. (2017).

Several controllers based on neural networks and fuzzy logic
have been proposed for cranes. A combination of a learning
strategy and adaptive control method was proposed in Qian et al.
(2017) for an offshore boom crane.

Nonlinear energy-based controllers of 2-DOF overhead crane
systems were proposed in Fang et al. (2001) by using LaSalle’s
invariance principle, and in Chung and Hauser (1995) where the
stability was analyzed about a desired periodic orbit. In Yu et al.
(1995) a nonlinear tracking controller was proposed for a 2-
DOF gantry crane system using a singular perturbation design.
An energy-based feedback controller was presented in Sun et al.
(2013) for 4-DOF overhead cranes. The proposed controller was
derived by considering practical input constraints, and achieved
satisfactory trolley displacements while damping out payload
icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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scillations. A Lyapunov-based nonlinear controller for a 3-DOF
art and payload system with constrained pendulum length and
rolley stroke was proposed in Yoshida (1998). In Sun et al.
2015) the authors proposed an energy-based controller by us-
ng Barbalat’s lemma for the position of a trolley with hoisting
hile suppressing payload oscillation in one plane. A nonlinear
ontroller using a feedback linearization technique was proposed
n Wu and He (2016). In Cibicik et al. (2018) a controller based
n LaSalle’s invariance principle was designed to damp out os-
illations of a bifilar pendulum. In Sun et al. (2016) the authors
resented an adaptive controller which was designed to damp
ayload oscillations and to reduce unexpected overshoots for the
ib slew and trolley movements for a tower crane system.

In Wu et al. (2015) the authors proposed model predictive
ontrol (MPC) for a 2-DOF trolley and payload system. In Vukov
t al. (2012) a nonlinear MPC was designed to optimize point to
oint motion with varying pendulum length for a cart and winch
echanism. A controller based on an MPC and a particle swarm
ptimizer for an overhead crane was proposed in Smoczek and
zpytko (2017). The particle swarm optimizer was used for lim-
ting the residual swinging of the payload. A hybrid feedforward
nd MPC controller was proposed in Kimiaghalam et al. (2001) for
amping the pendulum motion in one plane of a ship-mounted
rane with a Maryland rigging system. In Arnold et al. (2005) the
uthors proposed a real-time MPC, where the nonlinear model
as linearized along a reference trajectory, to control the luffing
nd slewing motion of a mobile harbor crane. This work is further
eveloped in Neupert et al. (2010) where exact linearization and
nput/output linearization were used to simplify the nonlinear
ehavior of the system, and by adding a linearized feedforward
art and a stabilizing feedback part.
In this paper we propose a control system with a Lyapunov-

ased damping controller which stabilizes the pendulum dy-
amics of the crane payload. This Lyapunov-based controller is
esigned so that it can be combined with a tracking controller
hich is used to control the position of the crane tip and the cable

ength. The goal of the Lyapunov-based controller is to stabilize
he pendulum dynamics so that the design of the tracking con-
roller is simplified. The tracking controller is a nonlinear MPC
NMPC) controller. The NMPC controller can be designed with a
ower sampling frequency and with less computational complex-
ty due to the stabilized dynamics. In particular, the NMPC do
eed not damp the oscillations of the pendulum, which makes
he NMPC problem sufficiently simple to be run in real time.

The Lyapunov-based controller is designed so that the un-
erturbed pendulum system is exponentially stable. This means
hat the pendulum motion is ultimately bounded in the presence
f a bounded perturbation (Khalil, 2002). The NMPC is then
esigned so that the control action of the tracking controller is
bounded perturbation to the pendulum dynamics. The crane

ip and cable length can then track a reference trajectory with
ltimately bounded pendulum motion. The performance of the
ontroller is studied in simulations and in experiments using a
caled laboratory version of a knuckle boom crane. A preliminary
ersion of the proposed control system was published in the
onference paper (Tysse & Egeland, 2019). The extensions of this
aper are that the crane tip moves also in the vertical direction,
he cable length is controlled, and experimental validation is
ncluded.

The rest of this work is organized as follows. The kinematics
nd dynamics of the crane and the payload are presented in
ection 2. Then the control strategy is explained in Section 3. The
yapunov-based damping controller is presented in Section 4, and
he nonlinear MPC controller is presented in Section 5. Simula-
ion and experimental validation are presented in Section 6, and

inally, conclusions are presented in Section 7. K

2

Fig. 1. The knuckle boom crane.

. Modeling

.1. Crane payload kinematics

We consider a knuckle boom crane with a hoisting mechanism
Fig. 1(a)). The crane tip is the suspension point of the hoisting
ine, which is a massless cable with length L. The payload is
point mass m. The inertial frame n has the z axis pointing
ertically downwards, and a frame b is fixed in the suspension
oint with the z axis along the cable. The rotation matrix from n
o b is
n
b = Rx(φx)Ry(φy), (1)

here Rx and Ry are the rotation matrices about the x and y
xes (Siciliano et al., 2008). The generalized coordinates of the
ayload are given by q1 = [φx, φy]

T. Coordinate vectors are given
n the frame indicated by the trailing superscript, which means
hat, e.g., rn = Rn

brb.
The position of the suspension point is rn0 = [x0, y0, z0]T while

he position of the mass is rn = [x, y, z]T = rn0 + Rn
brbr , where

b
r = [0, 0, L]T. It follows that the velocity of the point mass is
n

= vn0 + ω̂
nRn

br
b
r + Rn

b ṙ
b
r , (2)

here û is the skew symmetric form of a vector u, vn0 = [ẋ0, ẏ0,
˙0]

T is the linear velocity of the suspension point, ωn
= [φ̇x, 0, 0]T

Rx[0, φ̇y, 0]T is the angular velocity of b relative to n. The
omponents of the acceleration an

= v̇n = [ẍ, ÿ, z̈]T of the
ayload mass can then be found by time differentiation of the
omponents in (2) to be

ẍ =ẍ0 + Lcyφ̈y − Lsyφ̇2
y + 2L̇cyφ̇y + L̈sy, (3)

¨ =ÿ0 + Lsxcy(φ̇2
x + φ̇2

y ) + 2Lcxsyφ̇xφ̇y − Lcxcyφ̈x

+ Lsxsyφ̈y + 2L̇
(
−cxcyφ̇x + sxsyφ̇y

)
− L̈sxcy, (4)

z̈ =z̈0 − Lcxcy(φ̇2
x + φ̇2

y ) + 2Lsxsyφ̇xφ̇y − Lsxcyφ̈x

− Lcxsyφ̈y − 2L̇
(
sxcyφ̇x + cxsyφ̇y

)
+ L̈cxcy. (5)

here sα = sinφα and cα = cosφα .

.2. Crane payload dynamics

The equations of motion for the payload can be derived with

ane’s method (Kane & Levinson, 1985) with generalized speeds
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φ̇x, φ̇y). The partial velocities are found from (2) to be

n
1 =

∂vn

∂φ̇x
=

[ 0
−Lcxcy
−Lsxcy

]
, vn2 =

∂vn

∂φ̇y
=

[ Lcy
Lsxsy

−Lcxsy

]
. (6)

Then the equations of motion are found from

(vni )
T(−anm + gn) = 0, for i = 1, 2, (7)

where an is given by (3)–(5), gn
= [0, 0,mg]

T is the force of
ravity where g =9.81m s−2. It follows that the equations of
otion are

φ̈xcy + ω2
0sx =

ÿ0cx + z̈0sx − 2L̇cyφ̇x

L
+ 2syφ̇xφ̇y, (8)

¨y + ω2
0cxsy =

−ẍ0cy − ÿ0sxsy + z̈0cxsy − 2L̇φ̇y

L
− sycyφ̇2

x , (9)

here ω2
0 = g/L. An alternative derivation based on Lagrange’s

quation of motion is found in Abdel-Rahman et al. (2003). The
cceleration of the suspension point an

0 = [ẍ0, ÿ0, z̈0]T and the
oisting rate L̇ are considered to be control inputs. The cable

length L is bounded by 0 < Lmin ≤ L ≤ Lmax.

.3. Crane dynamics

In this section the crane dynamics will be developed. The
oisting rate L̇ is not considered in this section. The generalized

coordinates of crane and payload are given by q = [qT
1, q

T
2]

T where
1 = [φx, φy]

T are the coordinates of the payload and

q2 =
[
q1 q2 q3

]T
∈ R3, (10)

re the coordinates of the knuckle boom crane. The coordinates
f the crane are shown in Fig. 1(b) with slewing joint q1, and
wo prismatic actuators with stroke lengths q2 and q3. The input
eneralized forces corresponding to q2 are τ = [τ1, τ2, τ3]

T.
he dynamics of the crane and the payload are given by the
nderactuated system

M11 M12
M21 M22

]
 
M

[
q̈1
q̈2

]
+

[
h1
h2

]
+

[
ψ1
ψ2

]
=

[
0
τ

]
(11)

here h1 = C1(q, q̇)q̇ and h2 = C2(q, q̇)q̇ are centrifugal and
oriolis terms, and ψ1 and ψ2 are gravitational terms. The mass
atrix M is symmetric and positive definite. It follows that M11
nd M22 are symmetric and positive definite, and that M12 =
T
21.
A change of variables is done by introducing y = h(q2) where

= [x0, y0, z0]T is the position of the tip of the crane. The velocity
apping is then ẏ = J (q2)q̇2, and

¨2 = J−1(q2)(ÿ − J̇ (q2)q̇2), (12)

ith Jacobian J (q2). In Tysse et al. (2021) the kinematics of the
knuckle boom crane is described in details, including the Jacobian
J (q2). The generalized force vector corresponding to the general-
ized coordinates y is σ = J−T(q2)τ. The dynamics can then be
ritten

11q̈1 + D12ÿ + c1 + φ1 = 0 (13)

D21q̈1 + D22ÿ + c2 + φ2 = σ (14)

where the mass matrix is

D =

[
D11 D12
D21 D22

]
=

[
M11 M12J−1

J−TM21 J−TM22J−1

]
and c1 = h1 − D12 J̇ q̇2, φ1 = ψ1, c2 = J−T(h2 − D22 J̇ q̇2) and
2 = J−Tψ2. It is straightforward to show that the mass matrix D
s symmetric and positive definite whenever M is symmetric and
ositive definite. Moreover, D and D are positive definite.
11 22 s

3

3. Control strategy

The crane is assumed to be controlled by the generalized
forces τ from the actuators of the crane, while the Lyapunov
controller and the NMPC controller are formulated with the ac-
celeration of the crane tip as the control variables. To solve
this problem, a control strategy is proposed based on partial
feedback linearization as described in Spong (1994) and Shkolnik
and Tedrake (2008). The actuated part of the system is the crane,
while the crane payload is the unactuated part. In this setting, an
exponentially stable Lyapunov-based controller is used to stabi-
lize the crane payload dynamics to increase the damping of the
pendulum oscillations. The stabilized dynamics is then controlled
with a NMPC to control the motion of the crane tip with bounded
pendulum motion for the payload.

3.1. Partial feedback linearization

The unactuated dynamics (13) can be written q̈1 = −D−1
11 (D12

ÿ + c1 + φ1) and substituted into the actuated dynamics (14),
which gives

D̄22ÿ + c̄2 + φ̄2 = σ (15)

where D̄22 = D22 −D21D−1
11 D12 is symmetric and positive definite,

c̄2 = c2 − D21D−1
11 c1 and φ̄2 = φ2 − D21D−1

11 φ1. Partial feedback
inearization is then achieved with the input generalized force
ector

= D̄22v+ c̄2 + φ̄2 (16)

here v is a transformed control vector. The corresponding actu-
tor forces are computed from τ = J (q2)Tσ. The resulting partially

linearized system is given by

D11q̈1 + c1 + φ1 = −D12v (17)

ÿ = v (18)

t is seen that the acceleration ÿ = v appears as a control input
o both the unactuated and the actuated part of the system.

Let the transformed control vector be

= ÿd
− Kd

˙̃y − Kpỹ (19)

here ỹ = y − yd and Kp, Kd > 0. This gives the cascaded closed
oop dynamics

11q̈1 + c1 + φ1 = −D12(ÿd
− Kd

˙̃y − Kpỹ) (20)
¨̃y + Kd

˙̃y + Kpỹ = 0 (21)

here (20) is Lipschitz in the input [ỹT
, ˙̃yT

]
T, and (21) is expo-

entially stable at [ỹT
, ˙̃yT

]
T

= [0T, 0T
]
T.

It is noted that the closed loop dynamics (20) of the payload
s a perturbation of

11q̈1 + c1 + φ1 = −D12ÿd (22)

here the desired crane tip acceleration ÿd
= [ẍd0, ÿ

d
0, z̈

d
0]

T is the
ontrol variable. Note that the system (22) is equal to the system
17) except that the desired tip acceleration ÿd has replaced the
ctual tip acceleration ÿ. The motion of the payload can therefore
e controlled with the desired tip acceleration instead of the
ctual acceleration when the model (22) is used. Then, if ÿd is
elected so that (22) is exponentially stable, then the system
20)–(21) will be exponentially stable as will be explained in
ection 5.2. This will be used in the controller design for the

ystem.
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.2. Control of crane and crane payload

The desired acceleration ÿd of the crane tip is the control input
o the unactuated crane payload dynamics in (22) and at the same
ime the reference to the actuated crane dynamics, as seen from
19). This is solved by using

¨
d

= u + w (23)

here u is the control input from the Lyapunov-based controller
or the crane payload, which is selected to make the unactuated
ynamics (22) exponentially stable. The resulting closed loop
ynamics of the crane payload is referred to as the stabilized
rane payload dynamics. Then the control variable w is computed
rom the NMPC controller to control the crane motion and the sta-
ilized crane payload dynamics. The NMPC is used to constraint
he magnitude of the control input w so that the motion of the
endulum is bounded.

. Lyapunov-based damping controller

.1. Introduction

In this section a Lyapunov-based damping controller is pre-
ented. This controller is used to stabilize the dynamics of the
endulum, so that the pendulum will have better oscillation
amping than in open loop. The Lyapunov-based damping con-
roller is designed so that it can be combined with a tracking
ontroller for the crane tip. The controller design for the tracking
ontroller will then be less demanding due to the improved dy-
amics of the pendulum. In particular, if the tracking controller is
ontrolled with a NMPC, then the NMPC can have lower sampling
requency and less complexity compared to a solution where
o damping controller is used and the NMPC must also handle
scillation damping. Moreover the damping controller can be
sed for initial damping of the payload oscillations before the
racking controller is switched on.

.2. Energy-based oscillation damping for stationary crane

In this section, an energy-based damping controller is de-
igned to stabilize the system (8)–(9) about the equilibrium point
hen the position rn0 of the suspension point is nominally sta-
ionary, and the pendulum length L is fixed. This controller is
xtended in the next section to oscillation damping in combina-
ion with motion tracking for the payload. The damping controller
s derived using the desired horizontal acceleration (ẍd0, ÿ

d
0) of the

uspension point as control input. It is assumed that z̈d0 = 0 and
˙d = 0. The damping controller is given by the feedback control
aws

¨
d
0 = 2ζω0Lφ̇y − ÿd0sxsy/cy, ÿd0 = −2ζω0Lφ̇x, (24)

here ζ is a positive parameter to be chosen. Insertion of the
eedback control laws (24) into the equations of motion (8)–(9)
ives the closed-loop dynamics

φ̈xcy + 2ζω0φ̇xcx + ω2
0sx = 2φ̇xφ̇ysy, (25)

¨y + 2ζω0φ̇ycy + ω2
0cxsy = −φ̇2

x sycy. (26)

here the desired accelerations have replaced the actual acceler-
tions in the equations of motion (8)–(9) as in (22). Linearization
f (25)–(26) about the equilibrium φx = φy = 0 and φ̇x = φ̇y = 0
ields

¨ i + 2ζω0φ̇i + ω2
0φi = 0, for i = x, y. (27)

t is seen that the linearized closed-loop model is represented by
wo harmonic oscillators with relative damping ζ and undamped
 n

4

atural frequency ω0. The stability of the nonlinear closed-loop
odel (25)–(26) can be analyzed with the energy function

d = 0.5mL2
(
φ̇2
x c

2
y + φ̇2

y

)
+ mgL(1 − cxcy), (28)

hich is the kinetic energy and potential energy of the pendulum
ith a stationary suspension point. Time differentiation of Vd
long the trajectories of the solutions of (8)–(9) gives

˙d = mLφ̇xcyÿ0cx − mLφ̇y
(
ẍ0cy + ÿ0sxsy

)
. (29)

ubstitution of the feedback control laws (24) gives the time
erivative of the energy function Vd along the trajectories of the
olutions of (25)–(26)

˙d = −2ζω0mL2
(
φ̇2
x cxcy + φ̇2

y cy
)
. (30)

rom LaSalle’s theorem (Khalil, 2002) we can conclude that the
quilibrium φx = φy = 0 and φ̇x = φ̇y = 0 of the closed-loop
ynamics (25)–(26) is asymptotically stable.

.3. Oscillation damping for moving crane

The next step is to design an exponentially stable damping
ontroller for the spherical pendulum system (8)–(9). The control
aws are ẍd0 = ux and ÿd0 = uy where

ux =
L
cy

(kdφ̇y + kpφy) − Lsyφ̇2
x −

uysxsy
cy

, (31)

uy = −
Lcy
cx

(kdφ̇x + kpφx) −
2Lsy
cx

φ̇xφ̇y + g
sxsy2

cx
. (32)

The feedback control law is seen to be a PD controller with
gains kp and kd with some higher-order cancellation terms, which
will be small. Insertion of the control laws (31)–(32) into the
equations of motion (8)–(9) using cysx = sx/cy − sxs2y/cy gives the
closed loop dynamics

φ̈x + kdφ̇x + kpφx + ω2
0cysx = 0, (33)

φ̈y + kdφ̇y + kpφy + ω2
0cxsy = 0. (34)

his is referred to as the stabilized pendulum dynamics. It is
oted that linearization of the stabilized dynamics gives two
armonic oscillators with undamped natural frequency ω2

n =

p + ω2
0 and relative damping ζ = kd/2ωn. This can be used to

ind controller gains kp and kd.

.4. Lyapunov Function

Consider the state vector x = [φx, φ̇x, φy, φ̇y]
T and the domain

=

{
x
⏐⏐⏐ |φj| <

π

2
− δ and

⏐⏐φ̇j
⏐⏐ ≤ ζ

}
for j = x, y, (35)

here 0 < ζ < π and 0 < δ < π/2. The Lyapunov function
andidate

(x) = 0.5L2xTPx + mgL
(
1 − cxcy

)
, (36)

s used, where

=

[
P1 0
0 P1

]
, P1 =

[
p11 p12
p12 p22

]
. (37)

s symmetric and positive definite with elements given by

11 = (kp + ckd)p22, p12 = cp22, p22 = m, (38)

here 0 < c < kd. It is seen from (38) that

11 − p12kd − p22kp = 0. (39)

s proposed in Wen and Bayard (1988), the introduction of a
onzero off-diagonal term p in the matrix P gives a cross term
12
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n the Lyapunov function candidate which is needed to establish
xponential stability. Given that p11 > 0 and

p11 p12
p12 p22

⏐⏐⏐⏐ =
(
(kp + ckd) − c2

)
p222 > 0, (40)

t can be concluded that P is a real symmetric positive definite
atrix with positive eigenvalues (Golub & Van Loan, 1996). Since
sinα| ≤ |α| it follows that sin2(α/2) ≤ α2/4. Together with
osα = 1 − 2 sin2 (α/2), this gives cosα ≥ 1 − α2/2. From this
t is clear that 0 ≤

(
1 − cxcy

)
≤ 0.5

(
φ2
x + φ2

y

)
in D. Using this

ondition, it is seen from (36) that

.5L2minx
TPx ≤ V (x) ≤ 0.5L2maxx

TP̃x, ∀ x ∈ D (41)

here P̃ = P+mg diag(1, 0, 1, 0)/Lmax, and Lmin and Lmax denotes
he lower and upper bound on the cable length, respectively.
onsequently, from the results in (41), the Lyapunov function
andidate can be upper and lower bounded by

1∥x∥2
2 ≤ V (x) ≤ k2∥x∥2

2, ∀x ∈ D, (42)

here k1 = 0.5L2minλmin(P) and k2 = 0.5L2maxλmax(P̃) are positive
onstants, and λmin(P) is the smallest eigenvalue of P and λmax(P̃)
s the largest eigenvalue of P̃ .

It is concluded that the Lyapunov function V (x) in (42) is
ositive definite and decrescent in the domain D.

.5. Exponential stability

The time derivative of V (x) along the trajectories of the solu-
ions of (33)–(34), denoted by V̇ (x), is given by

˙ (x) = L2
(
φ̇xφx + φ̇yφy

)
(p11 − p12kd − p22kp)

− L2p12kp(φ2
x + φ2

y ) − L2p22kd(φ̇2
x + φ̇2

y )

− L2p12ω2
0

(
φxsxcy + φysycx

)
+ L2p12

(
φ̇2
x + φ̇2

y

)
+
(
φ̇xsxcy + φ̇ycxsy

) (
mgL − L2p22ω2

0

)
+ L̇LxTPx + L̇mg(1 − cxcy). (43)

nsertion of (38), (39) and ω2
0 = g/L into (43) gives

˙ (x) = −L2p12kp(φ2
x + φ2

y ) − L2 (p22kd − p12) (φ̇2
x + φ̇2

y )

− L2p12ω2
0

(
φxsxcy + φysycx

)
+ L̇LxTPx + L̇mg(1 − cxcy). (44)

ince α sinα ≥ 0 and cosα ≥ 0 when |α| < π/2, it follows
hat φxsxcy + φycxsy ≥ 0 and p22kd − p12 > 0 in D. Then, if the
oisting rate is bounded by |L̇| ≤ γL, it follows from (42)–(43) that

˙LxTPx+L̇mg(1−cxcy) ≤ 2γLk2∥x∥2
2/L. Using these conditions and

min ≤ L, it follows that

˙ (x) ≤ −L2min

[
p12kp(φ2

x + φ2
y ) + (p22kd − p12) (φ̇2

x + φ̇2
y )
]

+ 2γLk2∥x∥2
2/Lmin, (45)

hich leads to

˙ (x) ≤ −k3∥x∥2
2, ∀ x ∈ D, (46)

here k3 = L2min min{p12kp, p22kd − p12} − 2γLk2/Lmin and

≤ γL < L3min min{p12kp, p22kd − p12}/(2k2). (47)

t follows that the equilibrium point of the closed-loop dynamics
33)–(34) is exponentially stable in D when 0 < c < kd and
< k .
p

5

.6. Nonvanishing perturbations

In this section the effect of nonvanishing perturbations for
he exponentially stable system will be analyzed following the
resentation in Khalil (2002). The motivation for this is that a
ounded nonvanishing perturbation of the exponentially stable
ystem will give a system with bounded perturbations.
The desired tip accelerations and the desired hoisting rate are

ritten

ẍd0 = ux + gx, ÿd0 = uy + gy, (48)

¨
d
0 = gz, L̇d = gL (49)

here ux and uy are given by the Lyapunov controller (31)–
32) and the terms gx, gy, gz, gL are referred to as nonvanishing
erturbations.
Insertion of the control variables in (48)–(49) into the equa-

ions of motion (8)–(9) gives the closed-loop dynamics

¨x+kdφ̇x+kpφx+ω2
0cysx −

1
cyL

(gycx+gzsx−2gLφ̇xcy) = 0, (50)

¨y + kdφ̇y + kpφy + ω2
0cxsy

+ (gxcy + gysxsy − gzcxsy + 2gLφ̇y)/L = 0. (51)

his is referred to as the perturbed stabilized pendulum dy-
amics. The time derivative of V (x) along the trajectories of the
erturbed system (50)–(51) will then satisfy

˙ (x) ≤ − k3∥x∥2
2 +

L
cy

(p12φx + p22φ̇x)(gycx + gzsx−2gLφ̇xcy)

− L(p12φy + p22φ̇y)(gxcy + gysxsy − gzcxsy + 2gLφ̇y),

≤ − k3∥x∥2
2 + αxgx + αygy + αzgz + αLgL, (52)

here

αx = −Lcy(p12φy + p22φ̇y),

y = −Lsxsy(p12φy + p22φ̇y) +
Lcx
cy

(p12φx + p22φ̇x),

αz = Lcxsy(p12φy + p22φ̇y) +
Lsx
cy

(p12φx + p22φ̇x),

αL = −2L
(
(p12φy + p22φ̇y)φ̇y + (p12φx + p22φ̇x)φ̇x

)
.

t is assumed that the perturbations (gx, gy, gz, gL) are uniformly
ounded according to |gx(t)| ≤ γ , |gy(t)| ≤ γ , |gz(t)| ≤ γ ,
gL(t)| ≤ γL, 0 ≤ γL < L3min min{p12kp, p22kd − p12}/(2k2) and
L ≤ γ /ζ ∀t ≥ 0 where the property in (47) has been used
nd ζ is defined in (35). The time derivative of V (x) along the
rajectories of the solutions of (50)–(51) can then be expressed
s
˙ (x) ≤ −k3∥x∥2

2 + γα, (53)

here α = αx + αy + αz + αL/ζ . The scalars αx, αy, αz and αL
atisfy

αx ≤Lmax(p12|φy| + p22|φ̇y|),

y ≤Lmax(p12|φy| + p22|φ̇y|) +
Lmax(p12|φx| + p22|φ̇x|)

c1
,

αz ≤Lmax(p12|φy| + p22|φ̇y|) +
Lmax(p12|φx| + p22|φ̇x|)

c1
,

αL ≤2ζ Lmax
(
p12|φx| + p22|φ̇x| + p12|φy| + p22|φ̇y|

)
,

here it is used that c1 = cos (π/2 − δ) ≤ cy, |cx| ≤ 1, |cy| ≤ 1,
sx| ≤ 1, |sxsy| ≤ 1, |cxsy| ≤ 1, L ≤ Lmax and |φ̇j| ≤ ζ for j = x, y.
hese properties are valid for all x ∈ D. It is clear that

≤
2Lmax(c1 + 1)(p12|φx| + p22|φ̇x|)

+ 5Lmax(p12|φy| + p22|φ̇y|),
c1
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≤ k4∥x∥2, (54)

here k4 =
Lmax
c1

√
(4(c1 + 1)2 + 25c21 )(p

2
12 + p222). Given that 0 <

< 1, the time derivative of V (x) along the trajectories of the
olutions of (50)–(51) satisfies

˙ (x) ≤ −k3∥x∥2
2 + k4γ ∥x∥2,

≤ − (1 − θ) k3∥x∥2
2, ∀ ∥x∥2 ≥ γ k4/θk3. (55)

his shows that x will be ultimately bounded in the presence of
onvanishing perturbations. The solution of the perturbed system
50)–(51) satisfies

x(t)∥2 ≤ ke−ϕt
∥x(0)∥2, ∀ t < T , (56)

and

∥x(t)∥2 ≤ b, ∀ t ≥ T , (57)

for some finite T , where k =
√
k2/k1, ϕ = (1 − θ )k3/(2k2) and

b = k4γ k/(k3θ ).

5. Nonlinear MPC

5.1. Nonlinear MPC controller

In this section an NMPC is designed for the perturbed stabi-
lized pendulum dynamics (50)–(51). The goal of the controller is
to make the crane tip can follow a desired position trajectory. This
is done by using the perturbation vector

ν =
[
wT gL

]T
, w =

[
gx gy gz

]T (58)

s control variables in the NMPC controller to control the position
x0, y0, z0) of the suspension point, and the cable length L.

The system dynamics to be controlled by the NMPC is given
y the perturbed stabilized pendulum dynamics (50)–(51), where
he pendulum dynamics are stabilized by the Lyapunov controller
31)–(32). The resulting dynamics of the system controlled by the
MPC are

ẍ0 = gx +
L(kdφ̇y + kpφy) − Lcysyφ̇2

x − uysxsy
cy

, (59)

ÿ0 = gy −
Lcy(kdφ̇x + kpφx) + 2Lsyφ̇xφ̇y − gsxs2y

cx
, (60)

z̈0 = gz, L̇ = gL, (61)

φ̈x = −kdφ̇x − kpφx − ω2
0cysx +

1
cyL

(gycx+gzsx−2gLφ̇xcy), (62)

φ̈y = −kdφ̇y − kpφy − ω2
0cxsy

− (gxcy + gysxsy − gzcxsy + 2gLφ̇y)/L. (63)

The state vector is defined as

= [x0 ẋ0 y0 ẏ0 z0 ż0 L φx φ̇x φy φ̇y]
T. (64)

nd the control vector is given by (58). The NMPC problem can
hen be written

˙(t) = f (z(t), ν(t)), z(0) = z0, (65)

ν(t) ∈ U, ∀t ≥ 0 and z(t) ∈ X, ∀t ≥ 0, (66)

U =
{
ν | |gx| < γ , |gy| < γ , |gz | < γ , |gL| < γL

}
, (67)

X = {z | Lmin ≤ L ≤ Lmax} . (68)

here f is given by (59)–(63). The NMPC samples the state
zk = z(tk) at a time tk, then it predicts the future response
of the system (65). The optimal control vector νk is determined
by minimizing an open-loop objective function over a prediction
horizon T (Findeisen & Allgöwer, 2002; Grüne & Pannek, 2013).
p

6

This process is repeated at the next sample of tk+1, and a new
control vector νk+1 is calculated. We denote the internal state
and control vector in the NMPC by a bar (for example z̄ , ν̄),
to distinguish them from the variables in the real system in
(65). The system in (65) is described in continuous-time, while
the required formulation for the NMPC controller is discrete-
time (Mayne et al., 2000). The discrete-time model of (65) driven
by the input ν, is

z̄k+1 = f k(z̄k, ν̄k), z̄0 = z(t), k = 0, . . . ,M − 1, (69)

where M = Tp/h is the number of prediction steps, h is the time
step and Tp is the prediction horizon. The discrete-time model
was obtained by using a repeated application of Euler’s method as
described in Mills et al. (2009) and Tysse and Egeland (2019). The
control problem described above is mathematically formulated as
follows:

min
ν̄k

(
M−1∑
k=0

∥z̄k−z̄r∥2
Q +

M−1∑
k=1

∥ν̄k−ν̄k−1∥
2
R

)
, (70)

subject to z̄0 = z(t), z̄k+1 = f k(z̄k, ν̄k), z̄r = zr (t), ν̄k ∈ U and
z̄k ∈ X for k = 0, . . . ,M − 1. Here, zr = [xr ẋr yr ẏr zr żr Lr
0 0 0 0]T is the time-varying state reference. The weight matri-
ces are

Q = diag(Qx,Qẋ,Qy,Qẏ,Qz,Qż,QL, 0, 0, 0, 0), (71)

R = diag(Rx, Ry, Rz, RL). (72)

The weight matrix Q penalizes the deviations of the actual cable
length, suspension point position and velocity from the desired
cable length, suspension point position and velocity. The weight
matrix R penalizes changes in the future manipulated control
inputs ν. The internal states {z̄1, . . . , z̄M} are the results of (69)
steered by the control inputs ν̄(·; z(t)) = {ν̄0, . . . , ν̄M−1} : [t, t +

Tp] → U with the initial state z(t). The closed-loop control ν is
defined by the optimal control vector ν̄∗(·; z(t)) that minimizes
the cost function J (z(t), ν̄(·)) in (70). The optimal control vector
is recalculated at each sampling instant τ . In the simulation study,
the NMPC was implemented with the MATLAB function fmincon
with an SQP algorithm, while in the experiment the NMPC was
implemented in C++ using CasADi (Andersson et al., 2019). The
optimization problem was solved by the NLP solver IPOPT, which
is an interior point method interfaced with CasADi (Wächter &
Biegler, 2006). A block diagram of the controller presented is
given in Fig. 2.

5.2. Overall stability analysis

The overall stability of the system is analyzed in this section.
The system is controlled with partial feedback linearization with
input generalized forces given by (16), where the transformed
control vector v is given by (19). The resulting dynamic model of
crane and the crane payload is given by (20) and (21). It is noted
that the dynamics (20) of the unactuated part is a perturbation
of (22).

The desired acceleration of the crane tip is set to ÿd
= u + w

where u = [ux, uy, 0]T where ux and uy is the control input from
the Lyapunov-based controller, which is given by (31) and (32).
The control input from the NMPC is ν = [wT, gL]T where w con-
trols the crane tip and gL controls the hoisting rate. Consider first
the case where w = 0. Then (22) with ÿd

= u is exponentially
stable at [qT

1, q̇
T
1]

T
= [0T, 0T

]
T as shown in Section 4.5. Since (20)

is a perturbation of (22) which is Lipschitz in the inputs ỹ and
˙̃y, it follows that (20) will be input-to-state stable (Khalil, 2002,
p. 176), and the cascaded system (20)–(21) will be exponentially
stable (Khalil, 2002, p. 537).
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Fig. 2. Block diagram of the control system. The Lyapunov controller stabilizes
the system dynamics at a high sampling frequency, and the NMPC controls the
stabilized system at a slower sampling frequency. The stabilization of the system
with the Lyapunov controller reduces the complexity of the NMPC design and
implementation.

Consider then the case ÿd
= u+wwhere ν = [wT, gL]T ∈ U and

is defined in (68). Then the control input w will be a uniformly
ounded nonvanishing perturbation to the exponentially stable
ystem (20)–(21) and the control input ν will be a uniformly
ounded nonvanishing perturbation to the exponentially stable
endulum system (33)–(34). It follows that the reference zr to
he NMPC will be tracked with uniformly bounded deviations in
1 and q̇1.

5.3. Implementation issues

The actuators of an industrial knuckle boom crane will be
ontrolled by velocity controllers, so it may not be possible to
mplement partial feedback linearization. An approximate solu-
ion is to use the velocity loops as in Rauscher et al. (2018).
hen the commanded accelerations are integrated to commanded
elocities. The velocity loops are given by

˙ x = ux + gx, ẇy = uy + gy, ẇz = gz, (73)

ẍ0 =
1
Tv

(wx − ẋ0), ÿ0 =
1
Tv

(wz − ẏ0), (74)

z̈0 =
1
Tv

(wz − ż0). (75)

he bandwidth 1/Tv of the velocity loop must be significantly
aster than the bandwidth of the combined NMPC and Lyapunov-
ased damping controller. This solution worked well in simula-
ions and experiments on a laboratory crane.

. Simulation and experiments

.1. Simulation study

The performance of the proposed control system was in-
estigated in a simulation study. The desired reference path
xr , yr , zr , Lr ) used in the simulation study is shown in Fig. 3(a).
n the figure it is shown that the reference path of the sus-
ension point was close to a circular helix segment with a
0◦ rotation about the z axis of the crane base, a radius of
pproximately 2 m and a pitch of approximately −2.4m/rad. The

reference path is initialized at (xi, yi, zi, L1), then the payload is
hoisted to (xi, yi, zi, L2), then it follows a circular helix motion to
(xf , yf , zf , L2), and at final the payload is lowered to (xf , yf , zf , L1).
The path parameters xi, . . . , L2 are given in Table 2.

In Fig. 3(b) the reference input zr is shown. The trajectory
for the suspension point is a piece-wise linear approximation
7

Table 1
Control parameters used in simulation and experiments. Qi denotes the elements
of the state weight matrix Q .
Term Value Term Value Term Value

Tv 0.1 s kp 1 M 4
h 0.2 s kd 2 Qi 1
τ 0.4 s

Table 2
Parameters used in simulation and experiments.
Term Simulation Experiments

(xi, yi, zi) (1.7, 1.02, −0.4) m (1.7, 1.02, −1.0) m
(xf , yf , zf ) (−1.02, 1.7, −1.0) m (0.5, 1.9, −1.0) m
(|γL|, |γ |) (0.2m s−1 , 0.2m s−2) (0m s−1 , 0.1m s−2)
(L1, L2) (1.7, 1.05)m (1.05, 1.05)m
(Lmin, Lmax) (1.05, 1.7)m (1.05, 1.05)m(
φx(0), φy(0)

) (
10◦, −10◦

)

Fig. 3. Path and trajectory for the reference input.

of the helix segment and is based on linear interpolation with
parabolic blends (application of the trapezoidal velocity profile
to the interpolation problem) for a path with via-points (Siciliano
et al., 2008).

The path and control parameters are given in Tables 1 and
2. The control inputs (ux, uy) and (gx, gy) from the Lyapunov-
ased controller and NMPC, respectively, are shown in Fig. 5. The
ampling rate was 100 Hz for the Lyapunov controller and 2.5 Hz
or the NMPC.

The resulting velocity inputs (ẋ0, ẏ0, ż0, L̇) in (74)–(75) and
49) are shown in Fig. 4. The velocities in the horizontal plane,
˙0 and ẏ0, were aggressive in the time interval 0 < t < 4.6 s
s a consequence of non-zero initial pendulum oscillations. After
pproximately 40 s, the velocity inputs (ẋ0, ẏ0, ż0, L̇) converged
o zero. The actual (x0, y0, z0, L) and desired (xr , yr , zr , Lr ) trajec-
ories of the suspension point and cable length are illustrated in
ig. 6(a). The actual suspension point in the horizontal plane, x0
nd y0, deviated from its reference in the time interval 0 < t <
1 s as a consequence of non-zero initial pendulum oscillations.
therwise, there were only small deviations between the actual
nd desired reference trajectories for the suspension point po-
ition and cable length. These deviations were mainly due to a
ime delay effect due to the sampling time τ of the nonlinear
PC controller, which lead to a slight delay between actual and
esired trajectory. It is also worth noting that the commanded
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Fig. 4. The velocities (ẋ0, ẏ0, ż0, L̇) in (74)–(75) and (49) generated from the
imulation study. The velocities are given in m/s.

Fig. 5. The desired acceleration ÿd of the crane tip in (23) from the simulation
study. The control inputs are given in m/s2 .

Fig. 6. The pendulum oscillation angles and the actual and desired trajectories
from the simulation study.

hoisting rate L̇ and cable length L were kept within their bounds
hroughout the simulation study.

The pendulum oscillation angles (φx, φy) are illustrated in
ig. 6(b). After time t = 4.6 s, it is seen that the pendulum oscil-
ations angles were bounded by ±1.5◦ throughout the simulation
study. Although the reference trajectory was non-stationary in
the time interval 11 < t < 29.5 s, the pendulum oscillation
angles were still oscillating within ±1.5◦. After time t = 40 s, the
endulum oscillation angles converged to zero due to stationary
eference trajectory.

The simulation study demonstrated that the control system
erformed as intended with bounded pendulum oscillations while
he suspension point and the cable length were tracking a desired
eference trajectory.

.2. Experimental validation

The performance of the proposed control system was further
tudied in experiments. The experimental setup was based on a
pecially designed scaled-down laboratory version of a knuckle
oom crane with realistic geometry of the payload (Fig. 1(b)).
he pendulum oscillation angles and rates were obtained by using
8

Fig. 7. The velocity (ẋ0, ẏ0) in the horizontal plane given in (74) generated from
the experimental study. The velocities are given in m/s.

a vision-based sensor system consisted of three consumer-grade
web cameras, in combination with an extended Kalman filter. The
crane was driven by one servo motor and two electro-mechanical
cylinders (EMCs) driven by servo motors. All servo motors were
equipped with encoders for measuring angles and angular veloc-
ities. Detailed explanation of the experimental setup is described
in Tysse et al. (2021). The external control system of the test-bed
was implemented using ROS (Robot Operating System) (Quigley
et al., 2009) and the ROS Control framework (Chitta et al., 2017).

In the experiment, the position reference for the crane tip
was in the horizontal plane, and the control variables (ż0, L̇) =

0, 0) were not used due to limited space and lack of winch. The
xperiment resembled a realistic hoisting operation where the
eference trajectory (xr , yr ) was represented as a slewing motion
f 45◦ from an initial pick up site (xi, yi) to a landing site (xf , yf ),

then followed by a slewing motion of −45◦ back to initial pick
up site. The path and control parameters are given in Tables 1
and 2. The control inputs u and w from the Lyapunov-based
controller and the NMPC, respectively, are shown in Figs. 10 and
11. The sampling rate was approximately 50 Hz for the Lyapunov
controller and 2.5 Hz for the NMPC.

Two different initial pendulum oscillation cases were consid-
ered in the experiments. In the first run the initial conditions
of the pendulum oscillation states were at the origin (φx, φy, φ̇x,

φ̇y) = (0, 0, 0, 0). In the second run the initial states were
(φx, φy, φ̇x, φ̇y) = (8◦, −8◦, 0, 0). The experiments demonstrated
that the control system performed as planned with bounded
pendulum oscillations, while the suspension point was tracking
the reference trajectory in the horizontal plane. The practical
application of the results indicates the potential of reducing risk
and execution time in crane operations. In addition there could be
potential of reducing stress on the crane structure and crane base
which could arise from large pendulum oscillations of heavier
payload.

6.3. Experiment with zero initial pendulum angles

An experimental study was performed with zero initial pendu-
lum oscillation angles (φx, φy) = (0, 0). The resulting commanded
velocities (ẋ0, ẏ0) in (74), are shown in Fig. 7(a). The velocities
were zero until the starting time at 1.7 s of the trajectory, and
converged to zero after 36 s. The commanded suspension point
velocity (ẋ0, ẏ0) in the horizontal plane was smooth throughout
the experiment.

The actual (x0, y0) and desired (xr , yr ) trajectory of the suspen-
sion point in the horizontal plane are illustrated in Fig. 8(a). As
seen in the figure, the actual suspension point was close to the
reference with a small time delay. Compared to the simulation
study in Chapter 6, the experimental results had a larger time

delay between the actual and desired suspension point position.
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Fig. 8. The actual (x0, y0) and desired (xr , yr ) suspension point trajectories in the
orizontal plane generated from the experimental study. The desired trajectory
s represented as dashed lines and the trajectories are given in m.

Fig. 9. The resulting pendulum oscillation angles (φx, φy) generated from the
xperimental study. The angles are given in deg.

Fig. 10. The desired acceleration ÿd of the crane tip in (23) from the experi-
mental study with zero initial pendulum oscillation angles. The control inputs
are given in m/s2 .

Fig. 11. The desired acceleration ÿd of the crane tip in (23) from the experimen-
al study with non-zero initial pendulum oscillation angles. The control inputs
re given in m/s2 .

he reason for this is the time delay in the communication and

he slower response of the knuckle boom crane.
9

The resulting pendulum angles (φx, φy) are shown in Fig. 9(a).
The pendulum angles were zero until the starting time 1.7 s of
the commanded motion, and converged to zero after t =36 s.
In the time interval 1.7 < t < 28 s, the pendulum angles
were oscillating because the suspension point was following a
moving trajectory in this interval. Throughout the experiment,
the pendulum angles were limited to ±2◦.

6.4. Experiment with non-zero initial pendulum angles

An experiment was performed with initial pendulum angles
(φx, φy) ≈ (8◦, −8◦). The commanded velocities (ẋ0, ẏ0) in (74),
are shown in Fig. 7(b). Compared to the velocity in Section 6.3,
the velocity in this case was oscillating in the interval 0 < t <
25 s due to the non-zero initial pendulum angles. In the time
interval t > 25 s the velocities in both experimental studies were
approximately the same.

The actual (x0, y0) and desired (xr , yr ) trajectories of the sus-
pension point are illustrated in Fig. 8(b). Compared to the tra-
jectory (x0, y0) in Section 6.3, the trajectory in this case was
deviating from the reference in the interval 0 < t < 8.5 s due
to initial pendulum rotations which caused the control variables
(ux, uy) to be more dominating than the perturbations (gx, gy). In
he time interval t > 8.5 s the trajectories in both studies were
pproximately the same.
The resulting pendulum angles are shown in Fig. 9(b). The

endulum was oscillating with angles less than ±2◦ after 15 s.
fter 15 s the pendulum rotations in both experimental studies
ere approximately the same, and converged to zero after 45 s.

t is worth noting that the pendulum angles were damped out
lower than in the simulation in Chapter 6 due to time delay
n the communication and slower response of the knuckle boom
rane.

. Conclusions

A controller has been designed for the control of the crane
ayload position using a Lyapunov-based pendulum damping
ontroller which stabilizes the pendulum dynamics, and an NMPC
osition controller which is designed for the stabilized dynamics.
he Lyapunov-based controller was designed to be exponentially
table, so that the pendulum motion state would be ultimately
ounded in the presence of bounded perturbations. Then the
osition of the crane tip and cable length were controlled us-
ng NMPC where the control variables appear as the bounded
erturbations for the Lyapunov-based controller, which made
t possible to constrain the perturbations by constraining the
ontrol variables of the NMPC. The performance of the controller
as demonstrated in a simulation study and in experiments. The
imulated operation was conducted by first lifting the payload by
ecreasing the cable length, then followed by a movement of the
uspension point by a circular helix motion of 90◦ with radius
m and pitch −2.4m rad−1, and at last the payload was lowered

by increasing the cable length. The experimental operation was
conducted by a slewing motion of 45◦, then followed by a slewing
motion of −45◦ back to the initial position. The radius of the
slewing motion was 2m. Both the simulated and experimental
operation was executed in approximately 30 s. In the simulation,
the pendulum oscillation angles were bounded within ±1.5◦

while the suspension point and cable length were following a
reference trajectory. The pendulum motions converged to zero
when the crane tip and cable length reached their final static
desired reference. In the experiments the pendulum oscillation
angles were bounded within ±2◦ after 15 s and while the sus-
pension point was following a reference trajectory. The pendulum
motions converged to zero when the crane tip reached its final
static desired reference.
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