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Abstract—In this paper we propose a method for adaptive sampling using Unmanned Aerial Vehicles (UAVs) in oil spill management. The goal is to measure and estimate oil spill concentrations at the sea surface, while at the same time identify the leak rates of sources at known positions. First we construct a cost which approximates the benefit of sampling locations at specific times. This cost is based on measures of observability and of persistency of excitation for the oil spill model. A receding horizon Mixed-Integer Linear Programming (MILP) problem is solved in order to find UAV trajectories which are optimal with respect to the cost. For UAV trajectory tracking we use a Lyapunov based controller. The oil spill concentration measurements taken by the UAVs by following these tracks are used in an adaptive observer, which provides state (concentration) and parameter (leak rate) estimates. Under the assumption that the sampling strategy described above lead to uniform complete observability and persistency of excitation, we prove Uniform Global Asymptotic Stability (UGAS) of the state estimation, parameter identification and UAV trajectory tracking errors. Finally, we provide a simulation of the proposed strategy, and compare it with two other strategies.

I. INTRODUCTION

In this paper the goal is to measure and estimate the states of a Distributed Parameter System (DPS) using UAVs equipped with the appropriate sensors and communication units. We will employ a strategy called adaptive sampling where the times and locations for taking new measurements are proposed based on a model of the process and previous measurements. For illustration purpose we apply our findings in an application within oil-spill management. Oil-spill management can be defined as the process of detecting, tracking and cleaning up after an oil-spill. We will here solve the specific task of estimating the oil spill concentration on the sea surface, and at the same time identify the leak rates of two moving ships at known positions.

Numerous works have considered the problem of finding trajectories of sensor nodes in order to estimate states and identify parameters of DPSs in an optimal manner, e.g. [1], [2], [3], [4], [5], [6], [7].

The main contribution of this paper is the proposal of a new sampling strategy, for which we can provide strong stability guarantees of the state estimation, parameter identification and trajectory tracking errors. A Mixed Integer Linear Programming (MILP) problem is solved in order to find trajectories for the UAVs which maximize measures of observability and persistency of excitation, while at the same time satisfy collision avoidance and anti-winding constraints. In particular, the formulation of the objective is new compared to [8]. The state estimator and UAV controller, although similar to [4], [6], have some characteristic and new properties:

- We consider the joint state estimation and parameter identification problem, where as only the state estimation problem was considered by [4].
- In [4] and [6] the closed-loop and open-loop linear DPS state matrices, respectively, are assumed to be exponentially stable. In this paper this assumption is replaced by the weaker requirement that the state- and output matrix pair is uniform completely observable. We argue that this is a reasonable assumption, as our sampling strategy is aimed at satisfying this requirement.
- Under our assumptions we are able to prove UGAS of the equilibrium point of the combined state- and parameter error dynamics and UAV tracking error dynamics. In [4] only stability was proved (although their Lyapunov analysis also included collision avoidance and network constraints, which is handled by the trajectory planner in this paper).

II. MODELING

A. Continuum Model

We consider an open, connected spatial domain Ω of interest, where we want to measure and estimate the DPS state. Let the distributed parameter be given by \( c(p, t) \), which represent the concentration of oil at the sea surface at some time \( t \), and at a position \( p = [x, y]^T \in \mathbb{R}^2 \) in east- and north directions, respectively. The concentration is assumed to follow the advection-diffusion Partial Differential Equation (PDE):

\[
\frac{\partial c(p, t)}{\partial t} + \nabla(a(p, t)c(p, t)) = \nabla(d\nabla c(p, t)) + f(p, \theta, t),
\]

with boundary and initial conditions

\[
\frac{\partial c(p, t)}{\partial \mu} = \kappa(p), \quad \text{for } p \in \Sigma_1 \subseteq \partial \Omega \tag{2}
\]

\[
c(p, t) = \rho(p), \quad \text{for } p \in \Sigma_2 \subseteq \partial \Omega \tag{3}
\]

\[
c(p, 0) = c_0(p), \quad \text{for } p \in \Omega \tag{4}
\]

where \( a(p, t) \) is the velocity field causing advection, \( d \) is the diffusion constant, \( f(p, \theta, t) \) represents source terms, \( \partial \Omega \) is the boundary of \( \Omega \subset \mathbb{R}^2 \), and \( \Sigma_1, \Sigma_2 \subseteq \partial \Omega \) such that \( \Sigma_1 \cup \Sigma_2 = \partial \Omega \). The set \( \Sigma_1 \) contains the Neumann boundary conditions, where as \( \Sigma_2 \) contains the Dirichlet boundary conditions. Out of simplicity we will assume that only the
source terms \(f\) are dependent on the vector of unknown parameters, \(\theta \in \mathbb{R}^{N_\theta}\). We spatially discretize the advection-diffusion equation using a second-order central discretization scheme, where we for simplicity assume a rectangular area of interest, such that \(Q := \Omega \cup \partial \Omega = [0, L_x] \times [0, L_y]\), with spatial discretization step size \(d_{xy}\). The average value of \(c\) in the grid cells can then be approximated by the following Ordinary Differential Equation (ODE):

\[
\dot{c} = A(t)c + B(t)\theta,
\]

where \(A \in \mathbb{R}^{N_xN_y \times N_xN_y}\) is a (known) state matrix representing advection- and diffusion effects, \(B \in \mathbb{R}^{N_xN_y \times N_\theta}\) is a (known) input matrix representing the effects from the source terms. \(N_x\) and \(N_y\) are the number of interior grid cells in the east- and north directions, respectively, such that \(L_x = d_{xy}N_x\) and \(L_y = d_{xy}N_y\). The value of \(c(p, t)\) at some location \(p = \{m,n\} = \{d_{xy}m, d_{xy}n\}^T\), with \((m, n) \in \mathcal{T}_N^x \times \mathcal{T}_N^y\), and where

\[
\mathcal{T}_N^b := \{a, a+1, \ldots, b\}, \quad a, b \in \mathbb{Z},
\]

is given by \(c_{m,n}\), and are arranged in the state vector \(c \in \mathbb{R}^{N_xN_y}\) in an east-to-west then south-to-north ordering, also called natural ordering [9, page 631].

**B. Measurement Matrix Model**

By primarily relying on measurements from UAVs equipped with the appropriate sensors, the output equation can be written

\[
y = C(q(t))c,
\]

where \(C(q(t)) := \text{col}[C_1(q_1(t)), \ldots, C_{N_q}(q_{N_q}(t))]\) with \(C_i\) being the output matrix of sensor \(i\), \(q := \text{col}[q_1, \ldots, q_{N_q}]\), and \(q_i = [x_i, y_i]^T \in \mathbb{R}^2\) being the time-varying position of UAV number \(i\) in the east- and north directions, and \(N\) being the total number of UAVs. The realization of the measurement operator \(C(q(t))\) used in this paper is taken from [6]. Since the model is spatially discretized we use weighting surfaces to describe how the sensors measure the discretized process variables. We assume that the grid points of the discretized process are coarsely distributed, at least compared to the field-of-view of the sensor on board the UAV, which means that at most the four closest discretization points will influence the measurement operator. Mathematically, this means that for any given position \(q_i \in \Omega\), and for any discretization point \((m, n) \in \mathcal{T}_N^x \times \mathcal{T}_N^y\),

\[
w_{m,n}(q_i) > 0 \iff |q_i - q_{m,n}|_\infty < d_{xy},
\]

where \(w_{m,n}\) is a weighting surface, \(q_{m,n} = [d_{xy}m, d_{xy}n]^T\). Then, by assuming that the position of the UAV \(q_i\) is contained in a box of the grid cells \((p,v,-p,v-1)\), \(p,v \in \mathbb{Z}\), the measurement matrix \(C_i(q_i) \in \mathbb{R}^{4 \times N_xN_y}\), can be written as [6]

\[
C_i(q_i) = \\
[w_v,w_1(q_i)]_{1,(w-1)N_y+v} + [w_v,w_1(q_i)]_{2,(w-1)N_y+v+1} + [w_v,w_1(q_i)]_{3,w_N_y+v} + [w_v,w_1(q_i)]_{4,w_N_y+v+1},
\]

where the weighting functions are indexed in correspondence with the order of the state vector (natural ordering), and where \([a]_{i,j}\) is an all-zero matrix with appropriate dimensions, except at index \((i, j)\) where the element is \(a\).

**C. Input Model Moving Sources**

We consider the oil spill being caused by a number of moving sources, and that we try to identify the leak rate of each of them. The number of moving sources is therefore equal to the number of unknown parameters, \(N_\theta\). The position of the sources are given by \(\xi(t) := \text{col}[\xi_1(t), \ldots, \xi_{N_\theta}(t)]\), with \(\xi_i(t) \in \mathbb{R}^2\) being the time-variation of position number \(i\) in the east- and north directions. In a similar way as we use weighting functions to describe how the sensors measure the discretized process variables in the measurement model, we will employ a weighting function to describe how the motion of the sources influences the process variables. Let \(B(\xi) := [B_1(\xi_1), \ldots, B_{N_\theta}(\xi_{N_\theta})]\). If the position of the leaking source \(\xi_i\) is contained in \((p_v,w_v,p_{v+1},w_v+1)\) the matrix \(B_i(\xi_i) \in \mathbb{R}^{N_xN_y}\), can be written as

\[
B_i(\xi_i) = \\
[w_v,w_1(\xi_i)]_{(w-1)N_y+v,v+1} + [w_v,w_1(\xi_i)]_{(w-1)N_y+v+1,v+1} + [w_v,w_1(\xi_i)]_{w_N_y+v,v+1} + [w_v,w_1(\xi_i)]_{w_N_y+v+1,v+1} ,
\]

where the weighting functions and the matrix \([\cdot]\) were introduced in the previous section.

**D. UAV Model**

We assume that the UAVs are fully actuated (holonomic), and the model for the UAVs motion is given by

\[
\dot{q}_i = r_i, \quad \dot{r}_i = M_i^{-1}(-D_ir_i + f_i),
\]

for any \(i \in \mathcal{T}_N^x\), where \(q_i, r_i, f_i \in \mathbb{R}^2\) are the position-, velocity and control force vectors of vehicle \(i\), respectively, in the east- and north directions, and where \(M_i, D_i \in \mathbb{R}^{2 \times 2}\) are matrices of constant parameters for mass-, and damping effects, respectively.

**III. Estimation and Motion Planning**

We will now give an overview of the proposed estimation, identification and trajectory planning strategy. The purpose behind each part of the strategy is motivated with the oil spill example introduced in Section I, and illustrated in Figure 1. **State- and parameter estimator:** This is a decentralized estimator located at the ground control station. In the oil spill example the state matrix \(A(t)\) depends on the weather- and ocean data, the input matrix \(B(t)\) depends on the motion of the source ships which is assumed available through broadcast (e.g. using the Automatic Identification System (AIS) which is required used internationally for most ships over a certain size), and the output matrix \(C(q(t))\) depends on the positions \(q\) of the UAVs. In this paper an adaptive observer is used to estimate the state vector and identify
unknown parameters.

**Cost approximator:** The knowledge of the current state, the state matrix $A(t)$ and the input matrix $B(t)$ is used to approximate the cost of sampling the distributed process at a specific location at a specific time. In this paper, we calculate an observability measure based on the least singular value of the observability matrix of the extended system, that is, a system where the state vector is extended to also include the unknown parameters. Improving the observability measure by taking measurements at the best locations and times would consequently lead to reduced state estimation and parameter identification errors.

**Trajectory planner:** The approximated cost function is then used in a MILP planning problem over a finite horizon. The optimization problem includes collision avoidance constraints and anti-winding constraints. As the output of the planning problem is an ordered set of discrete positions for each of the UAVs, interpolation is used to create smooth reference signals for the tracking controller.

**Tracking controller:** Finally a tracking controller based on Lyapunov theory is implemented to make the UAVs track the references created by the trajectory planner.

### A. Tracking controller

Let $q^{ref}_i(t)$, $r^{ref}_i(t)$, $\dot{q}_i(t)$, $\dot{r}_i(t)$ be sufficiently smooth reference signals generated by the trajectory planner. Then, by defining $\tilde{q}_i(t) := q_i(t) - q^{ref}_i(t)$ and $\tilde{r}_i(t) := r_i(t) - r^{ref}_i(t)$, as the position- and velocity errors, the error dynamics with respect to the reference motion is given by

$$\dot{\tilde{q}} = \tilde{r},$$

$$\dot{\tilde{r}} = -r^{ref} + M^{-1}(-D(\tilde{r} + r^{ref}) + f),$$

where $\tilde{q} = \text{col}[\tilde{q}_1, ..., \tilde{q}_N]$, $\tilde{r} = \text{col}[\tilde{r}_1, ..., \tilde{r}_N]$, $r^{ref} = \text{col}[r^{ref}_1, ..., r^{ref}_N]$. $r^{ref} = \text{col}[r^{ref}_1, ..., r^{ref}_N]$, $M := \text{blkdiag}[M_1, ..., M_N]$, $D := \text{blkdiag}[D_1, ..., D_N]$, and where we have assumed that $r^{ref}_i = q^{ref}_i$ for any $i \in I^N$.

Our feedback controller, similar to the controller derived by vectorial backstepping for a mass-damper-spring system in [10, Page 277], is given by:

$$f(t) = M\tilde{r}^{vir} + D\tilde{r}^{vir} - K^{pro}\tilde{q} - K^{der}(\tilde{r} + \Delta \tilde{q}),$$

with $\tilde{r} := r^{ref} - A\tilde{q}$ being a virtual reference signal, $\Lambda := \text{blkdiag}[\Lambda_1, ..., \Lambda_N]$ with $\Lambda_i \in \mathbb{R}^{2 \times 2}$ a positive definite diagonal matrix for any $i \in I^N$, $K^{pro} := \text{blkdiag}[K^{pro}_1, ..., K^{pro}_N]$ with $K^{pro}_i \in \mathbb{R}^{2 \times 2}$ a symmetric positive definite matrix for any $i \in I^N$, and $K^{der} := [K^{der}_1, ..., K^{der}_N]$ with $K^{der}_i \in \mathbb{R}^{2 \times 2}$ a positive definite matrix for any $i \in I^N$. The motivation behind requiring $\Lambda$, $K^{pro}$ as diagonal or block diagonal matrices, is to maintain a decentralized implementation, where the motion of one vehicle is independent of the motion of the others, except through the reference trajectory. For future reference, we notice that the closed-loop error dynamics can now be written as

$$\dot{\tilde{q}} = \tilde{r},$$

$$\dot{\tilde{r}} = -\Lambda \tilde{r} + M^{-1}(-D + K^{der})(\tilde{r} + \Delta \tilde{q}) - K^{pro}\tilde{q}. $$

### B. State- and parameter estimator

Here, we apply the adaptive observer of [11]. The main motivation for using this observer is that uniform asymptotic stability of the state- and parameter estimation errors are guaranteed with relaxed assumptions compared to the Kalman filter, see [11] for details. First, through output injection, equations (5) and (7), are transformed to

$$\dot{\bar{c}} = A^{cl}(t,q)\bar{c} + B(t)\bar{d} + L(t)y,$$

$$y = C(q)c,$$

where $A^{cl}(t,q) = A(t) - L(t)C(q)$, and $L(t)$ is a time varying matrix to be designed. Again we emphasize that $\theta$ is an unknown constant parameter. By defining the dynamic transformation $z(t) = c(t) - \Psi(t)\theta$, where $\Psi(t) \in \mathbb{R}^{N_x}$ is the solution to the equation

$$\Psi = A^{cl}(t,q)\Psi + B(t),$$

with some user specified, finite initial condition $\Psi(0) = \Psi_0$, the transformed system can be written

$$\dot{z} = A^{cl}(t,q)z + L(t)y,$$

$$y = C(q)[z + \Psi(t)\theta].$$

The adaptive observer proposed in [11], [12] for this system is

$$\dot{\hat{z}} = A^{cl}(t,q)\hat{z} + L(t)y,$$

$$\dot{\hat{\theta}} = \gamma \Psi^T(t)C^T(q)[y - C(q)z - C(q)\Psi(t)\theta].$$
where \( \hat{\theta} \) is the estimate of the unknown parameter \( \theta \), and \( \gamma \in \mathbb{R}^{N_a \times N_a} \) is a user specified positive definite, diagonal matrix.

### C. Closed-loop system

To analyse the convergence and stability properties of the system we will now calculate the closed-loop dynamics. To that end define \( \chi := \text{col}[\chi_1, \chi_2, \chi_3] \), where \( \chi_1 = \text{col}[\chi_{11}, \chi_{12}] = \text{col}[\hat{q}, \hat{\tau}] \) is the tracking error of the controller, \( \chi_2(t) = \theta - \hat{\theta}(t) \) is the parameter identification error and \( \chi_3(t) = z(t) - \hat{z} \) is the state estimation error. These error variables are the solutions to

\[
\begin{align*}
\dot{\chi}_1 &= A_1 \chi_1 \\
\dot{\chi}_2 &= f_2(t, \chi_{11}) \chi_2 + g_2(t, \chi_{11}) \chi_3 \\
\dot{\chi}_3 &= A_3(t, \chi_{11}) \chi_3
\end{align*}
\]

where \( A_1 \) is given by (28),

\[
f_2(t, \chi_{11}) := -\gamma \Psi^T(t) C^T(t, \chi_{11}) C(t, \chi_{11}) \Psi(t),
\]

\[
g_2(t, \chi_{11}) := -\gamma \Psi^T(t) C^T(t, \chi_{11}) C(t, \chi_{11}),
\]

and finally \( A_3(t, \chi_{11}) := A^3(t, \chi_{11} + q^{\text{ref}}(t)) \). With a slight abuse of notation, we have redefined the measurement matrix to emphasize that it depends on both the state and reference trajectory, that is \( C(t, \chi_{11}) := C(\chi_{11} + q^{\text{ref}}(t)) = C(q) \). We see that by moving the dependence on the unknown parameter from the state equation in (18)-(19) to the output equation in (21)-(22), the dynamics of the state estimation errors (27) becomes independent of the convergence of the parameter identification error. We see that the stability properties of (27) depends on the motion of the UAVs through \( C(t, \chi_{11}) \) and \( L(t) \), since \( A_3(t, \chi_{11}) = A(t) - L(t) C(t, \chi_{11}) \). The second term on the right hand side of (26) vanishes with the state estimation error \( \chi_3 \). If this term is ignored, (26) is exponentially stable if the persistency of excitation condition is satisfied [11].

### D. Main result

Before we present the main result, we will present some needed assumptions.

**Assumption 1:** There exist a positive constant \( c_0 \) such that \( |q^{\text{ref}}(t)| < c_0 \) and \( |\tau^{\text{ref}}(t)| < c_0 \) for any \( t \geq 0 \).

**Assumption 2:** The matrices \( A(t) \) and \( B(t) \) of (5) are known, and there exist positive constants \( c_1 \) and \( c_2 \) such that \( |A(t)| \leq c_1 \) and \( |B(t)| \leq c_2 \) for any \( t \geq 0 \).

**Assumption 3:** The measurement matrix \( C(t, \chi_{11}) \) (recall \( C(t, \chi_{11}) := C(\chi_{11} + q^{\text{ref}}(t)) = C(q) \) with \( C(q) \) of (7)) is known, and for bounded arguments \( \chi_{11} \) and \( q^{\text{ref}}(t) \) there exists a constant \( c_3 \) such that \( |C(t, \chi_{11})| \leq c_3 \) for any \( t \geq 0 \). Assumptions 1-3 are reasonable from a practical viewpoint and simpliﬁes our analysis.

**Assumption 4 (Assumption on observability):** The pair \( (A(t), C(t(\chi(t)))) \) is uniformly completely observable, cf. [13].

**Assumption 5 (Assumption on persistency of excitation):** There exist positive constants \( t_0, T \) and \( \mu \) such that \( G(t_0, t + T) \geq \mu I \) holds for any \( t \geq t_0 \), where

\[
G(t_0, t + T) = \int_{t_0}^{t+T} \Psi^T(\tau) C^T(\tau, \chi_{11}(\tau)) C(\tau, \chi_{11}(\tau)) \Psi(\tau) \, d\tau .
\]

Remark 1: Notice that in Assumption 5 the assumption is on persistency of excitation of \( \Psi(\cdot) \). However, since \( \Psi \) is dependent on \( B(\cdot) \) through (20) it is in essence also a persistency condition on \( B \). This means that the motion of the leaking ships can influence the persistency of excitation condition.

Assumption 4 and 5 are highly dependent of the positions of the UAVs, \( q \) through the measurement matrix \( C(t, \chi_{11}) \), where \( \chi_{11} = \hat{q} - q^{\text{ref}} \). The objective of the trajectory planner of Section III-F is therefore to find reference trajectories \( q^{\text{ref}}(t) \) such that the assumptions are satisﬁed.

From the dual to [14, Lemma 1] we have that due to Assumption 2, Assumption 4 is equivalent to the existence of a constant \( \delta \) such that the observability Gramian \( W \) deﬁned as

\[
W(t, t + \delta) = \int_t^{t+\delta} \Phi^T(\tau, t) C^T(\tau, \chi_{11}(\tau)) C(\tau, \chi_{11}(\tau)) \Phi(\tau, t) \, d\tau
\]

satisﬁes \( 0 \leq c_0 \delta \leq W(t, t + \delta) \leq c_7 \delta \) for some constants \( c_6, c_7, \) and \( \Phi(\cdot, \cdot) \) is the state transition matrix associated with (5). This means that it is possible to render the state estimation error dynamics (27) Uniformly Exponentially Stable (UES) by an appropriate choice of the observer gain matrix \( L(t) \) introduced in (18). For instance, it can be chosen by Kalman ﬁlter design as in [15], [16, Theorem 1], [17]:

\[
L(t) = P_3(t) C^T(t, \chi_{11}(t)) R_3^{-1}(t)
\]

where \( P_3(t) \) is the solution to the forward differential Riccati equation,

\[
P_3 = A(t) P_3(t) + P_3(t) A^T(t) + Q_3(t)
\]

\[
- P_3(t) C^T(t, \chi_{11}(t)) R_3^{-1}(t) C(t, \chi_{11}(t)) P_3(t)
\]

with \( P_3(0) \) positive deﬁnite and symmetric, and where \( Q_3(t) \), \( R_3(t) \) satisﬁes the following assumption:

**Assumption 6:** The user speciﬁed matrices \( Q_3(t), R_3(t) \) are both positive deﬁnite and uniformly bounded, that is, there exist constants \( c_8 \) and \( c_9 \) such that \( |Q_3(t)| \leq c_8 \) and \( |R_3(t)| \leq c_9 \) are satisﬁed for any \( t \geq 0 \).

This choice for \( L(t) \) was used in [18], where the objective is similar to that of this paper.

We are now ready to state the main result:

**Theorem 1:** Under Assumptions 1-6 the equilibrium point \( \chi = 0 \) of (25)-(27) is UGAS.

The proof of the theorem is given in the Appendix.

### E. Cost approximator

The purpose of the cost approximator is to construct the matrix \( U_{\text{obs}}^{\text{bias}} \), which elements are correlated to the benefit of taking measurements at some grid point \( (m, n) \) in the...
discretized area, at $k$ time steps into the future. The construction of $U_{k_{mn}}^{\text{obs}}$, is based on the observability Gramian of the extended system. In fact, to take the motions of the sources into account when calculating the observability measure, we rewrite the state equations, (5)-(7), as:

$$\dot{\tilde{c}} = \hat{A}(t)\tilde{c}, \quad y = \tilde{C}(q(t))\tilde{c},$$  

where $\tilde{C}(q(t)) = [C(q(t)) \ 0]$, and

where an interesting property of this extended system is given in the next theorem:

**Theorem 2:** Let Assumption 2 hold. Then uniform complete observability of the pair $(\hat{A}(t), \tilde{C}(q(t)))$, implies Assumption 4 and Assumption 5, that is uniform complete observability of (5)-(7) and persistency of excitation on $\Psi(t)$.

**Proof:** By Assumption 2, the matrices $\hat{A}(t)$ and $\tilde{C}(q(t))$ are uniformly bounded. Uniform complete observability of the pair $(\hat{A}(t), \tilde{C}(q(t)))$ implies that the observability Gramian of the extended system (35)-(36) is positive definite and bounded. In [12, Appendix] it is shown that the observability Gramian associated with the pair $(\hat{A}(t), \tilde{C}(q(t)))$ of the extended system, has $G$ of (31) and $W$ of (32) along its diagonal. The conclusion follows.

To get information about where measurements should be taken, we will in the following explain the construction of the three-dimensional matrix $U_{k_{mn}}^{\text{obs}}$ which approximates how beneficial it is to make measurements in a certain area $(m,n)$ at some time step $k$. First, consider $\bar{\Omega}$ divided into equally large non-overlapping areas, such that the areas make up the whole of $\bar{\Omega}$, and predict the effect on the observability Gramian of the extended system by static measures in each of these areas for some prediction horizon. The areas can consist of multiple grid cells, such that $D_{xy} = \gamma_{xy}d_{xy}$, where $\gamma_{xy} \in \mathbb{Z}$ and $D_{xy}$ is the length of the sides of the square areas. The prediction is based on actual measurements for a horizon $T_H$ into the past and assumed static measurements taken at area $(m,n)$ for a horizon $T_{\bar{\Omega}}$ into the future. The observability Gramian associated with the extended system is given by

$$W_{m,n}^{\text{obs}}(T_H, T_{\bar{\Omega}}) = \int_{T_H}^{t} \Phi^\top(\tau, T_H)\tilde{C}(q(\tau))\tilde{C}(q(\tau))\Phi(\tau, T_H) d\tau$$  

where $\Phi(\cdot, \cdot)$ is the state transition matrix associated with (35) and $Q_{m,n} = [D_{xy}m, D_{xy}n]$. At each time step $k = t/D_t \in \mathcal{I}^{N_t}$, where $D_t$ is the sample interval of the motion planner and $N_{\bar{\Omega}} = T_{\bar{\Omega}}/D_t - 1$, and for any, $m \in \mathcal{I}^{N_t}/\gamma_x$, $n \in \mathcal{I}^{N_t}/\gamma_y$ take

$$U_{k_{mn}}^{\text{obs}} = 1/\sigma_{\text{min}}(\tilde{W}^T_{m,n}).$$

Here, $\sigma_{\text{min}}(\cdot)$ is the minimum singular value. For simplicity of implementation we integrate forward in time the system of differential equations

$$\frac{d}{ds} W_{m,n}(T_H, s) = \Phi^\top(s, T_H)\tilde{C}(s)\tilde{C}(s)\Phi(s, T_H),$$

where $\Phi(T_H, T_H)$ being the identity matrix is used as initial condition, similar to what is done in [19, Page 21].

**F. Trajectory planner**

The planning problem follows closely the approach of [8], and the interested reader is referred thereto for more details. The objective function to be minimized is given by

$$J^{\text{obs}} = \sum_{i=1}^{N_{\bar{\Omega}}} \sum_{k=1}^{N_t} \sum_{m=1}^{N_x} \sum_{n=1}^{N_y} U_{k_{mn}}^{\text{obs}} \Gamma_{ik_{mn}},$$

which quantify the benefit at being at a specific position at a specific time. Here, $U_{k_{mn}}^{\text{obs}}$ is given by (40) which contain the unobservability index of area $(m,n)$ at some step $k$, while $\Gamma_{ik_{mn}} = 1$ if UAV $i$ is in area $(m,n)$ at time step $k$, and $\Gamma_{ik_{mn}} = 0$ otherwise. The solution to the optimization problem is an ordered set of positions (centres of the considered areas) for each of the UAVs, and interpolation is therefore used to create smooth reference trajectories.

**IV. SIMULATIONS**

We will in this section consider joint estimation of concentration in an offshore oil spill and identification of the constant leak rates from two sources. The region we consider is $\Omega = [0, 500] \times [0, 500]$. The UAV model and controller parameters are found in Table I, the cost approximator and trajectory planner parameters in Table II and finally the observer parameters in Table III. Cubic spline interpolation is used to find the reference trajectories $q^{\text{ref}}, r^{\text{ref}}$ and $d^{\text{ref}}$ from the positions found by solving the MILP problem in the trajectory planner. In the implementation of the measurement model we follow [6]: We define $w_{m,n}(q_{m,n}) = 1$ and

$$A_1 := \begin{bmatrix} 0 & 1 \\ -M^{-1}((D + K^{\text{der}})A + K^{\text{pro}}) & -\Lambda - M^{-1}(D + K^{\text{der}}) \end{bmatrix}$$  

(28)
TABLE I
UAV MODEL AND TRACKING CONTROLLER PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_1(0)$</td>
<td>$(25, 25)\text{ m}$</td>
<td>$r_1(0)$</td>
<td>$(13, 13)\text{ m s}^{-1}$</td>
</tr>
<tr>
<td>$q_2(0)$</td>
<td>$(100, 100)\text{ m}$</td>
<td>$r_2(0)$</td>
<td>$(15, 15)\text{ m s}^{-1}$</td>
</tr>
<tr>
<td>$D_i$</td>
<td>$1\text{ kg s}^{-1}$</td>
<td>$M_i$</td>
<td>$30\text{ kg}$</td>
</tr>
<tr>
<td>$K_i$</td>
<td>diag(1.3159,1.3159)</td>
<td>$K_{\text{m}}$</td>
<td>diag(6.2835, 6.2835)</td>
</tr>
<tr>
<td>$N$</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE II
COST APPROXIMATOR AND TRAJECTORY PLANNER PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_m$</td>
<td>50 m</td>
<td>$\gamma_m</td>
<td>1</td>
</tr>
</tbody>
</table>

\[ w_{m,n}(q_{m\pm 1,n\pm 1}) = 0, \text{ and we get that} \]

\[ w_{m,n}(p) = \begin{cases} 
(\frac{t}{600}, \frac{t}{600}, \frac{2}{600}) & \text{if } (x, y) \in [x_m, x_{m+1}] \times [y_m, y_{m+1}] \\
(\frac{t}{600}, \frac{t}{600}, \frac{2}{600}) & \text{if } (x, y) \in [x_m, x_{m+1}] \times [y_m, y_{m+1}] \\
(\frac{t}{600}, \frac{t}{600}, \frac{2}{600}) & \text{if } (x, y) \in [x_m, x_{m+1}] \times [y_m, y_{m+1}] \\
0 & \text{otherwise.} \end{cases} \]

The oil spill parameters of the simulation is given in Table IV. We use a similar flux field as in [2], which is given by

\[ a(t, p) = \frac{12}{3600} \left( y - x - \frac{t}{6}, -\frac{t}{600} + y - 1000 \right) \top. \]

We consider only Dirichlet boundary conditions in this example, so $\Sigma_1 = \emptyset$ and $\Sigma_2 = \emptyset\Omega$. For illustration purpose we will assume two leaking sources. The motion of the first source term is given by

\[ \xi_1(t) = 500 \left( \frac{5}{4} \sin \left( \frac{\omega_1 t}{600} + \omega_0 \right) \right), \]

\[ 0.5 + \frac{5}{4} \cos \left( \frac{\omega_1 t}{600} + \omega_0 \right) \top, \]

with $\omega_1 = 2\arcsin(0.2\sqrt{5})$ and $\omega_0 = \arcsin(0.4\sqrt{5})$, where as the motion of the second is given by $\xi_2(t) = \frac{1}{2} \xi_1(t)$. The DPS system is simulated for 30 seconds before the estimation based on measurements from the UAVs is started. For the parameter update law (24), we use $\gamma = I$.

TABLE III
OBSERVER PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(0)$</td>
<td>$100I$</td>
<td>$\Psi(0)$</td>
<td>$Q(t) = Q$</td>
</tr>
<tr>
<td>$R(t) = R$</td>
<td>$I$</td>
<td>$Q(t) = Q$</td>
<td>$I$</td>
</tr>
</tbody>
</table>

TABLE IV
OIL SPILL PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_x, L_y$</td>
<td>500 m</td>
<td>$\theta(0)$</td>
<td>$0.05\text{ g m}^{-2}$</td>
</tr>
<tr>
<td>$d_{xy}$</td>
<td>50 m</td>
<td>$\theta(t)$, $\forall t \in [-50, 300]$</td>
<td>$0.05\text{ g m}^{-2}$</td>
</tr>
<tr>
<td>$N_x, N_y$</td>
<td>$60 \times 10^{-6}\text{ m}^2\text{s}^{-1}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Oil management: Parameter identification errors with different types of planning strategies. $\theta_1$ and $\theta_2$ are the leak rates from the two sources.

Fig. 3. Oil management: State estimation errors with different types of planning strategies. $\chi_3$ is the estimation error for the sea surface oil concentration.

The parameter identification and state estimation errors are illustrated in Figure 2 and Figure 3. We have compared the results using the motion planning strategy proposed in this paper, referred to as Adaptive path, with two other approaches. In the Static approach two sensor nodes are taking measurements at some static locations (150,300) and (450,300). In the Circular path approach the two sensors fly in circular motions around the same two locations with radius of 50 meters, and with a path period of 100 seconds. In all cases the state and parameter estimators used are identical. Obviously more thorough simulations would be required to assert that the proposed strategy is definitely better, the results from this simple example suggest that the adaptive sampling strategy leads to faster state- and parameter convergence. The resulting oil-spill concentration estimation errors and UAV paths from the strategy proposed in this paper are illustrated in Figure 4–6 for different time instants ($t \in \{0, 100, 300\}$).

V. CONCLUSIONS

In this paper we have proposed an adaptive sampling strategy for a UAV sensor network. A trajectory planner is introduced in order to improve observability of the system, and to prevent the mobile sensors to be stuck around some
local minima. The trajectory tracking control strategy is based on Lyapunov analysis, and we show UGAS of the closed-loop estimation, identification and trajectory tracking errors. Our approach is applied to an oil-spill example, and the benefits of the method is supported by simulations.
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APPENDIX

To prove Theorem 1 the following propositions and lemmas will be needed:

**Proposition 1:** The equilibrium point $\chi_1 = \text{col} [\chi_{11}, \chi_{12}] = 0$ of $\dot{\chi}_1 = f_1(t, \chi_1)$ is UGES.

**Proof:** Let $V_1 := \frac{1}{2} \chi_1^T P_1 \chi_1$, with

$$P_1 := \begin{bmatrix} K^{\text{pro}} M & \Lambda M \\ \Lambda^T M & M \end{bmatrix}.$$  \hspace{1cm} (46)

We see that the Lyapunov function is lower and upper bounded by $g_1(s) = \lambda_{\text{min}}(P_1)s^2$ and $\bar{g}_1(s) = \lambda_{\text{max}}(P_1)s^2$, respectively. Furthermore, $\dot{V}_1 \leq W_1(\chi_1)$, where $W_1(\chi_1) := \chi_1^T Q_1 \chi_1$ is positive definite, with

$$Q_1 := \begin{bmatrix} K^{\text{pro}} + \Lambda (D + K^{\text{der}}) \Lambda & \Lambda (D + K^{\text{der}}) \\ (D + K^{\text{der}}) \Lambda & D + K^{\text{der}} \end{bmatrix}.$$ \hspace{1cm} (47)

The conclusion follows by standard arguments. \hfill \blacksquare

**Lemma 1:** Under Assumption 2 and 4 there exist constants $c_{10}, c_{11}$ such that

$$c_{10} I \leq P_3(t) \leq c_{11} I,$$ \hspace{1cm} (48)

for any $t \geq 0$.

The lemma is taken from [16, Lemma 1] which proof is contained in [20] and [21].

**Proposition 2:** Under Assumption 2, 4 and 6, the equilibrium point $\chi_3 = 0$ of (27) is Uniformly Globally Exponentially Stable (UGES).

**Proof:** This follows from [16, Theorem 1]. In fact, take $V_3(t, \chi_3) = \chi_3^T P_3^{-1} \chi_3$ as a Lyapunov function candidate. We use that $P_3^{-1}(t) = -P_3^{-1}(t) \dot{P}_3(t) P_3^{-1}(t)$, and find that $\dot{V}_3 = -\chi_3^T (P_3(t) Q_3(t) P_3(t) + C(t, \chi_1) R_3^{-1}(t) C(t, \chi_1)) \chi_3$. Since positive definiteness of $P_3(t)$ and its inverse follows from Lemma 1, and $Q_3(t)$ is positive definite by Assumption 6, $\dot{V}_3 \leq -c_3 |\chi_3|^2/c_{10}$, and by standard arguments the equilibrium point of (27) is UGES. \hfill \blacksquare

**Lemma 2:** Under Assumption 2, 4 and 6, there exists a $c_4 > 0$ such that

$$|\Psi(t)| \leq c_4, \quad \text{for any } t \geq 0,$$ \hspace{1cm} (49)

where $\Psi(t)$ is the solution to (20).

**Proof:** Since the system $\dot{\Psi} = A^{cl}(t, q) \Psi$ is UGES by similar argument as in Proposition 2, and the input $B(t)$ of (20) is bounded by Assumption 2, the conclusion follows. \hfill \blacksquare

**Lemma 3:** Under Assumptions 1, 2, 4, 5 and 6, Assumption 1 of [22] is satisfied. That is, the equilibrium point $\chi_2 = 0$ of $\dot{\chi}_2 = f_2(t, \chi_{11}, \chi_2)$ is UGAS.

**Proof:** $\dot{\Psi}(t)$ is bounded by Lemma 2 and by Assumption 3, $|C(t, \chi_{11})|$ is bounded for bounded $q^{\text{cl}}(t)$ and $\chi_{11}$ which holds by Assumption 1 and Lemma 1, respectively. Therefore UGAS of the equilibrium point $\chi_2 = 0$ of $\dot{\chi}_2 = f_2(t, \chi_{11}, \chi_2)$ follows from [23, Theorem 2.16] due to persistency of excitation, Assumption 5. \hfill \blacksquare
Lemma 4: Under Assumptions 1-6, the solutions to (25)-(27) are Uniformly Globally Bounded (UGB).

Proof: Due to Propositions 1 and 2, $\chi_1(t)$ and $\chi_3(t)$ are UGB. Then, using Assumption 3 and Lemma 2 the interconnection term $g_2(t, \chi_{11}) \chi_3$ in (26) is uniformly bounded. Since the equilibrium point $\chi_2 = 0$ of $\dot{\chi}_2 = f_2(t, \chi_{11}, \chi_2)$ is UGAS, due to Lemma 3, a bounded input will provide a bounded state, and the conclusion follows.

We are finally ready to give the proof of the main result:

Proof: [Proof of Theorem 1] Due to Proposition 1, Proposition 2 and Lemma 4, the equilibrium points of (25) and (27) are respectively UGES and UGAS, and the solutions of (25)-(27) are UGB. Finally, since $\chi_2 = f_2(t, \chi_{11}, \chi_2)$ is UGAS by Lemma 3 the conclusion holds by [22, Lemma 2].
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