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Preface
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international peer-reviewed scientific journals.
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• Paper 3: Nested computational fluid dynamic modelling of mean turbu-
lent quantities estimation in complex topography using AROME-SIMRA.
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Abstract

On Norway’s west coast, the Norwegian Public Road Administration initiated a
major infrastructure development project that includes the design and construc-
tion of bridges to replace ferries. The width of the fjords, flow conditions, and
topography will all influence the type of bridges considered. In this context, since
2014, a measurement program has been running with the purpose of providing data
for turbulence characterization in bridge design. Since the available theoretical
background, for turbulence characterization in the context of bridge design, is
based on flat and homogeneous terrain, the proposed bridge will almost certainly
be subjected to environmental conditions that could lead to a catastrophic disaster
if turbulence is not properly quantified.

As a result, the first section of this work focused on the similarities and
differences in flow characteristics in flat and complex terrain. The second section
focused on researching common turbulence characteristics for the purpose of bridge
design in multiple fjords. Finally, the study considered the use of numerical
simulation for the estimation of flow characteristics relevant to bridge design across
the span of the bridge where measurements are limited.

The quantification of turbulence for bridge design revealed that the topographic
feature can be divided into two categories: long-fetch winds (winds blowing over
an extended stretch of water) and short-fetch winds (winds blowing over irregular
and heterogeneous terrain upstream of the measurement location). Wind sector
dependency was observed in the estimation of turbulence intensity, normalized
vertical standard deviation, and friction velocity. Furthermore, a significant
deviation from the assumption of Gaussian fluctuations, which is commonly found
in bridge aerodynamic theory, is observed.

The spectral characteristics of turbulence were investigated using one-point
and two-point power spectral densities. Surface layer scaling may be possible
under neutral conditions provided the velocity spectra are normalized by an
adequate friction velocity, according to the findings. The spectral analysis also
revealed the importance of sector dependence. The along wind and horizontal cross
wind velocity spectra exhibit noticeable features such as large amplitude, spectral
plateau, and double spectral peak in the low frequency section. In the vertical
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velocity spectrum, surface layer scaling may be applicable to both short-fetch and
long-fetch winds, similar to examples of flat terrain. In addition, as compared to
the flat terrain counterpart, the vertical spectra have a much higher spectral peak.
Furthermore, the influence of terrain on flow was evident in the cross-spectrum
study, with the co-spectrum and quad-spectrum having similar magnitudes, which
is not the case with flat and homogeneous terrain. These common features found
in the along wind, cross wind, and vertical wind spectra could have a big impact
on the dynamic load estimates for the proposed bridges.

Vertical coherence was analyzed to assess the Davenport similarity, which is
generally assumed in flat and homogeneous terrain. The results revealed that at
large vertical separations, an alternative model incorporating separation distance
and height agrees with the co-coherence estimate. This suggests that the Davenport
similarity may be limited for substantial vertical separation in complex topography.
The average Davenport coefficient, on the other hand, was found to be consistent
with the suggested values in the Norwegian bridge design handbook (N400).

Since a thorough characterization of turbulence for bridge design necessitates
the analysis of flow conditions over the bridge span, a nested numerical simulation
was established using the macroscale model AROME developed by Météo-France
and the microscale model SIMRA developed by SINTEF. The study’s initial part
concentrated on the validation of the results obtained by estimating the correlation
between measurement and numerical simulation. The validation was based on
mean turbulent characteristics because the turbulence closure is based on two
equations. If the mast is not placed downstream of a steep mountain, the results
showed reasonable agreement for wind speed and direction on the fjord’s shore.
Sector dependence is also apparent when it comes to the correlation of angle of
attack, as it was previously observed in the case of the study of integral and
spectral characteristics. Furthermore, the angle of attack validation revealed a
dependence on the mast location and anemometer height, highlighting the main
issue associated with the numerical prediction of vertical velocity in sheltered
locations. To adequately establish the source of disparities between observation
and numerical simulation when it comes to estimating angle of attack and wind
direction at severely sheltered locations, more research is needed.



Contents

Preface v

Acknowledgement vii

Abstract ix

Notation xv

Introduction 1
1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

Theory 11
1 Structural load estimation . . . . . . . . . . . . . . . . . . . . . . . 13
2 Spectrum and coherence of turbulence . . . . . . . . . . . . . . . . 15

2.1 Spectrum of turbulence . . . . . . . . . . . . . . . . . . 15
2.2 Normalisation of turbulence spectrum . . . . . . . . . 16
2.3 Coherence of turbulence . . . . . . . . . . . . . . . . . . 17

3 Flow modelling in complex topography . . . . . . . . . . . . . . . . 19
3.1 Governing equations and mathematical models . . . 19
3.2 Time averaging and RANS turbulence modelling . . 20
3.3 Space averaging and LES turbulence modelling . . . 26
3.4 Modelling approach for the E39 project . . . . . . . . 28

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Summary 39
1 Summary of Paper I . . . . . . . . . . . . . . . . . . . . . . . . . . 41



xii Contents

1.1 Paper I: Potential and challenges of wind measure-
ments using met-masts in complex topography for
bridge design: Part I – Integral flow characteristics 41

2 Summary of Paper II . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.1 Paper II: Potential and challenges of wind measure-

ments using met-masts in complex topography for
bridge design: Part II – Integral flow characteristics 42

3 Summary of Paper III . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1 Paper III: Nested computational fluid dynamic mod-

elling of mean turbulent quantities estimation in
complex topography using AROME-SIMRA . . . . . 43

Perspective 45

Paper I – Part I – Integral flow characteristics 49
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2 Measurement locations and observation setup . . . . . . . . . . . . 53
3 Theoretical background and data processing . . . . . . . . . . . . . 57

3.1 Traditional assumptions in wind turbulence . . . . . 57
3.2 Friction velocity . . . . . . . . . . . . . . . . . . . . . . . 60
3.3 Data selection . . . . . . . . . . . . . . . . . . . . . . . . 61

4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.1 Data availability . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Flow horizontality . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Mean wind shear . . . . . . . . . . . . . . . . . . . . . . 68
4.4 Flow Gaussianity . . . . . . . . . . . . . . . . . . . . . . 70
4.5 Single point turbulence characteristics . . . . . . . . . 72

5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Paper II – Part II – Spectral flow characteristics 105
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
2 Fundamentals of turbulence and turbulence-induced wind load . . 109

2.1 Choice of the scaling velocity and scaling length . . 109
2.2 Surface-layer velocity spectra in complex terrains . 112
2.3 Modelling of the co-coherence . . . . . . . . . . . . . . 113

3 Observation setup and data processing . . . . . . . . . . . . . . . . 115



Contents xiii

4 Methodology for spectral analysis . . . . . . . . . . . . . . . . . . . 115
5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.1 Velocity spectra . . . . . . . . . . . . . . . . . . . . . . . 117
5.2 Reassessment of the friction velocity as a scaling

velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.3 Co-coherence . . . . . . . . . . . . . . . . . . . . . . . . . 131

6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Paper III – Nested computational fluid dynamic modelling
– AROME-SIMRA 145

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
2 Governing equations and numerical models . . . . . . . . . . . . . 150

2.1 Mean flow quantities for bridge design . . . . . . . . . 150
2.2 Governing equations in SIMRA . . . . . . . . . . . . . 151
2.3 Finite element discretization of the governing equa-

tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
2.4 AROME and the nested set-up . . . . . . . . . . . . . 156
2.5 Finite element error indicators . . . . . . . . . . . . . . 158
2.6 Wall boundary treatment . . . . . . . . . . . . . . . . . 159

3 Observation setup and data processing . . . . . . . . . . . . . . . . 161
4 Results and discussions . . . . . . . . . . . . . . . . . . . . . . . . 163

4.1 A-posteriori error indicator plots . . . . . . . . . . . . 163
4.2 General validation overview . . . . . . . . . . . . . . . 163
4.3 AROME-Metcoop and the nested setup AROME-

SIMRA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
4.4 Wind speed scatter plots . . . . . . . . . . . . . . . . . 167
4.5 Wind direction scatter plots . . . . . . . . . . . . . . . 173
4.6 Angle of attack scatter plots . . . . . . . . . . . . . . . 173
4.7 Flow characteristics in Sulafjord . . . . . . . . . . . . . 179

5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
6 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188





Notation

This thesis follows the following general notation conventions.

General notation

Cd Drag coefficient
Cm Added mass coefficient
Ci Davenport coefficient
D Diameter
Ft Instantaneous wind force
k Wavenumber
nr Natural frequency
S(k) Wavenumber dependant spectrum of turbulence
Su Along wind turbulence spectrum
Sv Horizontal cross wind turbulence spectrum
Sw Vertical wind spectrum
Sq Spectrum of shear force
Sy Spectrum of deflection
ut Instantaneous wind velocity
u∗ Friction velocity
u∗C Friction velocity computed using the classical method
u∗R Friction velocity computed using Klipp method
u∗M Friction velocity computed using flux method
ū(z) Mean velocity at height z
z Elevation above ground
ρ Fluid density
ψ Mode shape
σy Variance of the deflection
α Kolmogorov constant
ε Dissipation of turbulence
φe Non-dimensional dissipation of turbulence



xvi Notation

κ von Karman constant
λ1 First Eigen value of the Reynolds stress tensor
λ3 Third Eigen value of the Reynolds stress tensor
γi Correlation of turbulence

Notation for paper I

a2
uw Statistical uncertainties in the momentum flux (uw)
a2
vw Statistical uncertainties in the momentum fluxes (vw)
u Along wind velocity
v Horizontal cross wind velocity
w Vertical wind velocity
x Along wind direction
y Horizontal cross wind direction
z Vertical wind direction
u Along wind mean velocity
v Cross wind mean velocity
w Vertical mean velocity
u′ Along wind fluctuating velocity
u′ Cross wind fluctuating velocity
u′ Vertical wind fluctuating velocity
u∗ Friction velocity computed using the classical method
N Number of samples
Iu Along wind turbulence intensity
Iv Cross wind turbulence intensity
Iw Vertical wind turbulence intensity
λ1 First Eigen value of the Reynolds stress tensor
λ2 Second Eigen value of the Reynolds stress tensor
λ3 Third Eigen value of the Reynolds stress tensor
Λ1 First Eigen vector of the Reynolds stress tensor
Λ2 Second Eigen vector of the Reynolds stress tensor
Λ3 Third Eigen vector of the Reynolds stress tensor
τ Time series length
α Shear coefficient
κu Along wind kurtosis
κv Cross wind kurtosis
κw Vertical wind kurtosis
γu Along wind skewness
γv Cross wind skewness
γw Vertical wind skewness
σu Along wind standard deviation
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σv Horizontal cross wind standard deviation
σw Vertical wind standard deviation

Notation for paper II

u Along wind mean velocity
v Cross wind mean velocity
w Vertical mean velocity
u′ Along wind fluctuating velocity
u′ Cross wind fluctuating velocity
u′ Vertical wind fluctuating velocity
u Along wind velocity
v Horizontal cross wind velocity
w Vertical wind velocity
x Along wind direction
y Horizontal cross wind direction
z Vertical wind direction
Ci Coherence decay coefficient
Cuz Along wind Davenport decay coefficient
Cvz Cross wind Davenport decay coefficient
Cwz Vertical wind Davenport decay coefficient
fr Reduced frequency
u∗ Friction velocity computed using the classical method
Lxu Along wind integral length scale
Su Along wind spectrum of turbulence
Sv Cross wind spectrum of turbulence
Sw Vertical wind spectrum of turbulence
Si Cross spectrum of turbulence
γi Normalized cross spectrum of turbulence
Re(Suw(f)) Real part of the cross spectrum
Im(Suw(f)) Imaginary part of the cross spectrum
zref Reference height

Notation for paper III

rx Lateral displacement
rz Vertical displacement
rθ Torsional displacement
Cd(α, β) Drag coefficient function of yaw and attack angle
Cl(α, β) Lift coefficient function of yaw and attack angle



xviii Notation

Cm(α, β) Moment coefficient function of yaw and attack angle
M Mass matrix
K Stiffness matrix
F Wind laod
u Mean velocity
p Pressure
θ Potential temperature
ρ Fluid density
f Source term for coriolis force
Ri Grandiant Richardson number
k Turbulent kinetic energy
ε Turbulent dissipation
γt Turbulent thermal diffusivity
σt Turbulent Prandtl number
νt Turbulent viscosity
gd Dirichlet boundary conditions
gn Neumann boundary conditions
δu Test function for velocity
δp Test function for pressure
uh Trial function for velocity
ud Velocity lifting function
uhh Basis function for velocity
ph Basis function for pressure
φ(Xi, t

∗) Temporal interpolation of the initial field
φ(Xi, tk) Field values at time tk from AROME
φ(x, y) Spacial field values from AROME
σ∗(x) Recovered velocity gradiant
p∗ Recovered pressure field
U+ Non-dimensional velocity
y+ Non-dimensional wall distance
E′ Constant modified for roughness
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Introduction

1. Motivation

In recent years, there has been a significant rise in demand for road infrastructure,
primarily due to increased economic activity [1], as noted in a market survey
conducted by [2]. Beam bridges, truss bridges, cantilever bridges, arch bridges,
tied arch bridges, suspension and cable stayed bridges are among the various
types of bridges in demand, depending on the location or purpose of the bridge.
Suspension, or to a lesser extent cable-stayed, bridges have become increasingly
popular in recent decades, owing to their ability to accommodate longer spans [3, 4].
As shown in Table 1, a growing number of long span bridges have been found in
specific regions with complex topography in recent decades.

The Norwegian Public Road Administration (NPRA) has launched a major
infrastructure project called Ferjefri E39, which aims to replace ferries crossing
straits of various lengths with bridges of various shapes, sizes, and types between
Kristiansand and Trondheim on Norway’s western coast in order to boost economic
activity and interaction between different regions [6]. An overview of the fjords
concerned are shown in Table 2 [3, 7]. The west coast of Norway is characterized
by a collision of two erosion surfaces that were elevated during the tertiary [8].
As a result, the topography is often rather complex. Long and deep inlets of the
sea surrounded by steep mountain sides formed by glaciation are very common,
in addition to rough coastlines with numerous islands. Following the landform
classification done in [9], the west coast of Norway is dominated by; Alpine relief,
steep slopes, glacially scoured low mountains and valleys, accentuated relief with
moderate slopes. Some of these topographic aspects are illustrated in fig. 1. The
complexity of the topography, the depth of the fjord, coupled with long crossings
in the Norwegian west coast suggest that a new type of long span bridges will be
considered in the Ferjefri E39 project. The proposed innovative bridge concepts
will be particularly vulnerable to local flow excitation.

Norway is mainly located in the northern latitudes, although it reaches far
beyond the arctic circle. On a synoptic scale, the westerlies aloft and recurrent
extra-tropical cyclones dominate the atmospheric flow. At the mesoscale level, the
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Figure 1: Illustration of Sulafjord topography along with a roughness classification.
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Table 1: Long-span cable-suspended bridges built in mountainous terrain (main
span larger than 600 m) [5].

Year Name Main span (m) Location

2020 Jinshajiang Hutiaoxia Bridge 766 China
2020 Honghe Jianyuan Bridge 700 China
2020 Jin’an Bridge 1386 China
2018 Xingkang Bridge 1100 China
2018 Chajiaotan Bridge 1200 China
2018 H̊alogaland Bridge 1145 Norway
2018 Sunxihe Bridge 660 China
2016 Longjiang River Bridge 1196 China
2016 Yachi Bridge 800 China
2016 Duge Bridge 720 China
2015 Qingshui River Bridge 1130 China
2015 Puli Bridge 628 China
2013 Hardanger Bridge 1310 Norway
2013 Lishui River Bridge 856 China
2012 Aizhai Bridge 1176 China
2009 Sidu River Bridge 900 China
2009 Baling River Bridge 1088 China
2009 Beipanjiang River Bridge 636 China
1992 Gjemnessund Bridge 623 Norway

Table 2: List of fjords involved in the Ferjefri E39 [3, 7]

Fjords Straight length (m) Water depth (m) Mountain height (m)

Sulafjorden 4000 500 660
Vartdalsfjorden 2100 600 1226
Halsafjorden 2000 600 450
Julsundet 1600 600 660
Nordfjorden 1500 500 200
Sognefjorden 3700 1250 510
Bjørnafjorden 5000 600 380
Langenuen 1300 500 720

interaction between the large-scale flows and local topography produces complex
flow conditions characterized by large variation in wind speed and direction over
small scales. In Figure 2, an example of flow channeling in Sulafjord, Halsafjord,
and Julsundet is shown. The relationship between large scale flow, mesoscale, and
the local flow scale has been studied by [10]. The study depicts the highly complex
flow structure that exists around Norway’s west coast, which is defined by the
interaction of offshore, coastal, inland, and mountainous regions.

The design of bridges is based on the characterization of turbulent air flow
conditions that are critical in estimating wind loads [11, 12]. In a complex flow
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Figure 2: Wind rose measured in Kvitneset, Traelboneset, Halsaneset and Nautne-
set located in Sulafjord, Halsafjord and Julsundet recorded between 01-01-2018
and 31-12-2019.
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and topography environment, the turbulent loading becomes a major concern as
the bridge span lengthens [3]. Therefore, the study of turbulence, in the context of
bridge design, in regions characterized by complex flow and topography, constitute
the main motivation of this research.

2. Research questions

Turbulent loading for bridge design relies heavily on codes and standards where the
terrain is assumed flat and uniform. For the design of multiple long span bridges
in the west coast of Norway, these assumptions are unlikely to be valid. This is
because turbulent spatiotemporal fluctuations on flat and homogenous terrain
are expected to differ from those in Norwegian fjord-like topography. Failure
to re-evaluate the general assumptions that characterize turbulence loading for
the proposed bridges on Norway’s west coast could have disastrous consequences.
Therefore, it is legitimate to raise the following question: How can we systematically
quantify the differences between the flow characteristics in a Norwegian fjord and
those in a traditional flat and homogeneous terrain?

To the author’s knowledge, hardly any systematic analysis of turbulence, for
bridge design, using measurements across multiple fjords exists. The thesis further
addresses the existence of common flow characteristics in Norwegian fjord, in terms
of one-point and two-point power spectral densities of the wind velocity fluctuations.
Furthermore, multiple studies have demonstrated that measurements made on the
fjord’s shore cannot be extrapolated to the fjord’s interior. Alternative approaches,
such as the use of numerical simulations, must be studied to compensate for the
lack of relevant measurements for bridge design at sites such as the mid span,
which is, of course, crucial for its design. As a result, the study investigates the
application of numerical simulation in the quantification of flow condition in areas
where measurements are not available.
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Theory





Theoretical background

1. Structural load estimation

The theoretical context associated with the static and dynamic study of long span
bridges discussed in [1–5] is hereby summarized for completeness’ sake. The aim
of this section is to clarify the importance of atmospheric turbulence on the design
of long span brides.

The equation of motion whose solution gives the dynamic response of a me-
chanical system is given by

Mr̈ + Cṙ + Kr = F (1)

Where M is the mass matrix, C the damping matrix, and K the stiffness matrix
associated with the dynamic response of the mechanical system. The solution
of Eq. (1) is r = [rx, rz, rθ]T . Where rx, rz and rθ are the lateral, vertical, and
torsional displacement, respectively. The wind load F is expressed in terms of
the instantaneous relative wind velocity vrel, instantaneous wind incidence angle
αf , and the aerodynamics coefficients Cd, Cl, and Cm (Drag, lift and moment
coefficient) [4].

F =

FxFz
Fθ

 = 1
2ρv

2
relB

DBCd cos(αf − rθ)− Cl sin(αf − rθ)
D
BCd sin(αf − rθ) + Cl cos(αf − rθ)

BCm

 (2)

The wind load F can be rewritten as shown in Eq. (3). Where A0, A1, Cae, and
Kae are the static load, buffeting load, aerodynamic damping , and aerodynamic
stiffness matrices, respectively [4].

F = A0
[
u
]

+ A1

[
vx
vz

]
−Cae

ṙxṙz
ṙθ

+ Kae

rxrz
rθ

 (3)

where u, vx, and vz are the along wind, across-bridge, and vertical mean wind
speeds, respectively. Combining Eq. (1) and Eq. (3) gives
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Mr̈ +
[
C + Cae

]
ṙ +

[
K + Kae

]
r = A0

[
u
]

+ A1

[
vx
vz

]
(4)

The dynamic response in frequency domain can therefore be estimated following
the relationship between the power spectral density of the response and the buffeting
load as shown in Eq. (5) and detailed in [4, 6].

Sη(f) = H(f)SQ(f)HT (f) (5)

with H(f) given by

H(f) =
[
−w2M̃ + iw(C̃ + C̃ae) + (K̃ + K̃ae)

]−1
(6)

For the definition of M̃, C̃, C̃ae, K̃, and K̃ae the reader is refered to [4]. The
spectrum of the modal wind load SQ given in Eq. (5) is shown in Eq. (7) where ψ
is the matrix of mode shapes.

SQ =
∫ L

0

∫ L

0
ψ(y1)Sq(y1, y2, f)ψ(y2)dy1dy2 (7)

with the cross spectrum of wind velocities given by

Sq(y1, y2, f) = A1

[
S1(δy, f) 0

0 S2(δy, f)

]
AT

1 (8)

The real parts of the cross spectral density at two points given in terms of the
single point spectra Svx and Svz and co-coherence γvx and γvz function in Eq. (8)
are given by [7]

S1(δy, f) =
√
Svx(yi, f) · Svx(yj , f) · γvx(δy, f) (9)

S2(δy, f) =
√
Svz (yi, f) · Svz (yj , f) · γvz (δy, f) (10)

where δy = |yi − yj |. Finally at a given abscissa yr, the power spectral density of
the bridge response is given by [7]

Syr (f) = ψ(yr)Sη(f)ψT (yr) (11)

In the buffeting response study of the suspension bridge, accurate representation
of Svx , Svz , γvx , and γvz is critical. The single point spectrum, cross-spectrum
of turbulence (spectra of horizontal and vertical incoming velocities at points
across the span of the structure), aerodynamic and damping properties are all
needed for the structural analysis briefly mentioned above. The conventional
modelling approach of the single and cross spectrum of turbulence in bridge design
is described in the following section.
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2. Spectrum and coherence of turbulence

2.1. Spectrum of turbulence

The spectrum of turbulence is defined as the energy content of turbulence in the
frequency domain [8]. The spectrum is subdivided into three main categories:
the low frequency part characterized by high energy content, the inertial sub-
range characterized by energy cascading down to smaller scales without energy
production or consumption, and finally the dissipation range characterized by
energy dissipation [8]. Kolmogorov stated that the structure of the smallest eddies,
and thus their energy, depends only on the rate of energy dissipation and the
viscosity of the fluid [9]. For the intermediate size, known as inertial sub-range,
the energy depends only on the dissipation [9]. Using dimensional analysis, the
inertial sub-range is described as follow [10]

S(k) ≈ αk−
5
3 ε

2
3 (12)

Where S(k) is the enery spectrum of turbulence, k is the wavenumber, and ε the
dissipation rate. With α being the Kolmogorov constant which usually varies
between 0.5 and 0.6. The non-dimensional surface layer spectra derived in [11] is
summarized hereby. The non-dimensional dissipation is given by

φe ≈
κzε

u3∗
(13)

The along wind spectrum in non-dimensional form can be rewritten as

fSu(f)
u2∗

≈ α

(2πκ) 2
3
φ

2
3
e

(
fz

ū

)− 2
3

(14)

with fz = fz
ū the dimensionless frequency, ū the along wind mean velocity, z the

height above ground, f the frequency, α = 0.55 the Kolmogorov constant, and
κ = 0.4 the von Karman constant. [12] derived the following spectra of the along
wind, horizontal cross wind and vertical wind spectra

fSu(f)

u2∗φ
2
3
e

≈ 0.3f−
2
3

r (15)

fSv(f)

u2∗φ
2
3
e

≈ 0.4f−
2
3

r (16)

fSw(f)

u2∗φ
2
3
e

≈ 0.4f−
2
3

r (17)
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Under near neutral condition whereby there is a balance between shear production
and viscous dissipation φe = 1.

The spectrum of turbulent energy widely used in the field of structural dynamic
has been generalized in the form given in Eq. (18) [12–15]

fSu(f)
u2∗

= Afr
(1 +Bfαr )β (18)

The spectrum calculated from the measurements is compared to the model proposed
by [12], which is used to better understand how topography affects the measured
spectrum. The general flat terrain spectra satisfying the assumption of local
isotropy in the inertial sub-range are given in Eqs. (19) to (22).

fSu
u2∗

= 102 · fr
(1 + 33 · fr)5/3 (19)

fSv
u2∗

= 17 · fr
(1 + 9.5 · fr)5/3 (20)

f ·Re(Suw)
u2∗

= 14 · fr
(1 + 9.6 · fr)7/3 (21)

fSw
u2∗

= 2 · fr
1 + 5 · f7/3

r

(22)

where fr = f ·z
Ū

, the reduced frequency.
In this thesis, the velocity spectra of point measurements located at the shore

of fjords are analyzed. The spectral characteristics of wind turbulence are studied
in three Norwegian fjords and compared with the traditional flat terrain spectra
given in Eqs. (19) to (22). The local topographic effects are, therefore, quantified
at various frequencies of fluctuations. This will help assess the extent of turbulence
loading on the future bridges crossing in the fjords of interest.

For the time domain analysis, a wind field simulation must be performed to
specified instantaneous wind velocities at different finite element nodes on the line
like structure. The simulation requires the mean velocity, the roughness length,
a reference height, the friction velocity and the velocity spectra in form given in
Eqs. (19), (20) and (22). For the description of the method used in wind field
simulation the reader is referred to [16–18].

2.2. Normalisation of turbulence spectrum

Following [19] similarity, the normalization of the spectra illustrated in Eqs. (19)
to (22) is based on the friction velocity (u∗) and the anemometer height (z).
However, the quantification of the friction velocity results in considerable discrep-
ancies among the different methods considered. Three methods of computation
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Figure 1: Illustration of the effect of topography (left figure), the friction velocity
(middle figure), and the scaling length on the along wind velocity spectrum [25].

of the friction velocity are investigated in this thesis. The method by [20] given
in Eq. (23) has been used in numerous studies. However, in complex topography,
it requires a coordinate transformation so as to align the flow with streamline
coordinates [21–23]. Additional data processing such as double rotation, triple
rotation or planar fit are therefore required. The method by [24] offers the ad-
vantage of simplicity as it requires just the Eigenvalue and Eigenvector of the
Reynolds stress tensor. The third method investigated includes all the horizontal
covariance term of the Reynolds stress tensor as shown in Eq. (25). A detail
comparison of these different methods has not been established yet. And the
considerable amount of data, available in this project, gives an opportunity to
assess the different computational methods of the friction velocity.

u∗C =
[(
u′w′

)2
+
(
v′w′

)2
]1/4

(23)

u∗R = [(λ1 − λ3) cos(β) sin(β)]1/2 (24)

u∗M =
[(
u′v′

)2
+
(
u′w′

)2
+
(
v′w′

)2
]1/4

(25)

where u∗C , u∗R , and u∗M are the friction velocity computed using the classical
method, the method by [24], and the method including all the horizontal covariance
term of the Reynolds stress tensor, respectively. In Eq. (24), λ1 and λ3 represent
the largest and smallest principal components of the Reynolds stress tensor,
respectively. For the definition of β, the reader is referred to [24]. The effect
of the choice of the scaling velocity and scaling length in the velocity spectra
normalization in the surface layer is illustrated in Figure 1.

2.3. Coherence of turbulence

The correlation of turbulence in frequency space is represented by γvx , and γvz

in equation Eq. (9) and Eq. (10). It comes as a result of the normalization of
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the cross spectrum measured at two distinct location z1 and z2 on the line like
structure. The correlation of turbulence, often called co-coherence, is modelled as
an exponentially decaying function given by [26]

γi(z1, z2, f) = exp
(
−Cifd

)
(26)

fd = f | z1 − z2 |
ū(z1, z2) (27)

ū(z1, z2) = ū(z1) + ū(z2)
2 (28)

where i = {u, v, w} and Ci is an empirical decay coefficient. The so-called
Davenport model was established in flat and homogeneous terrain and relatively
short separation [1, 2]. In structural dynamics, the exponential decay function
by [1] has the advantage of simplicity [25]. This form of modelling coherence is
adopted by [27] and subsequently in the Handbook N400 [28]. The Davenport
coherence model reduces to a single curve when all the coherence functions are
expressed as a function of fdz/u (dz =| z1 − z2 |) which is the so-called Davenport
similarity.

The Davenport similarity is in good agreement with the measurement for
0.1 6 γii(z1, z2, f) 6 1, which is luckily the range of interest in engineering
applications [23]. The Davenport similarity, however, is not always applicable in
complex topography. This may be attributed to wide separation distances, for
example. Additional models, such as the one suggested by [29] and shown in
Eq. (29) for the modeling of turbulence correlation in highly irregular terrain, have
been proposed. The models shown in Eq. (26) and Eq. (29) are compared in terms
of modeling coherence for large separation distances in complex topography.

γi(z1, z2, f) = A(z1, z2, f) · exp
(
− 2Ci2f | z1 − z2 |2

(z1 + z2)ū(z1, z2)

)
(29)

A(z1, z2, f) = exp
(
−| z1 − z2 |
ū(z1, z2)

√
(Ci1f)2 + (Ci3)2

)
(30)

The parameters relevant to buffeting response study, illustrated in this chapter,
are analyzed based on met-mast measurements taken on fjord shores. Installation
of measurement instruments in remote locations, such as the middle of the fjord, is
prohibitively expensive for new infrastructures, such as the case of the E39 project.
As a result, numerical modeling is required to investigate the flow condition along
the span of the proposed bridge location.
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3. Flow modelling in complex topography

This section provides an overview of the equation describing the motion of fluid as
well as the various parameterizations used in turbulence modeling. For a detailed
description of turbulence modeling relevant to engineering interest, the reader is
referred to [30–32].

3.1. Governing equations and mathematical models

Fluid motion is well described using the conservation laws of physics. These are
the continuity equation, the momentum equation (Navier-Stokes equations), and
the energy equation. These equations are derived from the application of mass
balance, Newton’s second law of motion, and the laws of thermodynamic to an
infinitesimal fluid particle [31].

∂ui
∂xi

= 0 (31)

ρ
∂ui
∂t

+ ρ
∂uiuj
∂xj

= − ∂p

∂xi
+ µ

∂2ui
∂xj∂xj

+ Fb (32)

∂θ

∂t
+ ∂uiθ

∂xj
= α

∂2θ

∂xi∂xi
+ Sb (33)

where u is the instantaneous wind velocity, θ is the instantaneous temperature, and
indices i = (1, 2, 3) represents the three cartesian coordinates. Fb is the general
body force source term and Sb is the general heating or cooling source term in the
computation domain. The Einstein summation notation is used in the preceding
equation. The notation, in general, is defined as follows [30]:

∇ ·U = ∂ui
∂xi

=
∑ ∂ui

∂xi
= ∂u1
∂x1

+ ∂u2
∂x2

+ ∂u3
∂x3

= ∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
(34)

The differential equations of fluid motion given in Eq. (31), Eq. (32), and Eq. (33)
embodied the different characteristics of turbulent motion that are randomness, non-
repeatability, sensitivity to initial condition, large range of length scales, enhanced
diffusion, three-dimensionality, time dependency, rotationality, and intermittency
in both space and time, provided the continuum hypothesis holds [32]. The
analytical solution to these equations is still under investigation [33]. However,
for very low Reynolds numbers, a direct numerical solution of the Navier-Stokes
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equations (NS) has been done with prohibitive cost when it comes to flow of
engineering interest [34]. Stabilization strategies have been incorporated into the
solution of the NS equations for high Reynolds’ numbers, which are, typically, flows
of engineering interest. These stabilization techniques are commonly referred to as
turbulence modeling, and they enable the research and engineering communities to
solve various complex flows with a high degree of accuracy. Turbulence modeling
in general can be divided into two categories. These are determined by the type of
averaging applied to the NS equation. The sections that follow provide an overview
of the most used turbulence closures available in the literature.

3.2. Time averaging and RANS turbulence modelling

The Reynolds decomposition of the atmospheric wind can be expressed as ui =
ui + u

′
i. Where ui represents the instantaneous velocity given in Eq. (31) and

Eq. (32). The velocity vector ui is divided into a mean velocity ui defined in
Eq. (35) and a fluctuating velocity u

′
i around the mean value. It is possible to

derive the so-called Reynolds Average Navier-Stokes equations (RANS) provided
u
′
i = 0 and ui = ui. A similar decomposition is also applied on the pressure
p = p+ p

′ and temperature θ = θ + θ
′ .

ui = 1
2T

∫ T

−T
uidt (35)

The RANS equations are given as follow

∂ui
∂xi

= 0 (36)

ρ0
∂ui
∂t

+ ρ0
∂uiuj
∂xj

= − ∂p

∂xi
+ µ

∂2ui
∂xj∂xj

− ∂τij
∂xj

+ Fb (37)

∂θ

∂t
+ ∂uiθ

∂xj
= α

∂2θ

∂xi∂xi
− u

′
iθ
′

∂xi
+ Sb (38)

with α = k/ρcp the thermal diffusivity (cp is here being the specific heat at constant
pressure), ρ0 is the reference fluid density, p is the hydrodynamic pressure. Fb is
present only in the vertical momentum equation to simulate rising and sinking
due to buoyancy effect [35]. The tensor of turbulent shear stress is defined as

τij = ρ0u
′
iu
′
j (39)
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The equations Eq. (36), Eq. (37), and Eq. (38), along with the definition of
turbulence stress given in Eq. (39), describe the mean or averaged quantities
of a turbulent flow field under moderate stratification and small temperature
variation [36]. The three velocities (u1,u2, and u3), the pressure, and the six
Reynolds’ stresses due to the symmetry of the Reynolds’ stress tensor (u′iu

′
j) are

the ten unknowns in these equations. In the case of thermal stratification, the
temperature θ and turbulent heat fluxes u′iθ

′ are additional unknowns. However,
the number of equations does not equal the number of unknowns. This is referred
to as the turbulence closure problem. Modeling of turbulence quantities u′iu

′
j and

u
′
iθ
′ must be introduced.
In a broad sense, an exact equation for Reynolds’ stresses can be derived [30, 37].

Using Einstein’s notation, the prognostic equation for the six components of the
Reynolds’ stress tensor is given below

∂u
′
iu
′
j

∂t
+ u

′
k

∂u
′
iu
′
j

∂xk
=−

u′iu′k ∂u′j∂xk
+ u

′
ju
′
k

∂u
′
i

∂xk

+ p′

ρ

(
∂u
′
i

∂xj
+
∂u
′
j

∂xi

)
(40)

− ∂

∂xk

u′iu′ju′k +
p′u

′
j

ρ
δik + p′u

′
i

ρ
δjk


+ ν

∂2u
′
iu
′
j

∂xk∂xk
− giβu

′
jθ
′ − giβu

′
iθ
′ − 2ν ∂u

′
i

∂xk

∂u
′
j

∂xk

where δjk is the Kronecker delta. The first term in the left-hand side of Eq. (40) is
the decay of turbulent stress, the second is the turbulent transport by convection.
On the right-hand side, the first term is the turbulent production, the second term
is the pressure strain, the third and fourth term are the turbulent diffusion, and
the fifth term is the production of turbulence due to buoyancy. The final term is
the turbulent dissipation usually denoted as εij .

The turbulence model that includes the solution of the six transport equations
for the computation of turbulence stresses shown in Eq. (40) is known as the
Reynolds Stress Model (RSM). The RSM is valid for most engineering flows.
However, the model is computationally expensive, and it also necessitates modeling
for the triple correlation and pressure diffusion contained in the diffusion term
(u′iu

′
ju
′
k, p′u′jδik, p′u′iδjk), the pressure strain, and the dissipation tensor εij [30, 37].

Additional modelling is therefore included for these terms in the solution of the
six transport equations for turbulence stresses in the RSM. Eddy viscosity models,
on the other hand, are a class of reasonably inexpensive turbulence closure models
with a high level of accuracy [38] that are frequently utilized in the research
community and are summarized in the following.
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The Boussinesq assumption [39, 40] models the turbulent stresses (τij) present
in the momentum equation by introducing an eddy viscosity. The assumption
is analogous with the Newton’s law of viscosity for Newtonian fluids [41]. As
illustrated in Eq. (41) νt is called turbulence viscosity. These are known as linear
eddy viscosity models. However, if the non-linear terms of the strain rates are
included, the outcome is a different class of turbulence model called non-linear
eddy viscosity model detailed in [42–45] and not discussed in this thesis.

τij = νt

(
∂ui
∂xj

+ ∂uj
∂xi

)
(41)

In a more general form, meaning the equation remain consistent when (i = j), the
turbulent stresses are rewritten as

τij = νt

(
∂ui
∂xj

+ ∂uj
∂xi

)
− 2

3kδjk (42)

Re-writing the general Reynolds Average Equation using the Eddy Viscosity
Concept introduced in Eq. (42) gives

ρ0
∂ui
∂t

+ ρ0
∂uiuj
∂xj

= − ∂P
∂xi

+ ∂

∂xj

[
(ν + νt)

(
∂ui
∂xj

+ ∂uj
∂xi

)]
+ Fb (43)

with P = p+ 2
3k and k being the turbulence kinetic energy. For the temperature

equation, a similar approximation is introduced for the heat fluxes

u
′
iθ
′ = −αt

∂θ

∂xi
(44)

where the turbulent thermal diffusivity is given by

αt = µt
σθ

(45)

with σθ the turbulent Prandtl number. The Temperature equation can therefore
be written as follow

∂θ

∂t
+ ∂uiθ

∂xj
= α

∂2θ

∂xi∂xi
− ∂

∂xj

(
αt

∂θ

∂xj

)
+ Sb (46)
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Using the same principle, it is possible to construct a similar transport equation
for species or pollutant transport in the fluid [31]. The eddy viscosity is assumed
to be proportional to a velocity scale and a length scale. The number of equations
required for eddy viscosity estimate determines the classification of eddy viscosity
models (EVM).

Zero equation turbulence modelling

Often called the mixing length model, the eddy viscosity is modelled following
the dimensional analysis based on an analogy with the molecular viscosity. The
eddy viscosity, whose unit is m2/s, can be assumed proportional to a velocity scale
and length scale. It can be written as follows if the velocity scale is additionally
assumed to be proportional to a length scale and velocity gradient.

νt = l2m
∂ū

∂x
(47)

where lm is the mixing length. This is the earliest turbulence model developed by
Prandtl [46] and is commonly referred to as the Prandtl mixing length model. There
are algebraic expressions for the mixing length in channel and pipe flows [47–51].
However, in complex topography, where there are several turbulent length scales,
estimating the mixing length becomes challenging.

One equation turbulence modelling

To improve the zero-equation turbulence model further, a conservation equation
for the eddy viscosity is solved, as shown in Eq. (48). The Spalart-Allmaras model
is the most widely used one equation turbulence model [52]. The model, which was
developed specifically for the aerospace industry, is computationally inexpensive for
attached wall bounded flows and flows with mild separation and recirculation [53].
When it comes to predicting flows with rotation and streamline curvature, the use
of one equation is limited [54].

∂νt
∂t

+ ui
∂νt
∂xi

= 1
σ

[
∇ · ((ν + νt)∇νt) + Cb2(∇νt)2

]
+ P (νt)−D(νt) (48)

where σ and Cb2 are the coefficient for the Spalart-Allmaras model. P (νt) and
D(νt) are the production and dissipation term of the model. Additional model
such as Baldwin-Barth model [55], Rahman-Agarwal-Siikonen Model [56], Wray-
Agarwal Model [57], and Shuai-Agarwal [58] are available in the literature but
their use is limited when it comes to modelling flow related to complex topography.
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Two equations turbulence modelling

In the field of micrometeorology, this is the most used class of turbulence model [59].
Following the proportionality between the eddy viscosity and the velocity and
length scales, the models solve one equation for estimating the velocity scale and
another equation for estimating the length scale. A transport equation for the
turbulence kinetic energy defined in Eq. (49) is solved, and a second transport
equation for the length scale is solved. Turbulent dissipation, shown in Eq. (50),
and specific dissipation defined in Eq. (51), are two of the most used equations for
length scale estimation.

k = 1
2u
′
iu
′
i (49)

ε = ν
∂u
′
i

∂xj

∂u
′
i

∂xj
(50)

ω = ε

Cµk
(51)

One of the most widely used two-equation turbulence closure is the k − ε model.
In its general form, the velocity scale is defined as k1/2 and the length scale is
given by k 3

2 /ε. The transport equation for the turbulence kinetic energy (TKE)
and dissipation are, therefore, given by

νt = Cµfµ
k2

ε
(52)

∂k

∂t
+ ∂(kuj)

∂xj
= ∂

∂xj

[
1
ρ

(
µ+ µt

σk

)
∂k

∂xj

]
+ µt

ρ
S2 − ε (53)

∂ε

∂t
+ ∂(εuj)

∂xj
= ∂

∂xj

[
1
ρ

(
µ+ µt

σe

)
∂ε

∂xj

]
+ ε

k

(
C1εfε1

µt
ρ
S2 − C2εfε2ε

)
− ε (54)

These represent a family of two equation k − ε turbulence models. The coeffi-
cients Cµ, C1ε, and C2ε are semi-empirically determined from experimental data.
There is a wide variety of two equation models. The main features distinguishing
them are the treatment of the equation at the wall and the form of turbulence
dissipation equation [60]. Furthermore, these models can be classified as high and



Flow modelling in complex topography 25

low Reynolds number. The use of which is determined by the nature of the problem
at hand. The high Reynolds number are characterized by the fact that the damping
function fε1, fε1, fµ are all set to 1. This requires the use of wall functions, which ne-
cessitates the first grid being in the logarithmic layer. The standard high Reynolds
number model has coefficient Cµ = 0.09, C1ε = 1.44, C2ε = 1.92 with the turbulent
Schmidt number σk and σε equal to 1.0 and 1.3 respectively [61]. The standard
model has the advantage simplicity and stability but with the disadvantage of
poor prediction in swirling, rotating, and flows with strong separation [62, 63].

Further improvements have been attempted which result in other high Reynolds
number variant [64]. Most common examples are the Renormalization Group k− ε
(RNG) [65] or the realizable k − ε model [66–68]. The RNG model uses the RNG
approach which is a mathematical technique used to derive the k equation. This
results in the modification of the ε equation. Along with different model constant,
the model has shown improved accuracy in rotating flows. The realizable, on
the other hand, uses a variable Cµ constant as shown in Eq. (55) along with an
improve equation for ε [66].

Cµ = 1
A0 +AS

u∗k
ε

(55)

where A0, AS, and u∗ are function of velocity gradient in the flow field. The model
has shown improved performance for boundary layer flow under strong pressure
gradient or separation, rotation, recirculation, and streamline curvature [59]. This
makes it a good trade-of model of turbulence in term of simplicity and accuracy.

Models using damping functions fε1, fε1, fµ different than 1 are referred to as
low Reynolds number turbulence models. As a result, the model can be integrated
into the wall [69]. The basic goal of the damping function is to generate a viscous
effect near the wall. This necessitates placing the initial grid close to the wall,
which involves having the first grid in the viscous sublayer. The literature contains
a wide range of these models, each with its own set of damping functions and
turbulence model coefficients [70–73].

In the case of atmospheric flow, using a low Reynolds number in the traditional
sense will necessitate an excessive number of grid cells to fulfill the model grid
requirement. However, a LRN model combined with a wall function modification
can still be used to account for the influence of wall roughness [74–76]. The HRN
k−ω by Wilcox [77, 78] is a separate kind of model that does not require damping
function to effectively recreate asymptotic behavior in the near wall. Menter
proposed a blending of these models, resulting in the commonly used shear stress
transport (SST) k − ω, by taking advantage of the near wall prediction of the
k − ω and the far field capabilities of the k − ε [79, 80].

RANS models summarized in this section, classified as EVM or models in which
an algebraic or differential equation is solved for the Reynolds Stress tensor (u′iu

′
j)
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have the advantage of simplicity and computational cost effectiveness. When
correctly validated, the RANS turbulence model based on eddy viscosity can
provide useful information in the context of bridge design. They can be used to
estimate mean quantities such as mean wind velocity, mean wind direction, mean
angle of attack, and mean shear coefficient. The theory of bridge aerodynamics,
on the other hand, is based on assumptions such as flow Gaussianity, which
can only be verified by modeling instantaneous wind velocities using turbulence
modeling based on space averaging rather than time averaging. If the instantaneous
velocities can be predicted, turbulence spectra, coherence, and the assumption
of flow Gaussianity may be examined along the fjord to better understand their
variations over the bridge span.

3.3. Space averaging and LES turbulence modelling

Large Eddy Simulation (LES) is a type of turbulence modeling that is a compro-
mise between full turbulence modeling (as shown in the EDV model) and direct
numerical simulation (DNS). DNS, which does not require any modeling, resolves
all turbulence scales up to the dissipation scales. RANS, on the other hand, models
all turbulence scales from the integral to the dissipation range, as shown in the
previous sections. Modeling of only a portion of the inertial sub-range up to the
beginning of the dissipation range is required for LES, which is a trade-off between
RANS and DNS [32]. Additional LES grid refinement eventually leads to DNS.

In RANS, temporal averaging is used to obtain the RANS equation, and
subsequent turbulent stresses are modeled, as shown in section subsection 3.2. The
NS equation in LES is filtered to provide a volume average NS equation. The
instantaneous variable φ is decomposed as φ(x, t) = φ̃(x, t) + φ

′(x, t). φ̃(x, t) is
the space filtered variable defined as

φ̃(x, t) = 1
∆x

∫ x+ 1
2

x− 1
2

φ(ξ, t)dξ (56)

In LES, the filtered variable is a function of both space and time. In contrast
to RANS where time average of the fluctuating component is zero, the subgrid
quantity and the filtered quantities are characterized by ũ′i 6= 0 and ˜̃ui 6= ũi. The
resulting filtered NS equation are given as

∂ũi
∂xi

= 0 (57)

∂ũi
∂t

+ ∂ũiũj
∂xj

= −1
ρ

∂p̃

∂xi
+ ν

∂2ũi
∂xj∂xj

− ∂τij
∂xj

(58)
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with τij given by

τij = ũiuj − ũiũj (59)
The subgrid stresses given in Eq. (59) can also be re-arranged as a sum of Leonard
stresses (Lij = ˜̃uiũj − ũiũj), cross stresses (Cij = ˜̃uiu′j + ˜̃uju′i) and Reynolds
stresses (Rij = ũ

′
iu
′
j). The modelling of the subgrid stresses τij , in the context of

finite volume method that uses the grid size as filter width, represent the different
models available in the LES technique.

The first and simplest method is the Smagorinsky LES closure [81] which uses
a formulation like the Boussinesq assumption used in RANS.

τij = −νsgs

(
∂ũi
∂xj

+ ∂ũj
∂xi

)
(60)

νsgs = (Cs∆)2S (61)

where S is the general three-dimensional velocity gradient and Cs is the Smagorin-
sky constant. Similar to the mixing length, the Smagorinsky constant Cs is flow
dependent. This represents a limitation of the Smagorinsky LES turbulence closure.
Several improvements have been done such as the Deardoff [82] subgrid model
available in PALM [83]. The dynamic model, on the other hand, requires an
additional equation which is solved in order to estimate Cs in the flow field [84, 85].
Additional class of LES model includes scale-similarity model (SSM) where the SGS
stresses are not modelled following the eddy viscosity formulation. An example of
this model is the Bardina model [86] whereby the Leonard stresses are computed
but the cross and Reynolds stresses are modeled.

A model based on the eddy viscosity idea, or a scale similarity model is referred
to as pure LES. Some of the earlier work involving LES in the boundary layer can
be found in [87, 88]. Hybrid models, on the other hand, have gained popularity
in recent decades among scientists. The first of these is known as detached eddy
simulations, and it employs a single equation, URANS, in the attached area of the
flow and LES in the detached region, or region of massively separated flow [89].
Depending on the turbulent length scale and grid spacing, the model switches
from URANS to LES.

In Eq. (62), an illustration of the k equation for the SST k − ω - IDDES
(Improved Delayed Detached Eddy Simulation) is shown. The model transitions
from URANS to LES based on the length scaled lIDDES, using the same equation
as the SST k − ω URANS turbulence model. Due to the introduction of the
shield function, which delays the switch to LES mode until the flow is outside the
turbulent boundary layer, the delayed improved model is obtained based on the
original DES model [90].
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∂ρk

∂t
+∇(ρuik) = ∇

[(
µ+ µt

σk

)
∇k
]

+ Pk − ρ
k3/2

lIDDES
(62)

lIDDES = f̃d(1 + fe)lRANS + (1− f̃d)lLES (63)

where f̃d, fe, lRANS, lLES are defined in [90]
The efficiency and computational cost of LES modeling will be improved by

using the SST model in the near wall region and the LES model in the far field.
Simulating flow in complex topography with variable roughness is costly since
pure LES requires the first grid to be placed in the viscous sublayer. Modifications
to the URANS model’s wall function can be made to incorporate roughness
characteristics of complex topography into a hybrid turbulence modeling. In the
field of micrometeorology, the hybrid RANS-LES could be a viable option in terms
of the trade-off between accuracy and computation cost [91].

3.4. Modelling approach for the E39 project

When it comes to modeling flow phenomena in complex topography, the various
turbulence closures mentioned in subsection 3.2 and subsection 3.3 provide a
variety of alternatives. The capabilities of computing mean quantities pertinent to
bridge design are provided by RANS turbulence closure. Fluctuating quantities, on
the other hand, may be computed using LES. These can then be used to estimate
the low frequency section of the velocity spectra as well as the coherence, both of
which are important for line-like structure buffeting response analysis.

RANS has some limitations in wind engineering, despite its computational
efficiency. The inlet boundary conditions and initial conditions, for example, must
be suitably chosen in two equations k− ε turbulence. The inlet boundary condition
is determined by the fact that the approach flow should be treated as a homogenous
flow. This means that in the absence of any obstruction, any variable’s streamwise
gradient should be zero. The inlet velocity profile, turbulence profiles, ground shear
stress, and turbulence model must all be in equilibrium to achieve this [92]. The
profiles obtained from the solution of 2-dimensional momentum, ε, and k equations
under the assumption of zero vertical velocity, constant pressure, and constant
shear stress still result in turbulence decay in the absence of obstruction [93, 94].
To address the problem of flow homogeneity in ABL flows, several solutions have
been explored. These are

• The application of constant shear stress at the top boundary in streamwise
direction along with the modification of turbulence constant as suggested
by [92]. This guarantees geostrophic flow by ensuring that the flow is driven
by a shear stress at the upper boundary.
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• The modification of the law of the wall, as well as the solution to the issue of
turbulent kinetic energy overproduction near the wall as suggested by [93].

• In order for the profiles to satisfy the turbulence model equation, new and
generic inlet velocity and turbulence profiles must be developed as given
in [95, 96].

• The implementation of the wind source terms in the momentum equation so
that the profiles of velocity, k, and ε remain homogeneous throughout the
simulation domain as described in [97].

• Another option is to shrink the computational region to lessen the differences
between the approach and incident flows. This alternative, however, is not
practical due to the domain’s size, which is in the range of 20 to 40 km, and
the potential numerical errors such as flow reflection at the boundary that
may be generated.

A numerical modeling setup using AROME nested to SIMRA (Semi Implicit
Reynolds Averaged) developed by SINTEF is considered in this thesis [98]. The
Norwegian Meteorological Institute uses AROME, a limited-area numerical weather
forecast [99]. It gives wind, temperature, and precipitation forecasts for Norway.
To cover the entire Nordic region, it used a 2500 m grid size. The ECMWF
(European Center for Medium-Range Weather Forecasts) worldwide numerical
weather prediction program is used to initialize AROME computations.

SIMRA, on the other hand, is a computational fluid dynamics tool that uses a
modified k − ε turbulence closure. For the solution of the Boussinesq equation, it
uses a finite element method with linear basis function. SIMRA has been used to
predict turbulent conditions at several Norwegian airports [98].

The nested calculation ensures that the initial and inlet boundaries from
AROME are used, which employed data assimilation and ensemble prediction to
reduce modeling error associated with fluid flows’ chaotic character [100]. Modified
wall functions are utilized since the turbulence closure in SIMRA is based on
the standard k − ε. This ensures that computational costs are reduced, and that
computation efficiency is improved.

Following the forecasting capabilities of AROME, the coupled AROME-SIMRA
technique allowed for the forecasting, nowcasting or hindcasting of mean turbulent
quantities crucial for buffeting response research. As a result, AROME-SIMRA is
a unique opportunity for turbulence study for buffeting response characterization
pertinent to bridge structural dynamics in complex terrain. A numerical setup can
be established for the instantaneous quantities that utilizes the flow simulation
from the nested AROME-SIMRA simulation as the initial condition for a large
eddy simulation utilizing either pure LES or Hybrid RANS-LES simulation.
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Summary of papers

1. Summary of Paper I

1.1. Paper I: Potential and challenges of wind measurements using
met-masts in complex topography for bridge design: Part I – In-
tegral flow characteristics

The first paper investigates the deviations of the mean and turbulent flow charac-
teristics from the traditional case of flat and homogeneous terrain. Two years of
measurements are analyzed, using data from 25 three-dimensional sonic anemome-
ters mounted at heights from 12 m to 95 m above the ground. The data are
decimated from 20 to 10 hz and organized into 30 mn segments. Records below 12
m/s are eliminated prior to analysis due to the importance of higher wind speed in
buffeting response study. The anemometer tilt is corrected using a double rotation
approach. Linear trends, non-physical signals, non-stationary samples, and signals
with substantial statistical uncertainty are all eliminated.

The key results are:

1. Wind measurement on the shores of fjords on Norway’s west coast is charac-
terized by a high incidence angle and sector-dependent turbulence intensity.

2. Deviations from Gaussian flow assumptions was examined using the skewness
and excess coefficient. High values of skewness and excess coefficient were
obtained specially on the vertical velocity component. This suggest that
non-Gaussianity is a common characteristic of the recorded wind at the
various locations. Furthermore, the findings show that, a horizontal flow
does not imply a Gaussian fluctuation on the shore of fjords.

3. The normalized standard deviation of the velocity fluctuations was examined
for all the wind records. σu, σv, and σw are the standard deviation of the
along wind, cross wind, and vertical velocity fluctuations, respectively. the
values of σw/σu and σv/σu significantly differ from the recommended ones
in the Norwegian handbook of bridge design (N400). Furthermore, the ratio
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of the vertical standard deviation to the friction velocity clearly shows sector
dependence on the shore of fjords.

4. The friction velocity, an important scaling parameter in the surface layer, is
estimated using different approaches. The results reveal that the different
methods agree with each other depending on the influence of topography on
the momentum fluxes. In general, it was found that the momentum fluxes
u′v′ and v′w′ on the shore of fjords are significantly different from zero.

2. Summary of Paper II

2.1. Paper II: Potential and challenges of wind measurements using
met-masts in complex topography for bridge design: Part II –
Integral flow characteristics

The second paper examines turbulence’s spectral characteristics. In the fjords’
shores, velocity spectra and coherence are investigated in relation to various
upstream fetches. The spectra and coherence are compared to the literature-
available flat terrain counterpart. The study’s main finding is that upstream fetch
may be used to categorize spectral characteristics on the shores of fjords. These
are divided into two categories: long fetch over smooth topography and rough
heterogeneous terrain upstream of the masts.

The key results are:

1. Surface-layer scaling maybe applicable in Norwegian fjords, at least un-
der near-neutral conditions, if the velocity spectra are normalized by an
appropriate estimate of the friction velocity.

2. The dynamic wind-induced response of long-span bridges is governed by the
low-frequency turbulent wind fluctuations. Therefore, the study of power
spectra, showed that, for long-fetch winds, the power spectral density of the
along and cross winds have higher amplitude at low-frequency compared to
the short fetch counterpart. For the vertical spectra, however, the upstream
characteristic has no meaningful influence on the low-frequency section.

3. The vertical spectra follow surface-layer scaling as they superpose on each
other at fr < 0.1 for both short-fetch and long-fetch winds. In comparison
to horizontal components, vertical spectra have a spectral peak located at
higher frequency. This agrees with flat terrain characteristic.

4. In the fjords studied, spectral plateau and double spectral peak are prominent
features of turbulence spectra mainly on long-fetch winds. The study did not
link the double spectral peak and spectral plateau with topographic feature
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as these have been observed in previous study of turbulence in offshore
environment. The use of semi-empirical spectrum of turbulence, in the
design of bridges, should be reassessed in the design of long span bridge as
these do not usually account for double spectral peak and spectral plateau.

5. The real and imaginary part of the cross-spectrum called co-spectrum and
quad-spectrum are of similar magnitude. Compared to flat terrain, the
quad-spectrum is significantly high. Terrain roughness classification can
possibly be studied using the quad-spectrum.

6. The co-coherence is modelled in wind engineering as an exponentially de-
caying function (γi(z1, z2, f) = exp

(
−CifD

)
). Ci is the so-called Davenport

decay coefficient. The vertical decay coefficient was estimated for all the
met-mast. The vertical decay coefficient’s average values are found to be com-
patible with the values provided in the handbook of bridge design (N400).
In addition, the Davenport decay coefficients do not differ considerably
depending on the upstream fetch characteristics.

7. The co-coherences, when expressed as a function of fD (fD = f∆z/ū(z1, z2))
should collapse to a single curve. The calculated vertical co-coherences do not
collapse to a single curve, as expected by Davenport’s co-coherence model.
Vertical co-coherence estimates at various locations demonstrate a reasonable
agreement with models of co-coherence that include the dependency on
height and separation distance.

3. Summary of Paper III

3.1. Paper III: Nested computational fluid dynamic modelling of mean
turbulent quantities estimation in complex topography using AROME-
SIMRA

The conclusion acquired from point measurement cannot be extrapolated along
the bridge span. As a result, numerical simulations are performed to compensate
for the lack of measurement along the fjord’s width. Validation is the initial
stage in using numerical simulation. The validation of AROME-SIMRA, a nested
macroscale-microscale computational fluid dynamic model, is the subject of the
third study. The correlation coefficient between simulation and measurements is
calculated as part of the validation process.

The key results are:

1. In complex topography, the use of a nested mesoscale-microscale model
outperforms using a macroscale model alone.
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2. The wind speed and direction were found to be in reasonable agreement with
observation on the fjord shores. Except in region considerably sheltered by
the topography.

3. The angle of attack, on the other hand, is determined by the mast location,
incoming wind, and anemometer height.

4. Along the fjord span, the flow is largely undisturbed and horizontal depending
on the upstream fetch topographic characteristics and inlet flow direction.
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Perspective and outlook

In the context of bridge design, the study in this thesis provided insight into the
validity of the general assumption utilized in turbulence characterization.

The effects of the wind sector on flow horizontality, Gaussianity, turbulence
intensity, and momentum fluxes were studied. Furthermore, the along wind
spectra, cross wind spectra, vertical wind spectra, cross spectra, and coherence
of turbulence have been explored with respect to wind direction and upstream
characteristics. The influence of topography on turbulence characteristics on the
shores of fjords has been quantified, and similarities and differences with cases of
flat and homogeneous terrain have been identified.

In addition to wind measurement analysis, the study has validated a numer-
ical simulation tool used for analyzing flow conditions in regions with limited
measurement.

Regardless of the study’s findings. The results suggest that more research into
turbulence analysis in complex terrain is needed. The following is a summary of
the suggested future work:

• Buffeting response analysis for non-Gaussian and non-horizontal flow, which
are common flow conditions in complex topography, should be investigated.

• An in-depth look at the effects of topography on momentum fluxes, which
could help with friction velocity estimation in complex topography.

• A re-evaluation of the semi-empirical spectra, available in the literature and
used in the buffeting responsible analysis, in order to include the effect of
double spectral peak and spectral plateau.

• The computation of the joint-acceptance functions, which quantifies the
contribution of the various co-coherence models on the modal load.

• A thorough investigation of the source of flow non-stationarity in the met-
mast’s location. Non-stationarity has a significant impact on turbulence
parameters estimation, such as the integral length scale.
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• Validation of a large eddy simulation CFD tool for analyzing turbulence
spectra and coherence along a bridge span.

• In the context of complex topography, the domain extend in the range of
20 to 40 km. Therefore, hybrid RANS-LES such as the SST-k − ω IDDES
(Improved delayed detached eddy simulation) may be used to soften the
requirement of grid resolution while improving the prediction accuracy.
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Abstract

The paper investigates the local topographic effect on the mean and integral flow
characteristics recorded by sonic anemometers mounted on tall masts near the
shoreline of three different Norwegian fjords. Two years of measurements are
analysed, using data from 25 three-dimensional sonic anemometers mounted at
heights from 12 m to 95 m above the ground. The goal is to explore the potential
and challenges of using wind measurements from the masts located on the shores
of the fjords in the design of planned bridge crossings. Therefore, the study
explores the deviations of the mean and turbulent flow characteristics from the
traditional case of flat and homogeneous terrain. Only records with mean wind
speeds of 12 m s−1 and above at all elevations above the ground are considered due
to their relevance in buffeting response, which led to the identification of a limited
number of sectors representative of strong wind conditions. Mean incidence angles
with absolute values above 6◦ and low mean wind shear are measured in several
of the selected sectors. This highlights the major influence of the local terrain
and vegetation around the masts on the wind conditions at the mast locations.
Nevertheless, non-dimensional variance and covariance estimates of the velocity
components are found to be consistent with values previously measured from bridge
decks crossing narrow fjords. The paper explores also an alternative approach to
compute the friction velocity, the estimation of which is challenging in a fjord-like
topography. This first part of the paper focuses on integral flow characteristics, a
second follow-on part will investigate in details which eddy wave-numbers are most
affected by the local terrain, based on the analysis of the spectra of the velocity
fluctuations.
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1. Introduction

The topography of large parts of the Norwegian west coast is characterized by
fjords, i.e. long, deep inlets of the sea, typically surrounded by steep mountainsides.
The largest ones are several kilometres wide and reach up to 200 km inland. A few
years ago, the Norwegian Public Road Administration (NPRA) started with the
major infrastructure project Ferjefri E39, aiming to realize a 1000-km ferry-free
highway route along the west coast of Norway [1]. The plans include several
multi-kilometres fjord crossings by both bridges and tunnels.

The proposed bridges will be particularly sensitive to wind loading and the
analysis of the flow conditions is therefore of crucial importance for their design [2, 3].
Among the different types of wind loading, those induced by turbulence, i.e.
buffeting loads, are of major interest [4, 5]. The flow field over the fjord, in the
vicinity of steep mountain slopes, will be strongly affected by topographic effects,
such as channeling [6], downslope wind storms [7], and extreme gusts [8], e.g caused
by turbulent eddies, either generated locally due to flow over or along complex
terrain [9], or aloft in steep and possibly overturning gravity waves [10].

These fine-scale flow features challenge the identification of the flow character-
istics used to model the wind load on slender structures such as long-span bridges.
Earlier studies of relevance have been performed for the Saint-Nazaire bridge in
western France [11, 12] for two distinctive winds directions with different upstream
roughness, the Iroise cable-stayed bridge [4], also in western France, and the
Stonecutters Bridge in Hong Kong [13, 14], to name a few. Detailed investigated
bridges at the Norwegian west coast are the ones crossing the Lysefjord [5, 15], the
Hardangerfjord [16–18] and the bridge connecting Bergen with the island of So-
tra [19]. These studies are, however, very specific and focus on a single site. There
exists only a limited number of studies discussing turbulence characterization from
multiple Norwegian fjords [20, 21]. It is still an open question whether the wind
conditions in fjords can be studied adequately by only using met-masts installed
on the shore and if the wind flows in such locations share common turbulence
characteristics. The present study uses wind measurements from eight masts in
three different fjords, providing a unique opportunity to discuss this open question.

The paper aims at investigating the potential and limitations of using velocity
data recorded on tall masts, located on the shore of fjords surrounded by steep
mountains, for the computation of the dynamic wind load on long-span bridges.
The fjords of interest in this work are Sulafjorden, Halsafjorden, and Julsundet.
In each of them, two to four masts, each mast carrying three to four sonic
anemometers, were installed on the seaside. The study, which is based on two
years of wind measurements, is split into two parts. The first part, presented

∗Corresponding author.
Email addresses: midjiyawaz@met.no (Z. Midjiyawa).
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hereafter, focuses on assessing the influence of local topography on the mean flow
and the integral turbulence characteristics. In particular, the mean incidence
angle, the deviation from the assumption of Gaussian fluctuations, as well as
the variance and covariances of the velocity components, are investigated. The
so-called ”integral turbulence characteristics” represent here the characteristics
that can be retrieved by integrating the spectral, and cross-power spectral densities
of the velocity fluctuations over the frequencies. The second part, subject to a
separate publication, investigates the influence of local topography on turbulence
in the frequency space.

The present paper is organized as follows: Section 2 describes the topography
surrounding the different met masts as well as the experimental setup. Section 3
summarises the data processing with focus on data reduction to isolate records
relevant to bridge design. Section 4 quantifies the deviations of the flow charac-
teristics from the assumptions of horizontal mean flow and Gaussian fluctuations.
The impact of the local terrain on Reynolds stress tensor is also explored. Finally,
Section 5 summarises the challenges associated with the measurement of turbulence
close to mountainsides.

2. Measurement locations and observation setup

Figure 1 shows an overview of the topography at the fjords of interest, with markers
indicating the position of the respective met-masts. The observation sites are
located in the Møre and Romsdal county of western Norway; a mountainous region
characterized by a large variability in surface roughness and land type (fig. 2).

Sulafjorden is more exposed to the open sea from its northwestern side, com-
pared to Halsafjorden and Julsundet, which are located more inland with mountains
on their east and west side. Sulafjorden is surrounded by mountains with heights
up to 900 m. To the north and the south at SulaNW and SulaNE, the wind has
a long fetch over open water. Towards the northwest and southeast at SulaNE,
sectors associated with an onshore flow are typically characterized with high and
variable roughness, due to a combination of steep and rough terrain as well as a
varying vegetation cover.

Topography profiles across the relevant fjords, through the mast locations,
are presented in fig. 3. All the masts are located near the shoreline, but local
conditions dictate that many of them are located in steep terrain or on top of
small headlands. Potential local topographic effects have, therefore, to be taken
into account when analysing the observations [22].
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Figure 1: Digital terrain models with a horizontal resolution of 10 meters illustrating
the location of the measurement masts and the surrounding topography for, from
top to bottom, Sulafjorden, Halsafjorden and Julsundet.
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Halsafjord

Julsundet

Sulafjord

Figure 2: Overview map showing the location of the three fjords under investigation
in this study.

Since 2014, eleven met-masts have been installed on the seasides of Sulafjorden,
Halsafjorden and Julsundet. Data from eight of these masts are explored in the
present study. Two met-masts each were deployed on the western and eastern sides
of Halsafjorden and Julsundet, in the following denoted as HalsaW/HalsaE and
JulW/JulE, respectively (fig. 1). At Sulafjorden, four met masts were installed
along two E-W transects, correspondingly labeled as SulaNW, SulaNE, SulaSW,
and SulaSE (fig. 1). The distance between the two masts in each transect is
approximately three and four kilometres, respectively.

A detailed description of the measurement setups, including instrumentation,
sampling rate, local surface characteristics and topography is given in [23]. A
summary is presented hereafter, for the sake of completeness. Five of the eight
masts are lattice structures whereas the other three, at Julsundet and on the
western shore of Halsafjorden, are guyed tubular masts (fig. 4). The coordinates,
mast heights, boom orientation, measurement heights above the terrain, and
observation periods are summarised in Table 1. The tubular masts are 250 mm
to 300 mm in diameter, while the lattice towers horizontal dimensions vary from
60 mm to 2.6 m. Boom lengths and directions were chosen to minimize possible
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Å
kvik

50
Lattice

48.3,31.9,17.0
227,227,227

4
6995697

N
,458519

E

JulW
N

autneset
68

Lattice
68.3,52.3,32.7

239,239,239
5.1

6957381
N

,394634
E

JulE
Julbo

50
Tubular

50.3,31.9,12.7
234,234,234

1.8
6957730

N
,396210

E



Theoretical background and data processing 57

0

200

400

600

SulaNW SulaNEz
(m

)

0

200

400

600

SulaSW SulaSEz
(m

)

0

200

400

600

HalsaWest HalsaEastz
(m

)

−3000 −2500 −2000 −1500 −1000 −500 0 500 1000 1500 2000 2500 3000
0

200

400

600

JulW JulE

Horizontal distance (m)

z
(m

)

Figure 3: Overview of the mast positioning and height compared to surrounding
topography

tower disturbances for the prevailing wind directions, estimated using numerical
atmospheric simulations with the WRF model in a horizontal resolution of 500 m
[24]. The velocity records from the masts show that wind directions perpendicular
to the main fjord axes are relatively infrequent, and only a small amount of
observations are associated with mast shadow. Each mast is instrumented with
3D sonic anemometers of the type Gill WindMaster Pro. Data were recorded by
a Campbell CR 1000 logger and saved with a sampling frequency of 10 Hz. The
measurements are quality checked, described and analysed in bi-annual technical
reports, with the most recent ones being [25] and [26].

3. Theoretical background and data processing

3.1. Traditional assumptions in wind turbulence

The wind velocity is generally described as a tridimensional and trivariate random
process in wind engineering and micro-meteorology. If the mean flow is horizontal,
the along-wind, u, and cross-wind, v, components are also located in the horizontal
plane. The vertical component is denoted by w. In flat terrain, the velocity
components are studied in a Cartesian coordinate system {x, y, z}, where x, y
and z are the along-wind, cross-wind and vertical directions, respectively. The
cross-wind direction is sometimes also referred to as lateral direction to avoid
any confusion with the vertical direction. In this context, u, v and w can be
decomposed into a mean component, denoted by an overbar and a fluctuating
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Figure 4: Examples of mast structures used. Rectangular lattice tower at Aakvik
in Halsafjorden (upper left), Kvitneset in Sulafjorden (upper right), and Halsaneset
in Halsafjorden (below), where one of the anemometer can also been seen. Photos:
Kjeller Vindteknikk.

component, denoted by a prime

u = u+ u′ (1)
v = v + v′ (2)
w = w + w′ (3)

In the traditional description of atmospheric turbulence, u′, v′ and w′ are
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stationary, ergodic, Gaussian random processes with a zero mean value. In
particular, v and w are equal to zero, as the mean transport is assumed to occur
along the mean wind direction only. Over gentle hills, the flow is no longer
horizontal and w 6= 0. If no flow separation occurs, the flow characteristics can
be studied in the mean streamline coordinate system where w is zero, which is
obtained after the rotation of the coordinate system {x, y, z} [27]. In more complex
terrains, there is no clear consensus on which coordinate transformation is best
suited to study turbulence [28–30].

The assumption of Gaussian fluctuations implies that the description of wind
turbulence can be limited to the second-order characteristics, i.e. variance and
covariance of the velocity fluctuations. Variance and covariance estimate can
be derived by integrating their auto and cross-power spectral density over the
frequencies. This justifies the term integral turbulence characteristics used in the
following. The variance and covariance of the velocity fluctuations, also called
Reynolds stresses, can be represented by the symmetric Reynolds stress tensor.

R =

u′u′ u′v′ u′w′

u′v′ v′v′ v′w′

u′w′ v′w′ w′w′

 (4)

In flat and homogeneous terrain, it is generally assumed that the only non-zero
off-diagonal term is u′w′, i.e., the Reynolds stress is aligned with the horizontal
mean wind vector. However, the term v′w′ is not always negligible, e.g. above the
ocean [31] or in complex terrain [32]. Similarly, on the sides of a fjord, the terms
u′v′ and v′w′ may no longer be negligible compared to u′w′, because the vicinity
of the mountain slopes can be a source of additional shear stresses.

Deviations from the assumption of Gaussian flow may be observed on the shore
of a fjord. Such deviations can be assessed using the skewness γ an excess kurtosis
κ, which is defined as the kurtosis minus three. If the flow is Gaussian, both γ
and κ are zero.

The time-average, used in the following, can be considered as equal to the
true average if the assumption of ergodicity holds and if the time-averaging
interval is long enough. Therefore, longer records will reduce the random error
associated with the time-averaging operator. In the wind engineering community,
the time-averaging interval is typically chosen to be 10 min or, more rarely, as
one hour [33]. In the field of boundary layer meteorology, the time-averaging
interval is typically in the range of half an hour to one hour [34]. One reason for
this difference is that, in boundary layer meteorology, there is high interest in
the momentum flux between the atmosphere and the surface, expressed by the
covariance between the horizontal and vertical velocity components. Those fluxes
require longer time-averaging intervals for sufficient accuracy compared to the
variances [35]. Time-averaging intervals beyond one hour are seldom used as they
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are typically linked to non-stationary fluctuations, for which many of the tools
used in descriptive statistics are no longer valid.

3.2. Friction velocity

The friction velocity is the fundamental scaling velocity in the surface layer [35]
and can conveniently replace the variance of the velocity components to model
the dynamic wind load. However, the estimation of the friction velocity can
be challenging in complex terrain. Following [36], the friction velocity can be
estimated after the application of the double rotation technique as

u∗ =
[(
u′w′

)2
+
(
v′w′

)2
]1/4

(5)

Unless explicitly stated, u∗ is computed in the following as in Eq. (5) because
directional shear is expected to play a non-negligible role in complex terrain [37, 38].
If the horizontal shear stress u′v′ is non-negligible, the friction velocity might be
computed using the invariant of the Reynolds stress tensor [30, 39]. The method
by [30] is an elegant approach to compute the friction velocity without using any
tilt correction algorithm. Even though it was developed using a dataset collected
in flat terrain, Klipp’s method may become a valuable tool to study the friction
velocity in complex terrain. Klipp’s method is adapted to strong wind speeds
and neutral atmospheric stratification. The method is summarized hereafter for
the sake of completeness. First, the eigenvalue decomposition of the Reynolds
stress tensor (Eq. (4)) is applied, leading to the three eigenvalues, i.e., principal
components of the Reynolds stress tensor, λ1 > λ2 > λ3 and their associated
eigenvectors Λ1, Λ2, and Λ3 (denoted Λb, Λm, and Λs in [30]). Then, the friction
velocity is computed as

u∗R = [(λ1 − λ3) cos(β) sin(β)]1/2 (6)

where β is the complement of the angle between the mean wind speed vector U
and the vector Λ3

β = 90− arccos
(
U · Λ3
|U | |Λ3|

)
(7)

The discrepancies between u∗R and u∗ are investigated in Section 4.5.
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3.3. Data selection

In the following, a subset of the complete dataset is used, i.e. observations of
2018 and 2019. The data are freely available for every met-mast [23, 40]. Further
data-processing performed for this study is described below

• The anemometer records were grouped into time series of 30 minutes. This
ensured that a sufficiently high number of turbulent eddies is included in the
calculation of the turbulence characteristics. A 30-minute time-averaging is
long enough to reduce the random error associated with the calculation of
the Reynolds stress tensor but, at the same time, short enough to limit the
number of non-stationary wind records.

• Samples with mean wind speed values lower than 12 m s−1 were removed.
For bridge design purposes, the turbulence intensity (TI) of the along-
wind component, denoted Iu, is independent on the mean wind speed [41].
Therefore, the same Iu is valid for a wide range of mean wind speeds. In
full-scale, the TI is defined as Ij = σj/u, where j = {u, v, w} and σj denotes
the standard deviation of the fluctuating component j. The TI is inversely
proportional to u, leading to overestimated TI values at low wind speed.
Furthermore, the buffeting response analysis is generally done under neutral
conditions [42], which are dominant under strong wind conditions [43–45].
In heterogeneous terrain, where multiple internal boundary layers exist, the
atmospheric stability is preferably studied locally using sonic anemometer
data and the eddy-covariance method. The sonic temperature data were
stored by the sensor on each mast and available at a sampling frequency of
2 Hz. To obtain a reliable estimate of the temperature fluxes, a sampling
frequency of at least 10 Hz and ideally 25 Hz is required [35]. Therefore, no
reliable estimate of the Obukhov length could be obtained in the present
case. This further motivates the dismissal of low-wind speed records.

• The double rotation technique was used to compensate for the tilt in the
flow [46, 47], as sectorial planar fit may not be appropriate in terrains with
steep slopes, such as on the west coast of Norway near the masts [30].

• Turbulence characteristics were analysed after the removal of linear trends.
Trends come from low-frequency fluctuations not captured by the records
due to their finite duration. Both linear and non-linear trends can lead to
poorly estimated turbulence characteristics. To avoid over-processing of the
data, only linear trends were removed in the following.

• Signals characterized by high skewness and kurtosis were removed. The
maximum accepted value of skewness was set to 2 and of kurtosis to 8,
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following the suggestions by [29] and [48]. This step is called Gaussianity
test in the following.

• Non-stationary samples were removed. The moving mean and standard
deviation were calculated for every time series segment using a window
length of 10 minutes. A maximum deviation of 20% is allowed for the moving
mean and of 40% for the moving standard deviation [21].

• The statistical uncertainties in the momentum fluxes were calculated following
[49] and [29], as

a2
uw = z

τŪ

[
(u′w′)2

u4∗
− 1

]
(8)

a2
vw = z

τŪ

[
(v′w′)2

u4∗
− 1

]
(9)

where τ and z are the length of the time series and the measurement
height, respectively. A limit of 50% for the statistical uncertainty was
chosen [29]. Eqs. (8) and (9) show that long record duration results in
reducing uncertainties associated with the calculation of the momentum flux.
A shorter time-averaging interval has the advantage of providing more time
series for the analysis. However, reducing the averaging time increases both
the random error and the measurement bias, both of which increases the
statistical uncertainties.

4. Results

4.1. Data availability

Table 2 shows the number and percentage ratio of available 30-min times series
fulfilling the requirements for data analysis described in Section 3.3. For each
met-mast, the available data are summed up for all the anemometers. This gives
a general overview of the available data obtained after each filtering step.

The data processing filters out more than 90 % of the velocity records. The
criterion causing the largest data reduction is the minimum mean wind speed
threshold, which in the present case is 12 m s−1. The Norwegian fjords are typically
sheltered by mountains, although, under certain conditions, flow acceleration may
be locally observed. Nevertheless, it is unknown whether such speed-up events are
commonly observed near the measurement sites. Although interesting, this topic
is out of the scope of the present work.

The other criteria, namely the Gaussianity, statistical uncertainty, first and
second-order stationarity are only filtering out a small portion of the remaining
time series. After the filtering process, the highest amount of data is found to be
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Figure 5: Histogram and wind roses of the 30min velocity records by the anemome-
ter nearest to 50 m above ground level from the 01-01-2018 to 31-12-2019. The
red dashed line shows the mean wind speed threshold (u > 12 m s−1) chosen in
the data processing.

at SulaNW and SulaNE, which highlights the higher exposure of the northern side
of Sulafjorden compared to the other locations studied here.

Figure 5 displays histograms of the wind speed, as well as the corresponding
wind roses for the anemometer nearest to 50 m above the ground level. The
distributions are in general, positively skewed with a maximum in the probability
density of 6 m s−1 or below. Most of the sites show a clear deviation from a Weibull
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type distribution typically observed in open and flat terrain. One typical feature is
the strong over-representation of low wind speeds, in particular, visible for SulaNE,
SulaSE, and HalsaE, indicating a reduction of wind speed by the influence of terrain
and surrounding vegetation. Furthermore, the uneven directional distribution of
the flow channelled inside the fjord might also lead to a deviation from the Weibull
distribution.

The wind roses show, for u > 12 m s−1, a limited number of directional sectors,
emphasizing the channelling effect by the surrounding topography. These roses
document also the complexity of the measurement setup by distinct and systematic
differences across the different fjords and with different position inside the same
fjord. For the three fjords investigated, the general flow pattern in 2018 and 2019
tends to be dominated by a wind from south and southeast to north and northwest.
This is largely due to flow channelling caused by mountains on the east and west
side of the respective fjords. At SulaNW and SulaNE, the most dominant wind
directions correspond to a south-southeasterly and north-northwesterly flow. At
SulaSE, the strongest winds come from the west-north-west whereas, at SulaSW,
large velocities are recorded either for a north-westerly or southerly flow. The
wind roses for Halsafjorden show that the flow is dominated by southerly winds
at HalsaW while on the other side of the fjord, at HalsaE, there is a distinctly
larger spread in the directional distribution. Also, the wind roses on both sides of
Julsundet display clear discrepancies, with a southerly dominance of wind flow at
JulW and a more homogeneous directional distribution for JulE.

As shown in figs. 1 and 2, the lower mean wind speed values observed at
JulW and JulE may be linked to the orientation of the fjord with respect to
the direction of the strongest wind, which is from west to north-west, and the
proximity of the masts to the flank of the surrounding mountains. However, the
middle part of Julsundet is still fairly exposed to northern wind blowing from
the sea. Complementary studies using wind tunnel tests or computational fluid
dynamic simulations may help to assess the vulnerability of Julsundet to strong
northern wind, but these are beyond the scope of this study.

The detailed data analysis is done hereafter for the sectors associated with the
strong wind conditions only, i.e. one to three specific sectors per mast and that is
because the flow characteristics vary significantly with the wind direction.

4.2. Flow horizontality

A major source of uncertainty in the design of a long-span bridge in complex terrain
comes from the aerodynamic characteristics of the deck, which are functions of
the incidence angle [2, 50]. Measuring incidence angles from in-situ sensors is also
valuable to assess to what degree the terrain slopes affect the measurements by
the sonic anemometers. Besides, strongly non-horizontal flows may be associated
with flow separation phenomena, which challenge the traditional modelling of
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Table 3: Incidence angle (IA): Location of met-mast, wind direction, median, 5th
and 95th percentile. The results reported are given for the anemometer closest to
50 m above the ground.

Mast Sector (◦) Median IA 5th percentile 95th percentile

SulaNW 135-165 -2.26 -3.60 -1.05
165-185 -5.51 -6.77 -4.44
300-330 3.45 2.54 4.34

SulaNE 300-20 1.59 -2.33 5.59
150-210 5.11 2.60 6.99

SulaSW 135-165 -3.93 -6.63 -0.81
285-315 -9.46 -11.21 -5.26
315-345 0.92 -2.07 6.31

SulaSE 270-330 4.06 -0.61 7.80

HalsaW 150-180 3.53 2.54 4.26
285-360 3.10 -3.39 8.63

HalsaE 150-180 3.54 2.52 4.41
210-285 6.19 5.38 8.40
300-360 7.70 5.70 8.46

JulW 120-195 3.15 0.06 5.68
330-360 -0.41 -1.90 1.22

JulE 120-195 0.58 -0.71 1.59
210-285 1.29 0.21 2.92
300-360 3.79 3.18 4.70

atmospheric boundary-layer turbulence.
Figure 6 shows the mean incidence angle (IA) as a function of the wind

direction while table 3 summarises the mean IA recorded in terms of median and
percentile values. The met-masts at JulW and JulE show flow conditions closest to
horizontality compared to Sulafjorden and Halsafjorden. This is presumably due
to the long fjord-fetch at these masts and the exposed locations on low headlands
protruding into the water. As observed in [51], the flow follows the terrain slopes:
positive IA indicates positive slopes upwind of the sensor whereas a negative IA
reflects negative slopes.

The median values for Sulafjorden and Halsafjorden, range from −9.5◦ (SulaSW,
sector 285◦-315◦) to +7.7◦ (HalsaE, sector 300◦-360◦) while some sectors show an
almost horizontal flow (JulW, sector 330◦-360◦). The large variability observed in
table 3 reflects the diversity of the topographic elements around each mast.

At some of the stations, such as SulaNW or SulaSE, the wind roses indicate
two different flow regimes within one relatively narrow sector. The local terrain
around the masts is characterized by hills, trees, ridges or escarpments which have
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Figure 6: Wind roses showing the mean wind velocity (ū) and incidence angles
(IA) recorded on the anemometers installed closest to 50 meters above the ground
at Sulafjorden, Halsajorden and Julsundet for the period 01-01-2018 to 31-12-2019.
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a three-dimensional effect on the flow and has likely a major influence on the
abrupt change of flow conditions. At SulaSW, the mast is located downstream of
a gentle hill and a ridge, when the wind direction is 150◦ and 180◦, respectively.
The slopes of the ridge are much steeper than the slope of the hill, resulting in
strongly negative mean incidence angles with values below −4◦. On the other
hand, the wind blowing from 150◦ is associated with an incidence angle around
−2◦ or lower at a height of 44 m above the surface. A similar situation is observed
at SulaSW for the sector 300◦-330◦.

At SulaNE, the northern sector reflects an up-slope flow coming from the sea
when the wind direction is 330◦, whereas the wind direction around 0◦ is associated
with a downslope flow brushing against the mountain’s flank. Although a wind
direction around 300◦ at SulaSE corresponds to a limited number of storms in
2018-2019, similar observations were done at lower wind speeds. The strongly
positive incidence angles are likely due to the presence of an escarpment, ca. 110 m
to the northwest to the mast, followed by a positive slope. The southern side
of the escarpment is free from any vegetation and limited by the sea, whereas
the northern side is covered by bushes and small trees. The larger turbulence
intensity in Figure 7 at SulaSE for a wind direction slightly larger than 300◦ can
be attributed to this vegetation, which locally increases the roughness length. [52]
showed that a forest edge can also significantly affect the mean incidence angle.
Therefore, it is possible that the nearly horizontal flow observed at SulaSE for a
mean wind direction slightly above 300◦ is a consequence of the flow passing over
the trees located on the northern side of the ridge.

At Sulafjorden and Halsafjorden, a mean absolute incident angle up to 9◦
is recorded (table 3), which is substantively larger than values reported from
anemometers mounted above the deck of suspension bridges [21, 53]. [46] measured
an incidence angle up to 7◦ on the Sotra bridge, but their measurements were
affected by deck-induced flow distortion [21, 46]. Sonic anemometer measurements
from masts installed in Bjørnafjorden [51] showed angles of attack that were also
up to 6◦ at u > 12 m s−1.

While the flow is expected to be more horizontal near the middle of the fjord
than on its sides, the measured incidence angles are still valuable as they could be
used to validate CFD models, which would aim to quantify the incidence angles
along the deck of a fjord-crossing bridge. It should also be noted that a large
incidence angle leads to a non-linear dynamic response that can be significant [54–
56]. Therefore, overestimating the incidence angle is not desirable from a design
perspective.

4.3. Mean wind shear

The local terrain does not only affect the incidence angle but also the mean wind
shear, which is quantified hereafter, for each selected sector, using the power-law
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Figure 7: Wind roses showing the mean wind velocity (ū) and turbulence intensity
(Iu) recorded on the anemometer installed closest to 50 m above the ground at
Sulafjorden, Halsafjorden and Julsundet for the period 01-01-2018 to 31-12-2019.
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coefficient [57] also called shear coefficient in the following. This coefficient is
estimated by fitting the wind profile power law to the mean wind speed profile
estimated on each mast using three or four sensors, when available. The power
coefficient α is here used to supplement the incidence angle to describe the local
topographic effects on the estimated flow characteristics. The calculated shear
coefficients are shown in table 4, which includes the root mean square error between
the fitted and measured mean wind speed values. Cases in which the wind speed
at all elevations is lower than 12 m s−1 have been ignored which resulted in no
computation of the shear coefficient for HalsaE as well as for the winds coming
from the south at JulE.

The wind speed profile depends on the terrain and the thermal stratification
of the atmosphere [58–60]. Selecting high wind speeds does not guarantee neutral
stability conditions but reduces the occurrence of records characterized by a stable
and unstable thermal stratification of the atmosphere. Thus, the shear coefficient
for a given wind sector will mainly be determined by the local topography.

The shear coefficients are ensemble-averaged for each of the directional sectors
selected. For every sector at SulaNW, SulaNE, HalsaW, JulW, and JulE, a small
mean shear is obtained, with α 6 0.09. The largest shear coefficients are obtained
at SulaSW and SulaSE with values of 0.12 and 0.15, respectively. The standard
deviation associated with these shear coefficients shows that the α values found
may not be significantly different in most of the masts and sectors considered. [61]
reports an average shear coefficient of 0.11 for wind over the ocean, whereas [62]
measured 0.10 for wind from sea and 0.20 to 0.30 for wind over land for wind speed
between 12 m s−1 and 16 m s−1. The low values of the shear coefficients observed
suggest possible speed-up of the flow by hills immediately upstream of the masts
or at the mast location itself [22, 63]. Accordingly, the values α > 0.12 observed
at SulaSE and SulaSW are linked to the wind blowing over a long fetch above the
sea with limited disturbance from the terrain upstream of the masts.

4.4. Flow Gaussianity

The peak response of a structure to a non-Gaussian dynamic load can be much
larger than in the case of a Gaussian distribution [64, 65]. Therefore, assessing
the flow Gaussianity is valuable to model properly the extreme wind load [66].
Besides, if a random process is Gaussian, it can be described using the first two
statistical moments only, which is attractive for modelling purposes.

For the sectors selected, fig. 8 shows that the along-wind component is generally
Gaussian while it is not the case for the vertical component. However for the case
of HalsaW sector 285◦-360◦ and JulE sector 210◦-285◦, at measurement height
located below 15 m above the ground and near the vegetation cover, the skewness of
the along-wind component is considerable indicating non-Gaussian characteristics.
Similar observations were done by [67, 68]. The skewness of the u component is
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Table 4: Mean shear coefficient α and associated root-mean square value (RMSE),
which were ensemble-averaged over N samples. Only wind velocity above 12 m s−1

at every height were considered. Data outside the 1st and 99th percentile were
considered as outliers and removed.

Mast Sector (◦) N α RMSE

SulaNW 135-165 125 0.02±0.04 0.0024±0.0028
165-185 599 0.06±0.03 0.0034±0.0062
300-330 275 0.02±0.03 0.0094±0.0163

SulaNE 330-20 203 0.04±0.03 0.0082±0.0131
150-210 876 0.02±0.04 0.0132±0.0200

SulaSW 135-165 60 0.12±0.06 0.0150±0.0087
285-315 40 0.08±0.03 0.0243±0.0085
315-345 42 0.08±0.02 0.0142±0.0179

SulaSE 270-330 95 0.15±0.05 0.0312±0.0140

HalsaW 150-180 166 0.07±0.03 0.0029±0.0042

JulW 150-180 93 0.04±0.02 0.0111±0.0020
330-360 84 0.08±0.03 0.0090±0.0034

JulE 210-270 60 0.09±0.05 0.0063±0.0066
300-360 143 0.06±0.01 0.0067±0.0089

not expected to differ substantially between flat and complex terrain, whereas
the excess coefficient may increase [38]. There are some few situations where the
excess coefficient κu is significantly different from zero: At SulaSW for a wind
direction between 135◦ and 165◦ and JulW for a wind direction between 330◦ and
360◦. In both cases, the flow is associated with a slightly negative incidence angle
(IA) with value down to −2◦ and a wind direction almost parallel to the coast.
This implies that multiple roughness changes are likely occurring, which could
modify the distribution of the along-wind component u.

The distribution of the cross-wind component v is not always Gaussian and
varies strongly with the sector selected. It can be noted that flow measurements
at heights below 30 m in forested areas should be interpreted with care, as they
may be affected by the vegetation. The cross-wind component v has an excess
coefficient κv below 0.3 if the anemometers are not at the feet of a mountain and if
the wind is blowing over a long fetch of water, for example at SulaNW, JulE, and
HalsaE for a northwesterly flow and JulW for a northeasterly flow. In most of the
other cases, the cross-wind component v has a non-negligible excess coefficient.

In the present case, a horizontal flow does not imply that the fluctuations are
Gaussian. This is particularly visible for the vertical wind component w. At a
height of 50 m above ground at SulaSW and JulW, the two sectors associated
with a nearly horizontal flow correspond to a wind direction of ca. 330◦. For
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both sectors, the excess coefficient of the vertical wind component w is above 0.7
whereas the skewness is close to zero. Sectors with IAs below −4◦ (SulaNW, and
SulaSW) shows the most Gaussian fluctuations for the vertical components with
κw < 0.5 at most of the heights. Sectors with IAs above 4◦ (SulaNE, SulaSE,
HalsaE, HalsaW, and JulW) shows in most of the cases κw > 1.

It cannot be deducted from the mast measurements on the seaside whether the
vertical velocity component has a non-Gaussian distribution over the whole width
of the fjord. Yet, this should be clarified as the vertical wind speed component
governs the vertical and torsional buffeting response of long-span bridges.

4.5. Single point turbulence characteristics

Turbulence intensity

The turbulence intensity here defined as the ratio of the standard deviation of
the velocity component with mean wind speed is given in fig. 7, which shows the
dependency of Iu on the wind direction for the different masts. The sector-averaged
TI estimates, at various sensor heights, together with the corresponding standard
deviations, are summarised in fig. 9. For sectors where the flow is relatively unaf-
fected by the local terrain and has a long fetch over open water, e.g. the northwest
of SulaNW and south of SulaNE, the average TIs (Iu/Iv/Iw) are 0.08/0.09/0.06
and 0.10/0.11/0.08, respectively. In Halsafjorden the average TIs for the southern
sector of HalsaW and HalsaE are 0.10/0.09/0.05 and 0.11/0.10/0.06. At Julsundet,
south of JulW, the TIs are 0.09/0.09/0.05 while the south and northwest of JulE
the TIs are 0.11/0.11/0.07 and 0.10/0.10/0.05.

A turbulence intensity between 0.08 and 0.10 at a height of 50 m above ground
is typically observed in coastal regions when the wind is blowing over a long fetch
or offshore under strong wind conditions. In the Eurocode [41], if the turbulence
factor and topography factor are both set equal to one, Iu(z = 50 m) = 0.10
corresponds to a terrain category 0, for which the roughness length z0 is 0.003 m.
It should be noted that the value z0 := 0.003 m is primarily used for the calculation
of the design wind load, which is the reason it is much higher than the roughness
length usually measured for calm sea, which is around 0.0002 m [69]. Interestingly,
similar turbulence intensities were observed in Bjørnafjorden [51] and on the Sotra
Bridge [46] for similar wind conditions and a long fetch, which confirms that
turbulence characteristics in Norwegian fjords may share common features.

If the terrain upwind to the masts is more complex, e.g. for southerly flow at
SulaNW, a southeasterly flow at SulaSW or a northwesterly flow at SulaSE, much
higher TIs are measured. The corresponding values (Iu/Iv/Iw) are 0.16/0.13/0.16,
0.22/0.17/0.20 and 0.14/0.12/0.11 at SulaNW, SulaSW and SulaSE, respectively.
Similarly, for the northwesterly sector of HalsaW, western sector of HalsaE,
northwest of JulW and west of JulE, the TIs are 0.18/0.16/0.11, 0.17/0.15/0.10,
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Figure 8: Skewness γ and excess coefficient κ at the met-masts at Sulafjorden,
Halsafjorden and Julsundet with u > 12 m s−1 at all heights. Data outside the
1st and 99th percentile were considered as outliers and removed. The error bar
represents one standard deviation.

0.15/0.12/0.10, and 0.18/0.16/0.12, respectively. The average values of TIs in
these directions are consistent with those reported by [20]. The large values of Iu,
between 0.14 and 0.22, observed when the flow is passing over irregular terrains,
is also expected and is remarkably close to values observed from the Hardanger
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Bridge [70] and the Lysefjord Bridge [21]. Although the wind measurements in
Sulafjorden, Halsafjorden and Julsundet are strongly affected by the local topogra-
phy, the similarities of the values of the turbulence intensities among the three
locations as well as with previous studies confirm the relevance of the measurement
data for the design of the planned fjord crossings.

Normalized standard deviation

The sector-averaged single-point turbulence statistics and their associated standard
deviation are reported for two different cases: (a) For winds coming from directions
considered to have long fjord fetch upstream, denoted herein as long-fetch winds
(table 5); (b) for winds coming from directions considered to have an irregular
topography upstream of the mast referred to as short-fetch winds (table 6). The
values of σw/u∗ are typically in the range of 1.2 to 1.3 for flat and uniform terrain
under neutral conditions [35] but can significantly differ from these values in
mountainous environment [71]. On the Sotra Bridge, [19] estimated σw/u∗ ≈ 1.5,
whereas values ranging from 1.4 to 1.8 were recorded on the Lysefjord Bridge [21].
The values of σw/u∗ found in the present studies range also from 1.2 to 1.8 when
the wind is blowing over a long fetch. However, for short-fetch winds σw/u∗ ranges
from 1.5 to 2.0. The large scatter observed for the ratio σw/u∗ is, therefore, linked
to the different terrain characteristics at the masts.

The values of σu/u∗ and σv/u∗ are challenging to interpret because of the
scatter observed. The horizontal turbulence components are more affected by
topographical features than the vertical component. Under neutral conditions,
the horizontal velocity spectrum contains low-frequency eddies with more energy
than the vertical velocity spectrum [72]. This low-frequency range is more easily
disturbed by hills and roughness changes than the high-frequency range [73, 74].
Therefore, σu/u∗ and σv/u∗ are expected to show an increasing range of values
in rough terrain compared to the case of flat terrain. For examples, σu/u∗ > 2.6
and σv/u∗ > 2.0 are expected in rolling terrain [71]. In the present case, tables 13
to 16 shows values consistent with those recorded at the inlet of a narrow fjord [21].
However, lower-than-expected values of σu/u∗ are also found in fig. 10. These
might be associated with flow along the mountain slopes.

In flat and homogeneous terrain, a ratio σw/σu ≈ 0.5 is expected [75]. This
value is also used in the Handbook N400 [76], which is used for the design of
suspension-bridges in Norway. The turbulence model by [77], with correction
in the inertial sub-range, leads to a ratio σw/σu = 0.57 [35]. Offshore wind
measurements conducted 80 m above the surface for neutral conditions provided
σw/σu = 0.53 [78]. In the present study, the ratio σw/σu is around or above 0.6 for
every anemometer at a height close or equal to 50 m above the ground. Such values
are consistent with previous records from fjord-crossing bridges [19, 21] or masts
on the shores of Bjørnafjorden [79]. [21] argued that the failure to account for the



Results 75

Figure 9: Turbulence intensity of the three velocity components at the met-masts
in Sulafjorden, Halsafjorden and Julsundet with u > 12 m s−1 at every height.
Data outside the 1st and 99th percentile were considered as outliers and removed.
The error bar represents one standard deviation.
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Table 5: Normalized standard deviation at Sulafjorden, Halsafjorden and Julsundet,
for u > 12 m s−1 at every height and at a sector with a long-fetch winds. The
anemometers closest to 50 m above ground is chosen.

Mast Sector (◦) σw/u∗ σv/u∗ σu/u∗ σw/σu σv/σu

SulaNW 300-330 1.41±0.19 2.39±0.56 2.09±0.38 0.68±0.10 1.15±0.24

135-165 1.97±0.34 2.37±0.42 2.62±0.51 0.76±0.09 0.92±0.14

SulaNE 150-210 1.76±0.30 2.81±0.56 2.65±0.51 0.67±0.09 1.07±0.17

300-20 1.71±0.33 2.35±0.71 2.40±0.52 0.72±0.10 0.97±0.17

HalsaW 150-180 1.42±0.20 2.32±0.42 2.64±0.43 0.54±0.06 0.88±0.12

HalsaE 150-180 1.57±0.29 2.61±0.52 2.91±0.62 0.55±0.05 0.91±0.11

300-360 1.39±0.27 2.45±0.48 2.55±0.58 0.56±0.08 0.98±0.16

JulW 120-195 1.46±0.29 2.76±0.53 2.62±0.65 0.57±0.10 1.08±0.20

JulE 120-195 1.65±0.27 2.65±0.68 2.74±0.55 0.61±0.11 0.97±0.17

300-360 1.21±0.13 2.32±0.59 2.25±0.40 0.55±0.08 1.04±0.22

Table 6: Normalized standard deviation at Sulafjorden, Halsafjorden and Julsundet,
for u > 12 m s−1 at every height for short-fetch winds. The anemometers closest
to 50 m above ground is chosen.

Mast Sector (◦) σw/u∗ σv/u∗ σu/u∗ σw/σu σv/σu

SulaNW 165-185 1.98±0.33 1.83±0.35 2.32±0.42 0.85±0.07 0.79±0.07

SulaSW 135-165 1.68±0.24 1.44±0.12 1.81±0.17 0.93±0.12 0.80±0.09

285-315 1.77±0.24 1.72±0.33 2.19±0.27 0.81±0.07 0.79±0.15

SulaSE 270-330 1.47±0.23 1.96±0.42 2.16±0.38 0.69±0.09 0.92±0.18

HalsaW 285-360 1.52±0.26 2.43±0.70 2.74±0.74 0.57±0.08 0.89±0.12

HalsaE 210-285 1.52±0.17 2.41±0.31 2.61±0.27 0.59±0.05 0.93±0.10

JulW 330-360 1.58±0.23 2.04±0.48 2.51±0.35 0.63±0.08 0.81±0.12

JulE 210-285 1.80±0.32 2.44±0.47 2.84±0.49 0.64±0.05 0.86±0.09

unusually high value of σw/σu in a fjord leads to a substantial underestimation of
the vertical buffeting response of a long-span suspension bridge.

A ratio σw/σu > 0.8 is unusually large but has been reported in some few case
studies in fjords [79]. In the present case, σw/σu > 0.8 might be linked to specific
wind directions combined with the proximity of the anemometers being at the
flanks of mountains. Providing that the flow is following Sulafjorden, it is unlikely
that the value σw/σu is above 0.8 in the middle of this fjord. In Halsafjorden,
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the ratio σw/σu is between 0.50 and 0.60 for the different sectors selected. This
indicates that in this fjord, the flow characteristics on the shore might be closer to
the case of a flat terrain than at Julsundet or Sulafjorden. In tables 13 to 16, the
ratio σw/σu is below or equal to 0.5 when the anemometers are located 12 m above
the ground, which testifies for local flow distortion by the surrounding trees. It
should be noted that the ratio σw/σu ≈ 0.4 recorded on the Hardanger bridge [18]
is slightly lower than reported in the other Norwegian fjords. It is unsure whether
it is due to flow-distortion by the deck, sensor calibration error [80, 81], or simply
peculiar flow characteristics at the bridge location.

The ratio σv/σu is expected to range from 0.7 to 0.9 in flat terrain [75]. The
ratio σv/σu in the Kaimal model is 0.76. In an offshore environment, 80 m above
the surface, [21] reported a ratio equal to 0.77. In the present study, the ratio
σv/σu ranges from 0.7 to 1.2 for the different fjords. It appears that ratios close to
or larger than one occur when the mountain’s flanks are close to the anemometers,
which may have a blocking effect and important directional shear, visible in the
Reynolds stress tensor. Overall, the values found on the seaside are consistent with
the measurement from fjord-crossing bridges [19, 21, 79], except the Hardanger
bridge [18], where σv/σu ≈ 0.15, which might not be realistic.

Friction velocity

The reader is reminded that the friction velocity is the fundamental velocity in
surface layer scaling [35]. Besides, it conveniently links the logarithmic wind speed
profile with the velocity spectra for wind load modelling. The value of friction
velocity depends also on the tilt correction algorithm used. As pointed out by [30]
or [27], a sectoral planar fit method may not be appropriate in terrain where flow
separation occurs, which is likely the case at the mast locations.

In fig. 11, the friction velocity computed using Eq. (5) is compared with the
method by [30]. In flat terrain and neutral atmosphere, both approaches to
compute u∗ should yield similar results. On the other hand, discrepancies are
expected in the presence of steep mountains slopes. To assess the influence of
v′w′ and u′v′ on the friction velocity computed with Klipp’s method, correlated
wind velocity histories were simulated with non-zero covariance between the three
velocity components. The simulated time series showed that v′w′ and u′v′ have
some influence on the computation of the friction velocity, but these were more
limited than observed in fig. 11. Therefore, v′w′ and u′v′ may not explain the
observed discrepancies, alone, especially if the atmospheric stratification is non-
neutral. Although velocity records above 12 m s−1 were used, the data set likely
includes some samples representative for unstable or stable conditions, especially
near the coastline.

As shown in fig. 11 and fig. 12, the friction velocity estimated at Halsafjorden
using either Klipp’s method or Eq. (5) are in good agreement, even though u′v′/u2

∗
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Figure 10: Normalized standard deviation of the three velocity components at the
met-masts located in Sulafjorden, Halsafjorden and Julsundet with u > 12 m s−1 at
every height. Data outside the 1st and 99th percentile were considered as outliers
and removed. The error bar represents one standard deviation.
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Figure 11: Friction velocity calculated with the eddy-covariance method (ECM,
Eq. (5)) and Klipp’s method using data collected by the anemometer closest to
50 m above the ground at each mast between the 01-01-2018 to 31-12-2019.
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Figure 12: Turbulent momentum fluxes at the met-masts at Sulafjorden, Halsafjor-
den and Julsundet with u > 12 m s−1 at every height. Data outside the 1st and
99th percentile were considered as outliers and removed. The error bar represents
one standard deviation.
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can have the same magnitude as u′w′/u2
∗. In Halsafjorden, the term v′w′/u2∗ is

close to zero while this is not the case for the masts at Sulafjorden and Julsundet,
where the mountains are steeper and higher than at Halsafjorden. One exception
is observed at Sulafjorden, for which v′w′/u2

∗ is small when the wind is blowing
from northwest, the reason for this is, however, unclear. Nevertheless, the study
of momentum fluxes helps to better understand the influence of topography on
the measurements.

5. Conclusions

The paper explores a subset of a larger data set aiming to identify the wind condi-
tions relevant for bridge design at three potential fjord-crossing sites, in complex
coastal terrain, in western Norway. Two years of continuous wind measurements
were analysed, at heights between 12 m and 95 m above the ground, in masts
located on the shore of the three fjords Sulafjorden, Julsundet and Halsafjorden.
Eight masts were considered for the analysis, each of them instrumented with
three to four sonic anemometers, i.e., 25 sonic 3D anemometers in total.

To focus on strong wind conditions of particular relevance for bridge design,
only samples with a mean wind speed above 12 m s−1 were selected. The goal
was to quantify to what extend the local topography affects the flow conditions
recorded at the shoreline by the anemometers and how met-masts can be used to
collect and provide correspondingly filtered data valuable for bridge-design. The
study highlighted also some challenges associated with flow characterization near
mountain slopes, especially for the design of wind-sensitive structures. The main
findings of the study are as follows

• Many of the masts are in sheltered locations where weak winds are pre-
dominant. Wind speeds above 12 m s−1 are uncommon at several of the
sites during the period analysed. This implies that several years of data are
required to capture a sufficient amount of strong wind conditions, critical
for the relevant bridge design.

• The flow on the shore of the fjords is horizontal for a limited number of
situations only. A median incidence angle up to −9.5◦ was measured at
Sulafjorden. In Halsafjorden and Julsundet, values up to +7.7◦ and +3.8◦
were observed. For the majority of the directional sectors considered, the
mean wind speed profiles fitted by the wind profile power law provided shear
coefficients below 0.10. A low mean wind shear may reflect the flow speed-up
above the hills. Such observations indicated that, at several occasions, the
sensors were likely inside the internal boundary layers created by the rough
terrain upstream of the masts.



82 Part I – Integral flow characteristics

• Significant deviations from the assumption of Gaussian fluctuations were
observed. The non-Gaussianity was assessed using the skewness and excess
kurtosis. Non-Gaussian fluctuations were particularly strong in the verti-
cal velocity component whereas the along-wind component was generally
Gaussian, except when the flow was distorted by the surrounding vegetation.
The influence of the terrain upwind to the masts on the skewness and excess
kurtosis was significant, especially for the lateral velocity component, at
heights below 15 m and in the roughness sublayer. The skewness deviates
significantly from zero, indicating non-Gaussian fluctuations. Finally, it was
found that a horizontal flow does not imply Gaussian fluctuations on the
shore of a fjord.

• The turbulence intensity showed a clear dependency on the sector selected.
For sectors characterized by a large fjord fetch, the ensemble-averaged values
for the turbulence intensities were up to 0.11 for the horizontal components
and up to 0.08 for the vertical component. For the sector characterized by
complex upstream topography, much larger values were measured with Iu, Iv
and Iw up to 0.22, 0.17, and 0.20, respectively. These observations highlight
the importance of studying sectorial differences of the wind conditions at the
masts and for bridge design.

• The normalized standard deviation σw/σu and σv/σu were close to the values
previously reported in the literature in Norwegian fjords. In the present case,
σw/σu was around or above 0.6. While σv/σu ranged from 0.7 to 1.2. These
values are larger than advised in the handbook N400, used for the design of
long-span suspension bridges in Norway. The ratio of the vertical standard
deviation with the friction velocity σw/u∗ showed a clear dependency on the
wind sector chosen, ranging from 1.2 to 1.8 for long-fetch winds and from
1.5 to 2.0 when approaching over complex terrain.

• Two methods to compute the friction velocity were assessed. Results sug-
gested that at Halsafjorden, the turbulence measurements were less affected
by the surrounding mountains than in Sulafjorden. Nevertheless, it is still
unsure whether the friction velocity u∗ computed with Klipp’s method given
in Eq. (6) or the traditional double-rotation technique and Eq. (5) should be
used. Studies including an analysis of the Reynolds stress in complex terrain
are scarce and often linked to boundary-layer micrometeorology. Therefore,
it is legitimate to wonder if and how u′v′ and v′w′ should be accounted for
in wind load modelling on structures.

The mast measurements near the shore of Sulafjorden, Halsafjorden and
Julsundet provided valuable information on the local wind conditions. However,
the aforementioned results suggest that the integral turbulence characteristics
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recorded on the seaside may not be representative of the flow conditions in the
middle of the fjord. Therefore, to estimate the turbulent load acting on the deck
of a fjord-crossing bridge with higher confidence, computational fluid dynamic
(CFD) simulations or remote sensing observations of the flow field may be required
to complement these anemometers records.

The integral flow characteristics provide only a partial understanding of the
local flow conditions because turbulence covers a large range of wavenumbers or
frequencies. The blocking by the surface distorts more easily large eddies, which
are associated with low wavenumbers, than smaller eddies [82–84]. Also, the
low-frequency range of the turbulence spectrum can be substantially affected by
roughness changes and hills [73, 74]. The detailed assessment of the turbulence
characteristics on the shores of fjords can be achieved through spectral analysis,
providing that the velocity records can be described as stationary, ergodic random
processes.

Therefore, the second part of the present study will focus on the spectral
energy content of the velocity fluctuations. The one-point power spectral density
can be used to indicate which frequency range is no-longer affected by the local
topography and whether such a range has similar characteristics to traditional
velocity spectra [77]. The adequacy of computation of the friction velocity with
Klipp’s method [30] will also be assessed in terms of normalization of the velocity
spectra. This will help to investigate to what degree such a normalization follows
surface-layer scaling in fjords. Two-point spectral densities will be studied through
the coherence function. In particular, the blocking by the surface could substantially
affect the vertical coherence such that Bowen’s scaling [85, 86] may become more
appropriate than Davenport’s scaling [3] for the design and construction of the
bridge towers.
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Table
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Flow
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0.89
1.15±

0.87
12

114
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Table 11: Turbulence intensity: Wind direction, height above terrain (H), number of
samples (N) and the turbulence intensities (TI) and associated standard deviations
at the met-masts at Sulafjorden with u > 12 m s−1 at every height. Data outside
the 1st and 99th percentile were considered as outliers and removed.

Mast Sector (◦) Sensor h. (H) N Iu Iv Iw

SulaNW 135-165 92 64 0.12±0.03 0.11±0.03 0.11±0.02
71 100 0.13±0.03 0.12±0.02 0.12±0.03
44 69 0.13±0.02 0.11±0.02 0.10±0.02

165-185 92 537 0.16±0.03 0.12±0.02 0.16±0.03
71 522 0.16±0.03 0.13±0.02 0.16±0.03
44 519 0.17±0.03 0.13±0.02 0.14±0.02

300-330 92 96 0.07±0.02 0.08±0.03 0.06±0.01
71 87 0.08±0.02 0.09±0.03 0.06±0.01
44 112 0.08±0.02 0.09±0.03 0.05±0.01

SulaNE 300-20 76 83 0.12±0.04 0.12±0.04 0.10±0.03
48 97 0.13±0.03 0.13±0.04 0.09±0.03
27 96 0.13±0.04 0.13±0.04 0.09±0.02

150-210 76 533 0.10±0.02 0.11±0.03 0.08±0.02
48 637 0.10±0.02 0.11±0.03 0.07±0.02
27 637 0.11±0.02 0.11±0.03 0.07±0.01

SulaSW 135-165 94 92 0.20±0.05 0.16±0.03 0.19±0.04
75 120 0.20±0.04 0.16±0.03 0.19±0.04
50 131 0.22±0.03 0.17±0.03 0.20±0.04
27 80 0.24±0.03 0.20±0.02 0.22±0.03

285-315 94 34 0.16±0.03 0.13±0.03 0.14±0.02
75 48 0.17±0.03 0.14±0.04 0.15±0.03
50 52 0.18±0.03 0.14±0.04 0.15±0.02
27 31 0.21±0.02 0.17±0.03 0.14±0.01

315-345 94 39 0.15±0.04 0.15±0.04 0.12±0.04
75 37 0.13±0.04 0.13±0.04 0.09±0.03
50 33 0.13±0.03 0.13±0.03 0.09±0.02
27 39 0.15±0.05 0.15±0.04 0.09±0.04

SulaSE 270-330 62 128 0.14±0.04 0.12±0.03 0.11±0.04
40 121 0.14±0.04 0.12±0.03 0.10±0.03
13 59 0.19±0.04 0.15±0.02 0.13±0.02
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Table 12: Turbulence intensity: Wind direction, height above terrain (H), number of
samples (N) and the turbulence intensities (TI) and associated standard deviations
at the met-masts at Halsafjorden and Julsundet with u > 12 m s−1 at every height.
Data outside the 1st and 99th percentile were considered as outliers and removed.

Mast Sector (◦) Sensor h. (H) N Iu Iv Iw

HalsaW 150-180 50 170 0.10±0.02 0.09±0.02 0.05±0.01
31 155 0.11±0.02 0.09±0.02 0.05±0.01
12 114 0.11±0.01 0.10±0.01 0.06±0.01

285-360 50 27 0.18±0.05 0.16±0.04 0.11±0.04
31 24 0.18±0.05 0.17±0.05 0.09±0.04
12 21 0.17±0.03 0.15±0.03 0.07±0.02

HalsaE 150-180 48 199 0.11±0.03 0.10±0.02 0.06±0.01
31 172 0.14±0.04 0.12±0.02 0.07±0.02

210-285 48 33 0.17±0.02 0.15±0.03 0.10±0.01
31 19 0.16±0.03 0.16±0.03 0.08±0.02

300-360 48 43 0.14±0.03 0.14±0.03 0.08±0.02
31 31 0.15±0.03 0.15±0.04 0.08±0.02

JulW 120-195 68 96 0.09±0.04 0.09±0.04 0.05±0.03
52 192 0.09±0.04 0.10±0.04 0.05±0.03
32 198 0.10±0.03 0.11±0.04 0.05±0.02

330-360 68 45 0.15±0.04 0.12±0.03 0.10±0.04
52 92 0.15±0.04 0.12±0.03 0.10±0.04
32 74 0.16±0.04 0.13±0.03 0.09±0.03

JulE 120-195 50 97 0.11±0.02 0.11±0.03 0.07±0.02
31 102 0.11±0.02 0.11±0.03 0.07±0.02
12 5 0.13±0.01 0.10±0.01 0.07±0.01

210-285 50 111 0.18±0.03 0.16±0.03 0.12±0.02
31 110 0.18±0.03 0.16±0.03 0.10±0.01
12 49 0.22±0.04 0.20±0.02 0.09±0.01

300-360 50 91 0.10±0.02 0.10±0.03 0.05±0.01
31 91 0.10±0.02 0.10±0.03 0.05±0.01
12 75 0.11±0.01 0.12±0.03 0.05±0.00
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Table
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SulaN
W

135-165
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2.05±
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0.31
2.22±

0.34
0.93±

0.11
0.93±

0.13
71
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0.34
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0.46
2.32±

0.46
0.90±

0.12
0.88±

0.12
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1.97±

0.34
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0.42
2.62±

0.51
0.76±

0.09
0.92±

0.14
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92
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2.13±
0.31

1.64±
0.28

2.14±
0.32

1.00±
0.08

0.77±
0.08

71
522

2.04±
0.33

1.63±
0.31

2.11±
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0.97±
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0.77±
0.08

44
519

1.98±
0.33
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92
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SulaN
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83
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0.98±
0.18

48
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1.71±
0.33

2.35±
0.71

2.40±
0.52

0.72±
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0.97±
0.17

27
96

1.57±
0.24

2.22±
0.64
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Table 17: Normalized momentum fluxes: Wind direction, height above terrain (H),
number of samples (N), horizontal and vertical momentum fluxes and associated
standard deviation at the met-masts at Sulafjorden. Wind velocity above 12 m s−1

for all elevations. Data outside the 1st and 99th percentile were considered as
outliers and removed.

Mast Sector (◦) Sensor h. (H) N u′v′

u2
∗

u′w′

u2
∗

v′w′

u2
∗

SulaNW 135-165 92 64 0.44±0.74 -0.68±0.36 -0.56±0.32
71 100 0.32±0.90 -0.58±0.39 -0.67±0.27
44 69 0.23±1.13 -0.55±0.33 -0.74±0.20

165-185 92 537 0.56±0.60 -0.73±0.23 -0.45±0.46
71 522 0.68±0.62 -0.72±0.21 -0.55±0.36
44 519 1.00±0.79 -0.69±0.20 -0.64±0.27

300-330 92 96 0.26±1.55 -0.87±0.22 0.11±0.42
71 87 0.20±1.35 -0.91±0.19 0.11±0.36
44 112 0.23±1.12 -0.92±0.16 0.13±0.34

SulaNE 300-20 76 83 -0.14±1.13 -0.62±0.37 -0.60±0.35
48 97 -0.33±1.24 -0.72±0.36 -0.41±0.43
27 96 -0.55±1.11 -0.64±0.32 -0.59±0.38

150-210 76 533 0.24±1.31 -0.80±0.30 0.09±0.52
48 637 0.36±1.48 -0.79±0.27 0.25±0.50
27 637 0.86±1.54 -0.76±0.24 0.47±0.37

SulaSW 135-165 94 92 0.48±0.45 -0.57±0.26 -0.76±0.19
75 120 0.39±0.41 -0.48±0.27 -0.82±0.16
50 131 0.30±0.26 -0.47±0.27 -0.83±0.13
27 80 0.14±0.23 -0.43±0.25 -0.86±0.10

285-315 94 34 -0.39±0.39 -0.84±0.28 0.25±0.40
75 48 -0.33±0.44 -0.90±0.18 0.22±0.34
50 52 -0.23±0.42 -0.88±0.14 0.37±0.26
27 31 -0.26±0.36 -0.78±0.15 0.58±0.19

315-345 94 39 0.55±0.92 -0.84±0.24 0.32±0.37
75 37 0.79±1.24 -0.72±0.36 0.43±0.42
50 33 0.73±0.98 -0.68±0.28 0.61±0.30
27 39 0.72±0.95 -0.53±0.28 0.77±0.24

SulaSE 270-330 62 128 0.06±0.83 -0.55±0.41 -0.66±0.30
40 121 0.13±0.77 -0.55±0.35 -0.74±0.19
13 59 -0.41±0.46 -0.63±0.24 -0.70±0.23
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Table 18: Normalized momentum fluxes: Wind direction, height above terrain (H),
number of samples (N), horizontal and vertical momentum fluxes and associated
standard deviation at the met-masts at Halsafjorden and Julsundet. Wind velocity
above 12 m s−1 for all elevations. Data outside the 1st and 99th percentile were
considered as outliers and removed.

Mast Sector (◦) Sensor h. (H) N u′v′

u2
∗

u′w′

u2
∗

v′w′

u2
∗

HalsaW 150-180 50 170 -0.87±1.08 -0.91±0.18 -0.20±0.31
31 155 -0.78±1.03 -0.92±0.15 -0.21±0.29
12 114 -0.35±0.51 -0.93±0.14 -0.25±0.24

285-360 50 27 0.46±1.13 -0.93±0.17 0.11±0.31
31 24 0.32±2.25 -0.96±0.07 0.16±0.24
12 21 0.29±2.62 -0.90±0.09 0.28±0.34

HalsaE 150-180 48 199 0.68±1.16 -0.89±0.18 -0.02±0.41
31 172 0.98±1.18 -0.92±0.15 -0.08±0.36

210-285 48 33 0.15±0.84 -0.96±0.07 0.15±0.24
31 19 -0.13±1.10 -0.87±0.12 0.33±0.34

300-360 48 43 -0.20±1.50 -0.86±0.27 -0.20±0.39
31 31 -0.67±2.10 -0.84±0.35 -0.18±0.39

JulW 120-195 68 96 -1.72±1.71 -0.35±0.53 -0.61±0.49
52 192 -1.77±1.50 -0.46±0.43 -0.63±0.46
32 198 -1.90±1.49 -0.48±0.39 -0.65±0.43

330-360 68 45 0.52±0.73 -0.76±0.28 0.53±0.26
52 92 0.58±0.60 -0.74±0.26 0.56±0.27
32 74 0.77±0.54 -0.65±0.20 0.69±0.25

JulE 120-195 50 97 0.51±1.67 -0.86±0.18 -0.27±0.41
31 102 0.38±1.63 -0.81±0.18 -0.41±0.37
12 5 -0.83±0.53 -0.67±0.49 -0.54±0.41

210-285 50 111 0.10±1.08 -0.74±0.38 0.26±0.49
31 110 0.14±1.76 -0.76±0.37 0.01±0.54
12 49 0.83±2.86 -0.66±0.32 0.62±0.28

300-360 50 91 0.18±1.63 -0.93±0.15 -0.16±0.28
31 91 0.01±1.91 -0.98±0.04 0.03±0.20
12 75 -0.00±1.56 -0.96±0.07 0.18±0.19
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[23] B. R. Furevik, H. Ágústson, A. Lauen Borg, M. Zakari, F. Nyhammer,
M. Gausen, Meteorological observations in tall masts for mapping of atmo-

https://dx.doi.org/10.1016/J.JWEIA.2008.11.002
https://dx.doi.org/10.1016/J.JWEIA.2008.11.002
https://dx.doi.org/10.1016/J.JWEIA.2008.11.003
https://dx.doi.org/10.1016/J.JWEIA.2008.11.003
https://dx.doi.org/10.1016/J.JWEIA.2008.11.003
https://dx.doi.org/10.1016/j.jweia.2017.10.007
https://dx.doi.org/10.1016/j.jweia.2017.10.007
https://dx.doi.org/10.1016/j.engstruct.2017.05.070
https://dx.doi.org/10.1016/j.engstruct.2017.05.070
https://dx.doi.org/10.1016/j.engstruct.2017.05.070
https://dx.doi.org/10.1016/j.jweia.2018.09.002
https://dx.doi.org/10.1016/j.jweia.2018.09.002
https://dx.doi.org/10.1016/j.jweia.2017.10.030
https://dx.doi.org/10.1016/j.jweia.2017.10.030
https://dx.doi.org/10.1016/0167-6105(96)00047-5
https://dx.doi.org/10.1016/0167-6105(96)00047-5
https://dx.doi.org/10.1016/j.jsv.2019.03.013
https://dx.doi.org/10.1016/j.jsv.2019.03.013
https://dx.doi.org/10.1016/j.jsv.2019.03.013
https://dx.doi.org/10.1016/S0167-6105(99)00064-1
https://dx.doi.org/10.1016/S0167-6105(99)00064-1
https://dx.doi.org/10.5194/essd-2020-32
https://dx.doi.org/10.5194/essd-2020-32


98 Part I – Integral flow characteristics

spheric flow in Norwegian fjords, Earth System Science Data Discussions, pp.
1–28 (2020).

[24] U. NCAR, Weather Research and Forecasting Model — MMM: Mesoscale &
Microscale Meteorology Laboratory (2020).
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Abstract

This study quantifies the influence of the local topography on sonic anemometer
measurements mounted on tall met-masts deployed in Norwegian fjords. This
assessment is done by analysing the second-order structure of turbulence in the
frequency space. The objective is to evaluate how the data collected by these masts
can help with the design of future fjord-crossing bridges. Using measurements
from eight masts deployed in three different fjords, spectral characteristics common
to the different locations were identified. Among the characteristics investigated,
the one-point velocity spectra and the vertical coherence of turbulence are of
special interest for bridge design. Using only situations with a mean wind speed
of 12 m s−1 and above and rather stationary flow conditions, the remaining wind
direction sectors could be classified into two main groups: those with a long
fetch over smooth topography and those with a rough heterogeneous terrain
upstream of the masts. It was found that if the velocity spectra are normalized
by an appropriate estimate of the friction velocity, surface-layer scaling may be
applicable in Norwegian fjords, at least under near-neutral conditions. The velocity
spectra, estimated with long upstream fjord fetches have characteristics consistent
with those collected in coastal and offshore environments. The Davenport model
showed limited capabilities in describing the co-coherence of turbulence on vertical
separations. The dependency of the Davenport decay coefficient with the height
and spatial separation is highlighted and may be substantial in mountainous
terrain. Although the spectral flow characteristics estimated on the shore of fjords
are relevant for the design of fjord-crossing bridge towers, they may not easily be
extrapolated for the modelling of the turbulent flow in the middle of the fjord.
Nevertheless, they are still valuable to complement computational fluid dynamic
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simulations, wind tunnel tests, or remote sensing of wind across the fjord.

1. Introduction

The characterization of the wind conditions in fjords by tall met-masts can be
particularly challenging. [1] showed, for example, that high wind speeds are
often recorded for only a limited number of narrow sectors and that the flow
characteristics at the mast locations might differ significantly from those in the
middle of the fjord.

However, the local topography may not equally affect eddies of different sizes.
Deviations of the estimated integral flow characteristics from those in flat terrain
were observed in [1]. These may be linked to a perturbation of the low-frequency
turbulence fluctuations by the local terrain while the high-frequency range may
remain less affected [2]. An investigation of the spectral structure of turbulence
is, therefore, vital to identify to what extend the records from the masts on the
shore can be used to model the velocity spectra and coherence of turbulence above
the water in narrow fjords. The present paper complements the study by [1]
by focusing on the second-order spectral characteristics of turbulence, which is
relevant for the design of long-span bridges.

The one-point spectrum and coherence are fundamental to calculate turbulent
wind loading on long-span bridges [3, 4]. Full-scale studies, focusing on the spectral
characteristics of turbulence for bridge design, are typically site-specific [5–9].
Whereas turbulence characteristics in complex terrain are undoubtedly affected by
the local topography, there may exist common features between multiple sites in a
specific type of topography, for example, a fjord. Identifying such shared features
is thus of major interest when modelling the dynamic wind load on fjord-crossing
bridges. In this regard, a systematic characterization of turbulence from multiple
sites is desirable, but unfortunately rarely done.

As the need for long-span bridges in mountainous environments increases (ta-
ble 1), turbulence spectra and coherence models appropriate to model the dynamic
wind load in rough terrains are required. One-point spectral models [10–14] and
coherence models [4] commonly found in the literature were originally established
in flat and homogeneous topographies. Their applicability in mountainous terrain,
as in fjords, is still unclear.

This paper’s aim is to identify potential common features of turbulence in the
frequency space by focusing on two sectors in each fjord, characterized by converse
flow conditions: long-fetch winds, defined as winds blowing over an extended
stretch of water, typically more than two kilometres; and short-fetch winds,

∗Corresponding author.
Email addresses: midjiyawaz@met.no (Z. Midjiyawa).
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Table 1: Long-span cable-suspended bridges built in mountainous terrain (main
span larger than 600 m).

Year Name Main span (m) Location

2020 Jinshajiang Hutiaoxia Bridge 766 China
2020 Honghe Jianyuan Bridge 700 China
2020 Jin’an Bridge 1386 China
2018 Xingkang Bridge 1100 China
2018 Chajiaotan Bridge 1200 China
2018 H̊alogaland Bridge 1145 Norway
2018 Sunxihe Bridge 660 China
2016 Longjiang River Bridge 1196 China
2016 Yachi Bridge 800 China
2016 Duge Bridge 720 China
2015 Qingshui River Bridge 1130 China
2015 Puli Bridge 628 China
2013 Hardanger Bridge 1310 Norway
2013 Lishui River Bridge 856 China
2012 Aizhai Bridge 1176 China
2009 Sidu River Bridge 900 China
2009 Baling River Bridge 1088 China
2009 Beipanjiang River Bridge 636 China
1992 Gjemnessund Bridge 623 Norway

defined as winds blowing over irregular and heterogeneous terrain upstream of the
measurement location. Furthermore, the study aims at exploring the variation of
the co-coherence of turbulence between the different fjords. It also reassesses the
applicability of the widely used Davenport model in complex topography.

The rest of the paper is organized as follows; Section 2 discusses the choice of
scaling velocity and length in the surface layer. The section further introduces the
different co-coherence models. Section 4 presents the methods and assumptions
used in the estimation of velocity spectra and co-coherence. Section 5 discusses
the influence of topography on the velocity spectra and spectral ratios as well as
on the spatial correlation of turbulence.

2. Fundamentals of turbulence and turbulence-induced
wind load

2.1. Choice of the scaling velocity and scaling length

As in [1], atmospheric turbulence is modelled as a three-variate, three-dimensional
correlated random process {u, v, w} in a coordinate system {x, y, z}, where x, y
and z denote the along-wind, cross-wind and vertical directions, respectively.

In both wind engineering and micro-meteorology, the velocity spectra are scaled
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by a characteristic length and velocity. Following Monin-Obukhov Similarity
Theory (MOST) [15], the scaling velocity is the friction velocity u∗, whereas
the scaling length is the height z above the ground. MOST is applicable only
in the surface layer, i.e. roughly the lower 10% of the atmospheric boundary
layer. Although u∗ and z are sporadically used in wind engineering [14], other
characteristic lengths and velocity scaling are more common. In [16] or [17],
the spectrum of the along-wind velocity component is of special interest. For
this component, the scaling velocity is the standard deviation of the along-wind
component σu, whereas the scaling length is the integral length scale Lxu, which is
modelled as a non-linear function of z.

Following [16], the use of Lxu aims to account for the inadequacy of MOST at
altitudes above 50 m, which is a reasonable motivation. However, the literature
supporting the use of the integral length scale as scaling length is rather scarce,
while full-scale measurements indicated that, under neutral conditions, z is still
appropriate at heights above 80 m above the surface [18, 19]. Although the integral
length scale is a key characteristic in wind-tunnel tests, the full-scale estimation of
the integral length scale is prone to significant error and its usefulness in full-scale
is thus questionable [20]. The integral length scales are used in the von Kármán
spectrum [13, 21] and the ESDU spectrum model [22]. However, the length scale is
reliable only if the spectral peak is clearly defined [19], which is rarely the case in
full-scale, especially close to the ground, where the spectral peak can be flat [23].
Natural wind includes also a combination of submeso-, meso- and microscale
fluctuations, which are not accounted for in wind tunnel tests or spectral tensor
models [24]. And this complexity challenges the estimation of the integral length
scale. The large uncertainties associated with the estimation of the integral length
scales in Norwegian fjords implies that the von Kármán spectrum is not discussed
herein. Besides, in the upper part of the atmospheric boundary layer, the thickness
of the boundary layer acts as the scaling length [23], such that the turbulence
spectrum is independent of the altitude, meaning that both z and Lxu become
inappropriate above a given height. In the present case, the simultaneous presence
of mountains and the sea challenge the choice of an adequate boundary layer
height. As the measurements were conducted in the first 100 m above the ground,
it was decided to use z as a scaling length.

In the inertial subrange, [11] derived some asymptotic relations for the normal-
ized power spectral densities (PSDs) of the three velocity components

fSu(f)
u2∗

−→ 0.3f−2/3
r at fr � 1 (1)

fSv(f)
u2∗

≈ fSw(f)
u2∗

−→ 0.4f−2/3
r at fr � 1 (2)

fr = fz

u
(3)
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where Su, Sv and Sw are the along-wind, crosswind and vertical velocity spectra,
respectively; f is the frequency and u is the horizontal mean wind speed. Eqs. (1)
and (2) satisfy the hypothesis of local isotropy in the inertial subrange [25]

Sw
Su
≈ Sv
Su
−→ 4

3 at fr � 1 (4)

Eqs. (1) and (2) are of major importance to assess the quality of the anemometer
records, for example, to know if flow distortion occurs [26, 27]. The ratios Sw/Su
and Sv/Su can also be affected by aliasing if the velocity data are recorded with
a relatively low sampling frequency or if the data have been decimated without
application of a low-pass filter. Failure to satisfy Eq. (4) may also indicate that the
inertial subrange has not yet been reached by the Sw or Sv spectrum because of
the limited sampling frequency or the sonic-path averaging of the anemometer [28].

Using u∗ as the velocity scale together with a logarithmic mean wind speed
profile implies that the turbulence intensity is not explicitly used to compute the
wind load. For a given velocity spectrum, the turbulence intensity can be modified
by changing the roughness length z0 or the reference mean wind speed uref at a
reference height zref . Therefore, the along-wind dynamic wind load in one point
can be modelled using only five parameters:

{
u∗, z0, uref , zref , fSu/u

2
∗
}
, where

fSu/u
2
∗ can be derived from [11], [14] or [12].

The friction velocity requires knowledge of the three velocity components and
is associated with a larger statistical uncertainty than their standard deviation.
The standard deviation of the along-wind velocity σu, may, therefore, appear as
an attractive alternative velocity scale. Nevertheless, the use of σu requires an
additional relation between u∗ and σu, which is often approximated as σu = Ku∗
where K is a coefficient which depends on the terrain roughness [14, 29]. This
makes the relation between σu and u∗ prone to large uncertainties in mountainous
regions [1, 30]. If surface-layer scaling is adopted, turbulence modelling with σu
as scaling velocity leads to more parameters than necessary to compute the wind
load. Besides, if the relation between σu and u∗ is not carefully chosen, it is
possible to simulate a flow field that does not satisfy Eqs. (1) and (2), which is
not desirable for a realistic simulation of an undisturbed turbulence field. In the
present case, u∗ was chosen as the scaling velocity based on data collected from
3D sonic anemometers and an averaging interval of 30 min was selected to reduce
the statistical uncertainties.

The friction velocity is estimated hereafter using three different methods. First
is the traditional approach, suggested by e.g. [31]

u∗C =
[
u′w′2 + v′w′2

]1/4
(5)

Second is the method by [32]

u∗R = [(λ1 − λ3) cos(β) sin(β)]1/2 (6)
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where λ1 and λ3 are the largest and smallest principal components of the Reynolds
stress tensor, respectively; β is defined as

β = 90− arccos
(
U · Λ3
|U | |Λ3|

)
(7)

where Λ3 is the eigenvector associated to λ3 and U is the mean wind velocity
vector. The third method incorporates also the horizontal covariance term of the
Reynolds stress tensor

u∗M =
[
u′w′2 + u′v′2 + v′w′2

]1/4
(8)

The third method may be justified if u′v′ contributes considerably to the
surface stresses. However, Eq. (8) should be interpreted with caution as its
expression is not consistent with the properties of the Reynolds stress tensor [33].
Therefore Eq. (8) is considered only when the other two methods to compute
the friction velocity result in non-dimensional spectra that do not satisfy Eqs. (1)
and (2). Investigating Eq. (8) is valuable to assess the appropriateness of u∗ as
the scaling velocity in a fjord-like topography.

For comparison purposes, the estimated PSDs are compared to the one-point
auto and cross-spectral densities by [34], defined as

fSu(f)
u2∗

= 102fr
(1 + 33fr)5/3 (9)

fSv(f)
u2∗

= 17fr
(1 + 9.5fr)5/3 (10)

fSw(f)
u2∗

= 2fr
1 + 5f5/3

r

(11)

fRe(Suw(f))
u2∗

= − 14fr
(1 + 9.6fr)7/3 (12)

where Re(Suw(f)) refers to the real part of the cross-spectrum. Since the
terrain is heterogeneous, the anemometers may be located in different internal
boundary layers. Therefore, the friction velocity is unlikely to be constant with the
measurement height. Using local similarity theory [35], it is possible to normalize
the velocity spectra and cross-spectra based on local estimates of u∗ instead of
using the value at the lowest height. Following [36], this approach may be suitable
in a mountainous environment and is, therefore, adopted in the following.

2.2. Surface-layer velocity spectra in complex terrains

Figure 1 illustrates the fact that, in the surface layer, the maximal value of the
normalized along-wind velocity spectrum is fSu/u2

∗ ≈ 1 [11, 23]. In the lower part
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Figure 1: Sketches of the normalized Su velocity spectra highlighting the influence
of the blockage by the surface on the width of the spectral peak (left panel), the
value of the friction velocity estimate on the amplitude of the peak (middle panel)
and the influence of the scaling length on the frequency at which the peak is
reached.

of the surface layer, the strong shear and the blocking by the surface distort the
eddies as they impinge and scrap along the surface [23, 37–39]. This phenomenon
leads to the distortion of the low-frequency range of the velocity spectrum. In
particular, the spectral peak of the velocity spectrum pre-multiplied with the
frequency flattens (left panel of fig. 1) to create a plateau [40]. Although the
plateau is often observed in the first 30 m above the ground [23], it likely exists
at higher altitudes [40]. A practical tool to quantify blocking is to compare the
imaginary part and real part of the cross-spectrum Suw [24, 41]. If Im(Suw) is
substantially different from zero, the blocking by the surface may not be negligible.

If u∗ is the appropriate scaling velocity, an underestimation of its value will
lead to a PSD estimate that lies systematically above Eqs. (1) and (2). Such an
underestimation can be observed if u′v′ substantially affects the turbulent shear
stresses. If the altitude above the ground is no longer the adequate scaling length,
the peaks of the normalized velocity spectra will be located at different frequencies
when expressed as a function of fr (right panel of fig. 1). In summary, the scaling
velocity governs the position of the normalized spectra on the ordinate, whereas
the scaling length governs its position on the abscissa.

2.3. Modelling of the co-coherence

The normalized cross-spectrum of turbulence gives the spatial correlation of
turbulence in the frequency space [42]. The root-coherence is defined as

γi(z1, z2, f) = Si(z1, z2, f)√
Si(z1)Si(z2)

(13)

where i = {u, v, w}; Si(z1) and Si(z2) are the one-point spectra estimated at
heights z1 and z2, respectively and Si(z1, z2, f) is the two-point cross-spectral
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density estimate between the anemometers at the heights z1 and z2. Eq. (13) is a
complex-valued function, the real part of which is called the co-coherence, whereas
its imaginary part is called the quad-coherence.

In wind engineering, wind energy or boundary layer micro-meteorology, the
co-coherence is often modelled using the so-called Davenport model [4],

γi(z1, z2, f) = exp
(
−CifD

)
(14)

fD = f | z1 − z2 |
ū(z1, z2) (15)

ū(z1, z2) = ū(z1) + ū(z2)
2 (16)

where i = {u, v, w} and Ci is an empirical decay coefficient. Similarly to the one-
point spectrum, the Davenport model was established in flat, and homogeneous
terrain and relatively small separation distances. The Davenport model assumes
that the decay coefficient (Ci) is constant. In contrast, [43–45] have proposed
alternatives approaches of modelling vertical coherence which include the height
above the surface. The model by [45] assumes that Ci depends on the height and
the vertical separation between anemometers, such that

Ci = Ci1 + Ci2
|z1 − z2|

z
(17)

z = z1 + z2
2 . (18)

To account for the fact that the coherence does not equal unity at zero
frequency [46], an additional decay parameter Ci3 is introduced in Eq. (17) such
that the co-coherence is finally modelled as

γi(z1, z2, f) = A(z1, z2, f) · exp
(
− 2Ci2f | z1 − z2 |2

(z1 + z2)ū(z1, z2)

)
(19)

A(z1, z2, f) = exp
(
−| z1 − z2 |
ū(z1, z2)

√
(Ci1f)2 + (Ci3)2

)
(20)

The third parameter Ci3 has the dimension of the inverse of a time scale of
turbulence. It is lower for the horizontal component compared to the vertical one
because the turbulence length scales of the w component are generally smaller
than for the u and v components [29]. Furthermore, the introduction of Ci3 reduces
the bias in the estimation of Ci1 and Ci2. Additionally, if the low-frequency records
are used without Ci3, the co-coherence will be equal to 1 when f = 0 Hz, which
is not realistic for large spatial separations. In this study, Eq. (19) is used to
illustrate the limits of the Davenport model to describe the vertical co-coherence
of turbulence.
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3. Observation setup and data processing

The fjords of interest are Sulafjorden, Halsafjorden and Julsundet located on the
west coast of Norway. As a part of the E39-project, four masts were deployed in
Sulafjorden, two in Halsafjorden and two others in Julsundet [1, 47]. The two
masts located on the northern part of Sulafjorden are installed on each side of the
fjord and are labelled SulaNW and SulaNE. The masts on the southern area are
named SulaSW and SulaSE. On the western and eastern sides of Halsafjorden and
Julsundet, the mast deployed are named herein HalsaW/HalsaE and JulW/JulE,
respectively. For the sake of brevity, the mast name, heights, types and coordinate
location are summarised in table 2. The reader is referred to [47] and [1] for a
detailed description of the measurement setup as well as the topography at the
mast locations.

Each mast was equipped with three to four 3D sonic anemometers (Gill
WindMaster Pro). In total, two years (2018 - 2019) of data from 25 anemometers
are used in the current study. The data were saved at a sampling frequency of
10 Hz and pre-processed as described in [1]. The key processing steps were

• Samples with a mean wind speed lower than 12 m s−1 were discarded to
ensure that the majority of the records are representative of near-neutral
conditions.

• The double rotation technique was used for anemometer tilt correction.

• Linear trends were removed to study turbulent fluctuations.

• Highly non-Gaussian, non-stationary fluctuations and samples characterized
with high statistical uncertainties in the momentum flux were removed.

4. Methodology for spectral analysis

The selected data were organized into stationary time series of 30 min. The one-
point auto and cross-spectral densities of the velocity fluctuations were estimated
using Welch’s algorithm [48] with a Hanning window and two blocks with 50%
overlapping. The use of multiple segments is needed to reduce the bias and
the uncertainties associated with the modified periodogram estimate. However,
increasing the number of segments reduces also the frequency resolution and
increases the lowest frequency recorded. In the present case, two overlapping
segments were found to be a reasonable trade-off. The use of 50% overlapping
is advised by [49] when a Hanning window is considered. The velocity spectra
are ensemble-averaged using arithmetic median for the analysed period and were
further smoothed by using bin-averaging over logarithmically-spaced bins, which
has the advantage to affect the high-frequency range only. Smoothing filters
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which distort the low-frequency range of the spectrum, such as the Savitzky-Golay
filter [50], may not be adapted for such purpose.

The co-coherence was estimated using Welch’s algorithm with ten overlapping
segments to smooth the estimates. A larger number of segments than for the
one-point spectra is required because the two-point cross-spectrum displays a
larger bias and random error. Before computing the co-coherence, the time series
were decimated down to 2 Hz to speed-up the algorithm. Also, for the range of
vertical separations considered, the co-coherence is nearly zero at frequencies above
1 Hz. The decimation was done after application of a low-pass Chebyshev IIR filter
of order eight to reduce aliasing. The estimation of the vertical co-coherence on
a single met-mast requires that the data on each sensor passes the data quality
assessment described in [1]. This further reduces the amount of data available for
the analysis of the co-coherence.

5. Results

5.1. Velocity spectra

The one-point spectra were studied following the wind sectors classification by [1].
The sectors are named long-fetch winds and short-fetch winds as described in
section 1. For the sake of clarity, the classification is reproduced in tables 3
and 4 along with their corresponding integral flow characteristics estimated by the
anemometer located closest to 50 m above ground.

Using surface-layer scaling, the spectra are normalized by the square of the
friction velocity u∗C (where c stands for the classical method in Eq. (5)). figs. 2
to 4 and figs. 5 to 7 display the velocity spectra for long-fetch winds and short-fetch
winds, respectively. The figures are separated with respect to the three wind
components u, v and w. Sectors with less than ten samples were dismissed as they
may be associated with statistical uncertainties too large to be meaningful.

Low-frequency part of the velocity spectra

The dynamic wind-induced response of long-span bridges is governed by the low-
frequency turbulent wind fluctuations. The planned bridges crossings at Julsundet,
Halsafjorden and Sulafjorden will likely have their dominant eigenfrequencies
between 0.02 Hz and 0.20 Hz, i.e. possibly lower than those from the the longest
suspension bridges in the world [51]. To adequately design such bridges, the large
uncertainties associated with the lower-frequency region of the velocity spectra
need to be reduced. These uncertainties can be addressed using a probabilistic
approach [29, 52] or a more physical approach, which relies on a classification of
the topography upstream of the measurement location combined with a rigorous
data-quality assessement. The latter method is adopted hereafter since the dataset
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Figure 2: Estimated along-wind velocity spectra for long-fetch winds in Sulafjorden,
Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the
Kaimal spectrum (Eq. (9)).

gives a unique possibility to identify analogous flow characteristics within three
different fjords.

The low-frequency spectral content of Su and Sv, estimated for long-fetch
winds, is larger than predicted by the Kaimal model. Furthermore, the spectral
peak is moved to the spectrum’s lower frequency part. This can be seen, for
example, in SulaNW (sector 300◦-330◦), HalsaE (sector 300◦-360◦), and JulE
(sector 300◦-360◦). This feature, observed for multiple masts in the selected fjords
(figs. 2 and 3) may be one shared spectral characteristic associated with long
upstream fjord fetch. On the other hand, for short-fetch winds (figs. 5 and 6) they
agree fairly well with the Kaimal spectrum.

The horizontal spectra estimated in SulaNW (sector 135◦-165◦) and SulaNE
(sector 300◦-20◦) show spectral characteristics compatible with long-fetch winds.
However, the calculated integral flow characteristics displayed in table 3 suggest
otherwise. The turbulence intensity for both masts and sectors is approximately
0.13 ± 0.03, whereas the normalized standard deviations σw/u∗ are 1.97 ± 0.34
and 1.71± 0.30, respectively. These values are characteristics typically observed
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Figure 3: Estimated crosswind velocity spectra for long-fetch winds in Sulafjorden,
Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the
Kaimal spectrum (Eq. (10)).

for short-fetch winds. The inconsistency between integral and spectral flow char-
acteristics indicates that there might be a localized flow from a secondary valley
which influences the integral turbulence characteristics [53]. Therefore, further
investigation may be required using wind tunnel test or CFD flow simulation.

The vertical spectra Sw reasonably follow surface-layer scaling as they superpose
on each other at fr < 0.1. However, the normalized Sw spectra are above the
Kaimal model. This is valid for both long-fetch and short-fetch winds (figs. 4
and 7) except for at SulaSE (sector 240◦-330◦) and SulaSW (sector 135◦-165◦).
The spectral peak of the vertical velocity component is located at higher frequencies
than the horizontal components, which reflects the fact that eddies are generally
smaller for the w component than for the u and v components [10, 54, 55]. Smaller
eddies, located at high wavenumbers, are less affected by the local topography
than larger eddies, which may explain why surface-layer scaling seems to apply
better to this component.

The low-frequency spectral peak of the horizontal components seen in long-
fetch winds, which is more pronounced as the measurement height decreases, was
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Figure 4: Estimated vertical velocity spectra for long-fetch winds in Sulafjorden,
Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the
Kaimal spectrum (Eq. (11)).
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Figure 5: Estimated along-wind velocity spectra for short-fetch winds in Sulafjor-
den, Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is
the Kaimal spectrum (Eq. (9)).
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Figure 6: Estimated crosswind velocity spectra for short-fetch winds in Sulafjorden,
Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the
Kaimal spectrum (Eq. (10)).
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Figure 7: Estimated vertical velocity spectra for short-fetch winds in Sulafjorden,
Halsafjorden and Julsundet, from 01-01-2018 to 31-12-2019. The solid line is the
Kaimal spectrum (Eq. (11)).

previously observed in coastal areas for a wind coming from the sea [56], but also
in the offshore environment [19]. This is likely because Su and Sv, especially at low
frequencies, do not follow MOST [11]. For short-fetch winds, the low-frequency
part of the spectrum has a lower spectral energy content than for long-fetch
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winds. The difference indicates that, although large eddies characterized by low
wavenumber could be modified by blocking by the ground, the sea surface or
hills [2], the irregular topography may break down the large eddies and, therefore,
filter out the low-frequency fluctuations.

For long-fetch winds, the PSD estimates display a double peak, particularly
apparent in the cross-wind component (fig. 3). This is the case for SulaNW (sector
300◦-330◦), SulaNE (sectors 300◦-20◦ and 150◦-210◦), HalsaW (sector 150◦-180◦),
JulW (sector 120◦-195◦) and JulE (sectors 120◦-195◦ and 300◦-360◦). A broad
spectral peak, which sometimes looks like a plateau, has also been reported by [40].
For short-fetch winds (figs. 6 and 7), only the sector 240◦-330◦ at SulaSE has a
more pronounced spectral plateau for the vertical velocity component and a double
peak for the cross-wind component.

Furthermore, the crosswind spectra for JulW (sector 120◦-195◦) and SulaNW
(sector 300◦-330◦) both show the two most pronounced double peaks. These mast
locations and associated wind direction are characterised by wind travelling along
the shoreline with mountainous topography on one side and the water inlet on the
other. These low-frequency peaks may be due to sub-meso fluctuations. However, it
is unsure whether these fluctuations come from topographic elements since similar
peaks were observed in offshore environment for the crosswind component [19].

The presence of the spectral plateau may not be limited to the lower part of
the surface layer, where blocking by the surface is dominant [40]. Strong shear
may also be responsible for a wider spectral peak than predicted in the surface
layer, especially for the vertical component [40]. The spectral plateau, when
visible, is characterized by fSv/u2

∗ ≈ 1 [23]. The aforementioned double peak and
spectral plateau are less distinguishable for short-fetch winds which suggest that
high-roughness does not seem to favour the distortion of the eddies by the ground
but rather act as a high-pass filter.

The semi-empirical models commonly found in the literature [12, 13, 34] rarely
account for the presence of a spectral plateau or a double peak. If the von Kármán
spectral model [13] is used, the estimation of the integral length scale is generally
required. This can be done using the low-frequency range of the velocity spectrum
or the spectral peak, which is not always clearly defined. Therefore, the absence
of a peak or the presence of multiple peaks can lead to significant errors in the
estimation of the integral length scales [19, 20, 57].

High-frequency part of the velocity spectra

The high-frequency range of the velocity spectra is defined as fr > 2 in the
following. This range is of lesser importance for the computation of the dynamic
displacement of a long-span bridge. However, it is essential to have some confidence
in the estimation of the turbulence characteristics. The high-frequency range of
the velocity spectrum is characterized by small eddies, which are less affected by
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the topography. Under neutral conditions, in the surface layer, which are the
conditions relevant for structural design, the velocity spectra normalized by f/u2

∗
are expected to satisfy Eqs. (1) and (2). A further quality assessment can be done
by comparing the ratios Sw/Su which should converge toward 4/3 in the inertial
subrange [11, 25]. Deviations from these asymptotic relations can be linked to
flow-distortion issues, aliasing, nonphysical signal, strong thermal stratification,
improper data processing or inadequate method for PSD estimations. Failure to
identify the ratio Sw/Su at high reduced frequencies can lead to a considerable
increase of the measurements uncertainties. In this regard, the exploration of the
high-frequency part of the velocity spectra offers relevant information on the data
quality.

For both long-fetch and short-fetch winds, the normalized Su and Sv are
superposed with each other at fr > 2, except for a limited number of cases e.g
SulaNW and the lowest anemometers at the other masts as they may be affected
by flow distortion from the surrounding trees. The estimated Sw spectra, in both
long-fetch and short-fetch winds, are superposed with each other, as seen for
example at JulW (sector 330◦-360◦) for short-fetch winds and at HalsaE (sector
300◦-360◦) for long-fetch winds. However, the Sw spectra do not always follow
the Kaimal model at higher frequency with the only exception at HalsaE (sector
210◦-285◦), characterized as short-fetch winds.

The only met-mast in which a consistent collapse is observed with the Kaimal
spectrum at a higher frequency for every velocity component is HalsaE, for the
sectors 300◦-360◦ and 210◦-285◦, characterized as long-fetch winds and short-
fetch winds, respectively. The HalsaE mast is located in Halsafjorden, where
measurements are less influenced by the topography than in the other two fjords [1].
In JulW (sector 120◦-195◦), characterized as long-fetch winds, the Sw spectrum
agrees well with the Kaimal model at high reduced frequencies, whereas it is not
the case for the horizontal components.

Following surface-layer scaling, using the friction velocity and the measurement
height as the scaling velocity and length, the spectra are expected to superpose
onto each other. In this study, Su, Sv and Sw show the adequacy of surface layer
scaling at higher frequency in fjord-like topography. On the other hand, systematic
discrepancies with the Kaimal spectrum at high frequencies may indicate that the
local friction velocity u∗ is biased. The investigation of the alternative methods of
computing u∗ is done in subsection 5.2.

Influence of topography on the auto- and cross-spectra

The real part of the cross-spectrum, which is called co-spectrum, and its imaginary
part, named quad-spectrum herein, are studied for all met-masts and all elevations.
For the sake of brevity, fig. 8 shows the normalized cross-spectrum for only two
distinctive cases. The mast locations and sectors that are chosen for illustrative
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Figure 8: Normalized real and imaginary parts of the cross-spectrum Suw estimated
using the records from SulaNW and HalsaW from 01-01-2018 to 31-12-2019. The
black line is the Kaimal model given in Eq. (12).

purpose are SulaNW for the sector 165◦-185◦ and HalsaW for the sector 285◦-360◦.
The quad-spectrum reflects the blocking by the ground [24]. Therefore, the

absolute value of the quad-spectrum should decrease with altitude. However, it is
not always the case for the fjords analysed, where the quad-spectrum sometimes
increases with height. This increase could be related to the fact that the terrain
upstream to the masts is often heterogeneous. For long-fetch winds, the quad-
spectra and co-spectra have similar amplitudes for all the met-masts analysed.
This suggests that even for long-fetch winds, the blocking by the ground or the
mountain slopes is not negligible. In many cases, the quad-spectrum estimates are
substantially larger in absolute value than reported offshore [41].

Flow distortion by canopy, defined as the vegetation cover above ground, is
sometimes visible in the velocity data recorded at heights around or below 30 m
above the ground, as shown in fig. 9 for HalsaE (sector 150◦-180◦). The south side
of HalsaE is dominated by a long fetch. The velocity spectrum at 31 m above the
ground shows a narrow peak near fr ≈ 0.5, likely, reflecting distortion of the flow
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Figure 9: Canopy-induced flow distortion at z = 31 m is visible in the velocity
spectra estimated at HalsaE (sector 150◦-180◦) between 01-01-2018 to 31-12-2019.
The black lines are the Kaimal model (Eqs. (9) and (12)).

by a canopy, as previously observed by e.g. [58].

Spectral ratios

The spectral ratios between the vertical and along wind components are shown
for some of the masts in fig. 10. For the sake of brevity, only three representative
masts are selected due to the similarity of the findings. The resulting ratios can
be classified into three groups as illustrated in table 5. The first group is the
one in which Sw/Su converges steadily towards 4/3. This is the case for HalsaE
(sector 300◦-360◦) where the 4/3 value is reached at fr > 3, which is consistent
with [11]. The second is the group where the ratio is significantly higher than 4/3
at fr > 1, which is the case for SulaNW (sector 165◦-185◦). For this sector, the
three anemometers show similar ratios, which suggests that the observation is not
related to an instrumental error. Yet, such a value is abnormally large, which
might be linked to the presence of a hill upstream of the mast responsible for a
large negative angle of attack, as indicated by [1]. For large negative incidence
angles, flow separation may occur. In this situation, the vertical and along-wind
components cannot be reliably retrieved using the double rotation technique.

The third group is the one in which the ratio Sw/Su remains below 4/3, as
observed for HalsaW (sector 150◦-180◦). Both flow distortion and aliasing can be
responsible for such behaviour. In the present case, the three anemometers display
a similar trend for Sw/Su, indicating that flow distortion by the surrounding
vegetation is unlikely to explain the failure of Sw/Su to converge toward 4/3.
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Figure 10: Spectral ratio Sw/Su at SulaNW (sector 165◦-185◦), HalsaW (sector
150◦-180◦), and HalsaE (sector 300◦-360◦) from 01-01-2018 to 31-12-2019. The
black dashed line is 4/3, which is a value representative of the local isotropy in
the inertial subrange.

Table 5: Classification of the result obtained in spectral ratio calculation at fr > 3;
Group– I Sw/Su −→ 4

3 , Group– II Sw/Su > 4
3 , Group– III Sw/Su < 4

3

Mast name Sector Group categories

SulaNW 135-165 II
165-185 II
300-330 II

SulaNE 300-20 II
150-210 II

SulaSW 135-165 II
285-315 II
315-345 I

SulaSE 240-330 I

HalsaW 150-180 III
285-360 I

HalsaE 150-180 III
210-285 I
300-360 I

JulWest 120-195 III
330-360 I

JulEast 120-195 III
210-285 I
300-360 III

Figure 2 shows that aliasing is more important for the u component than for the
w component. Therefore, the presence of aliasing is reflected by the negative slope
of Sw/Su at fr > 1 as seen in the right panel of fig. 10. Without aliasing, the ratio
would likely have converged toward 4/3.
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Figure 11: Along-wind, cross-wind, and vertical velocity spectra estimated at JulE
(sector 210◦-285◦) for the period from 01-01-2018 to 31-12-2019. Top panel: the
spectra are normalized by Eq. (5). Bottom panel: the spectra are normalized by
Eq. (8). The black line is the Kaimal model given from Eq. (9) to Eq. (11).

5.2. Reassessment of the friction velocity as a scaling velocity

Some of the PSDs estimate are systematically above the Kaimal spectra, suggesting
that the friction velocity used is underestimated. The underestimation cannot be
corrected by using the surface friction velocity. Firstly, because the reduction of
the friction velocity from the surface to the measurement height is unlikely to be
large enough to explain the discrepancies observed. Secondly, because the terrain
is heterogeneous, such that the friction velocity at the surface is not representative
of the same roughness as at the anemometer position. Therefore, in this situation,
extrapolation techniques are not recommended.

The adequacy of the local friction velocity u∗ as scaling velocity is investigated
by estimating it with the three different methods summarised in Eqs. (5), (6)
and (8). The dataset from JulE (sector 210◦-285◦) is selected for velocity spectra
indicating a possible bias in the estimation of u∗. The western side of JulE is
characterized by a long fjord fetch, the length of which is the width of Julsundet.
For this sector, the PSDs of the velocity fluctuations showed characteristics from
long-fjord fetch but the imaginary part of the cross-wind spectra showed that the
blocking by the ground or the surrounding hills was not negligible.

Figure 11 shows that the influence of the method to compute u∗ on the
amplitude of the spectra is significant. The method by Klipp (Eq. (6)) does not
show clear difference with the classical method (Eq. (5)). The application of
Eq. (8), on the other hand, leads to PSD estimates that satisfy Eqs. (1) and (2)
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Figure 12: Velocity spectra estimated at HalsaW (sector 285◦-360◦) for the period
from 01-01-2018 to 31-12-2019. Top panel: the spectra are normalized by Eq. (5).
Bottom panel: the spectra are normalized by Eq. (8). The black line is the Kaimal
model given from Eq. (9) to Eq. (11).

by superposing onto each other and with the Kaimal model at high frequencies.
One exception is the Sw spectrum estimated using the data collected by the
anemometer located at 12 m above the ground. These measurements are suspected
to be influenced by the trees or the vegetation around the mast, as stated in [47].
The use of Eq. (8) indicates that surface layer scaling may be applicable in a
Norwegian fjord, providing that it is based on an adequate determination of the
friction velocity used as scaling parameter.

However, the application of Eq. (8) does not always seem adequate as shown by
fig. 12. For the case at hand (HalsaW, sector 285◦-360◦), the underestimation of
the friction velocity is less important than for JulE (sector 210◦-285◦). In addition,
the use of Eq. (5) seems already appropriate as shown by the good agreement
between the Sw spectrum and the Kaimal model in the high-frequency range.
Therefore, in this situation, the application of Eq. (8) would not be recommended.
Choosing the proper method to compute u∗ cannot rely on the argument that the
shear stress u′v′ is non-negligible compared to u′w′ only. One possible reason for
the application of Eq. (8) instead of Eq. (5) might be the presence of a substantial
horizontal mean wind shear, which is considerable in Sulafjorden or Julsundet
compared to Halsafjorden [1]. A further investigation of the turbulent shear stresses
in terms of quadrant analysis [59] might also help to identify situations where
Eq. (6) or Eq. (8) would be preferred to Eq. (5).
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5.3. Co-coherence

Application of the Davenport model

Figure 13 displays the fitted decay coefficients for long-fetch and short-fetch winds.
We remind the reader that the least-square fit is conducted by simultaneously
considering every combination of measurement height. For long-fetch winds, the
decay coefficients are found to vary as follow: 8.4 6 Cuz 6 14.5, 6.6 6 Cvz 6 12.7,
and 3.0 6 Cwz 6 7.3. For short-fetch winds, the decay coefficient are similar as for
long-fetch winds, with 8.5 6 Cuz 6 14.2, 5.7 6 Cvz 6 13.0, and 2.3 6 Cwz 6 4.6,
respectively. The computed Davenport decay coefficients are similar for the two
fetches considered. The range of values found is also similar to those found
by [5], who also focused on two distinctive sectors with different topographic
characteristics.

The decay coefficients estimated at SulaNE for a northwesterly wind coming
from the ocean are remarkably close to those obtained offshore by [19], which were
computed using similar altitudes and separations. This observation suggests that
records obtained on the shore of a mountainous fjord open to the sea may, under
certain conditions, exhibit flow characteristics similar to those observed in the
offshore environment. The northwesterly wind is flowing past the mountainsides at
SulaNW, which may explain why the decay coefficients estimated from this mast
deviate from those obtained at SulaNE. The average values of the decay coefficients
computed in fig. 13 are also similar to those from the handbook N400 for bridge
design in Norway [60], which are Cuz = 10, Cvz = 6.5 and Cwz = 3. However, the
handbook N400 assumes that the decay coefficients are identical for lateral and
vertical separations, which may not be the case in reality, especially in complex
terrain.

Probabilistic approaches have been proposed for several decades to account
for the observed variability of the decay coefficients [29, 61]. Figure 13 show that
the variation of the decay coefficient is not negligible for wind load calculation.
However, this variability is lower than reported in the literature, given the large
variety of fetch and locations included in the present study. Over the last sixty years,
the large scatter of the reported decay coefficients can partly be explained by the
different environmental and experimental conditions. For vertical separations, the
Davenport decay coefficient is known to depend on the spatial separation [62], the
measurement height [45], the terrain roughness [42] and the thermal stratification
of the atmosphere [19, 63]. Besides, the fitted decay coefficient can be biased,
depending on the number of sensors used, the signal-to-noise ratio and the algorithm
considered. Welch’s method [48] is generally used to estimate the co-coherence.
A crucial step for the application of this algorithm is the choice of the number
of overlapping segments, which can significantly affect the value of the decay
coefficient [24, 64]. Finally, it should be noted that the present study focuses on
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Figure 13: Davenport decay coefficient at Sulafjorden, Halsafjorden and Julsundet,
for long-fetch winds (top) and short-fetch winds (bottom).
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the co-coherence, which captures the simultaneous fluctuations of velocity along a
line. However, the decay coefficient is sometimes estimated using the magnitude-
squared coherence, which contrary to the co-coherence, does not converge toward
zero at high-frequencies because it is a biased estimate. Although probabilistic
methods are certainly valuable to assess the variability of turbulence characteristics,
they should be used with caution if the source of uncertainties is unclear.

In the present case, the variability of the decay coefficients is likely due to the
different measurement heights, separation distances between the sensors and the
heterogeneity of the terrain. For example, most of the decay coefficients are slightly
larger in Halsafjorden and Julsundet than in Sulafjorden because the anemometers
on JulE, JulW, HalsaW and HalsaE are closer to the surface than those in
Sulafjorden. The increasing values of the decay coefficients as the measurement
height decreases reflect the presence of smaller eddies close to the surface. A
large mean wind shear may also increase the uncertainties associated with the
estimated decay coefficient because the coherence is a turbulence characteristic that
is meaningful only if the flow is fairly homogeneous. Nevertheless, the dependency
of the decay coefficients on the mean wind speed u is likely small, as suggested by
e.g. [65], because the Davenport model accounts for the change of the coherence
with u.

Application of alternative coherence models

Figure 14 shows the co-coherence estimates for each mast and the wind sectors
selected. The solid lines correspond to a least-square fit with Eq. (19), which
was referred to as the modified Bowen model. The dashed lines correspond to a
least-square fit with the Davenport model.

Per definition, the Davenport coherence model reduces to a single curve when
expressed as a function of fdz/u which is called hereafter Davenport similarity.
Although the application of Eq. (19) leads to a much better modelling of the
vertical co-coherence than the Davenport model, the parameters Ci1 and Ci2 show
also a greater variability than the Davenport decay coefficients. A larger scatter is
expected since a higher number of free parameters than in the Davenport model is
used. A further reduction of the variability of these coefficients could be achieved
by combining separations below 10 m and other closer to 100 m, by increasing
the number of sensors or assessing alternative fitting techniques. However, such
investigations are out of the scope of the present study. In structural dynamics,
the exponential decay function by [66] has the advantage of simplicity. This is
likely the reason why it is adopted by [17] and subsequently in the [60] Handbook.

The modified Bowen model highlights the limits of the Davenport model to
describe the variation of the decay coefficient with vertical separations. If a
floating-bridge with pontoons is constructed in Sulafjorden, the proximity of the
girder with the sea surface may require a reassessment of the Davenport model to
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Figure 14: Along-wind, crosswind and vertical co-coherence for selected masts
at Sulafjorden, Halsafjorden and Julsundet for the period from 01-01-2018 to
31-12-2019. The continuous lines are the fitted modified Bowen coherence model
and the thick dashed lines correspond the Davenport model. In this figure, the
notation Ciz corresponds to Ciz =
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]

where i = {u, v, w}.

adequately capture the spatial correlation of turbulence. A similar reassessment
may be required for the bridge towers, which will be slender structures as high
as 200 m [67]. They will be particularly sensitive to turbulent effects during the
construction phase [68–70]. A preliminary comparison between the Davenport
coherence model and the modified Bowen model was conducted for a vertical
cantilever beam in [41]. The computation of the joint-acceptance functions, which
quantifies the contribution of the co-coherence on the modal load, suggested that
the Davenport model might lead to an overestimation of the turbulent load for the
lowest modes of vibrations. A more detailed comparison for fjord-crossing bridges
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is, however, a topic for future work.

6. Conclusions

The present work complements the investigations carried out in Part – I, which
assessed the integral flow characteristics. Here, we explored the spectral character-
istics of turbulence to highlight the challenges and potential of wind measurements
using met-masts located on the shoreline of the fjords. The understanding of these
flow characteristics will help to identify spectral turbulence models suitable for
wind engineering applications in mountainous terrain. Two years of continuous
wind measurement on eight masts were analysed, at heights between 12 m and 95 m
above ground. The study focused on wind speed relevant to turbulence-induced
load in the context of bridge design, i.e. stationary wind conditions with mean
wind speed u > 12 m s−1. The influence of the local topography on turbulence was
assessed in the frequency space, which led to the following findings:

• The power spectral densities (PSDs) of the along-wind and crosswind com-
ponents, denoted Su and Sv, respectively, displayed a higher amplitude at
low frequencies for long-fetch wind compared to the short-fetch cases. In
contrast, the PSD estimate Sw of the vertical component did not show any
significant influence of the fetch on their low-frequency range. However, the
Sw spectra, estimated in some met-masts and for some specific sectors, have
a much higher spectral peak compared to the Kaimal model. The velocity
spectra estimated for long-fetch wind often showed a double spectral peak
and a spectral plateau.

• The ratio Sw/Su reaches the theoretical value 4/3 on the mast HalsaE for the
sector 300◦-360◦ only. This mast is located in relatively flat terrain, as seen
in Part – I of this study. In some cases, the spectral ratios suggest that high
roughness moves the frequency at which local isotropy is reached beyond
the highest frequency resolved by the anemometers. In several situations,
aliasing, which was highlighted in the PSD estimates, prevented the ratio
Sw/Su from converging toward 4/3.

• The quad-spectrum Im(Suw) and the co-spectrum were often similar, which
highlighted the possible blocking by the ground and/or by the mountain
slopes. In flat terrain or offshore, Im(Suw) is generally much smaller than
Re(Suw), especially when the height increases. For engineering practices,
studying the quad-spectrum could be useful to complement the traditional
terrain classification by the roughness length.

• The friction velocity u∗ was computed using three different methods. The
goal was to identify which one was adequate in complex terrain, assuming
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that surface-layer scaling is applicable in Norwegian fjords. Some of the
normalized PSD estimates, for example on JulE (sector 210◦-285◦), showed
a deviation from surface-layer scaling, which was attributed to biased values
of u∗. In this case, the application of Klipp’s method was not conclusive.
However, in some cases, the use of the norm of all the off-diagonal components
of the Reynolds stress tensors led to normalized PSDs that satisfied surface-
layer scaling, at least in the higher-frequency range. Further work is required
to identify which method to compute the friction velocity is best suited,
depending on the terrain features.

• The study of the vertical coherence of turbulence indicated that the Davenport
decay coefficient did not depend significantly on the upstream topography.
Depending on the sector selected, the averaged values of these decay coef-
ficients are consistent with the N400 handbook [60] and from the offshore
platform FINO1 [19].

• The co-coherence estimates on the same met-mast rarely collapse into a
single curve when expressed as a function of fdz/u, contrary to what is
predicted by the Davenport model. The application of coherence models
derived from [45] and [41] highlighted the dependency of the coherence on
dz and dz2/z (z is the height above the ground and dz is the separation
distance). Therefore, a more detailed assessment of the dependency of the
Davenport decay coefficient on the separation and measurement height may
be required in mountainous terrain.

The study by [1] showed that the integral turbulent characteristics estimated on
the shores of fjord may not be easily extrapolated on their middle part. The present
study elaborates and complements the findings in [1]. Through a spectral analysis,
we showed that the differences between the integral turbulence characteristics in
fjords and in flat terrain were largely due to the low-frequency fluctuations. More
importantly, the high-frequency range of the velocity spectra was found to be
compatible with the model by [11], which is advantageous for modelling purposes.
Besides, the deployment of masts on the shores is also valuable for the safe design
of bridges towers, which will be located close-by. The computation of the mean
flow characteristics from multiple masts on the seaside is also meaningful for the
validation of CFD models [53], which can be used to assess the wind conditions
across the fjord. The combined use of met-mast measurements and numerical
analysis can further be complemented by remote sensing of wind and/or wind
tunnel tests.

The present study indicates that if the fjords are crossed by single-span sus-
pension bridges or floating suspension bridges, the turbulent wind loading on the
main span may be properly modelled using the Simiu & Scanlan model [14] and
the Davenport model with the decay coefficients from the N400 handbook. If
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a floating pontoon bridge is constructed, the blocking by the sea surface may
substantially affect the structure of turbulence and will therefore require a more
in-depth investigation.

7. Acknowledgements

This work and the measurement campaign is financed by the Norwegian Public
Roads Administration as part of the Coastal Highway E39 project in Mid-Norway.
We also want to thank Birgitte R. Furevik, Jørn Kristiansen and Knut Helge
Midtbø (Norwegian Meteorological Institute), Konstantinos Christakos (University
of Bergen), and Adil Rasheed (Norwegian University of Science and Technology)
for providing resources and guidance necessary for this work.



138 Part II – Spectral flow characteristics

References

[1] Z. Midjiyawa, E. Cheynet, J. Reuder, H. Ágústsson, T. Kvamsdal, Potential
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