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Abstract: The selection of instrumentation for data acquisition in physical model studies depends on
type and resolution of data to be recorded, time frame of the model study, available instrumentation
alternatives, availability of skilled personnel and overall budget of the model study. The available
instrumentation for recording bed levels or three-dimensional information on geometry of a physical
model range from simple manual gauges to sophisticated laser or acoustic sensors. In this study,
Structure from Motion (SfM) technique was applied, on three physical model studies of different
scales and study objectives, as a cheap, quicker, easy to use and satisfactorily precise alternative for
recording 3D point data in form of colour coded dense point cloud representing the model geometry
especially the river bed levels in the model. The accuracy of 3D point cloud generated with SfM
technique were also assessed by comparing with data obtained from manual measurement using
conventional surveying technique in the models and the results were found to be very promising.

Keywords: Structure from Motion; physical hydraulic model; river bed morphology; experiments;
instrumentation; photogrammetry

1. Introduction

The use of physical hydraulic models to study different hydraulic phenomena has a
history spanned over a few centuries. Since the fundamental theoretical background on
producing hydraulically similar models were already put forward by past researchers, the
advancement in physical hydraulic modelling since then were mostly focused on measure-
ment, data acquisition and processing technologies. The laboratory instrumentation for
physical hydraulic models have been evolved from simple manual gauges to highly sophis-
ticated acoustic, ultrasonic and laser-based measurement systems [1]. However, various
laboratories around the world still use the simple manual/mechanical instrumentation for
measurements in physical hydraulic models because of their simplicity in operation as well
as in data interpretation and their low logistical cost, though the measurement processes
with those instruments are more time consuming. Whereas, relatively sophisticated thus
expensive instrumentations are more accurate and less time consuming but require high
logistical cost and specialized user expertise for data acquisition and analyses. These
advanced measurement systems can be tailored for semi or fully automatic data acquisition
curtailing the experiment time. However, the availability of instrumentation facilities, skills
of the operator, time and budget for a given experiment ultimately govern the selection of
measurement techniques for the experiment.

Traditional close-range digital photogrammetry was successfully used, in both field
and laboratory measurements, as a cost-effective method to create 3D surface of a topogra-
phy [2–4]. But the traditional photogrammetry is time consuming and the user is required
to have a keen knowledge of mathematical foundations of photogrammetry in order to
reconstruct an accurate 3D model [5]. When 3D laser scanning technology was released, it
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was supposed to completely replace the traditional photogrammetry, because of its accu-
racy and automation level [6]. But recent developments in photogrammetry and computer
vision have made many improvements in the automated extraction of three-dimensional
information from 2D images to generate accurate and dense models. Hence, image-based
techniques are still widely used as the most complete, economical, portable and flexible
method to generate 3D models [7]. Backed by complex algorithms, various commercial
and open-source software are available to implement photogrammetric techniques, most
of which can be used even by non-vision experts [8].

Structure from Motion (SfM) is a widely used photogrammetric technique which
utilizes multi-view 3D reconstruction technology to produce high-resolution 3D models
of a target object from a series of overlapping 2D images [9–11]. The fundamental advan-
tage of SfM over traditional photogrammetry is its capability to automatically determine
geometry of the target object, camera positions and orientation without prior need for a
set of defined control points [9,12,13]. SfM solves these parameters simultaneously using
a highly redundant, iterative bundle adjustment procedure based on a dataset of distinct
features extracted automatically from the given set of images [14]. All the processes in
SfM, from identification of key features to 3D reconstruction of scene geometry, can be
automated which makes it more practical and cheaper alternative compared to traditional
photogrammetry. SfM can be a low-cost but reliable alternative to other sophisticated
measurement techniques also as it can be applied with images taken from low-cost con-
sumer level digital cameras [9,15,16] or even from smartphones and complete processing
can be carried out with freely available tools/software. With easy access to unmanned
aerial vehicles (UAVs) and drones, which can be equipped with camera and sensors, SfM
technique has also been widely used in medium to large-scale terrestrial surveying [17,18].
The accuracy of SfM for generation of high-resolution 3D topography has been validated
by multiple studies [15,19,20] with some results being highly comparable to laser-based
techniques [8,21,22].

The advantages of photogrammetric method over laser scanning are low operation
cost, short data acquisition time, high quality of colour information and scalable 3D point
clouds as output [23]. For example, Lane [3] spent about 8 h just to collect the data, using
a laser sensor on a motorized cart, required to create a DEM with 0.5 mm resolution on
a 0.25 m x 0.25 m area. To achieve the similar output using SfM technique, the required
images can be acquired in few minutes and can be processed to produce 3D models within
a couple of hours. Additionally, SfM technique is capable of producing better detailed 3D
surface since images can be taken from various angles and distances unlike the laser-based
measurements with limited measurement angles. The SfM technique has the potential to
bridge the spatial scales between detailed measurement of small areas and coarser large-scale
measurements [23]. However, SfM technique has some shortcomings like: majority of the
users are not aware of the fundamental mathematics behind it; the accuracy of final output is
hugely affected by lighting conditions during photography; difficulty in reproducing smooth
or transparent surfaces with indistinct features/textures [22,24–26]. SfM technique have
been widely applied in field-scale terrestrial surveying [27,28], geosciences [9,10,15,17,29],
archaeology [30–33] and also in robotics [34–36], real estate and even in film productions.
A few researchers have used it to study fluvial geomorphology in laboratory flumes and
physical river models [3,37–43].

This study presents the evaluation of SfM technique in different model scale case
studies to record 3-dimensional bed topography for different stages of tests and to quantify
the extent and volume of change in riverbed topography in each case studies. In this study,
images were acquired using handheld photography, instead of using camera installed in
fixed orientation on moving trolleys, to reduce the logistical cost and image acquisition
time. With handheld photography, it is also possible to put more focus on important details
by taking images from different angles and distances specially in irregular shaped physical
river models. The objective of this study is to evaluate the applicability of SfM technique
with close range handheld photography in physical hydraulic model studies to capture
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3D topography for each test event and to quantify the changes in riverbed topography.
The applicability of SfM technique was evaluated by comparing the accuracy of 3D point
clouds produced using SfM technique against the manual measurement data acquired
using conventional surveying techniques.

2. Method
2.1. Ground Control Points (GCPs) and Georeferencing

The 3D model produced by SfM technique is created based on relative spatial
relationships among locations of extracted feature points on multiple images taken from
different viewpoints [19]. Therefore, the 3D model output preserves the shape of the target
object but the size is arbitrarily scaled [44]. Hence, georeferencing of the 3D model output
shall be done by transforming it to original scaling and coordinates in reference to a set
of pre-defined ground control points (GCPs). The GCPs with known coordinates shall be
marked on the model before capturing the images. The accuracy in defining these GCPs
is crucial to avoid structural errors in resulting 3D models [15]. The structural errors are
caused by erroneous scaling of the 3D model output in reference to the inaccurately defined
control points. For better results, the GCPs should be distributed in such a way that it
covers all the concerned area [45]. Micheletti [19] recommended to use at least 5 GCPs.
The accuracy of output 3D model can be increased by increasing the number of GCPs [46]
since the accuracy in reproducing elevations in 3D model output increases with decreasing
distance to GCPs [47]. For better accuracy in 3D model output, each GCP should be visible
in at least three images from different viewpoints [9]. It is recommended to define GCPs
beforehand and then process the images for generating 3D model output in actual scaling
and coordinates. However, it is also possible to produce a 3D model output in arbitrary
scaling and coordinates and then transform it into original scaling and coordinates by using
rotation, translation and scaling in reference to the GCPs. If the camera captures geotagged
images, then the GCPs are not required but the accuracy of results may not be satisfactory
for small scale objects [48]. Although scale river models were used in this study, the GCPs
were defined with actual prototype coordinates to avoid ambiguities. Hence, the 3D model
outputs were generated in original prototype scaling and coordinates.

2.2. Image Acquisition

A Sony α6300 (model ILCE-6300) camera was used for capturing images for the
study. It was a mirrorless digital camera with 24-megapixel Exmor RS sensor and 425
phase detection autofocus points. For flexibility and time saving in image acquisition,
the camera was operated in hand-held condition without using tripods or trolleys. Since
handheld camera operation is prone to camera shaking at lower shutter speed resulting
blurry images, the maximum exposure time (associated with slowest shutter speed) was
kept below 1/100 s to avoid ‘motion blur’ effect in images due to camera shaking. The
camera’s aperture was allowed to vary for optimum image exposure under the normal
laboratory lighting condition, which resulted in camera aperture ranging from F9 to F11.
The focal length of the camera lens was fixed at 16 mm. With these settings, the camera
was operated in handheld condition to capture sets of overlapping images from varying
viewpoints and orientations covering the whole study area. Additional closeup images of
important features were taken from different angles to achieve better detailing.

2.3. Digital Photogrammetry

Nowadays various commercial and free software are available to cater the implemen-
tation of SfM technique in different applications. Based on the comparison among different
SfM software made in [49], Agisoft Photoscan was selected for this study. Agisoft Photoscan
(now available as Agisoft Metashape) is a commercial software developed by Agisoft LLC,
Russia. It is a complete package loaded with all the capabilities from processing images
to generating 3D models in form of a dense point cloud, a mesh and a Digital Elevation
Model (DEM). It also includes additional pre-processing and post processing features. It
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is capable of processing both aerial and close-range photographs, and is efficient in both
controlled and uncontrolled conditions. The software has a linear project-based work-
flow [8] consisting of: feature matching and aligning photographs; building dense point
cloud; building mesh; generating texture; and exporting results [50]. In this study, dense
point clouds and DEMs were generated with Photoscan. The quality of dense point clouds
designated as Ultra high, High, Medium, Low and Lowest can be selected in Photoscan to
specify the desired reconstruction quality. Mentioned quality settings were relative to the
resolution of original input images and it provides the users to keep a balance between
the quality of output and the processing time. In this study, we have used “medium”
and “high” quality settings for different case studies. The DEMs were then exported to
compute volume between two point-cloud surfaces using 2.5D volume computation tool
in ‘CloudCompare’ software.

The total processing time is largely determined by specification of the workstation
used and the extent of the study area. In this study, a workstation with Intel® Core™
i7-4790 CPU @3.60GHz processor, 32 GB RAM and 18 GB NVIDIA GeForce GTX 750 Ti
GPU was used.

2.4. Manual Measurements

Manual measurements of a few cross-sections were also carried out in the physical
models using a level machine, a staff gauge and a distance measuring bar with an accuracy
of ±1 mm. These data were used for comparison with the corresponding cross-section
profiles extracted from the 3D model outputs by SfM technique. In addition, a few distances
between random pairs of the established GCPs were also measured manually to assess the
accuracy of SfM output models.

3. Case Studies
3.1. Case Study I: Measurement of Changes in Bed Morphology

In case study I, the SfM technique was applied to record changes in bed morphology
during a physical model study. The objective of the model study was to simulate evolution
of river bed morphology during high sediment transport event and to create a database to
validate a 1D numerical model developed for simulating river morphology in sediment
laden rivers. The study was conducted on a physical hydraulic model representing 1 km
long reach of Trishuli River in Nepal (Figure 1). Trishuli River is a typical Himalayan river
with steep bed gradient which becomes relatively flatter after it crosses Betrawati. The
selected river reach has an average bed slope of about 1:200 and consists of a sharp bend.
The particular reach was chosen for the study since evolvement of river bed morphology is
prominent in reaches with flatter bed gradient and with bends.

The 12.5 m long undistorted Froude scaled model at hydraulic laboratory of Hydro
Lab in Nepal, representing the 1 km long reach of Trishuli river under study, was built
in 1:80 scale. The modelled river channel had a fixed bed which was then filled with
sand to provide a mobile bed having an average longitudinal slope of 1:200, in order to
match the original bed slope in the prototype. The sand used for preparing mobile bed
had median particle diameter (d50) of 0.55 mm, d90 of 1.28 mm and geometric standard
deviation (σg) in particle size of 1.972. Similar sediment was also fed with inlet discharge
during the simulation. It is to be noted that d50 of the prototype sediment is about 0.1 mm
which shall be represented by model sediment with d50 = 1.25 microns to fulfill the scaling
requirements for an undistorted Froude model. But using such a fine sediment in the
model will introduce cohesion in the sediment particles and there is possibility of alteration
of sediment transport phenomena from bed load in the prototype to suspended load in
the model [51]. According to Bretschneider, the particle size of sand in models should
be greater than 0.5 mm [52] to avoid the scale effects due to cohesion between sediment
particles and changes in flow-grain interaction characteristics. Therefore, a model sediment
having d50 = 0.55 mm was used in this study. A steady discharge of 40 L/s (2290 m3/s in
prototype, which is close to the magnitude of 2 years return period flood) was supplied
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into the model with sediment feeding at the rate of 10 kg/min which corresponds to
sediment concentration of 4167 ppm in the flow. The concentration of sediment fed into
the model is about 5 times of average concentration for given discharge as estimated from
the site measurement data. The experiment was run for 140 min (about 21 h in prototype)
only. Due to high sediment concentration and the flatter river bed gradient, most of the
sediment fed with inflow discharge deposited along the channel. The effect of the river
bend was clearly visible with the flow concentrating towards the outer bank (the right
bank) accompanied with small scour on the initially filled sediment bed while most of the
sediment fed was deposited along inner bank (the left bank). A distinct delta front was
witnessed propagating to downstream direction, which can be seen in Figure 2.
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Figure 2. DEMs produced by SfM technique for Case Study I: (a) initial mobile bed; (b) final bed
after test run.

The river-bed topographies of initial bed and final river bed after simulation were
recorded and respective 3D dense point clouds and DEMs were produced in prototype
scale with actual coordinates (meters) and elevations (in masl) using SfM technique. The
quality and size of the output dense point clouds and total processing time for each stage
were given in Table 1.
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Table 1. Processing time and output quality for Case study I.

Stage No. of Images
Time for Feature

Matching and
Alignment

Time to Create
Dense Cloud

Time to Create
DEM

Quality of
Dense Cloud

No. of Vertices
in Dense Point

Cloud

Initial Bed 244 31 min 4 h 18 min medium 30.36 million
After Run 116 46 min 49 min 15 min medium 23.45 million

The DEMs of initial river bed and the river bed after test run are shown in Figure 2a,b
respectively. Total 17 GCPs, 10 in the right bank (R1-R10) and 7 in the left bank (L1-L7),
distributed over the study area (Figure 1) were used for georeferencing the 3D models into
actual coordinates.

The accuracy of these 3D models was investigated by estimating errors in reproduc-
ing 3D location of points, horizontal lengths and cross sections in reference to manual
measurements. Figure 3 shows errors in X, Y and Z coordinates of the selected 17 GCPs
in the 3D model, designated as Ex, Ey and Ez respectively. The locations of these points
were reproduced in the 3D model with maximum deviation below 4 mm in each direction
and the maximum resultant error (ER) was below 5 mm. Likewise, 12 distances between
random pairs of these GCPs were estimated from the 3D model and compared with re-
spective manually measured distances (Table 2). The estimated lengths matched pretty
well against respective measured distances with root mean square error (RMSE) of 1.9 mm
and mean absolute error (MAE) of 1.7 mm. Moreover, 6 cross sections designated as X-1 to
X-6 (Figure 1) were randomly selected over the study area and their cross-section profiles
were extracted from the 3D model output for ‘After run scenario’. These estimated cross
sections were compared with their respective upscaled cross-section data from manual
measurements in the model (Figure 4), which showed that the estimated cross sections
were close to the measured cross sections and had more detailing with abundant points.
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After confirming the accuracy of DEMs produced by SfM technique to be within
acceptable limits, changes in volume of river bed morphology were calculated using the
DEMs generated for initial bed and after run scenarios mentioned above. At the rate
of 10 kg/min for 140 min, total 1400 kg sediment was fed with the inflow discharge
during the test. Using bulk density of the sediment to be 1680 m3/s, the total volume of
sediment added into the system during the test was calculated to be 0.833 m3. Analysing
the difference between DEMs for initial bed and river bed after simulation, it showed
that 0.677 m3 (out of 0.833 m3 sediment fed into the system) sediment was deposited into
whereas 0.125 m3 sediment from initially filled bed was scoured out of the system; which
means total 0.281 m3 of sand was transported to downstream of the modelled river reach.
To check the accuracy in estimating changes in volume, the volume of sediment trapped
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at the outlet tank downstream of the model was measured manually using a calibrated
bucket. The measured and estimated volumes in model scale were 0.292 m3 and 0.281 m3

respectively with a discrepancy of 4% only.

Table 2. Estimated errors in reproduction of selected distances in the 3D model by SfM, Case Study I.

Distance between
GCPs

Distance by Manual
Measurement, mm

Distance from 3D
Model by SfM, mm

Absolute
Discrepancy, mm

LA-R1 1879.15 1877.00 2.2
L1-R2 1861.60 1862.00 0.4
L2-RA 2466.94 2465.00 1.9
L2-R3 2132.04 2135.00 3.0
L5-R5 3793.81 3796.00 2.2
L5-R9 3909.81 3912.00 2.2

L7-R10 2594.69 2597.00 2.3
L6-R9 2543.95 2544.00 0.0
L5-R7 2893.94 2895.00 1.1
L6-R8 2568.95 2571.00 2.0
L4-R6 3245.66 3245.00 0.7
L5-R4 4422.73 4425.00 2.3
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After the satisfactory result from the test, SfM technique was further applied in
full-fledged model study in which intermediate river bed formations at different time
steps during the test were also recorded in addition to the initial and final river bed.
Besides measuring the changes in bed morphology precisely, SfM technique also made it
possible to record the evolution of bed morphology over time by capturing the river bed at
different time steps during the test. Moreover, it provided high resolution river bed data
for creating mesh of initial river bed to be used in numerical modelling. It also provided
high-resolution river bed data for intermediate time steps for validating the results from
the numerical model.

3.2. Case Study II: Evaluation of Sediment Flushing Efficiency

A physical hydraulic model of the headworks of a hydropower project in Khimti
River of Nepal was selected to apply SfM technique in investigating flushing efficacy of
headworks structures. Khimti River is a tributary of Tamakoshi River in Saptakoshi river
basin. The Saptakoshi River is one of the tributaries of the Ganges River. The study area
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covered about 250 m reach of Khimti River upstream of the weir axis (Figure 5). The model
was built as an undistorted fixed bed model on a scale of 1:40 using the Froude’s Model Law.
The headworks design consisted of a free flow type gravity weir, two bed load sluices, a
side intake with eight orifices and a forebay from where water is diverted towards settling
basins through two gated inlet orifices. A general arrangement of the headwork is as
shown in Figure 6. Since Khimti River is a typical Himalayan river with steep gradient, the
hydropower plant was designed as run-off-river type. In such headworks arrangement, the
pool created upstream of the diversion weir is normally insignificant and gets filled with
the incoming sediment in very short time-span of operation. So, the designed headworks
arrangement should be able to flush the sediment deposits around the intake area in order
to avoid entry of bed sediments into the intakes. Regarding this, one of the main objectives
of the model study was to ensure the capability of flushing gates to clean the deposited
sediments from area around the intake upstream of the diversion weir. Since the partial
opening of flushing gates in normal operation condition could not stop sedimentation in
front of intakes, free flushing with annual flood discharge was tested in the model.
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In order to speed up the sedimentation process, the river upstream of the weir was
initially filled with bed sediment up to the sill level of intake orifices. The sand used for
representing the bed load had median particle diameter (d50) of 1.5 mm, d10 = 0.5 mm and
d90 = 10 mm. The sediment fed with the inflow discharge during the test also had the same
composition. The model was run under normal operating conditions for 12 min (1.3 h in
prototype) simulating a river discharge of 14.4 L/s (equivalent to annual flood with the
magnitude of 146 m3/s in prototype) with sediment feeding at the rate of 0.580 kg/min
which corresponds to sediment concentration of 671 ppm in the flow. Then both flushing
gates were opened to allow free gravity flushing of the bed sediment with the annual flood
discharge for 38 min (4 h in prototype). Initial bed before flushing and final bed after
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flushing were photographed and a dense point cloud for each scenario was produced in
prototype scale using SfM technique in reference to 8 GCPs defined over the study area.
The quality and size of dense point clouds produced with their respective processing times
are presented in Table 3. The DEMs generated from the dense point clouds of the two
scenarios are shown in Figure 7.

Table 3. Processing time and output quality for Case study II.

Stage No. of Images
Time for Feature

Matching and
Alignment

Time to Create
Dense Cloud

Time to Create
DEM

Quality of
Dense Cloud

No. of Vertices in
Dense Point

Cloud

Initial Bed 61 6 min 57min 9 min medium 13.21 Million
After Run 74 14 min 1 h 7 min 11 min medium 16.13 Million
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Errors in reproducing both the locations of GCPs and linear distances were calculated
to be below 2 mm in the model as shown in Figure 8 and Table 4 respectively. Finally,
flushing scenario was quantified by analysing the dense point clouds in CloudCompare
software. Evaluating volume changes among dense point clouds for given scenarios, about
88% of sum of deposited sediment volume and volume of sediment fed was found to be
flushed successfully keeping the area around the intake clean from sediment deposits. The
flushed volume of sediment was estimated as a volume difference between dense cloud for
initial bed before flushing and that for final bed after flushing in addition to the volume of
sediment fed during the experiment. The estimated flushed volume of sediment in model
scale was 0.1602 m3 against the measured volume of 0.162 m3 with only 1% of discrepancy.
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Table 4. Estimated errors in reproduction of selected distances in the 3D model by SfM, Case Study II.

Distance between
GCPs

Distance by Manual
Measurement, mm

Distance from 3D
Model by SfM, mm

Absolute
Discrepancy, mm

L1-R1 1550.35 1550.0 0.35
L2-R1 1326.82 1328.0 1.18
L4-R3 1121.20 1121.0 0.20
L5-R5 1858.53 1857.0 1.53
L2-R5 4101.46 4100.0 1.46
R1-R2 851.83 852.0 0.17
R2-R3 911.97 913.0 1.03

In this way, the SfM technique helped to precisely quantify the bed control near intake
structure in physical model studies. The SfM technique was also useful in recording spatial
distribution of the sediment deposits remained upstream of the headworks after flushing,
which was very useful information for the designer to identify the passive zones not
cleaned by the flushing operation and to further modify, if required, the components of
headworks structure to improve its overall performance. However, in this test the flushing
operation was satisfactorily successful as 88% of the sediment were flushed downstream
and the area around the intake was clean of sediment deposit.

3.3. Case Study III: Measurement of Flushing Cone Volume

Finally, the SfM technique was applied on small scale flume experiments to investigate
scour holes, commonly called as flushing cones, created by pressurized flushing of sediment
deposit through a bottom outlet under steady flow conditions. The experimental setup
consisted of a 0.6 m wide horizontal flume with a 50 mm wide rectangular orifice, the
opening height of which was variable, at the centre of the flume. The sill of the orifice was
60 mm above the flume bed. A 120 mm thick layer of plastic grains representing sediment
in the model were filled before the tests. Then a desired discharge was supplied into
the flume without disturbing the filled sediment layer. When the water surface reached
desired level, the bottom outlet was opened for desired opening height, which was meant
to maintain the selected water level for the selected discharge, and pressurized flushing
of the deposits were allowed to form a flushing cone. Once the flushing cone upstream
of the outlet reached an equilibrium, the gate was closed and the flume was drained
slowly without disturbing the cone. Then the flushing cone was measured manually with
a millimeter precise point gauge as well as using SfM technique. Total 7 tests were carried
out for different combination of discharge, water level and opening height of the outlet as
listed in Table 5.

Table 5. Boundary conditions and measured volume of flushing cone for tests conducted in Case Study III.

Test No. Discharge, L/s Water Level, mm
Outlet’s
Opening

Height, mm

Volume of Flushing Cone, ×106 mm3

Absolute
Discrepancy %Manual

Measurement
Measured from 3D

Model by SfM

1 2.5 244 40 1.31 1.27 3.05
2 3.2 352 40 1.54 1.54 0.00
3 3.9 455 40 1.72 1.78 3.49
4 4.3 570 40 1.80 1.77 1.67
5 3.2 264 50 1.48 1.41 4.73
6 3.8 327 50 1.63 1.67 2.45
7 5.0 502 50 1.98 1.99 0.51

Since it was a small-scale flume test, high quality dense clouds were produced ex-
pecting better accuracy. For example, the dense point cloud for Test no. 3 is shown in
Figure 9. The contour plot of flushing cone for Test no. 3 produced by SfM superimposed
on that produced by manual measurements is presented in Figure 10. It shows that the
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flushing cone reproduced with SfM technique is comparable against the one produced by
manual measurement.
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Case study III.

The size of dense point cloud for each test and their respective processing time is
shown in Table 6. The volumes of flushing cones measured manually were compared with
volumes of respective cones estimated by SfM technique as shown in Table 5. The absolute
discrepancy between measured and estimated volumes for all the tests were below 5% of
the measured volume.

Table 6. Processing time and output quality for Case study III.

Test No. No. of Images Total Processing Time to Create Dense
Cloud (hh:mm:ss)

Quality of Dense
Cloud

Points in Dense Cloud
(in Millions)

1 18 00:48:27 high 13.7
2 24 01:08:21 high 15.5
3 18 00:31:38 high 12.6
4 28 01:11:44 high 15.3
5 22 01:03:15 high 14.3
6 30 02:54:23 high 15.8
7 27 02:08:32 high 18.6

After achieving satisfactory precision from the SfM technique for such experiments,
it was further applied in similar tests to produce high resolution point clouds of flushing
cones which was utilized for precisely estimating dimensions and volume of flushing cones.
A number of tests were carried out with varying water level, discharge, opening height of
outlet, thickness of sediment deposit and density of sediment materials. The results from
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the experiments were used to develop empirical relations to predict the length and volume
of flushing cone for relevant input parameters.

4. Discussion of Results

The overall accuracy of SfM technique was estimated to be below 5 mm for reproduc-
ing location of points and below 3 mm for estimating distance measurements in the model.
Between two models in case study I and case study II, accuracy of SfM reproduced models
was found to be coarser for bigger model. It can be justified with expected precision of
derived elevations as defined by Lane [3]:

precision (p) =
physical size o f pixel in image space (de)

f ocal length (c)/camera f lying height (H)
(1)

With de = 4 µm and c = 16 mm, the expected vertical precision for case study I and
II were 0.45 mm and 0.3 mm for camera flying height of 1.79 m and 1.25 m respectively.
According to Lane [3], the best possible spatial resolution is about 5 times coarser than p.
From Equation (1), it can be concluded that the precision will be reduced for bigger model
since camera flying height need to be increased to cover bigger area considering same
camera with similar settings is used. Morgan et al. [37] also concluded that the decrease in
model point count with respect to increase in distance between camera and subject follows
a power law having the exponent value of approximately 2.15. The other way around to
achieve output model with better accuracy is to take more pictures with lower camera
flying height but it will increase the time required for image acquisition and processing.

The precision in estimating volume changes was found to be better (below 5% of
measured values), most probably due to compensation of errors while subtracting two 3D
models (dense point clouds or DEMs). The applicability of SfM method hence depends
on acceptable error or discrepancy, which in turn is governed by scale factor for the
model, objective of the model study and measurement techniques available as alternative.
Analysing the results of this study, it can be concluded that SfM is a quick, economic and
comparatively accurate alternative for manual measurements in the model study. The
acceptability of the precision of SfM technique is entirely subjective. The same precision
could be acceptable for large scale models while on the other hand it might be unacceptable
for small-scale models. Besides scale factor, acceptable precision is also limited by purpose
of the model study. For model studies with objectives to assess bed evolution pattern (case
study I) and to estimate sediment budget (case study II and III), the achieved precision in
each case studies seemed to be satisfactory. Since manual measurement with staff gauges
of 1 mm precision was the only low-cost alternative available in our laboratory to SfM
technique, RMSE error of 1.9 mm in output dense cloud (in model scale) is satisfactory
provided with the fact that SfM technique was quicker and reproduced better detailing of
important features.

The major advantage of SfM technique over manual measurement is the detailing cap-
tured as colour-coded dense point cloud. In general practice with manual measurements,
only a few cross sections are selected over the study area for conducting measurements and
the measured data are interpolated in-between. In such case, there is always possibility
of loss or even mis-interpretation of detailing in between the measured cross sections.
For example, in case study I, the front of sediment deposition was continuously moving
downstream. If the deposition front was in between two measurement cross sections for
a certain time step, then interpolation of manually measured two cross-section profiles
upstream and downstream of that deposition front will not represent the actual pattern.
Therefore, for mobile bed model studies with an objective to study patterns of bed evolu-
tion, SfM technique can ensure higher detailing of the river bed reproduced in 3D model
output. Additionally, SfM technique can be highly beneficial to capture the time-evolution
of the river bed morphology by taking set of photographs at certain intervals of model run
time. It can save a significant amount of time compared to measurements carried out with
manual instrumentation. Though processing time for SfM technique could extend up to
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couple of hours, e.g., more than 4 h for producing 3D dense point cloud of initial filled bed
in Case study I as shown in Table 1, actual man-hour used will be much lower since the
image processing up to production of 3D models can be fully automatized. Moreover, the
total processing time can also be reduced considerably by targeting low or medium quality
of dense point cloud yet ensuring the quality of result will not be compromised.

The results from all three case studies (see Tables 1, 3 and 6) showed that the image
processing time in SfM is not proportional to the number of images to be processed. While
doing trials to produce 3D models of different quality (low, medium and high), it was
observed that the processing time for same set of images increased as the desired output
(dense point cloud) quality was set from low to medium and then to high.

5. Conclusions

SfM photogrammetry technique was successfully applied in three different model
studies to estimate changes in mobile river bed. Free handheld photography was used
for acquiring images which reduced the logistical cost for camera support setup and
also reduced the image acquisition time. The 3D models in form of dense point clouds
were produced with satisfactory precision against manual measurement using lesser time
and human resources. Hence, SfM is recommended as a low-cost and quicker alterna-
tive to manual measurements in physical hydraulic models. However, the selection of
measurement technique is always a trade-off between desired precision, time spent for
measurement and data analysis, and total budget (cost) incurred.
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