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ABSTRACT
A comprehensive understanding of the marine environ-

ment in the offshore area requires phase-resolved wave infor-
mation. For the far-field wave propagation, computational ef-
ficiency is crucial, as large spatial and temporal scales are in-
volved. For the near-field extreme wave events and wave im-
pacts, high resolution is required to resolve the flow details and
turbulence. The combined use of a computationally efficient
large-scale model and a high-resolution local-scale solver pro-
vides a solution the combines accuracy and efficiency. This ar-
ticle introduces a coupling strategy between the efficient fully
nonlinear potential flow (FNPF) solver REEF3D::FNPF and
the high-fidelity computational fluid dynamics (CFD) model
REEF3D::CFD within in the open-source hydrodynamics frame-
work REEF3D. REEF3D::FNPF solves the Laplace equation to-
gether with the boundary conditions on a sigma-coordinate. The
free surface boundary conditions are discretised using high-order
finite difference methods. The Laplace equation for the veloc-
ity potential is solved with a conjugated gradient solver pre-
conditioned with geometric multi-grid provided by the open-
source library hypre. The model is fully parallelised following
the domain decomposition strategy and the MPI protocol. The
waves calculated with the FNPF solver are used as wave genera-

∗Address all correspondence to this author.

tion boundary condition for the CFD based numerical wave tank
REEF3D::CFD. The CFD model employs an interface capturing
two-phase flow approach that can resolve complex wave struc-
ture interaction, including breaking wave kinematics and turbu-
lent effects. The presented hydrodynamic coupling strategy is
tested for various wave conditions and the accuracy is fully as-
sessed.

INTRODUCTION
In the last decade, the use of computational fluid dynamics

(CFD) based numerical wave tanks (NWT) for the simulation of
wave hydrodynamics has been significantly increasing. Promi-
nent examples of this development are the papers by Jacobsen et
al [1] which introduced the wave generation toolbox waves2foam
to OpenFOAM and Higuera et al. [2] which presented a simi-
lar modification to the open-source CFD model as well. Several
commercial CFD codes exist which offer the capability to gener-
ate waves, such as for example StarCCM+ [3] [4].

Another NWT that solves the Navier-Stokes equations is
REEF3D, which employs the level set method for the free sur-
face together with high-order discretization schemes [5]. These
type of models share the idea of solving wave hydrodynamics
as two phase flow together with interface capturing. With this
approach, the free surface can be deformed beyond the point of
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breaking and demanding wave problems can be solved. Exam-
ples are breaking wave interaction with monopiles [6], complex
structures [7] and strong deformations of the free surface to due
the impact of moving solid structures [8].

Some of the advantages of the CFD based NWTs are their
ability to resolve the complex free surface under breaking waves
as well as considering viscous effects. On the other hand,
for pure wave propagation over long distances with or without
breaking, they can be less than ideal as the grid and time step
requirements lead to relatively high use of computational re-
sources. For wave propagation in wave tanks or wave basins
aways from structures, the effects of wave breaking need to
be accounted for but are not required to be fully resolved as
is the case around structures where the breaking wave impact
leads to significantly increased wave forces. Instead, the effect
of the breaking waves can be incorporated through a modifica-
tion of the wave kinematics mimicking the energy dissipation
that takes place in the breaking process. As a consequence,
an efficient one-phase potential flow solver is an attractive op-
tion for the phase-resolved far-field wave solution. In several
papers, Engsig-Karup et al. have highlighted the possibilities
of finite differences based fully-nonlinear potential flow mod-
els, see e.g. [9] [10] [11], a type of wave model first introduced
by [12]. More recently, a fully-nonlinear potential flow (FNPF)
model was incorporated in the open-source hydrodynamics suite
REEF3D [13] [14]. REEF3D::FNPF makes use of the high-
order spatial and temporal discretization schemes and the high-
performance capabilities for parallel computing available in this
framework.

The idea is to utilized each model to their advantage, i.e. em-
ploying the potential flow solver for the far-field, while resolving
the breaking wave with a two-phase flow CFD solver. Paulsen
et al. [15] have shown the possibility of coupling OceanWave3D
with OpenFOAM for focused breaking wave impact with a cylin-
drical structure. Baquet et al. [16] combined the in-house po-
tential flow solver TPNWT with the commercial CFD software
StarCCM+ for three-hour irregular wave simulations in a two-
dimensional wave tank.

In most previous studies, the potential flow solver and the
CFD solver are often provided by different developers. This
requires the engineers to understand the numerical architecture
of both models and the interface between the solvers tends to
be more challenging. In this paper, the different solvers of the
same open-source hydrodynamics software REEF3D are cou-
pled, REEF3D:FNPF for the non-linear wave propagation and
REEF3D:CFD for the breaking wave modeling. Since both
solvers are part of the same numerical framework, the numerics
are more consistent and the coupling interface can be more robust
and straightforward. For most practical purposes, only one-way
coupling is required where the potential flow solution prescribes
the wave boundary condition in the viscous solver. At first, a
validation study is performed for a two-dimensional numerical

wave tank with regular waves. Here, the numerical results are
compared with analytical wave solutions. Then, breaking waves
over a submerged reef [17] are calculated. The numerical results
for the breaking wave case are compared with experimental data
from large-scale wave flume experiments.

NUMERICAL MODEL
REEF3D::FNPF

The fully non-linear potential flow model REEF3D::FNPF is
based on the idea of using finite difference discretization schemes
on three-dimensional grids. Several simplifications are made,
such as inviscid, irrotational and incompressible flow, and as
such the governing equation for the flow is the Laplace equation:

∂ 2Φ

∂x2 +
∂

2
Φ

∂y2 +
∂

2
Φ

∂ z2 = 0 (1)

As an elliptic equation, the Laplace equation for the flow po-
tential is fully governed by the boundary conditions, which are
required on all domain boundaries for the velocity potential Φ.
Simple Neuman boundary conditions are used at walls or inflow
wave generation (non-relaxation zone type). Kinematic bound-
ary conditions for the potential are required at the bed, where the
fluid particle cannot penetrate the solid boundary:

∂Φ

∂ z
+

∂h
∂x

∂Φ

∂x
+

∂h
∂y

∂Φ

∂y
= 0, z =−h. (2)

The boundary conditions at the free surface require special
attention. The fluid particles should remain at the free surface
at the same time as the pressure at the free surface is equal to
the atmospheric pressure. Resulting from this, the kinematic free
surface boundary condition for the free surface elevation η are
formulated [12]:

∂η

∂ t
=− ∂η

∂x
∂ Φ̃

∂x
− ∂η

∂y
∂ Φ̃

∂y

+ w̃

(
1+
(

∂η

∂x

)2

+

(
∂η

∂y

)2
)
,

(3)

For the free surface velocity potential Φ̃, the dynamic free
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surface boundary condition is defined as:

∂ Φ̃

∂ t
=− 1

2

(∂ Φ̃

∂x

)2

+

(
∂ Φ̃

∂y

)2


+
1
2

w̃2

(
1+
(

∂η

∂x

)2

+

(
∂η

∂y

)2
)
−gη .

(4)

where x = (x,y) represents the horizontal location and w̃ is
the vertical velocity at the free surface.

With the boundary conditions in place, the Laplace equa-
tion is then solved solved with a finite difference scheme on a
σ -coordinate grid. The Laplace equation is solved with the con-
jugated gradient BiCGStab solver [18] preconditioned with the
geometric multigrid solver PFMG [19] provided by the open-
source linear solver library hypre. The σ -coordinate is trans-
ferred from a Cartesian grid following:

σ =
z+h(x)

η(x, t)+h(x)
(5)

Through the sigma coordinate transformation, the velocities
can be calculated as follows, once the velocity potential Φ is ob-
tained:

u(x,z) =
∂Φ(x,z)

∂x
=

∂Φ(x,σ)

∂x
+

∂σ

∂x
∂Φ(x,σ)

∂σ
, (6)

v(x,z) =
∂Φ(x,z)

∂y
=

∂Φ(x,σ)

∂y
+

∂σ

∂y
∂Φ(x,σ)

∂σ
, (7)

w(x,z) =
∂σ

∂ z
∂Φ(x,σ)

∂σ
. (8)

The waves are generated at the wave generation zone using
the relaxation method [20], as shown in Eqn. (9). In the wave
generation zone, the free-surface elevation and velocities are
ramped up to the designed theoretical values. At the numerical
beach for the numerical wave tank without structures, a reverse
process takes place and the flow properties are restored to
hydrostatic values following the relaxation method using an
improved relaxation function [21]. For the cases where breaking
occurs, the post-breaking waves are absorbed with active wave
absorption [22].

Γ(x̃) = 1− e(x̃
3.5)−1
e−1

f or x̃ ∈ [0;1] (9)

where x̃ is scaled to the length of the relaxation zone.
The spatial discretization of the free surface elevation and
velocity potential in the kinematic and dynamics frees surface
boundary conditions are solved with the fifth-order WENO
(weighted essentially non-oscillatory) scheme [23]. This
scheme can handle large gradients accurately by considering
the local smoothness and weighting the different ENO stencils
accordingly, with the smoothest stencil assigned the largest
weights. For the time treatment, a third-order accurate TVD
Runge-Kutta scheme [24] is used. Adaptive time stepping is
used in order to determine the time step size while keeping a
constant CFL number which is based on phase velocity. The
model is fully parallelized following the domain decomposition
strategy, employing parallel communication via MPI (Message
Passing Interface).

REEF3D::CFD
The incompressible fluid flow is described by the

three-dimensional Reynolds-Averaged Navier-Stokes equations
(RANS), which are solved together with the continuity equation
for prescribing momentum and mass conservation: The viscous
fluid solver REEF3D::CFD calculates the wave field using the
continuity and Navier-Stokes equations as governing equations:

∂ui

∂xi
= 0 (10)

∂ui

∂ t
+u j

∂ui

∂x j
=− 1

ρ

∂ p
∂xi

+
∂

∂x j

[
(ν +νt)

(
∂ui

∂x j
+

∂u j

∂xi

)]
+gi

(11)
where u is the velocity averaged over time t, ρ is the fluid

density, p is the pressure, ν is the kinematic viscosity, νt is the
eddy viscosity and g the acceleration due to gravity.

In the current paper Reynolds-Averaging is performed and
consequently, the the eddy viscosity νt in the RANS equations
is calculated through the two-equation k-ω model [25]. This tur-
bulence model consists of the two equations for the turbulent ki-
netic energy k and the specific turbulent dissipation ω:

∂k
∂ t

+u j
∂k
∂x j

=
∂

∂x j

[(
ν +

νt

σk

)
∂k
∂x j

]
+Pk−βkkω (12)

∂ω

∂ t
+u j

∂ω

∂x j
=

∂

∂x j

[(
ν +

νt

σω

)
∂ω

∂x j

]
+

ω

k
αPk−βω

2 (13)

Copyright © 2021 by ASMEV008T08A008-3

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/O

M
AE/proceedings-pdf/O

M
AE2021/85185/V008T08A008/6780677/v008t08a008-om

ae2021-62185.pdf by N
TN

U
 U

niversitets Biblioteket user on 04 M
arch 2022



where Pk is the turbulent production rate, the empirical co-
efficients are defined as α = 5

9 , βk =
9

100 , β = 3
40 , σk = 2 and

σω = 2.
At the free surface, the turbulent length-scales are sup-

pressed, in effect dissipation turbulent kinetic energy [26]. As
this physical phenomena is not directly incorporated in the k-ω
model, the specific turbulent dissipation at the free surface needs
to be defined as shown and validated in [5] and [27]:

ωs =
c
− 1

4
µ

κ
k

1
2 ·
(

1
y′
+

1
y∗

)
(14)

where cµ = 0.07 and κ = 0.4. The variable y′ is the virtual
origin of the turbulent length scale, and was empirically found to
be 0.07 times the mean water depth [28].

The pressure as the driving force of the fluid flow is modeled
with Chorin’s projection method [29] for incompressible fluids.
Following this strategy, the pressure gradient is removed from
the momentum equations in the first step. The updated velocity
after each Euler step of the time discretization is the intermediate
velocity U∗i . The Poisson equation for pressures is formed by
calculating the divergence of the intermediate velocity field:

− ∂

∂xi

(
1

ρ (φ n)

∂ p
∂xi

)
=− 1

∆t
∂u∗i
∂xi

(15)

As the Laplace equation in REEF3D::FNPF, the Poisson equa-
tion is solved with hypre’s conjugated gradient BiCGStab solver
[18] preconditioned with the geometric multigrid solver PFMG.
The new pressure corrects the velocity field, making it diver-
gence free. The convective terms of the RANS equations are
discretized with the fifth-order WENO scheme [23] in the con-
servative finite-difference framework. For the time treatment of
the momentum and the level set equations, a third-order accurate
TVD Runge-Kutta scheme is employed, consisting of three Euler
steps [24].

φ
(1) = φ

n +∆tL(φ n)

φ
(2) =

3
4

φ
n +

1
4

φ
(1)+

1
4

∆tL
(

φ
(1)
)

φ
n+1 =

1
3

φ
n +

2
3

φ
(2)+

2
3

∆tL
(

φ
(2)
) (16)

All variables are solved on a Cartesian mesh, ensuring tight
velocity pressure coupling. In case of solid structures, an im-
mersed boundary method is used through the implementation of
ghost cells [30].

The free surface is captured with the level set function [31],
which is defined as a singed distance function:

φ(~x, t)


> 0 i f ~x ∈ phase 1
0 i f ~x ∈ Γ

< 0 i f ~x ∈ phase 2
(17)

The Eikonal equation |∇φ | = 1 is valid, ensuring that the
distance function property is achieved. The level set function is
coupled with the flow solver through the convection equation for
the level set function:

∂φ

∂ t
+u j

∂φ

∂x j
= 0 (18)

The convection term in Eq. (18) is solved with the Hamilton-
Jacobi version of the WENO scheme [32]. For time stepping,
the third-order TVD Runge-Kutta scheme is used [24]. In order
to continuously maintain the signed distance property and mass
conservation, a PDE based reinitialization equation is solved
[33]:

∂φ

∂ t
+S (φ)

(∣∣∣∣ ∂φ

∂x j

∣∣∣∣−1
)
= 0 (19)

where S (φ) is the smoothed sign function [34].

Hydrodynamic Coupling
In this paper, a one-way hydrodynamic coupling (HDC) ap-

proach is presented. The velocities and free surface elevation
from the non-viscous potential flow solver are transferred to the
viscous solver. In the process, the grid generator DIVEMesh
in the open-source hydrodynamic framework REEF3D is used
to interpolate the flow information stored in the σ -grid from
the non-viscous solver to the Cartesian grid in the viscous CFD
solver. A linear interpolation scheme is applied in the current
studies. After the flow information is collected and interpolated,
DIVEMesh decomposes the computational domain from the N1,
the number of sub-domains in the non-viscous potential flow re-
gion, to N2, the new number of sub-domains to be used in the
CFD domain. This allows for flexible combinations of parallel
computations in the non-viscous and viscous domains. A cou-
pling zone following the relaxation method is arranged at the
inlet boundary of the CFD domain to initialise the flow informa-
tion obtained from the non-viscous model and propagate waves
to its computational domain. The pressure filed is, however, not
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prescribed in the coupling zone inside the CFD domain. Sim-
ilarly, the velocity field in the air phase in the CFD domain is
not prescribed. The hydrodynamic pressure and the air velocities
are calculated automatically in the CFD domain using the given
flow information from the non-viscous model. This reduces the
sensitivity at the coupling boundary in the CFD domain while
maintaining accuracy.

A flow chart that summarises the HDC process in REEF3D
is presented in Fig. 1.

Sigma-grid -> Cartesian gridLinear interpolation:

u,v,w

surface elevation

Sigma-grid

N1 processors

DIVEMesh

REEF3D::FNPF

Linear interpolation: Sigma-grid -> Cartesian grid

Re-decomposition:    N1->N2 processors

Cartesian grid

N2 processors

Relaxation method

REEF3D::CFD

FIGURE 1: Hydrodynamic coupling (HDC) procedure imple-
mented in REEF3D.

RESULTS
Empty Wave Tank

In the first step, the hydrodynamic coupling procedure is
tested with a two-dimensional (2D) wave propagation over con-
stant water depth. A 2nd-order Stokes wave with a wave height
of 0.1 m and a wave length of 4 m over a water depth of
2 m is generated in the fully nonlinear potential flow solver
REEF3D::FNPF. The numerical wave tank of the potential flow
domain is 100 m long in the direction of wave propagation. A
one-wavelength wave generation (WG) zone using the relaxation
method is located at the inflow boundary and a two-wavelength
numerical beach (NB) is arranged at the outflow boundary. The
CFD domain starts from Xc = 60 m, where the hydrodynamic
coupling takes place, until the end of the numerical wave tank.

As a result, the CFD domain is only 40 m long in the wave prop-
agation direction. A one-wavelength hydrodynamic coupling
zone is used to initialise the flow information from the poten-
tial flow model following the relaxation method used in the wave
generation zone. The potential flow model simulates 200 s wave
propagation while the CFD model obtains the flow information
from tc = 100 s and simulates the wave propagation for 80 s.
The schematics of the numerical wave tank set-up for the FNPF
domain and the CFD domain is illustrated in Fig. 2.

WG NB FNPF

CFDNBHDC

Xc

FIGURE 2: Schematics of the numerical wave tank set-up of the
FNPF and the CFD domains for the simulation of wave propaga-
tion over constant water depth. WG stands for the wave genera-
tion zone, NB is the numerical beach, HDC represents the hydro-
dynamic coupling zone between the models and Xc is the location
where the coupling procedure and the CFD domain starts.

In the potential flow domain, the horizontal cell size is 0.1
m and 12 cells are arranged in the vertical direction. The 200
s simulated is performed with 4 processors (2.7GHz Intel Xeon
E5) for 231 s. In the CFD simulation, a uniform cell size of 0.04
m is used. The 80 s simulation takes 1588.6 s in the CFD domain
with 12 processors of the same type. The simulated time history
of the free surface elevation in the potential flow domain and the
HDC domain are compared at the coupling boundary at x = 60
m and near the end of the wave tank at x = 90 m, as shown in
Fig. 3.

It is seen that both the potential flow simulation and the HDC
simulation produce high quality wave field that match the wave
phase as well as wave amplitude provide by the wave theory. The
surface elevation time history in the CFD domain overlaps with
the FNPF domain, indicating little error in the coupling process.

However, the coupling process might be sensitive to the con-
figuration of the coupling zone. In the following test, differ-
ent Lc, length of the coupling zone, are investigated. The sur-
face elevation time histories at x = 90 m are compared with
Lc = 0.25λ ,0.5λ ,λ and 2λ , where λ is the wavelength. The
comparison is shown in Fig. 4. It is seen that the wave phase
is shifted when only 0.25 wavelength is used for the coupling
zone and the wave amplitude is amplified when 0.5 wavelength
is used. In order to obtain an accurate representation of the wave
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propagation, at least one wavelength is required for the coupling
zone.

Breaking Wave
One of the limitations of non-viscous models is the lack of

ability to represent strong overturning breaking waves. In this
case, only viscous CFD models are able to capture the compli-
cated overturning wave crest geometry. The hydrodynamic cou-
pling (HDC) combines the fast computational speed of the non-
viscous potential flow model and the ability of reproducing over-
turning breaking wave crest of the viscous CFD model. This dis-
tinguishes the HDC approach to be advantageous and attractive
for many engineering problems, especially when both large-scale
wave propagation and local-scale wave breaking are important
considerations. In this section, wave breakings over a submerged
reef are simulated using both the potential flow approach and the
HDC approach. The numerical setup follows the experiment at

175 180 185 190 195 200
-0.05

0

0.05
FNPF HDC Theory

(a) x = 60 m

175 180 185 190 195 200
-0.05

0

0.05
FNPF HDC Theory

(b) x = 90 m

FIGURE 3: Comparison of the wave surface elevation time his-
tory in the simulation of wave propagation over constant water
depth. (a) at x = 60 m, (b) at x = 90 m.

190 191 192 193 194 195 196 197 198 199 200

time (s)

-0.05

0

0.05

0.1

w
av

e 
el

ev
at

io
n
 (

m
)

FNPF HDC-025 HDC-050 HDC-100 HDC-200 Theory

FIGURE 4: Comparison of free surface elevation time history
in the simulations of regular wave propagation over constant
water depth using different lengths of hydrodynamic coupling
zone. HDC-025, HDC-050, HDC-100 and HDC-200 represent
the cases with the lengths of hydrodynamic coupling zone equal
to 0.25, 0.5, 1.0 and 2.0 wavelengths.

the Large Wave Flume (GWK), Hannover, Germany by Mo et
al. [35] and Irschik et al. [17]. The longitudinal length of the nu-
merical wave tank is 300 m, the water depth at the wave genera-
tion zone is 3.8 m. A submerged reef with a slope of 1:10 starts
at 179 m from the wave generation one and rises up to 2.3 m at
x = 201 m, while remaining constant afterwards til the end of the
numerical wave tank. In the potential flow FNPF domain, a wave
generation zone is arranged at the inlet boundary and a numerical
beach is arranged at the outlet boundary. The CFD domain starts
at the coupling locations marked as Xc and a HDC zone is used
to transfer the flow information from the potential flow domain
to the CFD domain. The outlet boundary of the CFD domain
stops at x = 210 m, after the wave breaking take place. Here, an
active absorption method is used at the outlet boundary to elim-
inate unwanted wave reflection at the shallow water region. The
schematics of the numerical wave tank setup is shown in FIg. 5.
In the first test, the coupling location is arranged to be ahead of
the beginning of the underwater slope at Xc = 150 m. The flow
information at 50 s is used as input in the CFD domain. A hor-
izontal cell size of 0.5 m is used in the FNPF domain, together
with 15 cells in the vertical direction. The simulation of 140 s is
finished in 106 s with 4 processors (2.7GHz Intel Xeon E5) using
the potential flow model. In the CFD domain, a Cartesian grid
with a uniform cell size of 0.05 m is used. For a duration of 50 s,
the simulation is finished in 1.48 h with 12 processors the same
as those used in the potential flow simulation.

WG
FNPF

CFD

NB

HDC

Xc

FIGURE 5: Schematics of the numerical wave tank set-up of the
FNPF and the CFD domains for wave breaking over a submerged
reef.

The simulated surface elevation time histories at several dif-
ferent locations on the slope are compared among the potential
flow simulation, the hydrodynamic coupling simulation and the
experimental measurements, as shown in Fig. 6. As can be seen,
the time histories are generally in good agreement with each
other both in terms of wave phase and amplitude. However, no-
ticeable differences at the wave breaking location near x = 201 m
can be observed in Fig. 6c and the close-in view in Fig. 6d. First,
the HDC simulation achieves an identical surface elevation with
the experiment at the spilling breaker at t = 82.7 s. The steep
wave front is well preserved in the HDC model while the po-
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tential flow model starts to dissipate energy slightly prematurely
when the wave breaker is detected. More visible differences are
seen at t = 90.3 s where a plunging breaker takes place. Here,
the HDC simulation captures a much steeper wave front that re-
sembles the measurements, though a slightly lower crest height
is observed due to the unstable nature of the wave breaker crest.
The potential flow model predicts a similar wave crest height, but
fails to represent the steep wave front. The time history shows
that the HDC approach is much more appropriate for the study
of slamming loads on structures.

60 65 70 75 80 85 90 95 100

-0.5

0

0.5

1

1.5

FNPF HDC EXP

(a) x=197.1 m

60 65 70 75 80 85 90 95 100

-0.5

0

0.5

1

1.5

FNPF HDC EXP

(b) x=198.1 m

60 65 70 75 80 85 90 95 100

-0.5

0

0.5

1

1.5

FNPF HDC EXP

(c) x=201.0 m

80 82 84 86 88 90 92 94 96 98 100

-0.5

0

0.5

1

1.5

FNPF HDC EXP

(d) x=201.0 m (close-in view)

FIGURE 6: Comparison of the free surface elevation time his-
tory at different locations among REEF3D::FNPF, hydrody-
namic coupling in REEF3D::CFD and experimental measure-
ments for wave breaking over a submerged reef.

In order to confirm the wave breaking scenarios and demon-
strate the complicated breaking wave crest geometry, the simu-
lated wave fields from both the potential flow NWT and the HDC
NWT are shown in Fig. 7 and Fig. 8 for t = 82.7 s and t = 90.3 s
respectively. Here, significant differences are observed between

the two simulations. The steep wave front is well preserved and
presented in Fig. 7b in comparison to Fig. 7a for the spilling wave
breaker at t = 82.7. In Fig. 8, the plunging wave breaker with an
over turning wave crest at t = 90.3 is represented in the HDC
simulation while the geometrical feature is lost in the potential
flow simulation. The comparison confirms the wave breaking
scenarios as can be derived from the surface elevations and re-
assures the advantage of the HDC approach for breaking wave
simulations. The CFD domain is only between 150 m and 210 m
in the current setup, which is only 1/5 of the entire experimental
setup. As a result, the computational cost of the HDC approach
is also nearly only 1/5 that of using the CFD simulation alone.

(a)

(b)

FIGURE 7: Spilling wave breaker at 82.7 s rendered with velocity
magnitude in the simulations at (a) in REEF3D::FNPF domain
and (b) in REEF3D::CFD domain.

However, it is also noted that the HDC approach is sensitive
to the choice of the coupling locations. The numerical coupling
needs to consider the critical wave events. If the coupling takes
place too early, the advantage of minimising computational cost
is reduced. If the numerical coupling takes place too late, the
CFD domain might have received flow information after the crit-
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(a)

(b)

FIGURE 8: Plunging wave breaker at 90.3 s rendered with ve-
locity magnitude in the simulations at (a) in REEF3D::FNPF do-
main and (b) in REEF3D::CFD domain.

ical wave events, and thus loose the advantage of capturing the
complicated viscous and turbulent wave phenomena. To demon-
strate this effect, the HDC simulations with different coupling lo-
cations Xc = 150,170 and 190 m are used and the time histories
at x = 201 m are compared in Fig. 9. It is seen that the numerical
simulations with Xc = 150 and 170 m produce similar results and
the steep wave fronts at breaking waves are represented. How-
ever, if the flow information is transferred to the CFD domain at
Xc = 190 m, the breaking waves are not well represented and the
numerical results from he HDC approach are nearly identical as
the potential flow simulation.

CONCLUSION
The presented article describes the procedure to perform

one-way hydrodynamic couplings (HDC) between a non-viscous
fully nonlinear potential flow solver and a viscous CFD solver
within the open-source hydrodynamic framework REEF3D. The
velocities and free surface elevation from the potential flow
solver on a σ -grid are transferred to the CFD domain as inputs.
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FIGURE 9: Free surface elevation time history at x = 201.0 m
with different hydrodynamic coupling locations for wave break-
ing scenarios over a submerged reef.

The grid generator DIVEMesh in the REEF3D framework in-
terpolates the flow information into Cartesian grid in the CFD
domain and re-decomposes the computational domain to allow
parallel computations with different numbers of processors in the
non-viscous and viscous models. A relaxation method is used to
initialise the flow information from the potential flow domain and
propagate the waves in the CFD domain.

The study of wave propagation over a constant water depth
proves the effectiveness and accuracy of the presented HDC
method. It also shows the sensitivity of the coupling zone length
on the quality of the wave field in the CFD domain. The study on
wave breaking over a submerged reef confirms the advantage of
the HDC approach by combining the computational efficiency of
the non-viscous potential flow solver and the ability to represent
strong overturning breaking waves of the viscous CFD solver.

In general, the presented HDC approach within REEF3D is
seen to be effective and accurate. In the future, high-order inter-
polation methods are to be explored to further increase the flexi-
bility and accuracy at the coupling boundary.
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