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Portland based cement is one of the most popular materials used in the civil and construction applica-
tions. Reliable computational methods to provide an insight into the underlying mechanics of the major
phases of this material are of great interest for cement design. The present work investigated the perfor-
mance of density functional theory (DFT) calculations using the PBE-D2 method to predict the mechan-

ical, thermodynamic properties of four major phases namely Alite C3S, Belite C,S, tricalcium aluminate
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C3A and tetracalcium aluminoferrite C4AF. The calculated elastic properties were in a good agreement
with available experimental data. In addition, a deeper insight into the electron density of state, spin-
polarization, atomic charge, as well as free energy and entropy properties were also presented. Further
development is necessary to improve the established DFT models for predicting the mechanical proper-
ties of the ferrite phase of Portland clinker.

© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Portland cement remains by far the most common and promi-
nent type of cement in general use around the world today. It is
not only widely used in the civil and construction application as
binding material but also in cementing O&G and geothermal wells.
This cement was invented in the early 1800s, as a product of
extreme-heating limestone (CaCOs;) with other materials (e.g.
clays) in a process called calcination. The resulting hard substance,
called 'clinker’, is then ground into a small powder to produce Port-
land cement. Portland cement clinker contains four principal min-
erals, namely Alite C3S, Belite (C,S), tricalcium aluminate C3A and
tetracalcium aluminoferrite C4AF. Alite C3S represents the most
crucial phase of Portland cement clinker, constituting of approxi-
mately 65% of the total clinker weight. This phase is responsible
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for short-term properties and early strength of the cement paste.
The second important phase is Belite (C,S), constituting of about
15% of the total clinker weight, has most influence on long-term
cement properties. C3A and C4AF are of secondary importance in
comparison to C3S and C,S on cement properties[1]. In addition
to these chemical compounds, some other resulting phases are also
formed in the clinker phase. They are results from existing less-
important oxides in the primary materials. These phases, however,
do not play significant roles on the final mechanical properties of
cement paste. Understanding mechanical properties of the four
principal Portland cement phases is crucial to progressively
improve the production of cement hydrates and enhance the sub-
sequent performance of cemented structures.

Getting an insight into microstructure and properties of these
constituents at the nanoscale level is fundamentally important
for a deeper understanding of cement materials. However, given
the experimental limitations, very few data concerning mechanical
features of Portland clinker phases can be found in the open liter-
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ature [2,3]. In the work of Velez et al. [2], the elastic behaviour of
the main clinker phases were investigated both at the microscopic
scale by nanoindentation and at the macroscopic scale by the res-
onance frequencies technique. At the microscopic scale, the elastic
Young’s moduli of the four main phases were reported to be
between 125 GPa and 145 GPa. The elastic moduli were found to
be a function of the bulk porosity of the samples. By extrapolating
to zero porosity, the macroscopic scale results were shown to be in
a good agreement with the results obtained at the microscopic
scale by nanoindentation. More recently, Sebastiani et al. [4] have
adopted a more advanced technique of high resolution and high-
speed nanoindentation to probe that the elastic modulus of the
hydrated C-S-H phase is independent of hydration time. Another
study was conducted by Boumiz et al. [3] in which the transmis-
sion of ultrasonic wave method was employed to calculate the
C3S elastic modulus. However, there is still a lack of a systematic
understanding of the mechanical properties of Portland clinker,
and yet many properties and interactions of cement pastes are
remained unexplored due to the cost required for extensive testing
or due to the current limitations of experimental techniques.

Advanced modelling and simulations methods have demon-
strated a great potential to expand the fundamental knowledge
of cement phases, thereby identifying the key parameters and
reducing the tests quantity necessary for material development.
Among the available modelling techniques, molecular dynamics
using force field methods is very effective to simulate different
compounds and relate those to the mechanical properties of mate-
rials. These approaches have recently been used in various struc-
tures and scientific works. In several studies, Manzano et al. [5-
7] have used classical force field atomistic methods to investigate
the elastic and reactivity properties of Cs3S, C,S and CzA. In their
recent examination, the authors even used the combination of clas-
sical and quantum mechanical simulation methods to study the
detailed physicochemical changes of the clinker phases C3S and
C,S when guest ions are incorporated into their structure [8]. In
another work performed by Mishra et al. [9,10], molecular dynam-
ics simulation was additionally used to estimate properties of CsS.
Although molecular dynamics seems to be an effective tool to
understand the microstructure behaviour of cement phases, the
choice of force field methods has a great impact on the resulting
mechanical properties, as recently demonstrated by the work of
Tavakoli et al. [11]. More recently, Mishra et al. [12] reviewed
the performance of several force fields such as CSH-FF [13], IFF
[14] and ReaxFF [15] to reproduce physical and chemical proper-
ties of C3S and other cementitious systems and discussed the
strength and limitations of each force field. Application of the FF
to calculate cleavage energy, hydration energy of the cement
phases was also reported [12,16]. However, there is limited force
field method that can capture the mechanics of the ferrite phase
of Portland clinker.

Besides molecular dynamics based force field methods, ab initio
atomistic simulations based on the density functional theory (DFT)
have gained much recognition among the research community in a
wide application range like physics, chemistry biology, mineralogy,
engineering and other related areas. The first principles methods,
or ab initio methods, are derived directly from theoretical princi-
ples and do not fit any empirical parameters during the calculation.
There are different levels of approximation depending on the treat-
ment of electronic correlation and the influence of relativistic
effects. The properties of the system can be calculated with func-
tions of a spatially dependent electron density using this theory.
The Perdew-Burke-Ernzerhof [17] (PBE) method is one of the most
common functions in solid state physics calculations. DFT simula-
tion of nanoscale crystal structure could essential information of
the interested material such as lattice parameters, total energy,
mechanical properties, thermodynamic properties. More details
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can be found in some excellent reviews of computational applica-
tion in material sciences elsewhere [18-20]. However, given the
large unit cell and the complexity of Portland cement phases’
structure, very few simulations based on purely DFT were per-
formed to determine the materials properties. Additionally, the
reactions in cement material are often so complex that they could
not be completely represented by either force fields or by DFT. For
example, the reactions involve several length scales, complex ionic
electrolytes, and time scales that are beyond any DFT or FF model’s
capabilities. Force fields were used to characterize electrolyte
interfaces and to locally deduce critical correlations with surface
reactivity [21,22]. Many research works have attempted to employ
the combination of force field based simulations and DFT simula-
tions to gain atomic level insight into the structure and property
of cement phases and its hydration products [5,23-26]. Recently,
Laanaiya et al. [27] performed purely DFT calculations to obtain
insight into structural, electronic and mechanical properties of
C3S. Their results in terms of elastic properties were in an excellent
agreement with CsS test results documented by Velez et al. [2].
Although only the Alite phase C3S was investigated [27], their work
has shown the great potential of ab initio atomistic calculations for
expanding the fundamental understanding of cement materials.

The main objective of the present paper is to evaluate the capa-
bility to predict the thermal-mechanical properties of all the four
principal phases of Portland clinkers using only one DFT computa-
tion method. To this end, DFT based models of the four materials
were established and optimized. Simulations of the four clinker
phases were performed using the so-called PBE-D2 method and
numerical results were compared with experimental data available
in the open literature. The established models were then used to
provide a deeper understanding of electronic and thermodynamic
properties of the four investigated materials. The paper is orga-
nized as follows: Computational methods and models are pre-
sented in Section 2. Section 3 discussed the obtained results.
Finally, concluding remarks are summarized in Section 4.

2. Models and methods

The initial configurations of all clinker structures were obtained
from experimental data and then the unit cell parameters and
atomic positions were optimized with DFT method. The chemical
composition in the simulation cells was CagSizO16, Cas4Si1g0g0,
Ca72A1480144, CagAFe 059 for C,S, C3S, C3A, C4AF, l‘espectively.
We typically used pseudo-potentials from the GBRV pseudo-
potentials library [28] and the generalized gradient approximation
(GGA) in the Perdew-Burke-Ernzerhof method [17] (PBE) as imple-
mented in the Quantum Espresso simulation package [29]. The
electron valence was taken as 10e, 4e, 6e, 3e, 16e for Ca, Si, O, Al
and Fe atoms, respectively. After thorough convergence tests, the
kinetic energy and charge density cutoffs of 60 Ry and 700 Ry were
taken, respectively. Based on the size of the unit cell and total
atoms of the simulation cell, k-points mesh was taken as (3 3 3)
for CS, (4 2 4) for C4AF, while k-points of (1 1 1) was selected
for C3S and C3A due to their large number of atoms (162 atoms
for C3S and 264 atoms for C3A). The structures of four clinker
phases were plotted in Fig. 1 with VESTA package [30]. The elec-
tronic properties of the materials were investigated with the calcu-
lation of density of state (DOS) and the partial charge calculations.
The Lowdin approach [31] was selected to determine the atomic
charge and to compare with other methods. Some of the DOS cal-
culations were performed with Quantum Espresso module in SCM-
ADF package [32]. The PBE functional is one of the most common
DFT methods in solid state calculation and was previously applied
to study the properties of CsS and CsA phases [5,27]. However, the
effect of Van-der-Waals (VdW) correction was not considered.
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Fig. 1. Optimized crystal structure of the major clinker phase of Portland cement from DFT-PBE-D2 calculation: C5S (a), C5S (b), C3A (c), and C4AF (d). See the text for more

details.

Thus, in our work the VdW correction was added using Grimme 2D
approach [33]. We denoted our method as DFT-PBE-D2. In addi-
tion, we have tested another DFT approach, i.e. the Local Density
Approximation (DFT-LDA), only for the C,S phase. The correspond-
ing simulations results of C,S shown in Section 3 depicted a better
predictive performance of DFT-PBE-D2 method than that of DFT-
LDA. Thus, DFT-PBE-D2 was used in the rest of the work. In the
subsequent of this paper, the term DFT denotes the specific method
DFT-PBE-D2 if not otherwise specified.

In order to evaluate the elastic properties of the clinker phases,
we used the established method in the computational material
outlined briefly here. The generalised Hooke’s Law for a linear elas-

tic material is written

01 = Oxx Cin Cio Ciz Cig
02 =0y G Cn G G
03=0z| |G (2 Gs G
04 = Oy - Cya Cip Cyz3 Cuy
05 = Oy, Csi Csa GCs3 Csg
06 = Oy Co1 Coa Coz Cos

CGG

&1 = &x
& = &y
&3 =&z
&4 = &yz
&5 = &Exz
& = 8xy

(1)

This notation with only one subscript for the stress and strain,
numbered from 1.. .6, is helpful as it allows the equations of aniso-
tropic elasticity to be written in matrix form. The 36’s C; are called

the stiffnesses. The matrix of stiffnesses is called the stiffness
matrix. This matrix can be inverted so that the strains are given
explicitly in terms of the stresses:

&1 St Sz S13 S1a Si5 Sis] [01
& S S S Sxs Sxs || 02
& _ S33 S34 S35 S3s | | O3 2)
&4 Ssa Sas Sas 04
&5 Ss5 Ss 05
&6 Ses 1 L0s

The elastic constants C;; and constituents of the compliance ten-
sor S; were calculated using external package Thermo-pw [34].
From the calculated C; and Sj, the polycrystalline corresponding
bulk modulus K and shear modulus G are determined using the
Voigt-Reuss-Hill (VRH) approximation, as shown in Egs. (3) and
(4). In these equations, the underscripts R and V denote Reuss
and Voigt bounds, respectively.

1
Ko —
B 11+ S0 + S35+ 2(S12 + 523 + S31)
Ky = Ci1 4+ Gy +Cs3 +92(C12 +Ca3 +C3) 3)
K - Ket+Kv

2
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G —
BT 4(S11 + S22 + S33) — 4(S12 + S35 + S31) + 3(Sas + Ss5 + See)
Gy = Ci1 4+ Coa + C33 — (Ciz2 4+ Co3 + C31) + 3(Cag + Cs5 + Ces)
a 15
G— Gr + Gy

2
(4)

The Young’s modulus, E, and Poisson’s ratio, v, for an isotropic
material can be then estimated by:

_ 9KG _3K-2G 5
“3K+G ' BK126 )
The spacial dependence of mechanic properties was plotted
using Elate package [35]. The thermodynamic properties such as
Gibbs free energy, entropy and heat capacity were calculated with
phonon calculation using the package Thermo-pw [34]. The imple-
mentation of thermal properties calculation was described the
work of Palumbo et al. [36]. Due to a relative large unit cell, a q-
points mesh of 2x2x2 was applied and was tested to yield a good
convergence in phonon calculation.

3. Results and discussion
3.1. Lattice constants

The structures of these materials were optimized by DFT simu-
lation and the results are presented in Table 1. The initial structure
were typically taken from the experimental data. The optimization
results show that the lattice vector from DFT results was within 1%
of the expected value, while the angles are in excellent agreement
with experimental data.

Table 1
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The DFT-LDA approach seems to slightly underestimates the
lattice parameters of the C,S phase. However, the obtain structure
of C,S is still in good agreement with experimental, see Table 1.
The Van-der-Walls effect was also investigated for C,S structure.
No major effect of VAW correction on the predicted material’s lat-
tice parameters was found. All the constant lattices vary only
within 1% of the desired values. The DFT-calculated lattice param-
eters for C,S, C3S, and C3A are within 1% of the experimental ones.
Among the classical force fields, IFF seems to provide a reasonable
prediction for these parameters of all phases within 2% error.

For C4AF structure, the geometry optimization was performed
with and without spin-polarized calculation. Both anti-
ferromagnetic and ferromagnetic configuration were investigated.
The results show that the anti-ferromagnetic phase is more stable
than both the ferromagnetic and the spin-unpolarized phases. This
is consistent with other reports [37]. The most stable configuration
for C4AF contains two Fe atoms with the polarization of 3.7 uB and
two Fe atom with —3.7 uB. The calculated magnetic moment of Fe
atom is in good agreement with other theoretical work for ion oxi-
des[37]. Thus, the total magnetic moment of C4AF is zero. The lat-
tice constant of the anti-ferromagnetic structure is in excellent
agreement with experimental data for C4AF (see Table 1). The cal-
culation with unpolarized phases underestimated all crystal
parameters, especially for the b-axis. Thus, it is of importance to
account for the magnetic moment with Fe ion in the ferrite crystal.

3.2. Mechanical properties

In this section, the numerical elastic properties of the four clin-
ker phases obtained from this work are compared with both the
numerical results and the experimental results found in the litera-

Optimized lattice parameter of the four major clinker phases of Porland cement. The values from classical force field calculations and experimental data were taken from

literature for comparison.

Phases Method Latice parameters
a(A) b (A) c(A)
G,S Exp. [38] 55 6.75 9.34
DFT-LDA (this work) 5.42 6.6 9.09
DFT-PBE-D2 (this work) 5.45 6.7 9.19
COM. [11] 4.97 6.1 8.43
COMLII [11] 5.27 6.46 8.93
ClayFF. [11] 5.4 6.61 9.15
Dreid. [11] 5.71 7 9.68
Universial [11] 5.5 6.75 9.34
CVFF. [11] 5.62 6.89 9.54
INTERFACE([11] 5.6 6.87 9.51
Cs3S Exp. [39] 11.63 14.17 13.64
DFT-PBE-D2 (this work) 11.51 14.11 13.52
COM. [11] 10.16 124 11.95
COMLII [11] 10.5 12.8 12.31
Dreid. [11] 11.92 14.55 14.02
Universial [11] 12.57 15.34 14.78
CVFFE. [11] 11.76 14.35 13.82
INTERFACE [11] 12.13 14 12.98
CsA Exp. [40] 15.26 15.26 15.26
DFT-PBE-D2 (this work) 15.13 15.13 15.13
COM. [11] 16.79 16.79 16.79
COML.II [11] 16.95 16.95 16.95
ClayFF [11] 14.64 14.64 14.64
Dreid. [11] 15.35 15.35 15.35
Universial [11] 16.03 16.03 16.03
CVFFE. [11] 15.56 15.56 15.56
INTERFACE [11] 15.26 15.26 15.26
C4AF Exp. [41] 5.58 14.6 5.37
DFT-PBE-D2 (this work) 5.49 14.16 523
DFT-PBE-D2 spin-polarized (this work) 5.55 14.63 5.32
ClayFF [11] 5.44 14.23 524
Dreid. [11] 533 13.94 5.13
Universial [11] 5.64 14.73 5.42
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ture. The experimental results by Velez et al. [2] reported a com-
prehensive and systematic research work to investigate the
mechanical properties of all the four clinker phases. In their work,
nanoindentation techniques were first used to provide insights
into the elastic behaviour of the four materials at the microscopic
scale. Assuming a Poisson’s ratio of 0.3, the authors could derive
the Young’s moduli of the investigated materials, based on the
obtained hardness measurement. At the microscopic scale, the
elastic Young’s moduli of the four main phases were estimated to
be between 125 GPa and 145 GPa. The influence of the porosity
on the elastic behaviour was also investigated in their work. The
elastic modulus were found to be a decreased function of the
increasing bulk porosity of the investigated materials. By extrapo-
lating to zero porosity, the macroscopic scale modulus were
obtained. The reported macro results were between 147 GPa and
160 GPa. These values are very consistent with those on the micro-
scopic scale. The readers are referred to Ref. [2] for more details of
the experimental testing procedure and result interpretation.
These data are given in Tables 3, 5, 7 and 9. Note that in these
tables, a range of the obtained Young’s moduli are reported, in
which the first value refer to the nanoindentation micro-
measurements results and the second one to the macroscopic scale
by extrapolating to zero porosity. Bearing in mind that in the
experimental work, the Possion’s ratio could not be determined
directly, but an assumed value. The corresponding bulk and shear
moduli, K and G are also provided, using the following equation
with an assumed Poisson’s ratio of 0.3:

E E

K73(1—2v)"G72(1+v) ©6)

The experimental results by Acker [42], who used the nanoin-
dentation techniques to characterize the elastic properties of C,S,
C3S and CsA, are also reported. As seen, the results obtained by
Acker are in a good agreement with the results by Velez et al.
[2]. More recently, Moon et al. [43] used the high-pressure X-ray
diffraction experiments to characterize the bulk moduli of the Tri-
calcium Aluminate C3A. The bulk moduli of 102 GPa and 110 GPa
were respectively obtained by fitting second- and third order finite
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strain equation of state and are provided in Table 7. The other
modulus were calculated based on the value of Poisson’s ratio of
0.28 from their own DFT calculations [43].

Table 2 summarized all calculated elastic constants C; of C,S.
We can see that the values of C;;,Cy; and C33 are comparable with
each other and are in the range of 174-196 GPa. The material is
expected to be less compressive in the second direction given the
higher value of C,; compared to those of the C;; and Cs3. The C,S
material is also expected to have a high shear resistance along
the first direction, with a highest shear modulus C44 in comparison
to Css and Cgg. Since C,S is not a highly anisotropic material, a sim-
ilarity in the directional elastic moduli plot can be observed in
Fig. 2.

The isotropic bulk modulus and shear modulus of the phase C,S
were calculated according to the average VRH approximation as
previously mentioned and the resulting DFT results are presented
in Table 3, together with experimental data and force field calcula-
tions results for comparison. It can be seen that for this investi-
gated C,S phase, only IFF of the force-field methods yields a good
estimation mechanic properties when comparing with DFT and
experimental force field. The experimental value for Young modu-
lus E was found in the range of 130-140 GPa, which is close to the
predicted values by DFT-PBE-D2 and IFF simulations (131 GPa and
153 GPa, respectively). The Dreiding, universal and CVFF forcefields
underestimated the bulk modulus by 100%, while other forcefields
such as COMPASS, COMPASS II and clayFF overestimated the value
around 50%.

It is also to see that the predicted mechanical properties by DFT-
LDA method are higher than that of DFT-PBE-D2. While the differ-
ence in predicted lattice constants by the two methods was neg-
ligle, the corresponding simulations results would make the
difference in the bulk modulus up to 30%. The DFT-LDA approach
moderately overestimates all C,S mechanical properties compared
with experimental tests.

Table 4 presents all calculated elastic constants Cj; of C3S. We
can see that the elastic moduli of C3S are similar to those of C,S val-
ues. However, unlike C,S which is less compressive in the second
direction, the Alite phase is expected to be less compressive in a

Table 2

Calculated elastic constants C; (GPa) of C2S. See Eq. 1 for more details on the direction of i,j notation.
Cjj 1 2 3 4 5 6
1 187.6 57.5 69.0 0.0 -5.2 0.0
2 57.5 195.8 443 0.0 0.8 0.0
3 69.0 443 174.0 0.0 -138 0.0
4 0.0 0.0 0.0 55.6 0.0 33
5 -5.2 0.8 -13.8 0.0 334 0.0
6 0.0 0.0 0.0 33 0.0 47.4

Table 3

Mechanical properties of C,S.
Force field type K (GPa) E (GPa) G (GPa) Y
COMPASS FF [11] 141 192 75 0.27
COMPASSII FF [11] 96 78 29 0.36
ClayFF [11] 165 221 87 0.27
Dreiding [11] 46 65 26 0.26
Universal [11] 44 62 25 0.26
CVFF [11] 53 69 27 0.28
INTERFACE [11] 103 153 61 0.25
Exp. [2] 108-117¢ 130-140 50-54° 0.3°
Exp. [42] 1177 140 542 0.3°
DFT-LDA (This work) 121 166 65 0.27
DFT-PBE-D2 (This work) 99 131 51 0.28

@ derived values from Egs. 6.
b assumed value of Poisson ratio.
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Table 4

Calculated elastic constants C; (GPa) of C3S. See Eq. 1 for more details on the direction of i,j notation.
Cjj 1 2 3 4 5 6
1 174.4 59.2 62.5 0.2 -24 -9.0
2 59.2 179.7 76.6 -6.9 -0.7 -2.5
3 62.5 76.6 201.6 13 -1.2 -10.2
4 0.2 -6.9 13 62.4 0.0 -0.7
5 -2.4 -0.7 -1.2 0.0 47.0 23
6 -9.0 -2.5 -10.2 -0.7 2.3 54.0

Table 5

Mechanical properties of CsS.
Force field type K (GPa) E (GPa) G (GPa) \
COMPASSII FF [11] 130 113 42 0.35
Dreiding [11] 25 40 16 0.23
Universal [11] 28 42 17 0.25
CVFF [11] 35 51 20 0.26
INTERFACE [11] 104 162 65 0.24
INTERFACE [16] 104 144 56 0.27
DFT-PBE [27] 103 143 57 0.27
Exp. [2] 112-1222 135-147 52-56° 0.3°
Exp. [42] 1122 135 52° 0.3°
DFT-PBE-D2 (This work) 105 142 56 0.27

@ derived values from Egs. 6.

b assumed value of Poisson ratio.

Table 6

Calculated elastic constants C;; (GPa) of C3A. See Eq. 1 for more details on the direction of i,j notation.
Cjj 1 2 3 4 5 6
1 176.1 83.0 83.0 0.0 0.0 0.0
2 83.0 176.1 83.0 0.0 0.0 0.0
3 83.0 83.0 176.1 0.0 0.0 0.0
4 0.0 0.0 0.0 60.3 0.0 0.0
5 0.0 0.0 0.0 0.0 60.3 0.0
6 0.0 0.0 0.0 0.0 0.0 60.3

Table 7

Mechanical properties of C3A.
Force field type K (GPa) E (GPa) G (GPa) v
COMPASSII FF [11] 34 48 19 0.27
ClayFF [11] 190 208 79 0.317
Dreiding [11] 54 77 30 0.26
Universal [11] 51 66 26 0.28
CVFF [11] 70 73 28 03
INTERFACE [11] 97 160 65 0.22
Exp. [2] 121-133? 145-160 58-61° 0.3°
Exp. [42] 133° 160 61° 0.3°
Exp. [43] 102-110 135-145? 53-57° 0.28°
DFT-PBE [43] 102 134 52 0.28
DFT-PBE [6] 103 139 54 0.28
DFT-PBE [44] 99 130 51 0.25
DFT-PBE-D2 (This work) 114 141 54 0.29

¢ derived values from Egs. 6.

b assumed value of Poisson ratio.

Table 8

Calculated elastic constants C;; (GPa) of C4AF. See Eq. 1 for more details on the direction of i,j notation.
Cjj 1 2 3 4 5 6
1 218.0 109.5 56.0 0.0 0.0 1.9
2 109.5 174.5 90.7 0.0 0.0 -14
3 56.0 90.7 220.3 0.0 0.0 0.4
4 0.0 0.0 0.0 70.9 -0.2 0.0
5 0.0 0.0 0.0 -0.2 51.6 0.0
6 1.9 -14 0.4 0.0 0.0 73.7
6 0.0 0.0 0.0 0.0 0.0 81.0




Ngoc Lan Mai, Nguyen-Hieu Hoang, H.T. Do et al.

Construction and Building Materials 287 (2021) 122873

Table 9

Mechanical properties of C4AF.
Force field type K (GPa) E (GPa) G (GPa) v
ClayFF [11] 163 205 79 0.29
Dreiding [11] 224 288 112 0.28
Universal [11] 210 229 87 0.31
Exp. [2] 1042 125 482 03"
DFT-PBE-D2 (this work) 153 177 68 0.30
DFT-PBE-D2 spin-polarized 125 156 61 0.29

(this work)

@ derived values from Egs. 6.
b assumed value of Poisson ratio.

third direction with a higher value of Cs3 in comparison to those of
the Cy; and Cy,. In contrary, the C3S is expected to exhibit the sim-
ilar behaviour in shear as for C2S, with a higher shear resistance
along the first direction. This is depicted by a more pronounced
value of C44 than Css and Ces. In addition, C3S also represents a
slightly anisotropic properties as can be seen from Fig. 3 showing
a similarity in the directional elastic moduli.

The experimental and numerical elastic properties of C3S evalu-
ated using the RVH method are summarized in Table 5. It can be

250

seen that the Young modulus E = 142 GPa calculated by our DFF
simulations is within the experimental data range (135-
147 GPa). The Bulk modulus K calculated by DFT was about
105 GPa, which is moderately lower than the experimental result
(112-122 GPa). This is because our DFT simulation predicted a
Poisson’s ratio equal to 0.27, while an assumed value of 0.30 was
used to calculate the experimental Bulk modulus. The mechanical
properties predicted from classical force field methods were also
documented in Table 5 for comparison. Again, the IFF force field
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method gave the best predicted results in comparison with the
experimental ones and DFT results. The resulting Young modulus
E and shear modulus G obtained with the IFF method are just
slightly overestimated with respect to the experiments. Other force
fields methods (Dreiding, Universall, CVFF) underestimate signifi-
cantly the experimental mechanical properties of C3S. Further-
more, we see that our DFT-PBE-D2 results are consistent with
the recent DFT-PBE work on C3S by Laanaiya et al. [27]. This sug-
gests the VAW correction effect is not substantial for the C5S phase.

Table 6 reveal all calculated elastic constants Cj; of the C3A
phase. We can see that the predicted Cq;,Cy and Cs3 are precisely
the same and equal to 176 GPa, while the shear constants
C44,Css, Ces are all equal to 60 GPa. This result demonstrates that
the C3A phase is isotropic. The isotropy in elastic behaviour of this
clinker phase is also confirmed in Fig. 4 showing the same plots of
the calculated directional elastic moduli. In Table 7, the resulting
mechanical properties based on the RVH approximation are given.
It can be seen that our DFT-PBE-D2 results are in good agreement
with previous DFT-PBE calculations [43,45,44] and the experi-

ments. The VAW correction in the DFT calculations (PBE-D2) can
yield to the increasing of maximum 10% of the K, E, G values com-
pared with DFT-PBE methods. The calculated Young moduli E are
in the same range of experimental data. The obtained results con-
firms the capability of the established DFT model with PBE-D2
method to reproduce the experimental mechanical behaviour of
C3A. For comparison, the mechanical properties obtained with
classical force field simulations have also been reported in Table 7.
The IFF force field is, again, the best force field method to predict
the elastic properties of C3A. However, for this phase the IFF simu-
lation underestimates the K value by 20%, overestimates the E and
G moduli by 10%, as reported by Tavakoli et al.[11]. Other classical
force fields either significantly undershoot or substantially overes-
timate the experimental K, G, E results of C3A.

We have learned in the previous section that it is critical to
include spin-polarization in the established DFT models for crystal
lattice optimization. The identical effect was discovered for the
elastic properties of C4AF structure. Table 8 presents all elastic con-
stants C;j of C4AF calculated with spin-polarized DFT simulation.
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The results show that the values of C; and Cs3 are higher than Cy,.
Those values are in the range of 174-220 GPa. For shear elastic
constants, the C4AF phase has the lowest value in the second direc-
tion. The result implies that C4AF is slightly anisotropic material.
Note that there are several negative values of the non-orthogonal
constants Cj in the calculated elastic matrix. However, these values
are small, and might come from the artifact of numerical calcula-
tions. More details on the directional elastic moduli are presented
in Fig. 5. The resulting elastic properties calculated using the RVH
method are reported in Table 9, along with experimental results
and other force field model results which were investigated by
Tavakoli et al. [11]. As seen, all of the investigated classical force
field methods overestimated significantly other elastic moduli of
the C4AF phase. For example, the best force field method like
ClayFF predicted a much higher value of Bulk modules with 60%
in difference in comparison with experimental result. Our non-
spin DFT prediction is also 50% off the experiment. When spin-
polarization is included in the DFT calculation, the obtained results
are significantly improved but still higher than the experimental

value with 25% in difference. This clearly shows that there is still
a lot of room for improvement for both DFT and classical force field
to obtain an adequate description of the ferrite phase.

3.3. Electronic properties

To investigate the electronic structure of C,S, the contribution
of each atom type (Calcium, Silicone, and Oxygen) to the total den-
sity of state(DOS) was determined. The energy of the Fermi level
was relatively set to zero in all calculations. From Fig. 6, we see that
both Oxygen and Calcium atoms contribute to the valence region;
while the conductive region is dominated by Calcium atoms with a
low contribution from Oxygen. Si atoms make a very small contri-
bution to the total DOS. Our calculated band-gap of C,S is 4.7 eV.
This finding is in good agreement with the value of 5.3 eV calcu-
lated by Durgun et al. [23]. C5S is composed of the same chemical
elements as C,S with Ca, Si and O atoms. However, the ratio of CaO:
SiO, is higher than that of C,S. The calculated DOS profile of CsS is
similar to that of C,S, see Fig. 7. The contribution of each atom type
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to the total DOS shows the lowest impact of Si atom. The band-gap
of C3S from our simulation was found as 3.4 eV. This value is sim-
ilar with the previous DFT calculations (3.57 eV [27] and 4.1 eV
[23])

Fig. 8 shows the calculated DOS of C3A structure. We can
observe that again Ca and O dominate the valence region. There
is a minor contribution from Al atom. This is mainly because
Al,0O5 constitutes only 25% of the chemical composition of C3A;
while CaO contributes 75% to the chemical composition. However,
it is interesting to know that the band-gap energy of C5A (3.6 eV) is
very close to that of C3S (3.4 eV). Thus, we can conclude the effect
of SiO, or Al,03 is similar to the total DOS in C3S and C3A materials.
The calculated DOS of C4AF with both spin-up and spin-down are
shown in Fig. 9.

To get more insight into the charge of various atoms, the
Lowdin charge calculation was performed with Quantum Espresso
software for all crystal structures. The average of the atomic charge
of each atom type is presented in Table 10. The atomic charge
obtained by other method such as Bader charge, charge from clas-
sical IFF force field and equivalent charges obtained from experi-
ment were added for comparison. For C,S structure, the atomic
charge for Ca, Si, and O are 0.88e, 1.61e, and —0.77e, respectively.
It is quite interesting that the Léwdin method significantly under-
estimates the Ca®* ion in C,S structure. The charge of +1.5e for Ca®*
from Bader charge and IFF are more consistent with each others
and are closer to the formal charge +2e. However, the Bader model
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Fig. 9. Total Density of State of C4AF with atomic contributions. The DOS from both
spin-up and spin-down calculations are shown.
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shows an overshoot for the charge of Silicon atom (+3.6e). While
the experiments [46] and IFF yields a reasonable Si charge
(+1.0e), the Lowdin charge is calculated as +1.6e. So the IFF charge
is closest with the experimental one for Si atom. From the oxygen
atom, the Bader model predicted as —1.53e, which is a higher than
the Lowdin charge (—0.77e) and experimental one (—0.6e). The
charge of C3S and G,S for all atoms are comparable. The charge of
atoms Ca and Si are only 0.02e higher in C,S.

For C3A structure, there is no Si atom but Al atom instead. In
that manner, The Léwdin charge predicts that the atomic charge
of Ca atom in C3A is more moderate than in C3S; while the charge
of Al (1.19 e) in C3A is less than that of Si in C3S (1.63 e). As a result,
the negative charge of oxygen atom is higher in C3A than in C3S
material. In addition, we can see that the Léwdin charge, IFF charge
for Aluminum and Oxygen atoms are very close to the experimen-
tal value of Al,O3 phase [46,47]. Moreover, the data show very
interesting results for the atomic charge of C4AF phase. The charge
of Ca and Al are similar to that of CzA. However, the lowest charge
is located at the Fe metal atom. As a result, the average oxygen
atoms in C4AF are also less negative charged than in other phases
(GS, C3S, C3A). This indicates that the effect of Fe to the atomic
charge of all other atoms in C4AF is significant. However, we need
to underline that there is a limitation for the QM-derived charge
which was discussed in literature [48-50]. Therefore, taking
directly the QM-charge into the classical force field might cause
unreasonable results. It is important to note that there are several
methods to calculate the QM-charge as documented by, e.g. Mul-
liken [51], Bader [52], Hirshfeld [53], Lowdin [31]. To select a good
charge model is challenging and often system dependant, the read-
ers are referred to [54,55] for a more insight of the charge models.

3.4. Thermodynamic properties

The thermodynamics property at different temperature range is
among the interesting properties of these phases in the context of
high temperature application. Several important parameters such
as the free energy, entropy and heat capacity were calculated by
DFT-PBE-D2 method and presented her. We limited in a tempera-
ture range from 0 K-800 K for those calculation. One small note is
that in the DFT calculation, the heat capacity at constant volume C,
was calculated. However the C, value is almost the same as the
heat capacity at constant pressure C, for solid structure. Therefore,
we can directly compare our calculated C, with the experimental
C, value. The results for the calcium silicate phase C,S and C3S
are depicted in Fig. 10. It is common to observe that free energy
decreases over temperature, while entropy and thermal capacity
increase. The C,S and CsS pattern is very similar but the value of
certain C3S properties is higher than that of C,S. This is because
the number of atoms per mol of C3S is higher than that of C,S,
therefore the entropy and the heat capacity is expected to be
greater than shown in Fig. 10.

The experimental value of the heat capacity of C5S and C3S was
collected at T = 298 K and compared with the calculated values.
Our DFT-PBE-D2 method yielded the values of 125 J/mol/K and
186 J/mol/K for the heat capacity of C,S and CsS, respectively.
These values are in a good agreement with experimental value
within 10% (See Table 11).

Fig. 11 presented the calculated thermodynamic properties of
phases C3A and C4AF. The increase in entropy value in these mate-
rials is higher than in C;S and C3S. The same trend is observed for
the value of C,. This is not surprising because C3A and C4AF have
more atoms per mole than C,S, C3S phase. We also compare the
calculated C, with the value of the experiments. The calculated
C, of C3A is within 10% of the experimental value error. However,
the ferrite phase C4,AF again shows a large deviation. The DFT-PBE-
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Table 10
Calculated atomic charge (electron) of different atom type in the main phases.
Atom Charge method C,S CsS CA C4AF
Ca Lowdin (this work) +0.88 +0.86 +0.92 +0.94
Bader [23,27] +1.53 +1.53 / /
IFF [16] +1.5 +1.5 +1.5 +1.5
Si Lowdin (this work) +1.61 +1.63 / /
Bader [23,27] +3.08 +3,05 / /
IFF [16] +1.0 +1.0 / /
Exp. [46,27] +1.0 +1.0 / /
Al Léwdin (this work) / / +1.19 +1.19
IFF [16] / / +1.2 /
Exp. [46,47] / / +1.4, +1.32 +1.4, +1.32
Fe Lowdin (this work) / / / +0.47
(0] Lowdin (this work) -0.77 -0.77 -0.80 —0.66
Bader [23,27] —1.53 —-1.44 - 1.55 / /
IFF [16] -1.0--15 ~10--15 / /
Exp. [46,47] -0.6 -0.6 —-0.6, —0.88 —-0.6, —0.88
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Fig. 10. Calculated thermodynamic properties (free energy, entropy and heat capacity) of C,S and C3S phases for the temperature range of 0 K - 800 K.
D2 method underestimates the heat capacity of C4AF by almost
30%.
Table 11

Heat capacity (J/mol/K) of different phases at 298 K. Experimental values are taken

from [56] for comparison.
Phases Heat capacity Calculated Heat capacity Relative error
Exp. DFT-PBE-D2(this work) (%)
C,S 129 125 -3
CsS 172 186 8
CsA 210 228 9
C4AF 396 286 -28
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3.5. Discussions

It is very important to note that the porosity has a strong effect
on the microscopic elastic properties in the real experimental test-
ing. The work of Velez et al.[2] claimed that the mechanical
strength of the four clinker phases decreased with increasing
porosity with nano-indentation techniques. This is due to the void
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Fig. 11. Calculated thermodynamic properties (free energy, entropy and heat capacity) of C3A and C4AF phases for the temperature range of 0 K - 800 K.

pores between the particles but not to the porosity of the particles
themselves. Therefore, the extrapolated value at zero porosity cor-
responds to the perfect crystal structure. In our DFT simulation, the
model was the perfect crystalline structure of the clinker phases
without porosity. It is very desirable to include the effect of poros-
ity in the atomistic simulations. This would, however, significantly
increase the number of atoms in the system and could be too
expensive for DFT methods to perform. An alternative approach,
such as molecular dynamics or a continuum model, would there-
fore be more suitable in this situation.

The novelty of this work is the systematic investigations on
electronic and thermodynamic properties of the four main phases
of Portland cement. The new inside of the ferrite structure C4AF has
marked an important message for the computational community
of the cement modeling. The findings suggest the significance of
the magnetic moment of the Fe atom. This is worth further effort
to strengthen the description of both structural and mechanical
properties.

The calculated data from this work can partially be associated
with the reactivity of the clinker phases. For example, the physical
chemistry of the phases can be explored by the atomic charge
obtained from this DFT study. The simulated density of states given
by this work may also help to understand the chemical bonding
properties of the phases. However, further studies are required to
a better understanding of the reactions in the environment
between cement phases and various chemicals.

One of the ultimate goals is to understand the connection
between the overall characteristics of Portland cement and the
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property of the four main phases. To archive this objective, there
are several important variables to be considered, such as phase
mass fraction, porosity, microscopic phase structure, etc. The role
of hydrated structure and minor phases is also essential for the
overall properties. This is more significant when Portland cement
is used as a binding material in concrete because of its dynamic
environment. The knowledge of the dynamic mechanism at the
molecular level is critical for the development of building and con-
struction materials. Therefore, this study provides ab initio data of
mechanical and thermodynamic properties at nanoscale. Using
these results as inputs for larger and more complex modeling, to
incorporate more structural parameters such as porosity, reaction
with water, particle size, etc., to advance the field of cement
modeling.

4. Conclusions

The present work investigated the capability of ab initio atomis-
tic simulations using DFT method with PBE-D2 functional to pre-
dict the mechanical and lattice properties of four major phases of
Portland clinker. These results led to the following conclusions:

e The obtained results in terms mechanical properties and lattice
constants by the established DFT models were in excellent
agreement with the experiments data for the three structures
(G5S, C3S, and C3A). However for C4AF phase, the established
model still overshoot the experimental mechanical properties,
even though the lattice constants were predicted reasonably.
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e It is interesting to note that the inclusion of VdW interactions in
the DFT calculation was not as significant as spin-polarized
treatment for the C4AF structure. Calculated mechanical mod-
ules, including spin-polarization, are the best theoretical value
to date, but are still overestimated by about 20% compared to
previous studies.

e The present study also expanded existing knowledge of the
mechanical, electronic and thermodynamic properties of the
four main phases of the Portland cement clinker. The predicted
spatial dependence of the elastic properties means that all
phases are either isotropic or slightly anisotropic. This work
has produced more clear results on the electronic and thermo-
dynamic properties that are critical for validating the existing
models, thereby increasing their reliability and robustness in
the design of the material.

o The results of the DFT simulation offered a supplement to the
classical force fields used to model the four clinker phases. For
example, the IFF force field could provide a fair explanation of
the properties of C5S, C3S and C3A materials. To the authors’
knowledge, the simulation of the C4AF phase of ferrite using
the classical force field was limited in literature. Notice that
the computational cost of DFT is far higher than that of FFs,
and therefore ab initio atomistic simulations can be used on a
local scale as necessary.
Finally, along with the latest advance in force-fields and
continuum-scale simulations, the cement community will have
complementary multi-scale computational tools to bridge the
understanding of cement materials at a broader time and dura-
tion, and to advance cement research in the near future. Further
research is still required to improve the existing DFT models to
predict the mechanical properties of the Porland clinker ferrite
phase and to optimize the associated computational times. Con-
sidering, for example, spin-orbit coupling, DFT + U (Hubbard)
correction, more functional DFTs such as hybrid or double
hybrid methods may be a possibility for future studies. Thus,
the current simulation results have been very promising to
show the possibility of using only one DFT framework to model
the four cement clinker phases.
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