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## Introduction

In 1847 the French mathematician Gabriel Lamé proposed a proof of Fermat's Last Theorem to the Paris Academy. However the theorem was not established until recently by Wiles et.al. So Lamé was wrong. His blunder was to assume that the cyclotomic integers $\mathbb{Z}\left[\zeta_{p}\right]$ had unique factorization for all primes $p$, something Kummer had proven was not true even before Lamé proposed his proof.

The ring $\mathbb{Z}\left[\zeta_{p}\right]$ is the ring of integers of the cyclotomic extension $\mathbb{Q}\left(\zeta_{p}\right)$ of $\mathbb{Q}$. To any number field $K$, which we will very soon define, we can associate a ring of integers $\mathcal{O}_{K}$ which mimics how $\mathbb{Z}$ lies in $\mathbb{Q}$. The failure of unique factorization in such rings is measured by what is called the ideal class group. Towards the end of this thesis we will give a formula for calculating the class number - the order of the ideal class group. Although such a ring of integers may lack unique factorization, they have the amazing property that every non-zero ideal factorize uniquely into prime ideals. At the heart of this thesis is the study of $\mathcal{O}_{K}$.

The organization of this thesis is roughly as follows:

- In chapter 1 we introduce number fields and their rings of integers and prove some basic properties about them.
- In chapter 2 we widen our focus and prove that every Dedekind domain has the property of non-zero ideals factorizing uniquely into prime ideals, before specializing to $\mathcal{O}_{K}$ again as a specific example of a Dedekind domain.
- In chapter 3 we introduce some geometric methods, especially lattice theory, to prove that the ideal class group is finite as well as study the structure of the group of units of $\mathcal{O}_{K}$. Finally we use the geometric methods introduced to describe how ideals in $\mathcal{O}_{K}$ are distributed with respect to their ideal norm.
- In chapter 4 we introduce Dedekind's zeta function $\zeta_{K}$, the generalization of Riemann's zeta function to a number field $K$. We prove the class number formula, which relates the residue of $\zeta_{K}$ at $s=1$ to various invariants of a number field, one of them being the class number. With the theory of Dedekind zeta functions we give a proof of the nonvanishing of $L(1, \chi)$ for a non-trivial Dirichlet character $\chi$ and thus deduce Dirichlet's theorem on primes in arithmetic progressions.

I want to thank my advisor Petter Andreas Bergh for suggesting the topic of this thesis, which I have grown to appreciate a lot. I also want to thank him for the weekly meetings we have had over the past year. They have given me good advices, not only in the work for this thesis, but also for the mathematical journey after finishing my bachelor degree. I finally want to thank Wojtek Wawrów for proof reading the entire thesis.
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## Chapter 1

## Number fields and rings of integers

In this chapter we introduce number fields, $K$, and related concepts such as the norm, trace and discriminant. Then we introduce the ring of integers of $K, \mathcal{O}_{K}$, which consists of all elements in $K$ that satisfy a monic polynomial with integer coefficients. $\mathcal{O}_{K}$ will be of key interest throughout this whole thesis. One can say that the study of the arithmetic of $\mathcal{O}_{K}$ is the heart of algebraic number theory.

### 1.1 Number fields

Definition 1.1.1. A number field $K \subseteq \mathbb{C}$ is a finite (and hence algebraic) field extension of $\mathbb{Q}$.

The elements in $K$ that we will be most interested in are those satisfying a monic polynomial with integer coefficients. We will study those in more detail in chapter 1.2 , and for the time being just define algebraic integers as we will need that notion for this section.

Definition 1.1.2. Let $\alpha \in \mathbb{C}$. Then $\alpha$ is said to be an algebraic number if $\exists p(x) \in \mathbb{Q}[x]$, non-zero, such that $p(\alpha)=0$. $\alpha$ is said to be an algebraic integer if $\exists p(x) \in \mathbb{Z}[x]$ which is monic so that $p(\alpha)=0$. The set of all algebraic integers will be denoted by $\mathbb{A}$.

Let $n=[K: \mathbb{Q}]$. The primitive element theorem [4, Theorem 16.5.2] tells us that there exists some $\alpha \in K$ so that

$$
K=\mathbb{Q}(\alpha)=\left\{a_{0}+a_{1} \alpha+\cdots+a_{n-1} \alpha^{n-1}: a_{i} \in \mathbb{Q}\right\} .
$$

In other words, $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$, is a $\mathbb{Q}$-basis for $K$. Throughout this thesis we will be interested in the embeddings of $K$ into $\mathbb{C}$ in various settings. Hence we start by studying those embeddings.

Theorem 1.1.3. Let $K=\mathbb{Q}(\alpha)$ be a number field, and let $p(x)$ be the minimal polynomial of $\alpha$ over $\mathbb{Q}$ with roots $\alpha_{1}=\alpha, \alpha_{2}, \ldots, \alpha_{n}$. Then there are $n$ embeddings $\sigma_{i}$ of $K$ into $\mathbb{C}$, each defined by $\sigma_{i}(\alpha)=\alpha_{i}$.

Proof. Since $p(x)$ is the minimal polynomial of $\alpha$ over $\mathbb{Q}, p(x)$ has distinct roots. An embedding of $K$ into $\mathbb{C}$ must fix $\mathbb{Q}$, and will hence send roots of $p(x)$ to roots of $p(x)$. Hence there are at most $n$ possibilites for where $\alpha$ can be sent by such an embedding. Conversely, as $\alpha, \alpha_{j}$ are roots of the same irreducible polynomial we have

$$
\mathbb{Q}(\alpha) \cong \mathbb{Q}[x] /(p(x)) \cong \mathbb{Q}\left(\alpha_{j}\right)
$$

where this isomorphism is simply given by $\alpha \mapsto \alpha_{j}$. Hence there are exactly $n$ embeddings of $K$ into $\mathbb{C}$.

Now that we know how the embeddings of $\mathbb{Q}(\alpha)$ into $\mathbb{C}$ behave, we introduce three important concepts that is defined via those embeddings.

Definition 1.1.4. Let $K$ be a number field with $[K: \mathbb{Q}]=n$, and let $\sigma_{1}, \ldots, \sigma_{n}$ be all the embeddings of $K$ into $\mathbb{C}$. Then for any element $\beta \in K$ we define the norm as

$$
N(\beta)=\sigma_{1}(\beta) \cdots \sigma_{n}(\beta)
$$

and the trace as

$$
T(\alpha)=\sigma_{1}(\beta)+\cdots+\sigma_{n}(\beta)
$$

For any $n$-tuple $\left(\beta_{1}, \ldots, \beta_{n}\right) \in K^{n}$ the discriminant is defined as

$$
\operatorname{disc}\left(\beta_{1}, \ldots, \beta_{n}\right)=\operatorname{det}\left(\begin{array}{cccc}
\sigma_{1}\left(\beta_{1}\right) & \sigma_{1}\left(\beta_{2}\right) & \cdots & \sigma_{1}\left(\beta_{n}\right) \\
\sigma_{2}\left(\beta_{1}\right) & \sigma_{2}\left(\beta_{2}\right) & \cdots & \sigma_{2}\left(\beta_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{n}\left(\beta_{1}\right) & \sigma_{n}\left(\beta_{2}\right) & \cdots & \sigma_{n}\left(\beta_{n}\right)
\end{array}\right)^{2}=\left|\sigma_{i}\left(\beta_{j}\right)\right|^{2}
$$

Since interchanging columns only alter the sign of the determinant, the discriminant is well defined. The last equality in the definition of the discriminant is the notation we will use. It follows readily from the definition that $T(\alpha+\beta)=T(\alpha)+T(\beta)$ and $N(\alpha \beta)=N(\alpha) N(\beta)$ for $\alpha, \beta \in K$. We continue by examining some of the properties of the norm and trace, before we turn to the discriminant. We first need some lemmata about polynomials. Recall the definition of a primitive polynomial $f \in \mathbb{Z}[x]: f$ is primitive if the gcd of its coefficient is 1 .

Lemma 1.1.5. (Gauss' lemma) If $f, g \in \mathbb{Z}[x]$ are primitive, so is their product $f g$.
A proof of this can be found in [4, Lemma 11.4.2].
Lemma 1.1.6. Let $f(x) \in \mathbb{Z}[x]$ be monic. Suppose there are monic polynomials $f_{1}, \ldots, f_{n} \in$ $\mathbb{Q}[x]$ so that $\prod_{i=1}^{n} f_{i}(x)=f(x)$. Then $f_{i}(x) \in \mathbb{Z}[x]$ for all $1 \leq i \leq n$.

Proof. We first claim that there is a $c_{i} \in \mathbb{N}$ such that $c_{i} f_{i} \in \mathbb{Z}[x]$ is primitive. Write $f_{i}(x)=\frac{a_{0}}{b_{0}}+\frac{a_{1}}{b_{1}} x+\cdots+x^{k}$. There is clearly a least $c_{i} \in \mathbb{N}_{>0}$ so that $c_{i} f_{i} \in \mathbb{Z}[x]$, so suppose this least $c_{i}$ does not make $c_{i} f_{i}$ primitive. Then there is $d>1$ so that $d \left\lvert\, c_{i} \frac{a_{j}}{b_{j}}\right.$ for all $1 \leq j \leq k$ so we find $m_{j} \in \mathbb{N}_{>0}$ such that $d m_{j}=c_{i} \frac{a_{j}}{b_{j}}$. Then

$$
\begin{aligned}
c_{i} f_{i} & =c_{i} \frac{d m_{0}}{c_{i}}+c_{i} \frac{d m_{1}}{c_{i}} x+\cdots+d m_{k} x^{k} \\
& =d\left(m_{0}+m_{1} x+\cdots+m_{k} x^{k}\right)
\end{aligned}
$$

Since $f_{i}$ is monic $d \mid c_{i}$. Since $d>1, \frac{c_{i}}{d}<c_{i}$, so this contradicts the minimality of $c_{i}$. Hence $c_{i} f_{i}$ is primitive for all $i$, and we thus get by Gauss' lemma that $c_{1} f_{1} c_{2} f_{2} \cdots c_{n} f_{n}=$ $\left(c_{1} c_{2} \cdots c_{n}\right)\left(f_{1} \cdots f_{n}\right)$ is primitive. This forces $c_{1} c_{2} \cdots c_{n}= \pm 1$, so $c_{i}= \pm 1$, so $f_{i}$ is primitive.

Lemma 1.1.7. An algebraic number $\alpha$ is an algebraic integer if and only if its minimal polynomial over $\mathbb{Q}$ has coefficients in $\mathbb{Z}$.

Proof. Let $p(x)$ be the minimal polynomial of $\alpha$ over $\mathbb{Q}$. Then it is irreducible over $\mathbb{Q}$ and is monic. If it has coefficients in $\mathbb{Z}$ it is by definition an algebraic integer. Conversely, if $\alpha$ is an algebraic integer, there is a monic polynomial $f(x) \in \mathbb{Z}[x]$ such that $f(\alpha)=0$. By minimality of $p(x)$, we have in $\mathbb{Q}[x]$ that $p(x) \mid f(x)$, and as both $f(x), p(x)$ are monic, there must be monic $k(x) \in \mathbb{Q}[x]$ such that $p(x) k(x)=f(x)$. Lemma 1.1.6, then gives that $p(x) \in \mathbb{Z}[x]$, as we wanted to show.

The following lemma, paired up with Galois theory, is very useful when trying to prove that some polynomial has rational coefficients.

Lemma 1.1.8. Let $f \in \mathbb{C}[x]$ be a polynomial such that $f(q) \in \mathbb{Q} \forall q \in \mathbb{Q}$. Then $f(x) \in \mathbb{Q}[x]$.
Proof. Let $f$ have degree $n$. We construct a polynomial $g(x) \in \mathbb{Q}[x]$ of degree $n$ that agrees with $f$ in $n+1$ points. Then it follows that $f-g$, a polynomial of degree $n$, has $n+1$ roots, and hence has to be 0 . Moreover, in this case $f=g$. Now $g(x)$ is simply the Lagrange interpolation of $f$ in the $n+1$ points, $(0, f(0)),(1, f(1)), \ldots,(n, f(n))$ :

$$
g(x)=\sum_{j=0}^{n}\left(f(j) \prod_{0 \leq m \leq n, m \neq j} \frac{x-m}{j-m}\right)
$$

By assumption, $g(x) \in \mathbb{Q}[x]$, which proves the statement.
Theorem 1.1.9. Let $K$ be a number field and $\alpha \in K$. Then $N(\alpha), T(\alpha) \in \mathbb{Q}$. Furthermore if $\alpha$ is an algebraic integer then $N(\alpha), T(\alpha) \in \mathbb{Z}$.

Proof. We will prove the first statement using Galois theory. To that end, let $K=\mathbb{Q}(\theta)$ with $p(x)$ the minimal polynomial of $\theta$. Furthermore, let $L$ be the splitting field of $p(x)$, so that $L / \mathbb{Q}$ is a Galois extension. We introduce the auxiliary polynomial $f_{\alpha}$ defined as

$$
f_{\alpha}(x)=\left(x-\sigma_{1}(\alpha)\right) \cdots\left(x-\sigma_{n}(\alpha)\right)
$$

Observe that the constant term in $f_{\alpha}(x)$ is $(-1)^{j} N(\alpha)$ and the coefficient in front of $x^{n-1}$ is $-T(\alpha)$ for some integer $j$. Hence, if we are able to prove that $f_{\alpha}(x) \in \mathbb{Q}[x]$, the first claim will follow. As $\alpha \in K=\mathbb{Q}(\theta)$, there is a polynomial $r(x) \in \mathbb{Q}[x]$ so that $\alpha=r(\theta)$. By Theorem 1.1.3 it follows that $\sigma_{i}(\alpha)=\sigma_{i}(r(\theta))=r\left(\sigma_{i}(\theta)\right)=r\left(\theta_{i}\right)$ where $\theta_{i}=\sigma_{i}(\theta)$ as in Theorem 1.1.3. Now let $\tau \in \operatorname{Gal}(L / \mathbb{Q})$. Then if $x \in \mathbb{Q}$ we have

$$
\tau\left(f_{\alpha}(x)\right)=\tau\left(\prod_{i=1}^{n}\left(x-r\left(\theta_{i}\right)\right)\right)=\prod_{i=1}^{n}\left(x-\tau\left(r\left(\theta_{i}\right)\right)\right)=\prod_{i=1}^{n}\left(x-r\left(\tau\left(\theta_{i}\right)\right)\right)
$$

Now $\tau$ will send a root of $p(x)$ to a root of $p(x)$ and as it is injective it will actually permute those. As the product runs over all the roots of $p(x)$, this implies that $\tau\left(f_{\alpha}(x)\right)=f_{\alpha}(x)$ and as $\tau$ was arbitrary in $\operatorname{Gal}(L / \mathbb{Q})$ it follows by the fundamental theorem of Galois theory that $f_{\alpha}(x) \in \mathbb{Q}[x]$. To prove the second claim, we first show that $f_{\alpha}(t)=\left(p_{\alpha}(t)\right)^{k}$, where $k \in \mathbb{N}$ and $p_{\alpha}$ is the minimal polynomial of $\alpha$ over $\mathbb{Q}$. Since one of the embeddings of $K$ into $\mathbb{C}$ is identity on $K, f_{\alpha}(\alpha)=0$. Hence $p_{\alpha} \mid f_{\alpha}$, and we can write $\left(p_{\alpha}\right)^{s} h=f_{\alpha}$ where $h \in \mathbb{Q}[x]$ is relatively prime to $p_{\alpha}$. Suppose $h$ is not constant. Then there must be some $\sigma_{i}(\alpha)$ so that $h\left(\sigma_{i}(\alpha)\right)=0$. Now $\alpha=r(\theta)$ for some $r(x) \in \mathbb{Q}[x]$ so that $h\left(\sigma_{i}(\alpha)\right)=h\left(r\left(\theta_{i}\right)\right)$. That is $\theta_{i}$ is a root of $h(r(x))$. Let $p_{\theta}$ be the minimal polynomial of $\theta$ - then it is also the minimal polynomial of $\theta_{i}$ and so $p_{\theta}(x) \mid h(r(x))$. Hence $h(r(\theta))=0$ as well, and so $h(\alpha)=h(r(\theta))=0$, but then $h$ and $p_{\alpha}$ shares a root, which contradicts that they are relatively prime. Since $f_{\alpha}$ is monic, $h=1$. For the final step: let $\alpha$ be an algebraic integer. Then its mimimal polynomial $p_{\alpha}$ over $\mathbb{Q}$ has coefficients $\mathbb{Z}$, so $f_{\alpha}$ must also have integer coefficients. This finishes the proof.

Example 1.1.10. In the field $\mathbb{Q}(i)$, the norm and trace is given by

$$
N(\alpha+\beta i)=(\alpha+\beta i)\left(\alpha-\beta_{i}\right)=\alpha^{2}+\beta^{2} \quad T(\alpha+\beta i)=2 \alpha
$$

We introduce some notation for the sake of space: $\left[a_{i j}\right]$ will denote the matrix having $a_{i j}$ in the $i$ th row, $j$ th column. In the same spirit $\left|a_{i j}\right|$ will denote the determinant of the same matrix. Discriminant and trace have a close relation.

Theorem 1.1.11. Let $K$ be a number field, $\alpha_{1}, \ldots, \alpha_{n} \in K$. Then

$$
\operatorname{disc}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\left|T\left(\alpha_{i} \alpha_{j}\right)\right|
$$

Proof. Firstly $\left[\sigma_{i}\left(\alpha_{j}\right)\right]^{T}\left[\sigma_{i}\left(\alpha_{j}\right)\right]=\left[\sigma_{1}\left(\alpha_{i}\right) \sigma_{1}\left(\alpha_{j}\right)+\cdots+\sigma_{n}\left(\alpha_{i}\right) \sigma_{n}\left(\alpha_{j}\right)\right]=\left[T\left(\alpha_{i} \alpha_{j}\right)\right]$. For a square matrix, we have $\operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)$, and so $\left|T\left(\alpha_{i} \alpha_{j}\right)\right|=\left|\sigma_{i}\left(\alpha_{j}\right)\right|^{2}=\operatorname{disc}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$.

Corollary 1.1.12. With the notation above, $\operatorname{disc}\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Q}$, and if $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{A}$, then $\operatorname{disc}\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}$.

Proof. By Theorem 1.1.9, $T\left(\alpha_{i} \alpha_{j}\right) \in \mathbb{Q}$, so $\left|T\left(\alpha_{i} \alpha_{j}\right)\right| \in \mathbb{Q}$. As we will see in Lemma 1.2.4, $\mathbb{A}$ is a ring, thus products and sums of algebraic integers are still algebraic integers. If all $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{A}$, then $T\left(\alpha_{i} \alpha_{j}\right) \in \mathbb{Z}$ for all $i, j$ by Theorem 1.1.9 and so $\left|T\left(\alpha_{i} \alpha_{j}\right)\right| \in \mathbb{Z}$ in that case as well. By Theorem 1.1.11 this is enough.

We end this section with determining when the discriminant is zero. Before proving this we need a lemma from linear algebra, on the Vandermonde determinant.

Lemma 1.1.13. Let $R$ be a commutative ring and $a_{1}, \ldots, a_{n} \in R$. Then

$$
\left|\begin{array}{cccc}
1 & a_{1} & \cdots & a_{1}^{n-1} \\
1 & a_{2} & \cdots & a_{2}^{n-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & a_{n} & \cdots & a_{n}^{n-1}
\end{array}\right|=\prod_{1 \leq r<s \leq n}\left(a_{s}-a_{r}\right)
$$

Proof. The proof is by induction. The base case $n=2$ is trivial, so assume the statement holds for $n=k$. Let $f \in R[x]$ be any monic polynomial of degree $k$. Since elementary column operations do not change the value of the determinant we have

$$
\left|\begin{array}{cccc}
1 & a_{1} & \cdots & a_{1}^{k} \\
1 & a_{2} & \cdots & a_{2}^{k} \\
\vdots & \vdots & \ddots & \vdots \\
1 & a_{k+1} & \cdots & a_{k+1}^{k}
\end{array}\right|=\left|\begin{array}{cccc}
1 & a_{1} & \cdots & f\left(a_{1}\right) \\
1 & a_{2} & \cdots & f\left(a_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
1 & a_{k+1} & \cdots & f\left(a_{k+1}\right)
\end{array}\right|
$$

Now we choose $f(x)=\left(x-a_{1}\right)\left(x-a_{2}\right) \cdots\left(x-a_{k}\right)$ which is indeed a monic polynomial in $R[x]$. This yields

$$
\left|\begin{array}{cccc}
1 & a_{1} & \cdots & a_{1}^{k} \\
1 & a_{2} & \cdots & a_{2}^{k} \\
\vdots & \vdots & \ddots & \vdots \\
1 & a_{k+1} & \cdots & a_{k+1}^{k}
\end{array}\right|=\left|\begin{array}{cccc}
1 & a_{1} & \cdots & 0 \\
1 & a_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
1 & a_{k+1} & \cdots & f\left(a_{k+1}\right)
\end{array}\right|=(-1)^{2 k+2} f\left(a_{k+1}\right) \prod_{1 \leq r<s \leq n}\left(a_{s}-a_{r}\right)
$$

Theorem 1.1.14. Let $K$ be a number field and $\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in K^{n}$. Then $\operatorname{disc}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=$ 0 if and only if $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is a linearly dependent set over $\mathbb{Q}$.

Proof. Assume first that $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is a linearly dependent set over $\mathbb{Q}$. Then there exists $a_{1}, \ldots, a_{n} \in \mathbb{Q}$, not all zero, such that $a_{1} \alpha_{1}+\cdots+a_{n} \alpha_{n}=0$, and hence for any $i=1, \ldots, n$ we have $a_{1} \sigma_{i}\left(\alpha_{1}\right)+\cdots+a_{n} \sigma_{i}\left(\alpha_{n}\right)=0$. Thus

$$
a_{1}\left(\begin{array}{c}
\sigma_{1}\left(\alpha_{1}\right) \\
\vdots \\
\sigma_{n}\left(\alpha_{1}\right)
\end{array}\right)+\cdots+a_{n}\left(\begin{array}{c}
\sigma_{1}\left(\alpha_{n}\right) \\
\vdots \\
\sigma_{n}\left(\alpha_{n}\right)
\end{array}\right)=0
$$

so the columns of the matrix $\left[\sigma_{i}\left(\alpha_{j}\right)\right]$ are linearly dependent, and hence the determinant is zero. We prove the converse contrapositively. Let $K=\mathbb{Q}(\theta)$ - then $\left\{1, \theta, \ldots, \theta^{n-1}\right\}$ is a basis for $K$ over $\mathbb{Q}$. Another basis is $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$. Hence there is an invertible matrix $\left[c_{i j}\right]$ such that $\alpha_{i}=\sum_{j=0}^{n-1} c_{i j} \theta^{j}$ and hence $\left[\sigma_{i}\left(\alpha_{j}\right)\right]=\left[\sigma_{i}\left(\theta^{j}\right)\right]\left[c_{i j}\right]^{T}$. Taking determinants on both sides and remembering $\left|c_{i j}\right|=\left|c_{j i}\right|$ yields $\operatorname{disc}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\left|c_{i j}\right|^{2} \operatorname{disc}\left(1, \theta, \ldots, \theta^{n-1}\right)$. Hence it is enough to prove that $\operatorname{disc}\left(1, \theta, \ldots, \theta^{n-1}\right) \neq 0$. But this is the square of a Vandermonde determinant and hence if we denote $\theta_{i}=\sigma_{i}(\theta)$, then

$$
\operatorname{disc}\left(1, \theta, \ldots, \theta^{n-1}\right)=\left(\prod_{1 \leq i<j \leq n}\left(\theta_{j}-\theta_{i}\right)\right)^{2}
$$

Clearly this product is 0 if and only if $\theta_{j}=\theta_{i}$ for $i \neq j$, but $K$ is a seperable extension of $\mathbb{Q}$ and hence any minimal polynomial has no double roots.

Remark: Let $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ and $\left\{\beta_{1}, \ldots, \beta_{n}\right\}$ be two bases for $K$ over $\mathbb{Q}$. Furthermore let $\alpha_{i}=\sum_{j=1}^{n} c_{i j} \beta_{i}$. Then a part of the argument over is easily generalized to show that $\operatorname{disc}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\left|c_{i j}\right|^{2} \operatorname{disc}\left(\beta_{1}, \ldots, \beta_{n}\right)$. We will use this relation later.

### 1.2 Ring of integers of $K$

Central to this chapter will be the notion of free abelian groups.
Definition 1.2.1. A free abelian group is a free $\mathbb{Z}$-module.
Lemma 1.2.2. Let $G$ be a free abelian group of rank $n$, and let $H$ be a subgroup of $G$. Then $H$ is free abelian of rank $\leq n$.

Proof. The proof is by induction. If $G$ is of rank $n=1$, then $G \cong \mathbb{Z}$. A subgroup of $\mathbb{Z}$ is of the form $n \mathbb{Z}$, which is also free abelian. Hence any subgroup $H$ of $G$ is free abelian of rank at most one. Now assume the result holds for $n-1$. Let $G \cong \mathbb{Z} \times \cdots \times \mathbb{Z}$ ( $n$ times). Define the homomorphism

$$
\pi: \mathbb{Z} \times \cdots \times \mathbb{Z} \rightarrow \mathbb{Z} \quad\left(x_{1}, \ldots, x_{n}\right) \mapsto x_{1}
$$

Then $\operatorname{ker}(\pi)=\mathbb{Z}^{n-1}$. Let $H$ be a subgroup of $G$ (viewed as a subgroup of $\mathbb{Z}^{n}$ ). Then $H \cap \operatorname{ker}(\pi)$ is a subgroup of $\mathbb{Z}^{n-1}$ and hence by the induction hypothesis is free abelian of rank $\leq n-1$. Now the image of $H, \pi(H)$, is a subgroup of $\mathbb{Z}$, and hence either infinite cyclic or $\{0\}$. If $\pi(H)=\{0\}$, then $H \subseteq \operatorname{ker}(\pi)$, and hence $H=H \cap \operatorname{ker}(\pi)$, and hence $H$ is free abelian of rank $\leq n-1$. For the other case, fix some $h \in H$ so that $\pi(h)$ generates $\pi(H)$. We want to prove that $H=\mathbb{Z} h \oplus(H \cap \operatorname{ker} \pi)$. Let $x \in H$, then $\pi(x)=k \pi(h)=\pi(k h)$ for some $k \in \mathbb{Z}$. Then clearly $\pi(x-k h)=\pi(x)-\pi(k h)=0$, so $x-k h \in H \cap \operatorname{ker}(\pi)$. Hence for any $x \in H, x=k h+(x-k h) \in \mathbb{Z} h+(H \cap \operatorname{ker}(\pi))$. If $y \in \mathbb{Z} h \cap(H \cap \operatorname{ker}(\pi))$ then $y=k h \in \operatorname{ker}(\pi)$, that is $0=\pi(y)=\pi(k h)=k \pi(h)$ and hence $k=0$ so $y=0$. As $\mathbb{Z} h$ and ( $H \cap \operatorname{ker}(\pi)$ ) clearly are subgroups of $H$, this shows that $H=\mathbb{Z} h \oplus(H \cap \operatorname{ker} \pi)$ - a direct
sum of two free abelian groups, one of rank 1 , the other of rank $\leq n-1$. Hence $H$ is free abelian of rank $\leq n$.

The next thing we want to establish is that the algebraic integers $\mathbb{A}$ actually form a ring! We start by finding an equivalent definition of algebraic integers, that will be easier to work with.

Lemma 1.2.3. An element $\alpha \in \mathbb{C}$ is an algebraic integer if and only if $\Gamma_{\alpha}=\left(1, \alpha, \alpha^{2}, \ldots\right)$ is a finitely generated abelian group.

Proof. If $\Gamma_{\alpha}$ is finitely generated, then there exists some $n \in \mathbb{N}$ such that $\alpha^{n}=a_{0}+a_{1} \alpha+$ $\cdots+a_{n-1} \alpha^{n-1}$ for $a_{i} \in \mathbb{Z}$, but this is exactly saying that $\alpha$ satisfies some monic polynomial with integer coefficients. Conversely, suppose $\alpha \in \mathbb{C}$ is an algebraic integer. Then for some $n \in \mathbb{N}$ we have $\alpha^{n}=a_{0}+a_{1} \alpha+\cdots+a_{n-1} \alpha^{n-1}$ where $a_{i} \in \mathbb{Z}$. We claim that $\left(1, \alpha, \ldots, \alpha^{n-1}\right)$ genereates $\Gamma_{\alpha}$, and want to show this by induction. The base case $m=0$ is clear. Assume $\alpha^{n+m-1}=b_{0}+b_{1} \alpha+\cdots+b_{n-1} \alpha^{n-1}, b_{i} \in \mathbb{Z}$. Then

$$
\begin{aligned}
\alpha^{n+m} & =\alpha \alpha^{n+m-1} \\
& =\alpha\left(b_{0}+b_{1} \alpha+\cdots+b_{n-1} \alpha^{n-1}\right)=b_{0} \alpha+b_{1} \alpha^{2}+\cdots+b_{n-1} \alpha^{n} \\
& =b_{0} \alpha+b_{1} \alpha^{2}+\cdots+b_{n-1}\left(a_{0}+a_{1} \alpha+\cdots+a_{n-1} \alpha^{n-1}\right) \\
& =b_{n-1} a_{0}+\left(b_{0}+b_{n-1} a_{1}\right) \alpha+\cdots+b_{n-1} a_{n-1} \alpha^{n-1} \in\left(1, \alpha, \ldots, \alpha^{n-1}\right)
\end{aligned}
$$

Which finishes the proof by induction.
We are now just one lemma away from a very important definition in this thesis.
Lemma 1.2.4. The algebraic integers, $\mathbb{A}$, form a subring of $\mathbb{C}$.
Proof. $\mathbb{A}$ is non-empty as $1 \in \mathbb{A}$. What is left to show is that $\forall \alpha, \beta \in \mathbb{A}, \alpha-\beta \in \mathbb{A}$ and $\alpha \beta \in \mathbb{A}$. By Lemma 1.2.3 it is enough to show $\Gamma_{\alpha-\beta}$ and $\Gamma_{\alpha \beta}$ are finitely generated. Since $\alpha, \beta$ are algebraic integers, we know $\Gamma_{\alpha}, \Gamma_{\beta}$ is finitely generated, say by $\left\{1, \alpha, \ldots, \alpha^{m}\right\}$ and $\left\{1, \beta, \ldots, \beta^{k}\right\}$ respectively. Then $\left\{\alpha^{i} \beta^{j}\right\}_{0 \leq i \leq m, 0 \leq j \leq k}$ generates a (finitely generated) abelian group where both $\Gamma_{\alpha-\beta}$ and $\Gamma_{\alpha \beta}$ are contained. Since a subgroup of a finitely generated abelian group is finitely generated ${ }^{1}$, we are done.

As an immediate consequence of the lemma, $\mathbb{A} \cap K$ becomes a ring for any number field $K$.
Definition 1.2.5. The ring of integers of (a number field) $K$ is defined as $\mathbb{A} \cap K$, and is denoted by $\mathcal{O}_{K}$. In other words, $\mathcal{O}_{K}$ consists of every element in $K$ that satifies a monic polynomial with integer coefficients.
$\mathcal{O}_{K}$ has a very nice structure. Most importantly is perhaps the fact that every proper nonzero ideal in $\mathcal{O}_{K}$ factors into prime ideals uniquely, so that ideals in $\mathcal{O}_{K}$ behave almost like ordinary numbers. This fact isn't just specific to $\mathcal{O}_{K}$ - domains where this fact hold are

[^0]known as Dedekind domains, and we will define those more specifically and study them in more detail in the next section. In the last part of this section we prove three central facts about $\mathcal{O}_{K}$, which we will see in the next section is the very definition of a Dedekind domain. The first fact we are going to prove is that $\mathcal{O}_{K}$ is Noetherian. We start with two lemmata.

Lemma 1.2.6. Let $\alpha$ be an algebraic number. Then there exists $0 \neq m \in \mathbb{Z}$ such that $m \alpha$ is an algebraic integer.

Proof. As $\alpha$ is an algebraic number, let $f(x)=\frac{a_{0}}{b_{0}}+\cdots+\frac{a_{n-1}}{b_{n-1}} x^{n-1}+x^{n}$ be its minimal polynomial over $\mathbb{Q}$, where without loss of generality, $\operatorname{gcd}\left(a_{i}, b_{i}\right)=1$ for each $i$. Set $m=$ $b_{n-1}^{n} b_{n-2}^{n} \cdots b_{0}^{n}$. Then

$$
\begin{aligned}
0=m \cdot 0 & =\left(b_{n-1}^{n} b_{n-2}^{n} \cdots b_{0}^{n}\right)\left(\frac{a_{0}}{b_{0}}+\cdots+\frac{a_{n-1}}{b_{n-1}} \alpha^{n-1}+\alpha^{n}\right) \\
& =a_{0} b_{0}^{n-1} b_{1}^{n} \cdots b_{n-1}^{n}+a_{1} b_{0}^{n-1} b_{1}^{n-2} \cdots b_{n-1}^{n-1}\left(b_{0} b_{1} \cdots b_{n-1} \alpha\right)+\cdots+\left(b_{0} b_{1} \cdots b_{n-1} \alpha\right)^{n} \\
& =a_{0} b_{0}^{n-1} b_{1}^{n} \cdots b_{n-1}^{n}+a_{1} b_{0}^{n-1} b_{1}^{n-2} \cdots b_{n-1}^{n-1}(m \alpha)+\cdots+(m \alpha)^{n}
\end{aligned}
$$

Hence $m \alpha$ is an algebraic integer.
Lemma 1.2.7. Let $K$ be a number field with $[K: \mathbb{Q}]=n$. Then there exists a basis $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ consisting entirely of algebraic integers for $K$ over $\mathbb{Q}$.

Proof. Pick a basis for $K$ over $\mathbb{Q}$, say $\left\{\beta_{1}, \ldots, \beta_{n}\right\}$. By Lemma 1.2 .6 we find non-zero integers $m_{1}, \ldots, m_{n}$ such that $\alpha_{i}=m_{i} \beta_{i}$ is an algebraic integer. Now, for any $x \in K$ :

$$
x=a_{1} \beta_{1}+\cdots+a_{n} \beta_{n}=\frac{a_{1}}{m_{1}} \alpha_{1}+\cdots+\frac{a_{n}}{m_{n}} \alpha_{n}
$$

so $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ spans $K$ over $\mathbb{Q}$. Furthermore if $a_{1} \alpha_{1}+\cdots+a_{n} \alpha_{n}=0$, then $a_{1} m_{1} \beta_{1}+\cdots+$ $a_{n} m_{n} \beta_{n}=0$, and as $\left\{\beta_{1}, \ldots, \beta_{n}\right\}$ is a basis, this implies that $a_{1} m_{1}=\cdots=a_{n} m_{n}=0$, hence $a_{1}=\cdots=a_{n}=0$ as $m_{i} \neq 0$.

Theorem 1.2.8. $\mathcal{O}_{K}$ viewed as an additive group is free abelian of rank $n$.

Proof. The proof is by contradiction - suppose $\mathcal{O}_{K}$ is not free abelian of rank $n$. This is the same as saying that $\mathcal{O}_{K}$ does not possess any integral basis. Let $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ be a basis of algebraic integers for $K$ over $\mathbb{Q}$ (which exists by Lemma 1.2.7) that makes the absolute value of the discriminant minimal. Since this cannot be an integral basis there exists some $\gamma \in \mathcal{O}_{K}$ such that $\gamma=a_{1} \omega_{1}+\cdots+a_{n} \omega_{n}$ where not all $a_{i} \in \mathbb{Z}$. Let us choose the numbering such that $a_{1} \notin \mathbb{Z}$. Then $a_{1}=a+r$ where $a \in \mathbb{Z}, 0<r<1$. Let $\psi_{1}=\gamma-a \omega_{1}$ and $\psi_{i}=\omega_{i}$ for $i=2, \ldots, n$. Since $\mathcal{O}_{K}$ is a ring, $\psi_{1}, \ldots, \psi_{n}$ are all in $\mathcal{O}_{K}$. In fact, we claim that $\left\{\psi_{1}, \ldots, \psi_{n}\right\}$ is another basis for $K$ over $\mathbb{Q}$. To this end, assume $b_{1} \psi_{1}+\cdots+b_{n} \psi_{n}=0$. This is the same as

$$
0=b_{1}\left(\gamma-a \omega_{1}\right)+b_{2} \omega_{2}+\cdots+b_{n} \omega_{n}=b_{1}\left(a_{1}-a\right) \omega_{1}+\left(b_{2}+b_{1} a_{2}\right) \omega_{2}+\cdots+\left(b_{n}+b_{1} a_{n}\right) \omega_{n}
$$

Since $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ is a basis, $b_{1}\left(a_{1}-a\right)=0$. We cannot have $a_{1}=a$, because then $r=0$. Hence $b_{1}=0$, but then we must have $b_{2}=\cdots=b_{n}=0$ as well. Thus $\left\{\psi_{1}, \ldots, \psi_{n}\right\}$ is a basis for $K$ over $\mathbb{Q}$. By the remark after Theorem 1.1.14 we get the following equality:

$$
\left|\operatorname{disc}\left(\psi_{1}, \ldots, \psi_{n}\right)\right|=\left|\operatorname{det}\left(\begin{array}{ccccc}
a_{1}-a & a_{2} & a_{3} & \cdots & a_{n} \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right)^{2}\right|\left|\operatorname{disc}\left(\omega_{1}, \ldots, \omega_{n}\right)\right|
$$

but then as $0<r^{2}<1$ :

$$
\left|\operatorname{disc}\left(\psi_{1}, \ldots, \psi_{n}\right)\right|=\left(a_{1}-a\right)^{2}\left|\operatorname{disc}\left(\omega_{1}, \ldots, \omega_{n}\right)\right|=r^{2}\left|\operatorname{disc}\left(\omega_{1}, \ldots, \omega_{n}\right)\right|<\left|\operatorname{disc}\left(\omega_{1}, \ldots, \omega_{n}\right)\right|
$$

which contradicts the minimality of $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$.

Corollary 1.2.9. $\mathcal{O}_{K}$ is Noetherian.

Proof. Let $I$ be any ideal of $\mathcal{O}_{K}$. Then $I$ is an additive subgroup of $\mathcal{O}_{K}$ viewed as an additive group. But by theorem 1.2.6, $\mathcal{O}_{K}$ is free abelian of rank $n$, and by Lemma 1.2.2 $I$ must also be free abelian of rank $\leq n$ and hence finitely generated.

If $\left\{\gamma_{1}, \cdots, \gamma_{n}\right\}$ and $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ are two integral bases for $\mathcal{O}_{K}$, then the change of basis matrix between them consists of integers. It is a well known fact that an invertible matrix with integer entries has determinant $\pm 1$. Hence it follows by the remark following Theorem 1.1.14 that the discriminant of those two bases are equal. This justifies the following definition.

Definition 1.2.10. Let $K$ be a number field. We define $\operatorname{disc}\left(\mathcal{O}_{K}\right)$ to be the discriminant of some integral basis for $\mathcal{O}_{K}$. We can generalize the remark after Theorem 1.1.14 to a non-zero ideal $I$ as well, because $I$ is free abelian of rank $\leq n$ and we can restrict the embeddings of $K$ into $\mathbb{C}$ to $I$. Thus we also define for non-zero ideal $I$, $\operatorname{disc}(I)$ to be the discriminant of some integral basis for $I$ (which is well-defined by the paragraph above).

Lemma 1.2.11. A finite integral domain $D$ is a field.

Proof. Take $a \neq 0$ in $D$. Since $D$ is finite, the list $1, a, a^{2}, a^{3}, \ldots$ repeats itself at some point where $a^{n}=a^{m}, n<m$, whence $a^{n}\left(1-a^{m-n}\right)=0$ and as $a \neq 0$ and $D$ is an integral domain $1=a^{m-n}=a a^{m-n-1}$ so $a$ has an inverse.

Theorem 1.2.12. $\mathcal{O}_{K}$ has Krull dimension 1 - that is every non-zero prime ideal of $\mathcal{O}_{K}$ is maximal.

Proof. Let $\mathfrak{p}$ be a non-zero prime ideal of $\mathcal{O}_{K}$. Let $0 \neq \alpha \in \mathfrak{p}$. Then we have $N(\alpha)=$ $\alpha \sigma_{2}(\alpha) \cdots \sigma_{n}\left(\alpha_{n}\right)$, where $\sigma_{1}(\alpha)=\alpha$ if $\sigma_{1}$ is the identity embeddings of $K$ into $\mathbb{C}$. Hence, let us write $N(\alpha)=\alpha \beta$ with $\beta=\sigma_{2}(\alpha) \cdots \sigma_{n}(\alpha)$. By Theorem 1.1.9, $N(\alpha) \in \mathbb{Z}$, and since $\alpha \neq 0, N(\alpha) \neq 0$. Since $\sigma$ sends an algebraic integer to an algebraic integer $\beta \in \mathbb{A}$. We also have $\beta=\frac{N(\alpha)}{\alpha} \in K$ so $\beta \in \mathcal{O}_{K}$. Since $\mathfrak{p}$ is an ideal, $N(\alpha)=\alpha \beta \in \mathfrak{p}$, so $(N(\alpha)) \subseteq \mathfrak{p}$. From the third isomorphism theorem it follows that

$$
\frac{\mathcal{O}_{K} /(N(\alpha))}{\mathfrak{p} /(N(\alpha))} \cong \mathcal{O}_{K} / \mathfrak{p}
$$

Now as $\mathcal{O}_{K} \cong \mathbb{Z}^{n},(N(\alpha))=k \mathbb{Z}^{n}$ for some $k$ and hence $\left|\mathcal{O}_{K} /(N(\alpha))\right|=\left|\mathbb{Z}^{n} / k \mathbb{Z}^{n}\right|=k^{n}$. This shows that the left hand side of the isomorphism above is finite, and so $\mathcal{O}_{K} / \mathfrak{p}$ is also finite. But $\mathfrak{p}$ is a prime ideal, so $\mathcal{O}_{K} / \mathfrak{p}$ is a finite integral domain which we know are all fields. Finally, $\mathcal{O}_{K} / \mathfrak{p}$ can be a field iff $\mathfrak{p}$ is maximal, which finishes the proof.

Theorem 1.2.13. Suppose $\alpha \in \mathbb{C}$ satisfy a monic polynomial with coefficients in $\mathbb{A}$. Then $\alpha \in \mathbb{A}$.

Proof. Let $a_{i} \in \mathbb{A}$, not all zero, such that

$$
a_{0}+a_{1} \alpha+\cdots+\alpha^{n}=0
$$

We aim to prove that $\mathbb{Z}\left[a_{0}, \ldots, a_{n-1}\right]\left(1, \alpha, \alpha^{2}, \ldots\right)$ is finitely generated abelian. Clearly $\Gamma_{\alpha}=$ $\left(1, \alpha, \alpha^{2}, \ldots\right)$ is a subgroup of this group, and as a subgroup of a finitely generated abelian group is finitely generated this is enough by Lemma 1.2 .3 . Because the $a_{i}$ 's are algebraic integers, the $\Gamma_{a_{i}}$ 's are finitely generated and hence $\mathbb{Z}\left[a_{0}, \ldots, a_{n-1}\right]$ is finitely generated. Now we have that

$$
\begin{aligned}
\alpha^{n+1} & =\alpha \alpha^{n} \\
& =\alpha\left(-a_{0}-a_{1} \alpha-\cdots-\alpha^{n-1}\right)=-a_{0} \alpha-a_{1} \alpha^{2}-\cdots-\alpha^{n} \\
& =-a_{0} \alpha-a_{1} \alpha^{2}-\cdots-a_{n-2} \alpha^{n-1}-\left(a_{0}+a_{1} \alpha+\cdots+a_{n-1} \alpha^{n-1}\right) \\
& =-a_{0}-\left(a_{0}+a_{1}\right) \alpha-\left(a_{1}+a_{2}\right) \alpha^{2}-\cdots-\left(a_{n-2}+a_{n-1}\right) \alpha^{n-1} \\
& \in \mathbb{Z}\left[a_{0}, \ldots, a_{n-1}\right]\left(1, \alpha, \ldots, \alpha^{n-1}\right)
\end{aligned}
$$

By induction it follows that $\alpha^{n+m} \in \mathbb{Z}\left[a_{0}, \ldots, a_{n-1}\right]\left(1, \alpha, \ldots, \alpha^{n-1}\right)$ for $m \in \mathbb{N}$. This finishes the proof, by the remarks in the beginning of the proof.

## Chapter 2

## Dedekind domains

In this chapter we prove that every non-zero ideal in a Dedekind domain factorizes uniquely into prime ideals. Afterwards we prove some other nice properties of Dedekind domains. First that a Dedekind domain is a PID if and only if it is a UFD. Secondly that ideals are generated by at most two elements. As we will see, the ideal theory of Dedekind domains is very nice: the ideals here behave somewhat like numbers.

### 2.1 Unique factorization in Dedekind domains

Definition 2.1.1. Let $R$ be an integral domain. Then $R$ is called a Dedekind domain if
(DD1) $R$ is Noetherian.
(DD2) $R$ has Krull dimension 1 , that is every non-zero prime ideal is maximal.
(DD3) $R$ is integrally closed in its field of fractions $K=\left\{\frac{\alpha}{\beta}: \alpha, \beta \in R, \beta \neq 0\right\}-$ that is if $\frac{\alpha}{\beta}$ is a root of a monic polynomial with coefficients in $K$, then $\frac{\alpha}{\beta} \in R$.

Corollary 1.2.9, Theorem 1.2.12 and Theorem 1.2.13 show that the ring of integers of any number field is a Dedekind domain. However this is not the only class of Dedekind domains, another one comes from algebraic geometry: if $X$ is a non-singular affine curve over a field $k$, the coordinate ring $\Gamma(X / k)$ is a Dedekind domain. Our first goal will be to prove that every non-zero ideal in a Dedekind domain factorizes uniquely into prime ideals. For this we need a few lemmata. Throughout the rest of the chapter, $R$ is always assumed to be a Dedekind domain with field of fractions $K$.

Lemma 2.1.2. Let I be a non-zero ideal in $R$. Then I contains a product of non-zero prime ideals of $R$.

Proof. Assume there is a non-zero ideal $I$ that does not contain a product of prime ideals. Then the set

$$
\mathcal{P}=\left\{I \subseteq R: I \text { ideal, } \nexists P_{1}, \ldots, P_{t} \text { non-zero prime ideals such that } P_{1} \cdots P_{t} \subseteq I\right\}
$$

is non-empty. Since $R$ is Noetherian, $\mathcal{P}$ contains a maximal element, call it $M$. Since $M \in \mathcal{P}$, $M$ cannot be prime. Hence we can find $r s \in M$ such that $r, s \notin M$. The ideals $M+(r)$ and $M+(s)$ are strict supersets of $M$, and hence by maximality of $M$ cannot be in $\mathcal{P}$. Thus we can find non-zero prime ideals $P_{1}, \ldots, P_{t}, Q_{1}, \ldots, Q_{\ell}$ such that $P_{1} \cdots P_{t} \subseteq M+(r)$ and $Q_{1} \cdots Q_{\ell} \subseteq M+(s)$. But as $M$ is an ideal and $(r s) \subseteq M$ we get

$$
P_{1} \cdots P_{t} Q_{1} \cdots Q_{\ell} \subseteq(M+(r))(M+(s)) \subseteq M^{2}+M(s)+M(r)+(r s) \subseteq M
$$

which contradicts that $M \in \mathcal{P}$.

Lemma 2.1.3. Let $A$ be a proper ideal of $R$. Then there is an element $\gamma \in K \backslash R$ such that $\gamma A \subseteq R$.

Proof. Let $a \in A$ be non-zero. By Lemma 2.1.2, $P_{1} \cdots P_{t} \subseteq(a)$ for some non-zero prime ideals $P_{1}, \ldots, P_{t}$ in $R$. Choose $t$ such that it is minimal. Every proper ideal is contained in a maximal ideal (this follows from Zorn's lemma, see [3, Corollary 1.4]). So fix a maximal ideal $P$ (and hence prime ideal) such that $(a) \subseteq P$. Hence $P$ contains the product $P_{1} \cdots P_{t}$, and because it is a prime ideal $P \supseteq P_{i}$ for some $i$, say $i=1$. However, $R$ is a Dedekind domain so DD2 implies that $P_{1}$ is a maximal ideal as well, and hence $P=P_{1}$. Since $t$ was minimal $\exists b \in P_{2} \cdots P_{t} \backslash(a)$. Now let $\gamma=b / a$. Then $\gamma \notin R$, because if it was then $b=\frac{b}{a} \cdot a \in(a)$. Now take $c \in A$. Since $c \in A \subseteq P=P_{1}, c b \in P_{1} \cdots P_{t} \subseteq(a)$. Hence $c b=a r$ for some $r \in R$. That is $\gamma c=\frac{b}{a} c=r \in R$.

Now we are ready to prove a central theorem: a non-zero ideal is just a multiplication away with some other ideal from being principal. From this theorem the prime factorization of ideals will follow.

Theorem 2.1.4. Let I be a non-zero ideal in $R$. Then there exists a non-zero ideal $J$ such that $I J=(\alpha)$ for some non-zero $\alpha \in I$.

Proof. We show that $J=\{\beta \in R: \beta I \subseteq(\alpha)\}$ works for any non-zero $\alpha \in I$. First of all we have to show that $J$ is a non-zero ideal. To that end let $x, y \in J, r \in R$. Since $x I \subseteq(\alpha)$ and $y I \subseteq(\alpha)$ we get $(x-y) I \subseteq(\alpha)$. Furthermore $(r x) I=r(x I) \subseteq r(\alpha) \subseteq(\alpha)$. Hence $J$ is an ideal, and non-zero since $\alpha \in J$. If now $z \in I, w \in J$, then $z w \in(\alpha)$, so $I J \subseteq(\alpha)$. We now proceed to show that this actually is an equality. To this end, define $A=\frac{1}{\alpha} I J$. Since $I J$ is an ideal, and $I J \subseteq(\alpha)$, it follows that $A$ is an ideal. If $A=R$ then $(\alpha)=I J$, in which case we are done. We now complete the proof by showing that $A$ being a proper ideal yields a contradiction. If $A$ is a proper ideal, then by Lemma 2.1.3, there exists $\gamma \in K \backslash R$ such that $\gamma A \subseteq R$. Since $\alpha \in I$, the ideal $J$ is contained in $A$. It follows that $\gamma J \subseteq \gamma A \subseteq R$. Now $(\gamma J) I=\gamma J I=\gamma \alpha A=\alpha(\gamma A) \subseteq \alpha R=(\alpha)$, so by definition of $J$ we have $\gamma J \subseteq J$. By DD1 we can find a generating set $\alpha_{1}, \ldots, \alpha_{m}$ for $J$, and so $\gamma \alpha_{i}=a_{i 1} \alpha_{1}+\cdots+a_{i m} \alpha_{m}$ for $a_{i m} \in R$.

This gives us the following system of linear equations:

$$
\gamma\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{m}
\end{array}\right)=\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 m} \\
\vdots & \ddots & \vdots \\
a_{m 1} & \cdots & a_{m m}
\end{array}\right)\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{m}
\end{array}\right)
$$

Let us call the matrix in the system of equations above for $M$. Since not all $\alpha_{i}$ can be zero, the above shows that $\left(M-\gamma I_{m}\right) \mathbf{x}=\mathbf{0}$ not only has the trivial solution. We then know from linear algebra that $\operatorname{det}\left(M-\gamma I_{m}\right)=0$. Expanding this gives a monic polynomial in $R[x]$ where $\gamma$ is a root. By DD3, $\gamma \in R$ which is a contradiction as $\gamma \in K \backslash R$.

From this we get three important corollaries: two of them says that (non-zero) ideals in Dedekind domains have the cancellation property and that divisibility of ideals and inclusion is equivalent. The last tells ut that the ideal classes of a Dedekind domain form an abelian group (!). This group is called the ideal class group and we will study it more in the next chapter. As we will see, in some sense the order of the ideal class group, called the class number, measures how far away a Dedekind domain is from being a unique factorization domain. The ideal class group will be our main focus after this chapter and throughout the thesis. In fact we will establish a formula for calculating the class number, via the theory of Dedekind zeta functions. We postpone this third corollary to the next chapter.

Corollary 2.1.5. Let $A, B, C$ be non-zero ideals in $R$. Then $A B=A C$ implies $B=C$.
Proof. By Theorem 2.1.4 we find an ideal $J$ such that $A J=(\alpha), \alpha \neq 0$. Multiplying $A B=A C$ with $J$ gives us $(\alpha) B=(\alpha) C$, so for any $b \in B$, there is a $c \in C$ and an $r \in R$ we have $\alpha b=r \alpha c$, so $b=r c \in C$, that is $B \subseteq C$. That $C \subseteq B$ is proven analogously.

Corollary 2.1.6. Let $A, B$ be non-zero ideals in $R$. Then $A \mid B \Longleftrightarrow A \supseteq B$.
Proof. If $A \mid B$, there exists a non-zero ideal $C$ in $R$ such that $A \supseteq A C=B$. Conversely, we can find an ideal $J$ and a non-zero element $\alpha$ such that $A J=(\alpha)$ (Theorem 2.1.4). Now if $C=\frac{1}{\alpha} J B$ then

$$
A C=A \frac{1}{\alpha} J B=\frac{1}{\alpha}(\alpha) B=B
$$

What is left to prove is that $C$ is an ideal in $R$. If we are able to prove $\frac{1}{\alpha} J B \subseteq R$ this will follow since $J B$ is an ideal. Now $\frac{1}{\alpha} J B \subseteq \frac{1}{\alpha} J A=\frac{1}{\alpha}(\alpha)=R$.

Now we are finally ready to prove on of the big theorems of this chapter:
Theorem 2.1.7. Every proper non-zero ideal in a Dedekind domain $R$ factorizes uniquely into prime ideals.

Proof. We first show existence. Suppose for a contradiction that

$$
\mathcal{P}=\{I \text { non-zero proper ideal in } R: I \text { does not factorize into prime ideals }\} \neq \emptyset
$$

By DD1, $\mathcal{P}$ has a maximal element $M$. Again as in Lemma 2.1.3, we can fix a maximal (and hence prime) ideal $P$ of $R$ such that $M \subseteq P$. By Corollary 2.1.6 there is an ideal $C$ such that $P C=M$. Now $C$ strictly contains $M$, because if $C=M$ then $P M=P C=M=R M$, which by Corollary 2.1 .5 would imply $P=R$. That the inclusion is strict implies that $C=P_{1} \cdots P_{t}$ for prime ideals $P_{i}$, but then $M=P C=P P_{1} \cdots P_{t}$, which contradicts that $M \in \mathcal{P}$. This shows existence. For the uniqueness part, let $I$ be any non-zero ideal in $R$, and suppose

$$
I=P_{1} \cdots P_{t}=Q_{1} \cdots Q_{\ell}
$$

for prime ideals $P_{i}, Q_{j}$ say with $t \geq \ell$. Then $P_{1} \mid Q_{1} \cdots Q_{\ell}$ so $P_{1} \supseteq Q_{1} \cdots Q_{\ell}$ by Corollary 2.1.6. Since $P_{1}$ is prime, it contains some $Q_{i}$. After rearrangement, say $Q_{1} \subseteq P_{1}$. Since $Q_{1}$ is prime and non-zero, DD2 gives that $Q_{1}$ is maximal and hence $Q_{1}=P_{1}$. By Corollary 2.1.5 it follows that $P_{2} \cdots P_{t}=Q_{2} \cdots Q_{\ell}$. If $t=\ell$ we get the uniqueness and we are done. If $t>\ell$ we have $P_{\ell+1} \cdots P_{t}=R$, so $P_{\ell+1} \mid R$, that is $P_{\ell+1} \supseteq R$, which contradicts $P_{\ell+1}$ being prime.

Theorem 2.1.4 told us that for every non-zero ideal $I$, there exists an ideal $J$ such that $I J$ is a non-zero principal ideal. Another way to interpret this is that a Dedekind domain $R$ is not too far away from being principal. We can strengthen this even more: every ideal in a Dedekind domain is generated by at most two elements. To prove this we start by generalizing gcd and lcm from $\mathbb{Z}$ to $R$. Remember in $\mathbb{Z}$ that gcd is the greatest common divisor of two integers, so the greatest common divisor of two ideals should be the greatest ideal that divides both. From Corollary 2.1 .6 we know $A \mid B \Longleftrightarrow A \supseteq B$. So if $D$ is the greatest common divisor of $I$ and $J$ we have $D \supseteq I$ and $D \supseteq J$. Furthermore if $C|I, C| J$ as well, then $C \mid D$ and so $C \supseteq D$. From this we see that the greatest common divisor of $I$ and $J$ should be the smallest ideal that contains both.

Definition 2.1.8. Let $I, J$ be non-zero ideals of $R$. We then define

$$
\operatorname{gcd}(I, J)=I+J \quad \operatorname{lcm}(I, J)=I \cap J
$$

Lemma 2.1.9. If $I, J$ are ideals in a Dedekind domain $R$ such that $1 \in I+J$, then $1 \in$ $I^{m}+J^{n}$ for all $m, n$.

Proof. Since $1 \in I+J$, write $1=\alpha+\beta, \alpha \in I, \beta \in J$. By the binomial theorem

$$
\begin{aligned}
1 & =(\alpha+\beta)^{m+n}=\sum_{i=0}^{m+n}\binom{m+n}{i} \alpha^{i} \beta^{m+n-i} \\
& =\beta^{n} \sum_{i=0}^{m}\binom{m+n}{i} \alpha^{i} \beta^{m-i}+\alpha^{m} \sum_{i=m+1}^{m+n}\binom{m+n}{i} \alpha^{i-m} \beta^{m+n-i}
\end{aligned}
$$

Because $\beta^{n} \in J^{n}$ and $\alpha^{m} \in I^{m}$, the absorbance property of ideals finishes the proof.
Theorem 2.1.10. Let $I$ be any non-zero ideal in a Dedekind domain $R$, and let $\alpha$ be any non-zero element of $I$. Then there exists an element $\beta \in I$ such that $I=(\alpha, \beta)$.

Proof. Suppose that we find a $\beta \in R$ such that $I=\operatorname{gcd}((\alpha),(\beta))$. Then $I=(\alpha)+(\beta)=(\alpha, \beta)$ by the definition above. In that case $I=(\alpha, \beta) \supseteq(\beta)$ and so $\beta \in I$, which is what we want. With this strategy in mind, start by factorizing $I$ into primes:

$$
I=P_{1}^{n_{1}} \cdots P_{t}^{n_{t}}
$$

such that all the $P_{i}$ are distinct. Since $(\alpha) \subseteq I, P_{1}^{n_{1}} \cdots P_{t}^{n_{t}}=I \mid(\alpha)$ and so $(\alpha)$ is divisible by all the $P_{i}^{n_{i}}$. There may be more divisors: denote those by $Q_{1}, \ldots, Q_{\ell}$. We must construct a $\beta$ such that none of these $Q_{i}$ divides $(\beta)$ and such that $P_{i}^{n_{i}}$ is the exact power of $P_{i}$ that divides $(\beta)$. In other words we want to find $\beta$ such that

$$
\beta \in \bigcap_{i=1}^{t}\left(P_{i}^{n_{i}} \backslash P_{i}^{n_{i}+1}\right) \cap \bigcap_{j=1}^{\ell}\left(R \backslash Q_{j}\right)
$$

We now show such $\beta$ exist, which would finish the proof. By unique factorization we can fix non-zero elements $\beta_{i} \in P_{i}^{n_{i}} \backslash P_{i}^{n_{i}+1}$. Consider the congruences

$$
\begin{array}{lll}
x \equiv \beta_{i} & \left(\bmod P_{i}^{n_{i}+1}\right) & i=1, \ldots, t \\
x \equiv 1 & \left(\bmod Q_{j}\right) & j=1, \ldots, \ell
\end{array}
$$

The ideals $P_{1}^{n_{1}}, \ldots, P_{t}^{n_{t}}, Q_{1}, \cdots, Q_{\ell}$ are all pairwise relatively prime by Lemma 2.1.9 and thus the Chinese Remainder Theorem gives a solution $x$ to the congruences over. This solution satisfy $x \in P_{i}^{n_{i}}$ but since $\beta_{i}$ is non-zero $x \notin P_{i}^{n_{i}+1}$. Also such a solution will by definition satisfy $x \notin Q_{j}$. This solution $x$ is exactly the $\beta$ we are seeking.

Recall that every PID is a UFD, but the converse is not in general true. However, for Dedekind domains the converse is true.

Theorem 2.1.11. A Dedekind domain $R$ is a UFD if and only if it is a PID.
Proof. Assume $R$ is a UFD. Let $I$ be a non-zero ideal of $R$. By Theorem 2.1.4 we find an ideal $J$ such that $I J=(\alpha), \alpha \neq 0$. Hence $I \mid(\alpha)$. Since $R$ is a UFD, $\alpha$ factorizes into prime elements in $R$. Any such prime divisor $p$ will generate a prime ideal $(p)$. Hence $I$ divides a product of principal ideals whom are all prime. It follows that $I$ itself is a product of principal prime ideals, and hence a principal ideal.

### 2.2 The Ideal Norm

We now go back to the special case where our Dedekind domain $R$ is the ring of integers $\mathcal{O}_{K}$ for a number field $K$. There is also a notion of norm for ideals, defined as $\|I\|=|R / I|$. While this can be defined in any Dedekind domain (or any ring whatsoever), we get some very nice properties of the ideal norm when restricting to $\mathcal{O}_{K}$.

Theorem 2.2.1. Let $I, J$ be non-zero ideals in $\mathcal{O}_{K}$. Then $\|I\|<\infty$ and $\|I J\|=\|I\|\|J\|$.

Proof. The finiteness of the norm follows from the exact same argument as in the proof of Theorem 1.2.12. For multiplicativeness, we first prove that $\left\|P^{m}\right\|=\|P\|^{m}$ for $P$ a prime ideal. Since $\mathcal{O}_{K} \supseteq P \supseteq P^{2} \supseteq \cdots$ we get by the third isomorphism theorem that

$$
\begin{aligned}
\left(\mathcal{O}_{K} / P^{m}\right) /\left(P^{m-1} / P^{m}\right) & \cong \mathcal{O}_{K} / P^{m-1} \\
\left(\mathcal{O}_{K} / P^{m-1}\right) /\left(P^{m-2} / P^{m-1}\right) & \cong \mathcal{O}_{K} / P^{m-2} \\
& \vdots \\
\left(\mathcal{O}_{K} / P^{2}\right) /\left(P^{1} / P^{2}\right) & \cong \mathcal{O}_{K} / P^{1}
\end{aligned}
$$

Considering orders we get

$$
\begin{aligned}
\left\|P^{m}\right\| & =\left|P^{m-1} / P^{m}\right|\left\|P^{m-1}\right\| \\
& =\left|P^{m-1} / P^{m}\right|\left|P^{m-2} / P^{m-1}\right|\left\|P^{m-2}\right\| \\
& =\cdots=\left|P^{m-1} / P^{m}\right| \cdots\left|P^{0} / P^{1}\right|
\end{aligned}
$$

Hence to prove $\left\|P^{m}\right\|=\|P\|^{m}$ it is enough to show that $\left|P^{k} / P^{k+1}\right|=\|P\|$ for all $k=$ $0, \ldots, m-1$. Here $P^{0}=\mathcal{O}_{K}$.
Let $\alpha \in P^{k} \backslash P^{k+1}$ (that such an $\alpha$ exists follows from unique factorization). Let us now consider those ideals as additive groups. We get a canonical isomorphism $R / P \rightarrow \alpha R / \alpha P$. Since $\alpha \in P^{k}$ we get an inclusion $\alpha R \hookrightarrow P^{k}$. This induces a homomorphism to the quotient $\psi: \alpha R \rightarrow P^{k} / P^{k+1}$. Clearly $\operatorname{ker}(\psi)=P^{k+1} \cap \alpha R$ and $\operatorname{Im}(\psi)=\left(\alpha R+P^{k+1}\right) / P^{k+1}$. Now $\alpha R+P^{k+1}=\operatorname{gcd}\left(\alpha R, P^{k+1}\right)$. Since $\alpha R \subseteq P^{k}$ it follows that $P^{k} \mid \alpha R$. However as $\alpha \in$ $P^{k} \backslash P^{k+1}$ we also have $\alpha R \nsubseteq P^{k+1}$ so it follows that $\operatorname{gcd}\left(\alpha R, P^{k+1}\right)=P^{k}$. Now we continue with working out $P^{k+1} \cap \alpha R$. First observe that $P^{k+1} \cap \alpha R \subseteq P^{k} \cap \alpha P \subseteq \alpha P$ because $\alpha P \subseteq P^{k}$. Conversely if $x \in \alpha P \subseteq \alpha R$ then $\alpha \in P^{k+1}$ because $\alpha \in P^{k}$. We conclude that $P^{k+1} \cap \alpha R=\alpha P$. Piecing all this together and using the first isomorphism theorem we get an isomorphism $\alpha R / \alpha P \rightarrow P^{k} / P^{k+1}$, so we have our desired isomorphism $R / P \rightarrow P^{k} / P^{k+1}$. This proves $\left\|P^{m}\right\|=\|P\|^{m}$.

Now let $T$ be any non-zero ideal and $P$ a non-zero prime ideal such that $P$ does not divide $T$. Then $P^{m}$ and $T$ are relatively prime for any exponent $m$ by Lemma 2.1.9, because $P$ and $T$ are relatively prime. The Chinese Remainder Theorem then gives us an isomorphism $R / P^{m} \times R / T \rightarrow R / P^{m} T$ from which by taking norms, and using what we proved earlier yield $\|P\|^{m}\|T\|=\left\|P^{m}\right\|\|T\|=\left\|P^{m} T\right\|$. Using the last equation repeatedly finishes the proof, because $I=P_{1}^{e_{1}} \cdots P_{t}^{e_{t}}, J=Q_{1}^{r_{1}} \cdots Q_{s}^{r_{s}}$ for some primes $P_{i}$ and $Q_{j}$.

In the case where our ideal is principal the norm is easily calculated. To see this we first need a few more results. We first state a theorem that we will need.

Theorem 2.2.2. Let $G$ be a free abelian group with finite rank $n$ and $H$ a non-zero subgroup. Then there exists a basis $\left\{\beta_{1}, \ldots, \beta_{n}\right\}$ of $G$, an integer $r \geq 1$ and positive integers $d_{1}|\cdots| d_{r}$ such that $\left\{d_{1} \beta_{1}, \ldots, d_{r} \beta_{r}\right\}$ is a basis for $H$.

For a proof see [5, Theorem II.1.6]. If $I$ is a non-zero ideal of $\mathcal{O}_{K}$ we know that $\|I\|<\infty$, that is $\left|\mathcal{O}_{K} / I\right|<\infty$. As $I$ is also free abelian of rank $\leq n$, it follows from $\left|\mathcal{O}_{K} / I\right|<\infty$ that
$I$ needs to be free abelian of rank $n$. The discriminant of $I$ (see Definition 1.2.10) is closely related to $\operatorname{disc}\left(\mathcal{O}_{K}\right)$ :
Theorem 2.2.3. Let $I$ be a non-zero ideal of $\mathcal{O}_{K}$ where $[K: \mathbb{Q}]=n$. Then $I$ is free abelian of rank $n$ and $\operatorname{disc}(I)=\left|\mathcal{O}_{K} / I\right|^{2} \operatorname{disc}\left(\mathcal{O}_{K}\right)$.

Proof. We have already proven the first claim. By Theorem 2.2.2, fix a basis $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ for $\mathcal{O}_{K}$ such that $\left\{d_{1} \omega_{1}, \ldots, d_{n} \omega_{n}\right\}$ is a basis for $I$ for some positive integers $d_{1}, \ldots, d_{n}$. As mentioned in Definition 1.2.10, the remark after Theorem 1.1.14 can be used in this case as well. Now every basis element is just multiplied by a positive integer. The determinant in that formula then becomes $\left(d_{1} \cdots d_{k}\right)^{2}$. Now look at the homomorphism

$$
\varphi: \mathcal{O}_{K} \rightarrow \mathbb{Z} / d_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / d_{k} \mathbb{Z} \quad a_{1} \omega_{1}+\cdots+a_{n} \omega_{n} \mapsto\left(a_{1}, \ldots, a_{n}\right)
$$

which is clearly surjective and has kernel $I$. Hence $|G / I|=d_{1} \cdots d_{k}$ by the first isomorphism theorem, which finishes the proof.

Corollary 2.2.4. Let $a \in \mathcal{O}_{K}$ be non-zero. Then $\|(a)\|=|N(a)|$.
Proof. A basis for $(a)$ is $\left\{a \omega_{1}, \ldots, a \omega_{n}\right\}$ where $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ is a basis for $\mathcal{O}_{K}$. Hence $\operatorname{disc}\left(a \omega_{1}, \ldots, a \omega_{n}\right)=\|(a)\|^{2} \operatorname{disc}\left(\omega_{1}, \ldots, \omega_{n}\right)$ from Theorem 2.2.3. From basic determinant rules we get that

$$
\operatorname{disc}\left(a \omega_{1}, \ldots, a \omega_{n}\right)=|N(a)|^{2} \operatorname{disc}\left(\omega_{1}, \ldots, \omega_{n}\right)
$$

The proof follows by combining this with the previous formula.
There are some relations between prime numbers and prime ideals via the norm as well.
Theorem 2.2.5. Let $I$ be a non-zero ideal of $\mathcal{O}_{K}$. Then $\|I\| \in I$. Furthermore if $\|I\|$ is prime, $I$ is also prime. Conversely, if $I$ is prime, then $\|I\|=p^{m}$ for some exponent $m \leq[K: \mathbb{Q}]$. Finally, given a positive integer $t$, there are at most finitely many non-zero ideals $I$, satisfying $\|I\|=t$.

Proof. Consider $\mathcal{O}_{K}$ as an additive group. For any $x \in \mathcal{O}_{K}, x\|I\|$ is zero in $\mathcal{O}_{K} / I$ by definition of $\|I\|$. That is $x\|I\| \in I$. Now let $x=1$.

For the next statement, start by uniquely factorizing: $I=P_{1}^{e_{1}} \cdots P_{t}^{e_{t}}$. Taking norms we obtain $\|I\|=\left\|P_{1}\right\|^{e_{1}} \cdots\left\|P_{t}\right\|^{e_{t}}$. Since $\|I\|$ is prime then necessarily all but one $e_{i}$ are 0 , and for this non-zero $e_{i}, e_{i}=1$. Hence we have $I=P_{i}$. Now assume $I$ is prime. Since $\|I\|$ is an integer we have some unique factorization $\|I\|=p_{1}^{m_{1}} \cdots p_{t}^{m_{t}}$. By the first statement of the theorem, $I \mid(\|I\|)=\left(p_{1}\right)^{m_{1}} \cdots\left(p_{t}\right)^{m_{t}}$. It follows that $I \mid\left(p_{i}\right)^{m_{i}}$ for at least one $i$. Since $I$ is prime, we get that $I \mid\left(p_{i}\right)$. If there was another $\left(p_{j}\right)^{m_{j}}$ such that $I \mid\left(p_{j}\right)^{m_{j}}$, then again since $I$ is prime $I \mid\left(p_{j}\right)$. Since $\left(p_{i}\right),\left(p_{j}\right)$ are coprime, we can find $a, b \in \mathbb{Z}$ such that $a p_{i}+b p_{j}=1$, thus $\left(p_{i}\right)+\left(p_{j}\right)=\mathcal{O}_{K}$. Then as $I \mid\left(p_{i}\right) \Longleftrightarrow I \supseteq\left(p_{i}\right)$, we get $\mathcal{O}_{K}=\left(p_{i}\right)+\left(p_{j}\right) \subseteq I$, so $I=\mathcal{O}_{K}$, but $I$ is prime and cannot be the whole ring. Hence we have a contradiction, and so $I \mid\left(p_{i}\right)$ for exactly one $i$. Taking norms we get $\|I\|=\left\|\left(p_{i}\right)\right\|=\left|N\left(p_{i}\right)\right|$. $p_{i}$ being a prime in $\mathbb{Z}$ is fixed by all embeddings of $K$ into $\mathbb{C}$, and hence $\left|N\left(p_{i}\right)\right|=p_{i}^{n}$. It follows that $\|I\|=p_{i}^{m}$ for $m \leq n$.

For the last part of the theorem, consider such a positive integer $t$. By unique factorization, $(t)$ has finitely many divisors, or equivalently: $(t)$ belongs to only a finite number of ideals $\mathcal{O}_{K}$, and hence $t$ only belongs to a finite number of ideals of $\mathcal{O}_{K}$ (if $t$ is belongs to some ideal, then necessarily $(t)$ also must belong there). Let $I$ be an ideal such that $\|I\|=t$. By the first statement of this theorem, $t=\|I\| \in I$. From what we just proved, there can be at most finitely many $I$ where $t$ belongs. In other words, there are at most finitely many ideals $I$ satisfying $\|I\|=t$.

## Chapter 3

## Geometry of numbers

In this chapter we interpret number fields geometrically via lattices. More specifically we will use the embeddings of a number field $K$ into $\mathbb{C}$, to map $\mathcal{O}_{K}$ onto a lattice $\mathbb{R}^{n}$ for some $n$. We also introduce two groups: the ideal class group and the unit group. Roughly speaking, the ideal class group measures how much unique factorization of elements fail in $\mathcal{O}_{K}$. We will show that this group is finite and give a nice bound on its order. The unit group consists of the units of $\mathcal{O}_{K}$. We will give a explicit description of it. Finally we will use these geometric ideas to study the distribution of ideals in $\mathcal{O}_{K}$. This will be important in the next chapter where we (finally!) introduce Dedekind Zeta functions.

### 3.1 The ideal class group

Given any Dedekind domain $R$, we have an equivalence relation $\sim$ defined for non-zero ideals of $R$ :

$$
I \sim J \Longleftrightarrow \alpha I=\beta J \text { for some non-zero } \alpha, \beta \in R
$$

Definition 3.1.1. The ideal class group consists of the (non-zero) ideal classes of $R$ with respect to the equivalence relation above, with ideal multiplication as the operation.

Lemma 3.1.2. The ideal class group is indeed a group (with multiplication of ideals).
Proof. Let $C_{1}, C_{2}$ be two equivalence classes of ideals and choose representatives $I, I^{\prime} \in$ $C_{1}, J, J^{\prime} \in C_{2}$. We want to show that $I J \sim I^{\prime} J^{\prime}$ so that the multiplication in this group is well-defined. Since $I \sim I^{\prime}$ we have $\alpha I=\beta I^{\prime}$ and since $J \sim J^{\prime}$ we have $\gamma J=\delta J^{\prime}$ where $\alpha, \beta, \gamma, \delta$ are non-zero. Combining this we get $\alpha \gamma I J=\beta \delta I^{\prime} J^{\prime}$, so $I J \sim I^{\prime} J^{\prime}$. Associativity is clear, and the identity is the class of $R$. What we need to show is that every ideal class has an inverse. To this end let $C$ be an ideal class and pick a representative $I$. From Theorem 2.1.4 there is some ideal $J$ such that $1(I J)=I J=(\alpha)=\alpha R$ for some non-zero $\alpha \in I$. That is $I J \sim R$.

Let $(\alpha),(\beta)$ be any two non-zero principal ideals of a Dedekind domain $R$. Then $\beta(\alpha)=\alpha(\beta)$ so $(\alpha) \sim \beta$. That is, any two non-zero principal ideals are equivalent. Suppose now that all
non-zero ideal of $R$ are equivalent and let $I$ be some non-zero ideals of $R$. Then we have $\alpha I=\beta R$ for some $\alpha, \beta \in R$. Then there is some $\eta \in I$ such that $\alpha \eta=\beta$, so $\frac{\beta}{\alpha}=\eta \in I \subseteq R$ and hence $I=\frac{\beta}{\alpha} R$ is principal. This argument shows that the class group of $R$ is trivial if and only if $R$ is a PID. From Theorem 2.1.11 we then get

Theorem 3.1.3. A Dedekind domain $R$ is a UFD if and only if its class group is trivial.
Proof. This follows from Theorem 2.1.11 and the paragraph above.
This justifies the idea that the ideal class group measures how far a Dedekind domain is from having unique factorization. Our next goal is to prove that in the case $R=\mathcal{O}_{K}$, the ideal class group is indeed finite. The idea of the proof is to find a common element $\alpha$ of any non-zero ideal $I$ of $\mathcal{O}_{K}$ with a certain bound on its norm. This will give us finiteness of the ideal class group. The proof we will give is by no means the easiest, but one of its strengths is that it gives a better bound on the order than more elementary methods. For a more elementary proof see [8, Theorem $35 \&$ Corollary 2].

To get us started, fix a number field $K$ with degree $n$ over $\mathbb{Q}$. Any embedding of $K$ into $\mathbb{C}$ is either purely real (that is its image is contained in $\mathbb{R}$ ) or has purely imaginary elements in its image as well. In the latter case, such an embedding $\tau$ has a conjugate $\bar{\tau}$ which also is an embedding of $K$ into $\mathbb{C}$. We thus list up our embeddings as

$$
\sigma_{1}, \ldots, \sigma_{r}, \tau_{1}, \overline{\tau_{1}}, \ldots, \tau_{s}, \overline{\tau_{s}}
$$

where $\sigma_{1}, \ldots, \sigma_{r}$ are the ones whose image is contained in $\mathbb{R}$. Theorem 1.1.3 tells us that $r+2 s=n$.

Definition 3.1.4. Let $K$ be a number field with $[K: \mathbb{Q}]=n$ and with the notation above, so that $r+2 s=n$. Then we define the following mapping $K \rightarrow \mathbb{R}^{n}$ :

$$
\operatorname{Lat}_{K}: K \rightarrow \mathbb{R}^{n} \quad \alpha \mapsto\left(\sigma_{1}(\alpha), \ldots, \sigma_{r}(\alpha), \operatorname{Re}\left(\tau_{1}(\alpha)\right), \operatorname{Im}\left(\tau_{1}(\alpha)\right), \ldots, \operatorname{Re}\left(\tau_{s}(\alpha)\right), \operatorname{Im}\left(\tau_{s}(\alpha)\right)\right.
$$

where Re and Im denote real part and imaginary part respectively.
The name of the function $\operatorname{Lat}_{K}$ comes from the fact that it maps $\mathcal{O}_{K}$ onto a lattice in $\mathbb{R}^{n}$.
Definition 3.1.5. A lattice $\Lambda$ in $\mathbb{R}^{n}$ is a subgroup of the additive group $\mathbb{R}^{n}$, so that $\Lambda$ has a $\mathbb{Z}$-basis which spans an additive group isomorphic to $\mathbb{R}^{r}$ for some $0 \leq r \leq n$. If $r=n$ we say $\Lambda$ has full rank. A fundamental parallellotope for $\Lambda$ is a set of the form

$$
\left\{\sum_{i=1}^{r} a_{i} v_{i}: a_{i} \in[0,1)\right\}
$$

where $\left\{v_{1}, \ldots, v_{r}\right\}$ is any $\mathbb{Z}$-basis for $\Lambda$.
Before we continue we need to agree on precisely what we mean by an n-dimensional volume.
Definition 3.1.6. For any Lebesgue-measureable subset $X \subseteq \mathbb{R}^{n}$ we define the n-dimensional volume of $X, \operatorname{vol}(X)$, to be the Lebesgue measure of $X$.

The Lebesgue measure coincides with any reasonable intuitive way of thinking of $n$ dimensional volume. This is rather vague, but we will not explain this any further. From linear algebra we know that the $n$-dimensional volume of a parallellotope as described above is the absolute value of the determinant whose rows are $v_{1}, \ldots, v_{n}$. Since any change of basis matrix between two $\mathbb{Z}$-bases has determinant $\pm 1$, it follows that the volume is well-defined.

Definition 3.1.7. Let $\Lambda$ be a lattice of full rank in $\mathbb{R}^{n}$. By $\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)$ we mean the volume of a fundamental parallellotope of $\Lambda$ as defined above.

Theorem 3.1.8. Let $K$ be a number field with $[K: \mathbb{Q}]=n=r+2 s$. Denote the image $\operatorname{Lat}_{K}\left(\mathcal{O}_{K}\right)$ by $\Lambda_{\mathcal{O}_{K}}$. Then $\Lambda_{\mathcal{O}_{K}}$ is an n-dimensional lattice in $\mathbb{R}^{n}$ with

$$
\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda_{\mathcal{O}_{K}}\right)=\frac{1}{2^{s}} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}
$$

Proof. If we view Lat ${ }_{K}$ as an additive homomorphism $K^{+} \rightarrow \mathbb{R}^{n}$ then it follows from the definition of $\mathrm{Lat}_{K}$ that $\operatorname{ker}\left(\mathrm{Lat}_{K}\right)$ is trivial. Hence Lat ${ }_{K}$ is an embedding of $K^{+}$into $\mathbb{R}^{n}$. Now, let us fix an integral basis $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ for $\mathcal{O}_{K}$. Then $\left\{\operatorname{Lat}_{K}\left(\alpha_{1}\right), \ldots, \operatorname{Lat}_{K}\left(\alpha_{n}\right)\right\}$ generates $\Lambda_{\mathcal{O}_{K}}$ over $\mathbb{R}^{n}$. It will follow that $\Lambda_{\mathcal{O}_{K}}$ is a $n$-dimensional lattice in $\mathbb{R}^{n}$ if $\left\{\operatorname{Lat}_{K}\left(\alpha_{1}\right), \ldots, \operatorname{Lat}_{K}\left(\alpha_{n}\right)\right\}$ is linearly independent over $\mathbb{R}$. To this end assume

$$
a_{1} \operatorname{Lat}_{K}\left(\alpha_{1}\right)+\cdots+a_{n} \operatorname{Lat}_{K}\left(\alpha_{n}\right)=0
$$

for $a_{i} \in \mathbb{R}$. From this we get a system of equations:

$$
\begin{aligned}
0 & =a_{1} \sigma_{1}\left(\alpha_{1}\right)+\cdots+a_{n} \sigma_{1}\left(\alpha_{n}\right) \\
& \vdots \\
0 & =a_{1} \sigma_{r}\left(\alpha_{1}\right)+\cdots+a_{n} \sigma_{r}\left(\alpha_{n}\right) \\
0 & =a_{1} \operatorname{Re}\left(\tau_{1}\left(\alpha_{1}\right)\right)+\cdots+a_{n} \operatorname{Re}\left(\tau_{1}\left(\alpha_{n}\right)\right) \\
0 & =a_{1} \operatorname{Im}\left(\tau_{1}\left(\alpha_{1}\right)\right)+\cdots+a_{n} \operatorname{Im}\left(\tau_{1}\left(\alpha_{n}\right)\right) \\
& \vdots \\
0 & =a_{1} \operatorname{Re}\left(\tau_{s}\left(\alpha_{1}\right)\right)+\cdots+a_{n} \operatorname{Re}\left(\tau_{s}\left(\alpha_{n}\right)\right) \\
0 & =a_{1} \operatorname{Im}\left(\tau_{s}\left(\alpha_{1}\right)\right)+\cdots+a_{n} \operatorname{Im}\left(\tau_{s}\left(\alpha_{n}\right)\right)
\end{aligned}
$$

Thus it will follow that $a_{1}=a_{2}=\cdots=a_{n}=0$ if the determinant of the following matrix is non-zero:

Elementary row operations on this matrix shows that the determinant of the matrix is

$$
\frac{1}{(-2 i)^{s}} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}
$$

From Theorem 1.1.14 we know that $\operatorname{disc}\left(\mathcal{O}_{K}\right)$ is non-zero so we indeed get $a_{1}=\cdots=a_{n}=0$. The last claim of the theorem also follows since the absolute value of the determinant we calculated is indeed the volume of a fundamental parallellotope of $\Lambda_{\mathcal{O}_{K}}$.

Now that we know that $\mathcal{O}_{K}$ corresponds to a certain lattice $\Lambda_{\mathcal{O}_{K}}$, we want to also establish a link between non-zero ideals of $\mathcal{O}_{K}$ and $n$-dimensional sublattices of $\Lambda_{\mathcal{O}_{K}}$.

Corollary 3.1.9. A non-zero ideal I of $\mathcal{O}_{K}$ corresponds to an n-dimensional lattice $\Lambda_{I}$ of $\Lambda_{\mathcal{O}_{K}}$ with

$$
\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda_{I}\right)=\frac{1}{2^{s}} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}| | I \|
$$

Proof. Following the proof of Theorem 3.1.8, we see that $I$ is a $n$-dimensional sublattice $\Lambda_{I}$ of $\Lambda_{\mathcal{O}_{K}}$ as $I$ is also free abelian of rank $n$ (Theorem 2.2.3). Because $\Lambda_{\mathcal{O}_{K}}$ is free abelian of rank $n$, let us by Theorem 2.2 .2 fix a basis $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ of $\Lambda_{\mathcal{O}_{K}}$ such that for positive integers $d_{1}, \ldots, d_{n},\left\{d_{1} \lambda_{1}, \ldots, d_{n} \lambda_{n}\right\}$ is a basis for $\Lambda_{I}$. The homomorphism

$$
\varphi: \Lambda_{\mathcal{O}_{K}} \rightarrow \mathbb{Z} / d_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / d_{n} \mathbb{Z}
$$

has kernel $\Lambda_{I}$. Hence $\left|\Lambda_{\mathcal{O}_{K}} / \Lambda_{I}\right|=d_{1} \cdots d_{k}$. We also have

$$
\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda_{I}\right)=\left|\operatorname{det}\left(d_{1} \lambda_{1}, \ldots, d_{n} \lambda_{n}\right)\right|=d_{1} \cdots d_{k}\left|\operatorname{det}\left(\lambda_{1}, \ldots, \lambda_{n}\right)\right|=\left|\Lambda_{\mathcal{O}_{K}} / \Lambda_{I}\right| \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda_{\mathcal{O}_{K}}\right)
$$

We must have $\left|\mathcal{O}_{K} / I\right|=\left|\Lambda_{\mathcal{O}_{K}} / \Lambda_{I}\right|$ and hence by the formula from the previous theorem we get

$$
\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda_{I}\right)=\left|\mathcal{O}_{K} / I\right| \frac{1}{2^{s}} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}=\frac{1}{2^{s}} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}|I I|
$$

Now we transfer the norm we have defined on $K$ to a norm on $\mathbb{R}^{n}$. Let us denote the usual norm on $K$ as defined earlier as $N^{K}$. As usual $[K: \mathbb{Q}]=n=r+2 s$. For a vector $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ we define the norm as

$$
N(x)=x_{1} \cdots x_{r}\left(x_{r+1}^{2}+x_{r+2}^{2}\right) \cdots\left(x_{n-1}^{2}+x_{n}^{2}\right)
$$

If $\alpha \in K$ then

$$
\begin{aligned}
N^{K}(\alpha) & =\sigma_{1}(\alpha) \cdots \sigma_{r}(\alpha) \tau_{1}(\alpha) \overline{\tau_{1}}(\alpha) \cdots \tau_{1}(\alpha) \overline{\tau_{1}}(\alpha) \\
& =\sigma_{1}(\alpha) \cdots \sigma_{n}(\alpha)\left(\left(\operatorname{Re}\left(\tau_{1}(\alpha)\right)\right)^{2}+\operatorname{Im}\left(\tau_{1}(\alpha)\right)^{2}\right) \cdots\left(\left(\operatorname{Re}\left(\tau_{s}(\alpha)\right)\right)^{2}+\left(\operatorname{Im}\left(\tau_{s}(\alpha)\right)\right)^{2}\right)
\end{aligned}
$$

so $\left.N\right|_{K}=N^{K}$. This justifies the notation $N$ for this special norm. Our goal is to show that any $n$-dimensional lattice in $\mathbb{R}^{n}$ has some non-zero point $x$ with a certain bound, from which the finiteness of the class group will follow. Interestingly, but perhaps not so surprising by now, it will also give us a lower bound for the discriminant. The existence of such a point will follow from a classical result due to Minkowski. Before we proceed we remark the three following properties of the Lebesgue measure, and hence our notion of volume in this specific setting.

1. The Lebesgue measure is countably additive: if $E_{1}, E_{2}, \ldots$ are pairwise disjoint Lebesgue-measureable sets then

$$
\operatorname{vol}\left(\bigcup_{i=1}^{\infty} E_{i}\right)=\sum_{i=1}^{\infty} \operatorname{vol}\left(E_{i}\right)
$$

2. The Lebesgue measure is translation-invariant: if $E \subseteq \mathbb{R}^{n}$ is Lebesgue-measureable then for any $x \in \mathbb{R}^{n}$ we have $\operatorname{vol}(E+x)=\operatorname{vol}(E)$.
3. If $A, B \subseteq \mathbb{R}^{n}$ are Lebesgue measureable and $A \subseteq B$ then $\operatorname{vol}(A) \leq \operatorname{vol}(B)$.

We also need two definitons.
Definition 3.1.10. Let $E$ be some subset of $\mathbb{R}^{n}$.

1. $E$ is said to be convex if for any $x, y \in E$ the line segment joining $x, y$ is contained in $E$.
2. $E$ is said to be centrally symmetric if $x \in E$ implies $-x \in E$.

## Theorem 3.1.11. (Minkowski's theorem)

Let $\Lambda$ be a n-dimensional lattice in $\mathbb{R}^{n}$ and suppose that $E$ is a convex, Lebesgue-measureable, centrally symmetric subset of $\mathbb{R}^{n}$ such that

$$
\operatorname{vol}(E)>2^{n} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)
$$

Then there is some non-zero $x$ such that $x \in E \cap \Lambda$. If $E$ is compact, then the inequality assumption can be weakened to $\operatorname{vol}(E) \geq 2^{n} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)$

Proof. Let $\mathcal{F}$ be a fundamental parallellotope of $\Lambda$. By definition, $\mathbb{R}^{n}$ is a disjoint union of translations of $\mathcal{F}: x+\mathcal{F}, x \in \Lambda$. More specifically, any subset of $\mathbb{R}^{n}$ is contained in a disjoint union of translations of $\mathcal{F}$. Hence we get

$$
\frac{1}{2} E=\bigsqcup_{x \in \Lambda}\left(\left(\frac{1}{2} E\right) \cap(x+\mathcal{F})\right)
$$

where $t E=\{t e: e \in E\}$ with $t \in \mathbb{R}$ and where $\sqcup$ denotes disjoint union. By assumption we get

$$
\operatorname{vol}(\mathcal{F})<\frac{1}{2^{n}} \operatorname{vol}(E)=\operatorname{vol}\left(\frac{1}{2} E\right)
$$

where the latter equality follows from the fact that $E$ is a subset of $\mathbb{R}^{n}$, so scaling it down by a half scales it volume by $\frac{1}{2^{n}}$. By countable additivity and translation invariance of the Lebesgue measure we get that

$$
\begin{aligned}
\operatorname{vol}\left(\bigsqcup_{x \in \Lambda}\left(\left(\frac{1}{2} E\right) \cap(x+\mathcal{F})\right)\right) & =\sum_{x \in \Lambda} \operatorname{vol}\left(\left(\frac{1}{2} E\right) \cap(x+\mathcal{F})\right) \\
& =\sum_{x \in \Lambda} \operatorname{vol}\left(\left(\left(\frac{1}{2} E\right)-x\right) \cap \mathcal{F}\right)
\end{aligned}
$$

and hence

$$
\operatorname{vol}(\mathcal{F})<\sum_{x \in \Lambda} \operatorname{vol}\left(\left(\left(\frac{1}{2} E\right)-x\right) \cap \mathcal{F}\right)
$$

This strict inequality shows that not all sets $\left(\left(\frac{1}{2} E\right)-x\right) \cap \mathcal{F}$ can be disjoint, because if they were the latter volume sum would be bounded above by $\operatorname{vol}(\mathcal{F})$, which is absurd. Hence we may fix distinct $x, y \in \Lambda$ such that

$$
\left(\left(\frac{1}{2} E\right)-x\right) \cap\left(\left(\frac{1}{2} E\right)-y\right) \neq \emptyset
$$

Then $x-y \neq 0$ and $\frac{1}{2} e-x=\frac{1}{2} e^{\prime}-y$ for some $e, e^{\prime} \in E$, that is $x-y=\frac{1}{2} e-\frac{1}{2} e^{\prime}$. Since $E$ is centrally symmetric, $-e^{\prime} \in E$. Since $E$ is convex, the line segment between $e$ and $-e^{\prime}$ is in $E$, that is $(1-t) e-t e^{\prime} \in E$ for $0 \leq t \leq 1$. Hence with $t=\frac{1}{2}$ we see that $\frac{1}{2} e-\frac{1}{2} e^{\prime} \in E$. This finishes the proof in the case that $E$ is not necessarily compact. Now suppose $E$ is compact and that the inequality is weakened to $\geq$. It is a classical result in general topology that compact is equivalent to closed and bounded for subsets of $\mathbb{R}^{n}$. We have

$$
\operatorname{vol}\left(\left(1+\frac{1}{m}\right) E\right)=\left(1+\frac{1}{m}\right)^{n} \operatorname{vol}(E)>\operatorname{vol}(E) \geq 2^{n} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)
$$

for $m=1,2, \cdots$, so the part we proved earlier implies there is a non-zero

$$
x_{m} \in\left(\left(1+\frac{1}{m}\right) E\right) \cap \Lambda
$$

Now we consider the sequence $\left\{x_{m}\right\}_{m \in \mathbb{Z}_{\geq 1}}$ made of such $x_{m}$. Since $E$ is bounded, $2 E$ is also bounded, and $\left\{x_{m}\right\}_{m} \subseteq 2 E$ so the sequence $\left\{x_{m}\right\}_{m}$ is bounded. Since all $x_{m} \in \Lambda$ and $\left\{x_{m}\right\}_{m}$ is bounded, there cannot be more than finitely many distinct elements $x_{m}$ in the sequence (The intersection of a ball with finite radius and a lattice is a finite set. For a proof of this see [10, Theorem 6.1]). Hence we may fix an element $x^{*} \in\left\{x_{m}\right\}_{m}$ so that $x^{*}$ is in $\left(1+\frac{1}{m}\right) E$ for infinitely many $m$. Hence $x^{*} \in \bar{E}$, but $E$ is closed so $\bar{E}=E$, and $x^{*} \in E$, so $x^{*} \in E \cap \Lambda$.

Now we only need one more lemma before the main theorem of this section. Before this lemma we state a well-known inequality in mathematics, the so called Arithmetic MeanGeometric Mean inequality (often abbreviated AM-GM).
Theorem 3.1.12. (The AM-GM Inequality)
Let $x_{1}, \ldots, x_{n}$ be non-negative real numbers. Then

$$
\frac{x_{1}+\cdots+x_{n}}{n} \geq \sqrt[n]{x_{1} \cdots x_{n}}
$$

Proof. This elegant proof is due to Pólya. Let $f(x)=e^{x-1}-x$. Then $f^{\prime \prime}(x)=e^{x-1}>0$ so $f$ is convex and hence $x \geq e^{x-1}$. Let $A=\frac{x_{1}+\cdots+x_{n}}{n}$. Then the inequality gives

$$
A^{-n} x_{1} \cdots x_{n}=\frac{x_{1}}{A} \cdots \frac{x_{n}}{A} \geq e^{x_{1} / A-1} \cdots e^{x_{n} / A-1}=e^{\frac{x_{1}+\cdots+x_{n}}{A}-n}=e^{n-n}=1
$$

Rearranging we get the desired inequality.

Lemma 3.1.13. There is a compact, convex, centrally symmetric set $A \subseteq \mathbb{R}^{n}, n=r+2 s$, with $\operatorname{vol}(A)=\frac{n^{n}}{n!} 2^{r}\left(\frac{\pi}{2}\right)^{s}$ and such that $a \in A \Longrightarrow|N(a)| \leq 1$.

Proof. We will prove that the following $A$ work:

$$
A=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}:\left|x_{1}\right|+\cdots+\left|x_{r}\right|+2\left(\sqrt{x_{r+1}^{2}+x_{r+2}^{2}}+\cdots+\sqrt{x_{n-1}^{2}+x_{n}^{2}}\right) \leq n\right\}
$$

Suppose $a=\left(x_{1}, \ldots, x_{n}\right) \in A$. Then by Theorem 3.1.12

$$
\begin{aligned}
|N(a)|^{1 / n} & =\sqrt[n]{\left|x_{1}\right| \cdots\left|x_{r}\right| \sqrt{x_{r+1}^{2}+x_{r+2}^{2}} \sqrt{x_{r+1}^{2}+x_{r+2}^{2}} \cdots \sqrt{x_{n-1}^{2}+x_{n}^{2}} \sqrt{x_{n-1}^{2}+x_{n}^{2}}} \\
& \leq \frac{\left|x_{1}\right|+\cdots+\left|x_{r}\right|+\sqrt{x_{r+1}^{2}+x_{r+2}^{2}}+\sqrt{x_{r+1}^{2}+x_{r+2}^{2}}+\cdots \sqrt{x_{n-1}^{2}+x_{n}^{2}}+\sqrt{x_{n-1}^{2}+x_{n}^{2}}}{n} \\
& \leq \frac{n}{n}=1
\end{aligned}
$$

so $N(a) \leq 1$. If $a \in A$, then we easily see that also $-a \in A . A$ is clearly bounded. That the inequality in the definition of $A$ is non-strict shows $A$ is closed. Hence $A$ is compact.

Now we show that $A$ is convex. Suppose $x, y \in A, x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right)$. Then we first claim $\frac{x+y}{2} \in A$. By the normal triangle inequality:

$$
\left|\frac{x_{1}+y_{1}}{2}\right|+\cdots+\left|\frac{x_{r}+y_{r}}{2}\right| \leq \frac{1}{2}\left(\left|x_{1}\right|+\cdots+\left|x_{r}\right|+\left|y_{1}\right|+\cdots+\left|y_{r}\right|\right)
$$

By the triangle inequality in $\mathbb{R}^{2}$ :

$$
\begin{aligned}
& 2\left(\sqrt{\left(\frac{x_{r+1}+y_{r+1}}{2}\right)^{2}+\left(\frac{x_{r+2}+y_{r+2}}{2}\right)^{2}}+\cdots+\sqrt{\left(\frac{x_{n-1}+y_{n-1}}{2}\right)^{2}+\left(\frac{x_{n}+y_{n}}{2}\right)^{2}}\right) \\
& \leq 2\left(\sqrt{\frac{x_{r+1}^{2}}{2^{2}}+\frac{x_{r+2}^{2}}{2^{2}}}+\sqrt{\frac{y_{r+1}^{2}}{2^{2}}+\frac{y_{r+2}^{2}}{2^{2}}}+\cdots+\sqrt{\frac{x_{n-1}^{2}}{2^{2}}+\frac{x_{n}^{2}}{2^{2}}}+\sqrt{\frac{y_{n-1}^{2}}{2^{2}}+\frac{y_{n}^{2}}{2^{2}}}\right) \\
& =\sqrt{x_{r+1}^{2}+x_{r+2}^{2}}+\cdots+\sqrt{x_{n-1}^{2}+x_{n}^{2}}+\sqrt{y_{r+1}^{2}+y_{r+2}^{2}}+\cdots+\sqrt{y_{n-1}^{2}+y_{n}^{2}}
\end{aligned}
$$

Combining those two inequalities and using that $x, y \in A$ we get that $\frac{x+y}{2} \in A$. Let $x, y \in A$. Since $A$ is closed under taking midpoints, the set $\mathcal{L}_{x, y}=\{(1-t) x+t y: 0 \leq t \leq 1\}$ has a dense subset $M$ that is contained in $A$. Since $A$ is closed it follows that $A$ must contain the closure of $M$, which is indeed $\mathcal{L}_{x, y}$. Hence $A$ is convex.

What is left to prove is that $\operatorname{vol}(A)=\frac{n^{n}}{n!} 2^{r}\left(\frac{\pi}{2}\right)^{s}$. To show this we integrate over $A$ to get the volume. By $V_{r, s}(t)$ we mean the volume of the subset of $\mathbb{R}^{n}, n=r+2 s$, defined by

$$
\left|x_{1}\right|+\cdots+\left|x_{r}\right|+2\left(\sqrt{x_{r+1}^{2}+x_{r+2}^{2}}+\cdots+\sqrt{x_{n-1}^{2}+x_{n}^{2}}\right) \leq t
$$

Since we are dealing with $n$-dimensional volumes we have $V_{r, s}(t)=t^{n} V_{r, s}(1)$. Thus we only have to calculate $V_{r, s}(1)$. If $r=0$, then $s>0$ and we only have to calculate $V_{0, s}(1)$. Either
way it actually reduces down to this (but not neccesarily with $s>0$ ). To see this, suppose $r>0$. Then

$$
V_{r, s}(1)=2 \int_{0}^{1} V_{r-1, s}(1-x) \mathrm{d} x=2 V_{r-1, s}(1) \int_{0}^{1}(1-x)^{r-1+2 s} \mathrm{~d} x=\frac{2}{r+2 s} V_{r-1, s}(1)
$$

If we use this repeatedly we can reduce $V_{r, s}(1)$ to

$$
V_{r, s}(1)=\frac{2^{r}}{(r+2 s)(r+2 s-1) \cdots(2 s+1)} V_{0, s}(1)
$$

where $V_{0,0}(1)=1$. So it is enough to calculate $V_{0, s}(1)$ for $s>0$ as claimed. We start similarly as for the reduction procedure from $V_{r, s}(1)$ to $V_{r-1, s}(1)$ :

$$
V_{0, s}(1)=\iint_{x^{2}+y^{2} \leq \frac{1}{4}} V_{0, s-1}\left(1-2 \sqrt{x^{2}+y^{2}}\right) \mathrm{d} x \mathrm{~d} y
$$

Then changing to polar coordinates gives

$$
V_{0, s}(1)=\int_{0}^{2 \pi} \int_{0}^{1 / 2} V_{0, s-1}(1-2 \rho) \rho \mathrm{d} \rho \mathrm{~d} \theta=2 \pi V_{0, s-1}(1) \int_{0}^{1 / 2}(1-2 \rho)^{2(s-1)} \rho \mathrm{d} \rho
$$

The last integral is easily calculated by a subsitution $u=1-2 \rho$ and we finally get

$$
V_{0, s}(1)=V_{0, s-1}(1) \frac{\pi}{2} \frac{1}{2 s(2 s-1)}
$$

Using this repeatedly we get a similar formula as above, namely

$$
V_{0, s}(1)=\left(\frac{\pi}{2}\right)^{s} \frac{1}{(2 s)!}
$$

and piecing everything together we get

$$
V_{r, s}(1)=\frac{2^{r}}{(r+2 s)(r+2 s-1) \cdots(2 s+1)} V_{0, s}(1)=\left(\frac{\pi}{2}\right)^{s} \frac{2^{r}}{(r+2 s)!}
$$

and thus finally we get

$$
\operatorname{vol}(A)=(r+2 s)^{r+2 s} V_{r, s}(1)=\frac{n^{n}}{n!} 2^{r}\left(\frac{\pi}{2}\right)^{s}
$$

which finishes the proof.

Theorem 3.1.14. Every $n$-dimensional lattice $\Lambda$ in $\mathbb{R}^{n}$, where $n=r+2 s$, contains some non-zero point $x$ with

$$
|N(x)| \leq \frac{n!}{n^{n}}\left(\frac{8}{\pi}\right)^{s} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)
$$

Proof. By Lemma 3.1.13, there is some subset $A$ of $\mathbb{R}^{n}$ that is compact, convex and centrally symmetric with $\operatorname{vol}(A)=\frac{n^{n}}{n!} 2^{r}\left(\frac{\pi}{2}\right)^{s}$ and the property $a \in A \Longrightarrow|N(a)| \leq 1$. Let

$$
t=\sqrt[n]{\frac{2^{n}}{\operatorname{vol}(A)} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)}
$$

Then $t A$ is convex, centrally symmetric and compact. Furthermore

$$
\operatorname{vol}(t A)=t^{n} \operatorname{vol}(A)=\frac{2^{n}}{\operatorname{vol}(A)} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right) \operatorname{vol}(A)=2^{n} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)
$$

It follows from Minkowski's theorem that there is a non-zero $x \in t A \cap \Lambda$. Hence $x=t a$ for some $a \in A$ and because $|N(a)| \leq 1$ :

$$
|N(x)|=|N(t a)| \leq t^{n}|N(a)| \leq t^{n}=\frac{2^{n}}{\operatorname{vol}(A)} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)
$$

Inserting the value of $\operatorname{vol}(A)$ gives

$$
|N(x)| \leq \frac{n!2^{s} 2^{n}}{2^{r} n^{n} \pi^{s}} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)=\frac{n!}{n^{n}}\left(\frac{8}{\pi}\right)^{s} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)
$$

Corollary 3.1.15. Let $K$ be a number field with $[K: \mathbb{Q}]=n=r+2 s$. Then every non-zero ideal I of $\mathcal{O}_{K}$ has a non-zero element $\alpha$ such that

$$
|N(\alpha)| \leq \frac{n!}{n^{n}}\left(\frac{4}{\pi}\right)^{s} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}|I I|
$$

Furthermore, every ideal class of $\mathcal{O}_{K}$ (under the equivalence relation described in the start of this section) contains an ideal $J$ such that

$$
\|J\| \leq \frac{n!}{n^{n}}\left(\frac{4}{\pi}\right)^{s} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}
$$

As a consequence, the ideal class group of $\mathcal{O}_{K}$ is finite.
Proof. From Theorem 3.1.14, the lattice $\Lambda_{I}$ has a non-zero point $x$ satisfying the bound in the referenced theorem. Then $x=N(\alpha), 0 \neq \alpha \in I$. Using the bound given from the theorem and also Theorem 3.1.8 we get the bound

$$
|N(\alpha)| \leq \frac{n!}{n^{n}}\left(\frac{4}{\pi}\right)^{s} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}\|I\|
$$

Take any ideal class $\mathcal{C}$ in the ideal class group. Since the ideal class group is indeed a group, there is an inverse class $\mathcal{C}^{-1}$. Let $I \in \mathcal{C}^{-1}$. We know from Theorem 2.1.4 that for any
non-zero $\alpha \in I$, there is a non-zero ideal $J$ such that $I J=(\alpha)$. Then $I J \sim \mathcal{O}_{K}$, so $J \in \mathcal{C}$. Take $\alpha \in I$ to be the same as the $\alpha$ in the first part of this proof. It then follows that

$$
\|J\|=\frac{\|(\alpha)\|}{\|I\|}=\frac{1}{\|I\|}|N(\alpha)| \leq \frac{n!}{n^{n}}\left(\frac{4}{\pi}\right)^{s} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}=: \lambda
$$

For the last part of the statement, let $\lambda^{*}$ be the least positive integer such that $\lambda^{*} \geq \lambda$. For each $i=1,2, \ldots, \lambda^{*}$, there are at most finitely many ideals $J$ satisfying $\|J\| \leq i$ by Theorem 2.2.5. Hence there can be at most finitely many ideals satisfying $\|J\| \leq \lambda$. But every ideal class has an ideal that is equivalent to some ideal with norm $\leq \lambda$. Thus there cannot be more than finitely many ideal classes. This proves the finiteness of the ideal class group.

### 3.2 The unit group

The goal of this section is to prove the unit theorem due to Dirichlet. The geometric ideas from the previous section give us a quite explicit description of the group of units of $\mathcal{O}_{K}$. Again we use our embedding of $K$ into a lattice and Minkowski's theorem to get the existence of certain algebraic numbers satisfying specific inequalities. This time however we introduce another space as well: the logarithmic space.

Definition 3.2.1. Let $K$ be a number field with degree $n=r+2 s$ over $\mathbb{Q}$. For $\left(x_{1}, \ldots, x_{n}\right) \in$ $\Lambda_{\mathcal{O}_{K}} \backslash\{0\}$, define $\log : \Lambda_{\mathcal{O}_{K}} \backslash\{0\} \rightarrow \mathbb{R}^{r+s}$ by

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\log \left|x_{1}\right|, \ldots, \log \left|x_{r}\right|, \log \left(x_{r+1}^{2}+x_{r+2}^{2}\right), \ldots, \log \left(x_{n-1}^{2}+x_{n}^{2}\right)\right)
$$

Here the $\log$ in the coordinates is just the normal (natural) logarithm. This is well-defined: first we show that $\left|x_{1}\right|, \ldots,\left|x_{r}\right|$ are all strictly positive. Recalling the definition of Lat ${ }_{K}$ we see that if one of these are zero, then all $x_{1}, \ldots, x_{r}$ are zero and also all $x_{r+1}^{2}+x_{r+2}^{2}, \ldots, x_{n-1}^{2}+x_{n}^{2}$. This is because all the embeddings in Lat ${ }_{K}$ have trivial kernels. Similarly if one of the $x_{t+1}^{2}+x_{t+2}^{2}$ are zero, then this can happen if and only if $x_{t+1}=x_{t+2}=0$, which again implies that all of $x_{1}, \ldots, x_{n}, x_{r+1}^{2}+x_{r+2}^{2}, \ldots, x_{n-1}^{2}+x_{n}^{2}$ are zero. Hence the log function is well-defined. If $U$ is the group of units of $\mathcal{O}_{K}$ we have the following sequence:

$$
U \hookrightarrow \mathcal{O}_{K} \backslash\{0\} \xrightarrow{\text { Lat }_{K}} \Lambda_{\mathcal{O}_{K}} \backslash\{0\} \xrightarrow{\log } \mathbb{R}^{r+s}
$$

From now on we will denote the composition $\log \circ \operatorname{Lat}_{K}$ by $\log$ and $\mathbb{R}^{r+s}$ as the logarithmic space. Given this slight redefinition of log we prove some nice properties.

Lemma 3.2.2. Let $K$ be a number field with degree $n=r+2 s$ over $\mathbb{Q}$. Let $U$ be the group of units of $\mathcal{O}_{K}$. Then $\log$ is a group homomorphism $U \rightarrow \mathbb{R}^{r+s}$. Furthermore, its image is contained in a hyperplane $H \subset \mathbb{R}^{r+s}$ defined by $y_{1}+\cdots+y_{r+s}=0$. Finally, any bounded set in $\mathbb{R}^{r+s}$ has a finite preimage (by $\log$ ) in $U$.

Proof. If $\sigma_{i}$ is a purely real embedding then

$$
\log \left|\sigma_{i}(a b)\right|=\log \left|\sigma_{i}(a) \sigma_{i}(b)\right|=\log \left|\sigma_{i}(a)\right|+\log \left|\sigma_{i}(b)\right|
$$

If $\tau_{i}$ is an embedding that is not purely real then observe that $\left(\operatorname{Re}\left(\tau_{i}(a b)\right)\right)^{2}+\left(\operatorname{Im}\left(\tau_{i}(a b)\right)^{2}=\right.$ $\left|\tau_{i}(a b)\right|^{2}$ and hence

$$
\begin{aligned}
& \log \left(\left(\operatorname{Re}\left(\tau_{i}(a b)\right)\right)^{2}+\left(\operatorname{Im}\left(\tau_{i}(a b)\right)\right)^{2}\right) \\
& =\log \left(\left(\operatorname{Re}\left(\tau_{i}(a)\right)\right)^{2}+\left(\operatorname{Im}\left(\tau_{i}(a)\right)\right)^{2}\right)+\left(\operatorname{Re}\left(\tau_{i}(b)\right)\right)^{2}+\left(\operatorname{Im}\left(\tau_{i}(b)\right)\right)^{2}
\end{aligned}
$$

These two equalities show that $\log$ is a group homomorphism as we get $\log (\alpha \beta)=\log (\alpha)+$ $\log (\beta)$ for $\alpha, \beta \in \mathcal{O}_{K} \backslash\{0\}$. Now suppose $\alpha \in U$. Then there is some $\beta \in U$ such that $\alpha \beta=1$. We then have $N(\alpha) N(\beta)=N(\alpha \beta)=N(1)=1$. Since $\alpha, \beta$ are algebraic integers, the norm is a non-zero integer (see Theorem 1.1.9), hence $N(\alpha)= \pm 1$. Let Lat ${ }_{K}(\alpha)=\left(x_{1}, \ldots, x_{r}\right)$. Using that $\log (a b)=\log (a)+\log (b)$ for $a, b \in \mathbb{R}^{+}$we get

$$
\log \left|x_{1}\right|+\cdots+\log \left|x_{r}\right|+\log \left(x_{r+1}^{2}+x_{r+2}^{2}\right)+\cdots+\log \left(x_{n-1}^{2}+x_{n}^{2}\right)=\log |N(\alpha)|=0
$$

which proves the second claim. Let $M$ be any bounded subset of $\mathbb{R}^{r+s}$. Then we can find a polydisc $\Delta^{n}(\mathbf{x} ; \xi)=\left\{\left(x_{1}, \ldots, x_{r+s}\right):\left|x_{1}\right|<\xi, \ldots,\left|x_{r+s}\right|<\xi\right\}$ which contains $M$. Let us first consider $\log |x|: \mathbb{R} \backslash\{0\} \rightarrow \mathbb{R}$, and moreover the preimage of $\mathbb{B}^{1}(\xi)=\{x \in \mathbb{R}:|x|<\xi\}$ :

$$
\log ^{-1}\left|\mathbb{B}^{1}(\xi)\right|=\{x \in \mathbb{R}: \log |x|<\xi\}=\left\{x \in \mathbb{R}:|x|<e^{\xi}\right\}=\mathbb{B}^{1}\left(e^{\xi}\right)
$$

Next let us consider the logarithm of the form $\log \left(x_{t+1}^{2}+x_{t+2}^{2}\right)$, which we for simplicity name $\varrho$. Then we have

$$
\varrho^{-1}\left(\mathbb{B}^{1}(\xi)\right)=\left\{x \in \mathbb{R}^{2}: \log \left(x_{t+1}^{2}+x_{t+2}^{2}\right)<\xi\right\}=\left\{x \in \mathbb{R}^{2}: x_{t+1}^{2}+x_{t+2}^{2}<e^{\xi}\right\}=\mathbb{B}^{2}\left(e^{\xi / 2}\right)
$$

where $\mathbb{B}^{2}(\xi)$ is the 2 -dimensional ball with radius $\xi$. It follows that the preimage of the logarithm in our lattice (that is we don't consider the composition $\log$ Lat $_{K}$ but only log) is such that

$$
\log ^{-1}(M) \subseteq \log ^{-1}\left(\Delta^{n}(\mathbf{x} ; \xi)\right) \subseteq \mathbb{B}^{1}\left(e^{\xi}\right) \times \cdots \times \mathbb{B}^{1}\left(e^{\xi}\right) \times \mathbb{B}^{2}\left(e^{\xi / 2}\right) \times \cdots \times \mathbb{B}^{2}\left(e^{\xi / 2}\right)
$$

which shows the preimage of $M$ is also bounded. However a bounded set in a lattice can clearly only contain finitely many points, and so the preimage of $M$ in the lattice is finite. As $\operatorname{Lat}_{K}$ is injective it follows that the preimage of $M$ by the composition $\log \operatorname{Lat}_{K}$ is finite. This proves the last claim.

Observe that the third point in the lemma actually implies that any bounded subset of $\log (U)$ is finite: for let $M$ be a bounded subset of $\log (U)$ and suppose that $M$ is not finite. Then since $\log$ is surjective onto $\log (U)$ and $M \subseteq \log (U)$, this forces the preimage $\log ^{-1}(M)$ to be infinite, but this is a contradiction to the lemma we just proved. This is an important observation because it acutally implies that $\log (U)$ is a lattice:
Lemma 3.2.3. Let $G$ be a subgroup of $\mathbb{R}^{m}$ such that every bounded subset of $G$ is finite. Then $G$ is a lattice.

Proof. G contains a lattice $\{0\}$, so there exists a (not necessarily unique) lattice $\Lambda$ of maximal dimension, say $d$, contained in $G$. Let $\left\{v_{1}, \ldots, v_{d}\right\}$ be a $\mathbb{Z}$-basis for $\Lambda$. Let $v \in G$. Then $\left\{v, v_{1}, \ldots, v_{d}\right\}$ must be a linearly dependent set in $\mathbb{R}^{m}$ since otherwise this would contradict
the maximality of $\Lambda$. Hence $G$ is contained in the subspace of $\mathbb{R}^{m}$ generated by $\Lambda$. Now we claim that $G / \Lambda$ is finite. To see this fix a fundamental parallellotope $\mathcal{F}$ for $\Lambda$. Let $v+\Lambda, v \in G$ be a a coset. Since $G$ is contained in the subspace of $\mathbb{R}^{m}$ generated by $G$, there are $a_{i} \in \mathbb{R}$ such that

$$
g=a_{1} v_{1}+\cdots+a_{d} v_{d}
$$

For each $a_{i}$ let us write $a_{i}=n_{i}+r_{i}$ where $n_{i} \in \mathbb{Z}$ and $0 \leq r_{i}<1$. Then $r_{1} v_{1}+\cdots+r_{d} v_{d} \in$ $(v+\Lambda) \cap \mathcal{F}$. This shows that every coset has a representative in $\mathcal{F}$. Now $\mathcal{F} \cap G$ is a bounded subset of $G$ and hence is finite. As $\mathcal{F} \cap G$ contains a representative from each coset $v+\Lambda$, this shows $G / \Lambda$ is finite. From this it is easy to see that $|G / \Lambda| G \subseteq \Lambda$, because if we pick any $g \in G$, then $|G / \Lambda| g \equiv 0(\bmod \Lambda)$, that is $|G / \Lambda| g \in \Lambda$. Let us write $r=|G / \Lambda|$. By Lemma 1.2 .2 we get that $r G$ is a free abelian group of rank $\leq d$. From this we can conclude $G$ is actually free abelian of rank $d$. Fix a basis $\left\{r w_{1}, \ldots, r w_{k}\right\}$ for $r G$. Then $\left\{w_{1}, \ldots, w_{k}\right\}$ is a basis for $G$, so $G$ is free abelian of rank $\leq d$. However $\Lambda \subseteq G$, so the rank has to be $d$. We now have all the ingredients to show that $G$ is a lattice. Namely, fix a $\mathbb{Z}$-basis $\left\{w_{1}, \ldots, w_{d}\right\}$ for $G$. This must be $\mathbb{R}$-independent because $G$ contains a basis for $\Lambda$ of cardinality $d$ which is $\mathbb{R}$-independent. Hence $G$ is a lattice and we are done.

Before we prove the unit theorem we need two lemmata.
Lemma 3.2.4. Let $K$ be a number field with group of units $U$, and $[K: \mathbb{Q}]=n=r+2 s$. Let $k$ be an integer such that $1 \leq k \leq r+s$. Then there is some $\mu \in U$ with the property that if $\log (\mu)=\left(y_{1}, \ldots, y_{r+s}\right)$, then $y_{i}<0$ for all $i \neq k$.

Proof. We first prove that for any non-zero $\alpha \in \mathcal{O}_{K}$ there is some $\beta \in \mathcal{O}_{K}$ such that

$$
|N(\beta)| \leq\left(\frac{2}{\pi}\right)^{s} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}
$$

and such that if $\log (\alpha)=\left(a_{1}, \ldots, a_{r+s}\right), \log (\beta)=\left(b_{1}, \ldots, b_{r+s}\right)$, then $b_{i}<a_{i}$ for all $i \neq k$. We achieve this by Minkowski's theorem. Let
$E=\left\{\left(x_{1}, \ldots, x_{r+s}\right) \in \mathbb{R}^{r+s}:\left|x_{1}\right| \leq c_{1}, \ldots\left|x_{r}\right| \leq c_{r}, x_{r+1}^{2}+x_{r+2}^{2} \leq c_{r+1}, \ldots, x_{n-1}^{2}+x_{n}^{2} \leq c_{r+s}\right\}$
where $0<c_{i}<e^{a_{i}}$ for all $i \neq k$ and

$$
c_{1} \cdots c_{r+s}=\left(\frac{2}{\pi}\right)^{s} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}
$$

Since $c_{k}$ is not bounded we can meet this equality requirement. We need to check that $E$ satisfies the assumptions of Minkowski's theorem. It is clear that $E$ is centrally symmetric. For the convexity: observe that $E$ is a cartesian product of convex sets (intervals and discs). That the inequalities are non-strict implies that $E$ is closed ( $E$ is a cartesian product of closed lines and discs), and $E$ is clearly bounded. The volume is easily calculated:

$$
\operatorname{vol}(E)=\left(2 c_{1}\right) \cdots\left(2 c_{r}\right)\left(\pi c_{r+1}\right) \cdots\left(\pi c_{r+s}\right)=2^{r+s} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}=2^{n} \operatorname{vol}\left(\mathbb{R}^{n} / \Lambda_{\mathcal{O}_{K}}\right)
$$

where the last equality is due to Theorem 3.1.8. Then Minkowski's theorem gives us a non-zero $\beta \in \mathcal{O}_{K}$ such that

$$
|N(\beta)| \leq c_{1} \cdots c_{r+s}=\left(\frac{2}{\pi}\right)^{s} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}
$$

Furthermore if $\operatorname{Lat}_{K}(\beta)=\left(w_{1}, \ldots, w_{r+s}\right)$, then for $i=1, \ldots, r, i \neq k$ we have $\left|w_{i}\right| \leq c_{i}<e^{a_{i}}$ and for $i=r+1, \ldots, r+s-1, i \neq k$, we have $w_{i}^{2}+w_{i+1}^{2} \leq c_{i}<e^{a_{i}}$. Taking log gives

$$
\log \left|w_{i}\right|<a_{i} \quad \log \left(w_{i}^{2}+w_{i+1}^{2}\right)<a_{i}
$$

so if $\log (\beta)=\left(b_{1}, \ldots, b_{r+s}\right)$ we get $b_{i}<a_{i}$ for all $i \neq k$, as desired. Now we can prove the statement in the lemma. If we start with any non-zero $\alpha_{1}$, we can use what we just proved to get a sequence $\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots \in \mathcal{O}_{K}$ such that for each $i \neq k$, and for each $j \geq 1$, the $i$ th coordinate of $\log \left(\alpha_{j}\right)$ is larger than the $i$ th coordinate of $\log \left(\alpha_{j+1}\right)$. Furthemore each $\alpha_{j}$ is such that

$$
\left\|\left(\alpha_{j}\right)\right\|=\left|N\left(\alpha_{j}\right)\right| \leq\left(\frac{2}{\pi}\right)^{s} \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}
$$

The quantity on the right is finite, and hence, just like the proof in Theorem 3.1.15, this implies that there can be at most finitely many such ideals $\left(\alpha_{j}\right)$. Hence fix some $\ell, t$ such that $\left(\alpha_{\ell}\right)=\left(\alpha_{t}\right)$ with $t>\ell$. Then we have $\mu, \nu \in \mathcal{O}_{K}$ such that $\alpha_{\ell}=\nu \alpha_{t}, \alpha_{t}=\mu \alpha_{\ell}$. Hence $\alpha_{\ell}=\nu \alpha_{t}=\mu \nu \alpha_{\ell}$, so $\mu \nu=1$ since $\mathcal{O}_{K}$ is an integral domain. Hence $\mu$ is a unit: $\mu \in U$ and $\mu=\frac{\alpha_{t}}{\alpha_{\ell}}$. It makes sense to talk about the composition $\log \circ \operatorname{Lat}_{K}$ for all of $K \backslash\{0\}$ as well ( $\log$ is still well-defined), and $\log (\alpha \beta)=\log (\alpha)+\log (\beta)$ still. Taking logs we obtain

$$
\log (\mu)=\log \left(\frac{\alpha_{t}}{\alpha_{\ell}}\right)=\log \left(\alpha_{t}\right)+\log \left(\frac{1}{\alpha_{\ell}}\right)=\log \left(\alpha_{t}\right)-\log \left(\alpha_{\ell}\right)
$$

It follows that $\log (\mu)=\left(y_{1}, \ldots, y_{r+s}\right)$ is such that $y_{i}<0$ for all $i \neq k$ because $t>\ell$.
The next lemma is pure linear algebra
Lemma 3.2.5. Let $M=\left(m_{i j}\right)$ be an $\ell \times \ell$-matrix with entries in $\mathbb{R}$, such that the diagonal is positive: $m_{i i}>0$ for all $i$, and everything else is negative: $m_{i j}<0$ for all $i \neq j$. Furthermore suppose each row sums to 0 . Then the rank of $M$ is $\ell-1$.

Proof. Let the first $\ell-1$ columns of $M$ be $v_{1}, \ldots, v_{\ell-1}$ and suppose $t_{1} v_{1}+\cdots+t_{\ell-1} v_{\ell-1}=0$, $t_{j} \in \mathbb{R}$. Suppose not all $t_{j}$ are zero. Divide the expression by the largest $t_{k}$. Then we can without loss of generality assume $t_{k}=1$ and all other $t_{j} \leq 1$. Now we calculate:

$$
0=\sum_{j=1}^{\ell-1} t_{j} m_{k j}=m_{k k}+\sum_{j=1, j \neq k}^{\ell-1} t_{j} m_{k j} \geq \sum_{j=1}^{\ell-1} m_{k j}>\sum_{j=1}^{\ell} m_{k j}=0
$$

The first inequality comes from the fact that all $m_{k j}, k \neq j$, are negative, the last inequality comes from the fact that they are strictly negative. The inequality $0<0$ gives a contradiction, so all $t_{j}$ are zero. This shows that the $\operatorname{rank}(M) \geq \ell-1$. By assumption we have $0=m_{i 1}+\cdots+m_{i \ell}$ so $m_{i \ell}=-m_{i 1}+\cdots+m_{i(\ell-1)}$ from which it follows $v_{\ell}=-v_{1}-\cdots-v_{\ell-1}$. Thus $\operatorname{rank}(M) \neq \ell$ which finishes the proof.

We are now ready to prove the unit theorem.

## Theorem 3.2.6. (Dirichlet's Unit Theorem)

Let $K$ be a number field with degree $n$ over $\mathbb{Q}$ and $n=r+2 s$. Let $U$ be the group of units of $\mathcal{O}_{K}$. Then $U \cong W \times V$ where $W$ is a finite cyclic group that consists of the roots of unity of $K$, and $V$ is a free abelian group of rank $r+s-1$.

Proof. By Lemma 3.2.2, the preimage of $\{0\}$ by $\log$ in $U$ is finite. That is, the kernel of $\log$ is finite and hence every element $\zeta$ in the kernel has finite order: $\zeta^{t}=1$. Hence the kernel consist of roots of unity. Conversely, if $\zeta$ is a root of unity in $K$, say $\zeta^{\ell}=1$, then $0=\log \left(\zeta^{\ell}\right)=\ell \log (\zeta)$ and hence $\log (\zeta)=0$ so $\zeta \in \operatorname{ker} \log$. It is a classical result from field theory that all finite subgroups of $F^{*}$ for any field $F$ are cyclic. The roots of unity in $K$ is as shown above a finite subgroup of $K^{*}$, and hence cyclic. Continuing, the remark leading up to Lemma 3.2.3, as well as the lemma itself, implies that $\log (U)$ is a lattice. We also know from Lemma 3.2.2 that it is contained in a hyperplane $H \subseteq \mathbb{R}^{r+s}$, and hence the rank of $\log (U)$ is at most $r+s-1$. As we have just seen, $\log (U)$ is free abelian of rank $d \leq r+s-1$, so fix $u_{1}, \ldots, u_{d} \in U$, such that $\log \left(u_{1}\right), \ldots, \log \left(u_{d}\right)$ is a $\mathbb{Z}$-basis for $\log (U)$. Now we claim that the $V$ in the theorem is the subgroup of $U$ generated multiplicatively by $u_{1}, \ldots, u_{d}$. We first prove that $u_{1}, \ldots, u_{d}$ generate $V$ freely. To that end, assume $u_{1}^{k_{1}} \cdots u_{d}^{k_{d}}=1$. Taking log we get

$$
k_{1} \log \left(u_{1}\right)+\cdots+k_{d} \log \left(u_{d}\right)=0
$$

which implies $k_{1}=\cdots=k_{d}=0$ as $\left\{\log \left(u_{1}\right), \ldots, \log \left(u_{d}\right)\right\}$ constitutes a $\mathbb{Z}$-basis of $\log (U)$. This shows $V$ is free abelian of rank $d$. Now we claim that indeed $U \cong W \times V$. To show this, we first show $W \cap V=\{1\}$. Let $x=u_{1}^{k_{1}} \cdots u_{d}^{k_{d}} \in V \cap W$. Then there is some non-zero integer $\ell$ such that $x^{\ell}=1$. Taking log we obtain

$$
\ell k_{1} \log \left(u_{1}\right)+\cdots+\ell k_{d} \log \left(u_{d}\right)=0
$$

which by linear independence in $\log (U)$, implies $\ell k_{1}=\cdots=\ell k_{d}=0$, and hence $k_{1}=\cdots=$ $k_{d}=0$. It follows that $x=1$. Now let $x \in U$. Then $\log (x)=a_{1} \log \left(u_{1}\right)+\cdots+a_{d} \log \left(u_{d}\right)=$ $\log \left(u_{1}^{a_{1}} \cdots u_{d}^{a_{d}}\right)$, which goes to show that

$$
\log \left(x u_{1}^{-a_{1}} \cdots u_{d}^{-a_{d}}\right)=1 \Longrightarrow x u_{1}^{-a_{1}} \cdots u_{d}^{-a_{d}} \in \text { ker } \log
$$

so there is some $z \in \operatorname{ker} \log =W$ such that $x=z u_{1}^{a_{1}} \cdots u_{d}^{a_{d}} \in W V$. Conversely $V W \subseteq U$, as both $V$ and $W$ are multiplicative subgroups of $U$. Now define $\varphi: W \times V \rightarrow W V$ by $\left(\zeta, u_{1}^{a_{1}} \cdots u_{d}^{a_{d}}\right) \mapsto \zeta u_{1}^{a_{1}} \cdots u_{d}^{a_{d}}$. Since $u_{1}, \ldots, u_{d}$ generate $V$ freely this is well-defined. Since any $x \in U$ can be written as a product in $W V$ it follows that $\varphi$ is surjective. Suppose $\zeta u_{1}^{a_{1}} \cdots u_{d}^{a_{d}}=1$. Then $\zeta u_{1}^{a_{1}} \cdots u_{d}^{a_{d}} \in W \cap V$. Multiplying, it follows that $\zeta \in V$ and $u_{1}^{a_{1}} \cdots u_{d}^{a_{d}} \in W$. This implies $\zeta=u_{1}^{a_{1}} \cdots u_{d}^{a_{d}}=1$. Hence we have a trivial kernel, and $\varphi$ is injective, and hence furthermore an isomorphism: $U=W V \cong W \times V$. The only thing that is left to prove is that $d=r+s-1$. We do this the completely obvious way: produce $r+s-1$ elements in $U$ whose images in $\log (U)$ are linearly independent. Lemma 3.2.4 gives us the existence of $\mu_{1}, \ldots, \mu_{r+s}$ such that all coordinates of $\log \left(u_{j}\right)$ are negative excect the $j$ th row. Since $\log \left(u_{j}\right)$ is contained in a hyperplane $H$ defined by $y_{1}+\cdots+y_{r+s}=0$, this forces the $j$ th coordinate to be positive. If we now form the $(r+s) \times(r+s)$-matrix $\mathcal{M}$ with $\log \left(\mu_{j}\right)$
as its $j$ th row, we get a matrix where the diagonal is strictly positive, and strictly negative elsewhere. Furthermore each row sums to zero since $\log (U)$ is contained in the hyperplane H. By Lemma 3.2.5 we see that $\mathcal{M}$ has rank $r+s-1$. Hence $\left\{\log \left(\mu_{1}\right), \ldots, \log \left(\mu_{r+s}\right)\right\}$ has $r+s-1$ linearly independent vectors. This finishes the proof.

### 3.3 Distribution of ideals in $\mathcal{O}_{K}$

We now give a rather explicit description of the distribution of ideals in $\mathcal{O}_{K}$ with respect to their ideal norm. From this distribution the class number formula will follow without too much work. For each real number $t \geq 0$ we define

$$
i(t)=\#\left\{I \mid I \text { ideal in } \mathcal{O}_{K},\|I\| \leq t\right\}
$$

i.e. the number of ideals in $\mathcal{O}_{K}$ with norm at most $t$. Given some ideal class $C$ we define

$$
i_{C}(t)=\#\left\{I \mid I \text { ideal in } \mathcal{O}_{K}, I \in C,\|I\| \leq t\right\}
$$

i.e. the number of ideals in $C$ with norm at most $t$. Summing over all ideal classes we get

$$
i(t)=\sum_{C} i_{C}(t)
$$

Since the ideal class group is finite (Corollary 3.1.15) this sum is finite. We will show that $i_{C}(t)=\kappa t+O\left(t^{1-\frac{1}{n}}\right)$ for any ideal class $C$, where $n=[K: \mathbb{Q}]$ and $\kappa$ is some constant independent of $C$. Since the sum is finite, it will then follow that

$$
i(t)=h \kappa t+O\left(t^{1-\frac{1}{n}}\right)
$$

where $h$ is the class number (the order of the ideal class group). We will also determine the constant $\kappa$. It turns out that this constant $\kappa$ encodes many invariants of a number field:

$$
\kappa=\frac{2^{r+s} \pi^{s} \operatorname{reg}\left(O_{K}\right)}{w \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}}
$$

where as before $r$ is the number of real embeddings of $K$ into $\mathbb{C}$ and $s$ is half the number of non-real embeddings $K$ in $\mathbb{C}$. Furthermore $w$ is the number of roots of unity in $K$ and finally $\operatorname{reg}\left(\mathcal{O}_{K}\right)$ is the regulator of $\mathcal{O}_{K}$. We will come more back to this, but say for now that it, loosely speaking, measures the density of the units: a small regulator means many units. We will need two lemmata for the distribution theorem.

Lemma 3.3.1. Let $f: G \rightarrow G^{\prime}$ be a homomorphism of abelian groups and let $S$ be a subgroup of $G$ which is sent isomorphically to a subgroup $S^{\prime \prime}$ of $G^{\prime}$ by $f$. If $D^{\prime}$ is a set of coset representatives for $S^{\prime}$ in $G^{\prime}$, then $D=f^{-1}\left(D^{\prime}\right)$ is a set of coset representatives for $S$ in $G$.

Proof. First take $x, y \in D$ such that $x \neq y$ and assume $x \equiv y(\bmod S)$. Then $x-y \in S$ so $f(x-y) \in S^{\prime}$, in other words $f(x) \equiv f(y)\left(\bmod S^{\prime}\right)$. Since $\left.f\right|_{S}$ is an isomorphism we have $f(x)-f(y)=f(x-y) \neq 0$ since $x \neq y$. But $f(x), f(y) \in D^{\prime}$, so they cannot be not equal while congruent modulo $S^{\prime}$ since $D^{\prime}$ is a set of coset representative of $S^{\prime}$ in $G^{\prime}$. This shows that the elements in $D$ represent different cosets of $S$ in $G$. To see that we hit all, let $z$ be a coset represenative in $G / S$. Then $f(z) \equiv w\left(\bmod S^{\prime}\right)$ for some $w \in D^{\prime}$. Since $\left.f\right|_{S}$ is an isomorphism, there is $\widetilde{w} \in S$ such that $f(\widetilde{w})=f(z)-w$ so $w=f(z-\widetilde{w})$. Hence $z-\widetilde{w} \in D$. Since $\widetilde{w} \in S, z-\widetilde{w} \equiv z(\bmod S)$ this gives us the desired coset representative.

For the next lemma we need a definition.
Definition 3.3.2. A bounded set $B \subseteq \mathbb{R}^{n}$ is said to have $(n-1)$-Lipschitz parameterizable boundary if its boundary $\partial B$ is contained in the union of the images of finitely many Lipschitz functions $f:[0,1]^{n-1} \rightarrow \mathbb{R}^{n}$. That $f$ is Lipschitz in this case means that there is a constant $C$ such that

$$
\left|\frac{f(x)-f(y)}{x-y}\right| \leq C \quad x, y \in[0,1]^{n-1}
$$

Lemma 3.3.3. Let $\Lambda$ be any n-dimensional lattice in $\mathbb{R}^{n}$ and $B$ any bounded subset of $\mathbb{R}^{n}$. If $B$ is $(n-1)$-Lipschitz parameterizable then

$$
|\Lambda \cap a B|=\frac{\operatorname{vol}(B)}{\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)} a^{n}+O\left(a^{n-1}\right)
$$

A proof of Lemma 3.3.3 can be found in [8, Lemma 6.2]. The idea is to first reducing the problem to $\mathbb{Z}^{n}$ and then consider translates of $n$-cubes $[0,1]^{n}$.
Theorem 3.3.4. Let $K$ be a number field, $n=[K: \mathbb{Q}]$. For any ideal class $C$,

$$
i_{C}(t)=\kappa t+O\left(t^{1-\frac{1}{n}}\right)
$$

where $\kappa$ is the aforementioned constant.
Proof. This proof is rather long. We start by summarizing what we are going to do, to try to avoid getting completely lost in the details. Start by fixing an ideal $J \in C^{-1}$ (the inverse ideal class). Then we claim there is a bijection

$$
\begin{aligned}
& \text { \{ideals } I \in C \text { with }\|I\| \leq t\} \longleftrightarrow\{\text { principal ideals }(\alpha) \subseteq J \text { with }\|(\alpha)\| \leq t\|J\|\} \\
& I \longmapsto I J
\end{aligned}
$$

This reduces the counting of ideals with norm at most $t$ to counting principal ideals in $J$ with certain bounded norm. Now counting principal ideals is almost like counting elements apart from the fact that $\alpha$ is determined from $(\alpha)$ up to a unit factor. It would be nice if we could ignore this problem. To do this we construct a subset of $\mathcal{O}_{K}$ in which no two elements differ by a unit factor and every non-zero element of $\mathcal{O}_{K}$ has a unit multiple. After we
have passed to this set, we can simply count elements of $J$ there. This set is exactly a set of coset representatives for the unit group in the multiplicative semigroup $\mathcal{O}_{K} \backslash\{0\}$. Then we pass to a lattice via the log-mapping and show that the problem reduces to calculating the volume of a certain domain in $\mathbb{R}^{n}$. Then we count another way and compare to get a formula for $i_{C}(t)$. How this is done more specifically will get more clear later in the proof.

Let us get going: first we show that the map above is well-defined. Since $I J \sim \mathcal{O}_{K}$ there are non-zero $\gamma, \delta \in \mathcal{O}_{K}$ such that $\gamma I J=\delta \mathcal{O}_{K}$. Hence there is non-zero $\eta \in I J$ such that $\gamma \eta=\delta$. Thus $\frac{\delta}{\gamma}=\eta \in I J \subseteq \mathcal{O}_{K}$. Hence $I J=\left(\frac{\delta}{\gamma}\right)$ is a principal ideal and is contained in $J$ as $I J \subseteq J$. Finally $\left\|\left(\frac{\delta}{\gamma}\right)\right\|=\|I J\| \leq t\|J\|$. This shows well-definedness. If $I J=I^{\prime} J$ then $I=I^{\prime}$ by Corollary 2.1.5, so the map is injective. Finally let $(x) \subseteq J$. Then by Corollary 2.1.6, $J \mid(x)$, that is there is an ideal $I$ so that $I J=(x)$. Since $(x) \sim \mathcal{O}_{K}, I \in C$ and finally $\|I\|\|J\|=\|I J\|=\|(x)\| \leq t\|J\|$ so $\|I\| \leq t$. This shows surjectivity, proving the bijection.

Now we move on to constructing the set of coset representatives mentioned above. Actually it will be sufficient to construct a set of coset representatives for a free abelian subgroup $V \subseteq U$ of rank $r+s-1$. Such a $V$ exists by Dirichlet's Unit Theorem: recall $U \cong V \times W$ where $W$ is the group of roots of unity in $K$. Such a $V$ is not unique so let us fix one such $V$. We will see why this is sufficient soon: it comes down to the fact that we can easily account for the roots of unity. We have the following sequence of maps:

$$
V \longleftrightarrow U \longleftrightarrow \mathcal{O}_{K} \backslash\{0\} \xrightarrow{\log } \mathbb{R}^{r+s}
$$

where we by $\log$ really mean $\log \circ \operatorname{Lat}_{K}$ as mentioned earlier. In the proof of Dirichlet's Unit Theorem we saw that $\log (U)$ is a lattice, which we from now on denote $\Lambda_{U}$. From the same proof we also saw that $W$ is the kernel of the log-map. Since $U \cong V \times W$ it thus follows that the restriction of

$$
U \longleftrightarrow \mathcal{O}_{K} \backslash\{0\} \xrightarrow{\log } \mathbb{R}^{r+s}
$$

to $V$ is an isomorphism onto $\Lambda_{U}$. Let us now change our perspective slightly. Before we viewed $\Lambda_{\mathcal{O}_{K}}$ as a subset of $\mathbb{R}^{r+2 s}$ - now we instead think of $\Lambda_{\mathcal{O}_{K}}$ as a subset of $(\mathbb{R})^{r} \times(\mathbb{C})^{s}$ and hence $\Lambda_{\mathcal{O}_{K}} \backslash\{0\}$ as a subset of $\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s}$. This requires a slight redefinition of the $\log$-map as well where we identify $\mathbb{R}^{2}$ with $\mathbb{C}$ :

$$
z=a+b i \mapsto \log \left(a^{2}+b^{2}\right)=\log \left(|z|^{2}\right)=2 \log (|z|)
$$

so in other words we now have the map

$$
\left(x_{1}, \ldots, x_{r}, z_{1}, \ldots, z_{s}\right) \stackrel{\log }{\longmapsto}\left(\log \left|x_{1}\right|, \ldots, \log \left|x_{r}\right|, 2 \log \left|z_{1}\right|, \ldots, 2 \log \left|z_{s}\right|\right)
$$

and the map $\operatorname{Lat}_{K}$ is now

$$
\alpha \mapsto\left(\sigma_{1}(\alpha), \ldots, \sigma_{r}(\alpha), \tau_{1}(\alpha), \ldots, \tau_{s}(\alpha)\right)
$$

where the $\sigma_{i}$ are the real embeddings, and $\tau_{i}, \overline{\tau_{i}}$ are the non-real embeddings with their complex conjugates as usual. The restriction of Lat ${ }_{K}$ to $\mathcal{O}_{K} \backslash\{0\}$ defines a multiplicative
embedding, and so $V$ maps isomorphically onto a subgroup $V^{\prime}$ of $\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s}$. Thus we can obtain a set of coset representatives for $V$ in $\mathcal{O}_{K} \backslash\{0\}$ from a set of coset representatives for $V^{\prime}$ in $\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s}$. This is called a fundamental domain for $V^{\prime}$. Since Lat ${ }_{K}$ takes ideals in $\mathcal{O}_{K}$ to sublattices $\Lambda_{I}$ of $\Lambda_{\mathcal{O}_{K}}$, counting members of the ideal $J$ in the desired subset of coset representatives of $V$ is the same as counting elements of $\Lambda_{J}$ in the fundamental domain for $V^{\prime}$. Let us translate the norm criterion $\|(\alpha)\| \leq t\|J\|$ to this setting: recall that we had a norm on $\mathbb{R}^{n}$, namely $N^{K}$, that was the same as $N$ when restricted to the image of $K$. Now with our change from $\mathbb{R}^{r+2 s}$ to $\mathbb{R}^{r} \times \mathbb{C}^{s}$ this norm is defined by

$$
N\left(x_{1}, \ldots, x_{r}, z_{1}, \ldots, z_{s}\right)=x_{1} \cdots x_{r}\left|z_{1}\right|^{2} \cdots\left|z_{s}\right|^{2}
$$

By Lemma 2.2.4 we get

$$
\|(\alpha)\|=|N(\alpha)|=|\sigma_{1}(\alpha) \cdots \sigma_{r}(\alpha) \underbrace{\tau_{1}(\alpha) \overline{\tau_{1}}(\alpha)}_{\left|\tau_{1}(\alpha)\right|^{2}} \cdots \underbrace{\tau_{s}(\alpha) \overline{\tau_{s}}(\alpha)}_{\left|\tau_{s}(\alpha)\right|^{2}}|=\left|N\left(\operatorname{Lat}_{K}(\alpha)\right)\right|
$$

Hence if we let $x$ denote the image of $\alpha$ in $\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s}$ then $\|(\alpha)\| \leq t\|J\|$ is equivalent to $|N(x)| \leq t\|J\|$. Thus what we have to do is find a set $D$ of coset representatives for $V^{\prime}$ in $\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s}$ and count elements $x \in \Lambda_{J} \cap D$ with $|N(x)| \leq t\|J\|$. The number of such $x$ is almost the number of principal ideals $(\alpha) \subseteq J$ with $\|(\alpha)\| \leq t\|J\|$, but remember that we are counting inside a set of coset representatives for $V$ - not for the whole of $U$. Thus each ideal $(\alpha)$ is counted $|W|$ times. From the bijection in the very beginning it follows that the number of $x \in \Lambda_{J} \cap D$ with $|N(x)| \leq t\|J\|$ is $|W| i_{C}(t)$. With the help of Lemma 3.3.3 we will count the number of $x \in \Lambda_{J} \cap D$ another way and from that deduce a value of $i_{C}(t)$. However there is an unknown volume in that expression that we need to calculate.

First however, let us construct the set $D$ of coset represenatives for $V^{\prime}$ in $\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s}$. To do so we instead construct a set $D^{\prime}$ of coset representatives for $\Lambda_{U}$ in $\mathbb{R}^{r+s}$, then apply Lemma 3.3.1 to the homomorphism $\log :\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s} \rightarrow \mathbb{R}^{r+s}$ remembering that $\log \left(V^{\prime}\right) \cong \Lambda_{U}$. From now on, fix a fundamental parallellotope $\mathcal{F}$ for the lattice $\Lambda_{U}$. Recall that $\Lambda_{U}$ lies inside a hyperplane $H$ defined by $y_{1}+\cdots+y_{r+s}=0$ (Lemma 3.2.2). By Dirichlet's Unit Theorem, $\Lambda_{U}$ is a full lattice in $H$. We define its volume by using volume on $H$ induced by the inner product. Let $L$ be any line through the origin, but not contained in $H$. Then $\mathcal{F} \oplus L$ is a set of coset representatives for $\Lambda_{U}$ in $\mathbb{R}^{r+s}$, and hence we let $D^{\prime}=\mathcal{F} \oplus L$. We want to choose a "good" $L$. Another way to describe $D^{\prime}$ is by fixing a vector $v \in \mathbb{R}^{r+s} \backslash H$ and then let $D^{\prime}=\mathcal{F} \oplus \mathbb{R} v$. Then by Lemma 3.3.1 the set

$$
D=\left\{x \in\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s}: \log x \in \mathcal{F} \oplus \mathbb{R} v\right\}
$$

is a fundamental domain for $V^{\prime}$ in $\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s}$. We will choose $v=(1, \ldots, 1,2, \ldots, 2)$ where there are $r$ ones and $s$ twos. We will denote this vector $(1, \ldots, 2)$ from now on. This is a good choice as then $D$ becomes homogenenous: $D=a D$ for all $a \neq 0$. With the set of coset represenatives in place, let us count the elements in $\Lambda_{J} \cap D$ with $|N(x)| \leq t\|J\|$ in another way as promised. To do so we introduce the notation

$$
D_{a}=\{x \in D:|N(x)| \leq a\}
$$

Then $D_{a}=\sqrt[n]{a} D_{1}$. If we assume for a moment that $D_{1}$ is bounded and $(n-1)$-Lipschitz parameterizable and think of $\left(\mathbb{R}^{*}\right)^{r} \times\left(\mathbb{C}^{*}\right)^{s}$ the obvious way, then it follows from Lemma 3.3.3 that

$$
\left|\Lambda_{J} \cap \sqrt[n]{t\|J\|} D_{1}\right|=\frac{\operatorname{vol}\left(D_{1}\right)}{\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda_{J}\right)} t\|J\|+O\left(t^{1-\frac{1}{n}}\right)
$$

Using Corollary 3.1.9 we then get

$$
\left|\Lambda_{J} \cap \sqrt[n]{t\|J\|} D_{1}\right|=\frac{2^{s} \operatorname{vol}\left(D_{1}\right)}{\sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}} t+O\left(t^{1-\frac{1}{n}}\right)
$$

and hence comparing with our count of $\left|\Lambda_{J} \cap D\right|$ earlier we arrive at

$$
i_{C}(t)=\frac{2^{s} \operatorname{vol}\left(D_{1}\right)}{|W| \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}} t+O\left(t^{1-\frac{1}{n}}\right)
$$

which was what we wanted to prove, up to the calculation of $\operatorname{vol}\left(D_{1}\right)$. What we have left to prove is that $D_{1}$ is bounded and $(n-1)$-Lipschitz parameterizable and a calculation of $\operatorname{vol}\left(D_{1}\right)$. We start with the first. That $|N(x)| \leq 1$ is the same as $\left|x_{1} \cdots x_{r} z_{1}^{2} \cdots z_{s}^{2}\right| \leq 1$. Taking the logarithm we get

$$
\log \left|x_{1}\right|+\cdots+\log \left|x_{r}\right|+2 \log \left|z_{1}\right|+\cdots+2 \log \left|z_{s}\right| \leq 0
$$

and so

$$
x \in D_{1} \Longleftrightarrow \log x \in \mathcal{F} \oplus(-\infty, 0](1, \ldots, 2)
$$

Since $\mathcal{F}$ is bounded it follows from the definition of the log-map that the preimage of log by $\mathcal{F} \oplus(-\infty, 0](1, \ldots, 2)$ is bounded. Hence $D_{1}$ is bounded. To show that $\partial D_{1}$ is $(n-1)$ Lipschitz parameterizable we reduce to the subset

$$
D_{1}^{+}=D_{1} \cap\left\{\left(x_{1}, \ldots, x_{r}, z_{1}, \ldots, z_{s}\right): x_{1}, \ldots, x_{r} \geq 0\right\}
$$

By how we have defined $\log$ we have that $\partial D_{1}$ is $(n-1)$-Lipschitz parameterizable if and only if $\partial D_{1}^{+}$is $(n-1)$-Lipschitz parameterizable and furthermore $\operatorname{vol}\left(D_{1}\right)=2^{r} \operatorname{vol}\left(D_{1}^{+}\right)$. If we have some $\mathbb{Z}$-basis $\left\{v_{1}, \ldots, v_{r+s-1}\right\}$ for $\Lambda_{U}$, then we write

$$
\mathcal{F}=\left\{\sum_{k=1}^{r+s-1} t_{k} v_{k}: 0 \leq t_{k}<1\right\}
$$

For each $k$ we denote

$$
v_{k}=\left(v_{k}^{(1)}, \ldots, v_{k}^{(r+s)}\right)
$$

Recall that $x \in D_{1} \Longleftrightarrow \log x \in \mathcal{F} \oplus(-\infty, 0](1, \ldots, 2)$ so we can characterize a point
$\left(x_{1}, \ldots, x_{r}, z_{1}, \ldots, z_{s}\right) \in D_{1}^{+}$by

$$
\begin{aligned}
\log \left(x_{1}\right) & =\sum_{k=1}^{r+s-1} t_{k} v_{k}^{(1)}+u \\
& \vdots \\
\log \left(x_{r}\right) & =\sum_{k=1}^{r+s-1} t_{k} v_{k}^{(r)}+u \\
2 \log \left|z_{1}\right| & =\sum_{k=1}^{r+s-1} t_{k} v_{k}^{(r+1)}+2 u \\
& \vdots \\
2 \log \left|z_{s}\right| & =\sum_{k=1}^{r+s-1} t_{k} v_{k}^{(r+s)}+2 u
\end{aligned}
$$

where the $x_{j}$ are positive, $t_{k} \in[0,1)$ and finally $u \in(-\infty, 0]$. Define $t_{r+s}=e^{u}$. Let us write each $z_{j}$ in polar coordinates: $z_{j}=\rho_{j} e^{i \theta_{j}}$. Then we get a new characterization of $\left(x_{1}, \ldots, x_{r}, \rho_{1} e^{i \theta_{1}}, \ldots, \rho_{s} e^{i \theta_{s}}\right) \in D_{1}^{+}$by applying the exponential function:

$$
\begin{aligned}
x_{j} & =t_{r+s} e^{\sum_{k=1}^{r+s-1} t_{k} v_{k}^{(j)}} \\
\rho_{j} & =t_{r+s} e^{\frac{1}{2} \sum_{k=1}^{r+s-1} t_{k} v_{k}^{(r+j)}} \\
\theta_{j} & =2 \pi t_{r+s+j}
\end{aligned}
$$

where $t_{r+s} \in(0,1]$ and all other $t_{k} \in[0,1)$. Hence all the $t_{k}$ parameterize $D_{1}^{+}$by the equation above: that is we have a parameterization of $D_{1}^{+}$by a half-open $n$-cube. If we let the $t_{k}$ take on their boundary value, then we get a parameterization of $\overline{D_{1}^{+}}$. To see this, let us first give our function a name

$$
f:[0,1]^{n} \rightarrow \mathbb{R}^{r} \times \mathbb{C}^{s} \quad\left(t_{1}, \ldots, t_{n}\right) \mapsto\left(x_{1}, \ldots, x_{r}, \rho_{1} e^{i \theta_{1}}, \ldots, \rho_{s} e^{i \theta_{s}}\right)
$$

Then we claim $f\left([0,1]^{n}\right)=\overline{D_{1}^{+}}$. We observe that $f$ is continuous, so as $[0,1]^{n}$ is compact, $f\left([0,1]^{n}\right)$ is compact. Of course $D_{1}^{+} \subseteq f\left([0,1]^{n}\right)$. As $f\left([0,1]^{n}\right)$ is compact, it is closed, so $\overline{D_{1}^{+}} \subseteq f\left([0,1]^{n}\right)$. But the half-open $n$-cube is dense in $[0,1]^{n}$, so $D_{1}^{+}$must be dense in $f\left([0,1]^{n}\right)$, so we conclude that $\overline{D_{1}^{+}}=f\left([0,1]^{n}\right)$.

Let us write $\overline{D_{1}^{+}}=\operatorname{Interior}\left(D_{1}^{+}\right) \sqcup \partial D_{1}^{+}=I \sqcup B$ where $\sqcup$ denotes disjoint union as before. The boundary of the $n$-cube is the union of $2 n(n-1)$-cubes. Now, assume that we knew $f\left((0,1)^{n}\right) \subseteq I$. Then as $f\left([0,1]^{n}\right)=\overline{D_{1}^{+}}$we would necessarily have $B \subseteq f\left(\partial[0,1]^{n}\right)$, so in other words $B$ would be covered by the images of $2 n$ maps from $(n-1)$-cubes. If we were able to show $f$ is Lipschitz as well, then all those maps would be Lipschitz and this would all together prove that $\partial D_{1}^{+}$is $(n-1)$-Lipschitz parameterizable. Hence we aim to prove
$f\left((0,1)^{n}\right)=I$ and that $f$ is Lipschitz.

Let us first show $f\left((0,1)^{n}\right) \subseteq I$. To do this we prove that $f$ is an open map, that is it maps open sets to open sets. Then necessarily $(0,1)^{n}$ needs to be mapped into $I$. To prove this we show that $f$ is the composition of four open maps

$$
(0,1)^{n} \xrightarrow{f_{1}} \mathbb{R}^{n} \xrightarrow{f_{2}} \mathbb{R}^{n} \xrightarrow{f_{3}} \mathbb{R}^{r} \times(0, \infty)^{s} \times \mathbb{R}^{s} \xrightarrow{f_{4}} \mathbb{R}^{r} \times \mathbb{C}^{s}
$$

where the maps are defined as

- $f_{1}\left(t_{1}, \ldots, t_{n}\right)=\left(t_{1}, \ldots, \log \left(t_{r+s}\right), \ldots, t_{n}\right)$ (where $\log$ is only in the $(r+s)$ th-entry)
- $f_{2}\left(u_{1}, \ldots, u_{n}\right)=\left(u_{1}, \ldots, u_{n}\right) \mathcal{U}$ where $\mathcal{U}$ is the $n \times n$-matrix defined by

$$
\mathcal{U}=\left(\begin{array}{cccc}
v_{1} & & & \\
\vdots & & 0 & \\
v_{r+s-1} & & & \\
1 \ldots 2 & & & \\
& 1 & 0 & 0 \\
0 & 0 & \ddots & 0 \\
& 0 & 0 & 1
\end{array}\right)
$$

Here $1 \ldots 2$ denote the vector $(1, \ldots, 2)$ described earlier in the proof.

- $f_{3}\left(\xi_{1}, \ldots, \xi_{r+2 s}\right)=\left(e^{\xi_{1}}, \ldots, e^{\xi_{r}}, \frac{1}{2} e^{\xi_{r+1}}, \ldots, \frac{1}{2} e^{\xi_{r+s}}, 2 \pi \xi_{r+s+1}, \ldots, 2 \pi \xi_{r+2 s}\right)$
- $f_{4}\left(x_{1}, \ldots, x_{r}, \rho_{1}, \ldots, \rho_{s}, \theta_{1}, \ldots, \theta_{s}\right)=\left(x_{1}, \ldots, x_{r}, \rho_{1} e^{i \theta_{1}}, \ldots, \rho_{s} e^{i \theta_{s}}\right)$

We see by direct calculation that $f=f_{4} f_{3} f_{2} f_{1}$. The map $f_{1}$ is open as it is the identity in all coordinates except one, where it is the logarithm, hence it sends a product of open intervals to a product of open intervals. The same argument also goes through for $f_{3}$ and $f_{4}$. To prove $f_{2}$ is open, we prove that $\mathcal{U}$ defines a linear transformation $T$ of full rank. Then $T^{-1}$ exists and since any linear transformation from $\mathbb{R}^{n}$ to another vector space is continuous it follows that $T^{-1}$ is continuous, or in other words the preimage of an open set by $T^{-1}$ is open. Hence $T(U)=\left(T^{-1}\right)^{-1}(U)$ is open if $U$ is open. To see that $\mathcal{U}$ has full rank we first observe that by definition $v_{1}, \ldots, v_{r+s-1}$ and (1,.2) are linearly indepedent in $\mathbb{R}^{r+s}$. Clearly the other row vectors in the matrix are linearly independent, with those vectors as well. This shows that $f\left((0,1)^{n}\right) \subseteq I$.

From the definition of $f$ we note that all partial derivatives of $f$ exist and are continuous. Since we are working on a (bounded) closed interval, the continuity of the partial derivatives imply that they are bounded. By passing from $\mathbb{C}$ to $\mathbb{R}^{2}$ and using the mean value theorem for $\mathbb{R}^{d}$ it follows that $f$ is Lipschitz.

With this proven we are only left with the calculation of $\kappa$. As we have shown earlier we only need to calculate $\operatorname{vol}\left(D_{1}^{+}\right)$for this. Our starting point is the integral definition of volume,
remembering we are using polar coordinates:

$$
\operatorname{vol}\left(D_{1}^{+}\right)=\int_{D_{1}^{+}} \rho_{1} \cdots \rho_{s} \mathrm{~d} x_{1} \cdots \mathrm{~d} x_{r} \mathrm{~d} \rho_{1} \cdots \mathrm{~d} \rho_{s} \cdots \mathrm{~d} \theta_{1} \cdots \mathrm{~d} \theta_{s}
$$

We now substitute accordingly to how we defined the parameterization of $\overline{D_{1}^{+}}$by $[0,1]^{n}$ (it will not make any changes in the integral if we consider the parameterization by a half-open $n$-cube or the $n$-cube). We calculate the Jacobian of this substitution: denote $x_{1}, \ldots, x_{s}, \rho_{1}, \ldots, \rho_{s}, \theta_{1}, \ldots, \theta_{s}$ by $w_{1}, \ldots, w_{n}$. Then for $k<r+s$ and then $k=r+s$ we have

$$
\frac{\partial w_{j}}{\partial t_{k}}=\left\{\begin{array}{cc}
v_{k}^{(j)} w_{j} & j \leq r \\
\frac{1}{2} v_{k}^{(j)} w_{j} & r<j \leq r+s \\
0 & j>r+s
\end{array} \quad \frac{\partial w_{j}}{\partial t_{r+s}}=\left\{\begin{array}{cc}
\frac{w_{j}}{t_{r+s}} & j \leq r+s \\
0 & j>r+s
\end{array}\right.\right.
$$

If $k>r+s$ we have

$$
\frac{\partial w_{j}}{\partial t_{k}}=\left\{\begin{array}{cc}
2 \pi & j=k \\
0 & j \neq k
\end{array}\right.
$$

Hence the Jacobian matrix $J\left(t_{1}, \ldots, t_{n}\right)$ is

$$
J\left(t_{1}, \ldots, t_{n}\right)=\left(\begin{array}{ccccccccc}
v_{1}^{(1)} w_{1} & \cdots & v_{1}^{(r)} w_{r} & \frac{1}{2} v_{1}^{(r+1)} w_{r+1} & \cdots & \frac{1}{2} v_{1}^{(r+s)} w_{r+s} & \cdots & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
v_{r+s-1}^{(1)} w_{1} & \cdots & v_{r+s-1}^{(r)} w_{r} & \frac{1}{2} v_{r+s-1}^{(r+1)} w_{r+1} & \cdots & \frac{1}{2} v_{r+s)}^{(r+s)} w_{r+s} & \cdots & 0 & \cdots \\
\frac{w_{1}}{t_{r+s}} & & & \cdots & & \frac{w_{r+s}}{t_{r+s}} & \cdots & 0 & \cdots \\
& & & & & & 2 \pi & & \\
& & & 0 & & & & \ddots & \\
& & & & & & & & 2 \pi
\end{array}\right)
$$

Taking the absolute value of the determinant and using determinant rules we get

$$
\left|\operatorname{det}\left(J\left(t_{1}, \ldots, t_{n}\right)\right)\right|=(2 \pi)^{s} w_{1} \cdots w_{r+s} \frac{1}{2^{s}}|\operatorname{det}(\mathcal{U})|=\frac{\pi^{s} x_{1} \cdots x_{r} \rho_{1} \cdots \rho_{s}}{t_{r+s}}|\operatorname{det}(\mathcal{U})|
$$

Now

$$
x_{1} \cdots x_{r} \rho_{1}^{2} \cdots \rho_{s}^{2}=t_{r+s}^{n} \exp \left(\sum_{k=1}^{r+s-1} t_{k}\left(v_{k}^{(1)}+\cdots+v_{k}^{(r+s)}\right)\right)=t_{r+s}^{n}
$$

where we have used that $v_{k}^{(1)}+\cdots+v_{k}^{(r+s)}=0$. This is true as each $v_{k} \in \Lambda_{U}$ which is contained in a hyperplane $H$ defined by $y_{1}+\cdots+y_{r+s}=0$. Hence the integral reduces to

$$
\operatorname{vol}\left(D_{1}^{+}\right)=\pi^{s}|\operatorname{det}(\mathcal{U})| \int_{[0,1]^{n}} t_{r+s}^{n-1} \mathrm{~d} t_{1} \cdots \mathrm{~d} t_{n}=\pi^{s}|\operatorname{det}(\mathcal{U})| \frac{1}{n}
$$

We define $\operatorname{reg}\left(\mathcal{O}_{K}\right)=\frac{1}{n}|\operatorname{det}(\mathcal{U})|$. Of course we have to show that this is well-defined (indepedent of choice of basis of $\left.\Lambda_{U}\right)$. Putting everything we have done together we get

$$
i_{C}(t)=\frac{\pi^{s} 2^{s+r} \operatorname{reg}\left(\mathcal{O}_{K}\right)}{\sqrt{\left|\operatorname{disc} \mathcal{O}_{K}\right|}} t+O\left(t^{1-\frac{1}{n}}\right)
$$

which finishes the proof modulo the well-definedness of $\operatorname{reg}\left(\mathcal{O}_{K}\right)$.

We end by showing that $\operatorname{reg}\left(\mathcal{O}_{K}\right)$ is well-defined and justify what we said earlier about the regulator meausuring the density of units. Recall that we have a volume on $H$ induced by the inner product. When we write $\operatorname{vol}\left(H / \Lambda_{U}\right)$ in the theorem and its proof its the volume of $\Lambda_{U}$ in $H$ we mean.

Theorem 3.3.5. The definition of $\operatorname{reg}\left(\mathcal{O}_{K}\right)$ is independent of the choice of a $\mathbb{Z}$-basis of $\Lambda_{U}$ and furthermore

$$
\operatorname{reg}\left(\mathcal{O}_{K}\right)=\frac{1}{\sqrt{r+s}} \operatorname{vol}\left(H / \Lambda_{U}\right)
$$

Proof. Fix a $\mathbb{Z}$-basis $v_{1}, \ldots, v_{r+s-1}$ for $\Lambda_{U}$. We first observe that the (absolute value of the) determinant of $\mathcal{U}$ (from the proof of Theorem 3.3.4) is the same as the determinant of the $(r+s) \times(r+s)$-matrix having rows $v_{1}, \ldots, v_{r+s-1},(1 \ldots 2)$. Let us call this matrix $\widetilde{\mathcal{U}}$. This matrix has coordinate sum 0 for all rows, except the last. Let $\mathcal{V}$ denote any matrix that is obtained by changing the last row of $\widetilde{\mathcal{U}}$ with any other vector that has the same coordinate sum. We claim that $\operatorname{det}(\mathcal{V})=\operatorname{det}(\widetilde{\mathcal{U}})$. To see this, we observe that $\operatorname{det}(\widetilde{\mathcal{U}})-\operatorname{det}(\mathcal{V})$ is the determinant of the matrix having the same rows as $\tilde{\mathcal{U}}$ in the first $r+s-1$ rows and the difference between the old and the new vector in the last row. Adding together all the columns of this matrix we see that we get the zero vector. Hence the vector with 1's everywhere is an eigenvector to this matrix associated to the eigenvalue 0 , but then this matrix can't be invertible, hence the determinant is 0 , or in other words $\operatorname{det}(\tilde{\mathcal{U}})=\operatorname{det}(\mathcal{V})$. The coordinate sum of the last row in $\widetilde{\mathcal{U}}$ is $n$, so if we change the last row with the vector with $\frac{n}{r+s}$, we get the same result, and hence the same determinant by the claim over.

Now let $\Lambda$ be the lattice spanned by $v_{1}, \ldots, v_{r+s-1},\left(\frac{n}{r+s}, \cdots, \frac{n}{r+s}\right)$. Since $v_{1}, \ldots, v_{r+s-1}$ all are in the hyperplane $H$ defined by $y_{1}+\cdots+y_{r+s}=0$, they are orthogonal to the last vector $\left(\frac{n}{r+s}, \cdots, \frac{n}{r+s}\right)$. Hence

$$
\operatorname{vol}\left(\mathbb{R}^{r+s} / \Lambda\right)=\text { length }\left(\frac{n}{r+s}, \cdots, \frac{n}{r+s}\right) \cdot \operatorname{vol}\left(H / \Lambda_{U}\right)=n \frac{1}{\sqrt{r+s}} \operatorname{vol}\left(H / \Lambda_{U}\right)
$$

Note that by definition, $\operatorname{vol}\left(\mathbb{R}^{r+s} / \Lambda\right)=n \operatorname{reg}\left(\mathcal{O}_{K}\right)$ and hence the claim for the formula of $\operatorname{reg}\left(\mathcal{O}_{K}\right)$ follows. Finally this also shows that $\operatorname{reg}\left(\mathcal{O}_{K}\right)$ is indepedent of $\mathbb{Z}$-basis, since the volume of the fundamental parallellotope of the lattice $\Lambda_{U}$ in $H$ is independent of the $\mathbb{Z}$-basis we choose (see the discussion after Definition 3.1.6). This finishes the proof.

## Chapter 4

## Dedekind zeta functions

In this chapter we introduce the Dedekind zeta function $\zeta_{K}$ of a number field $K$. We prove that it defines a holomorphic function in the half plane $\operatorname{Re}(z)>1$, and then give an analytic continuation for $\operatorname{Re}(z)>1-\frac{1}{n}$ where $n=[K: \mathbb{Q}]$. The latter as well as the class number formula will follow almost immediately from Theorem 3.3.4. Finally we prove that the Dedekind zeta function of $\mathbb{Q}\left(\zeta_{m}\right)$ for $\zeta_{m}$ a primitive $m$-th root of unity factorizes, more or less, into Dirichlet L-functions, and from this deduce the non-vanishing of Dirichlet $L$-functions of non-principal Dirichlet characters. We then show how this implies Dirichlet's theorem.

### 4.1 The Class Number Formula

From now, all earlier use of $r, s, n$ to denote the number of real and complex embeddings, as well as the dimension of a number field $K$ over $\mathbb{Q}$, stop. Following tradition, we will denote a complex number by $s=\sigma+i t$. We will assume the reader knows some basic complex analysis. We need one lemma which is an easy consequence of Morera's theorem in complex analysis:

Lemma 4.1.1. Let $\left\{f_{n}: \Omega \rightarrow \mathbb{C}\right\}_{n}$ be a sequence of holomorphic functions that converge to a function $f: \Omega \rightarrow \mathbb{C}$. Suppose that the convergence is uniform on every compact subset of $\Omega$. Then $f$ is analytic in $\Omega$.

For a proof, see [2, Theorem 5.1]. Before we define the Dedekind zeta function we need a general lemma on Dirichlet series.

Lemma 4.1.2. Let $\left\{a_{n}\right\}$ be a sequence of complex numbers and suppose that $\sum_{n \leq t} a_{n}=O\left(t^{r}\right)$ for some $r>0$ and all $t \geq 1$. Then

$$
\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}}
$$

converges for all $s$ with $\sigma>r$ and defines a holomorphic function on that half-plane.

Proof. By Lemma 4.1.1, it is enough to show convergence of the sum for all $s$ with $\sigma>r$, and that the convergence is uniform on all compact subsets of that half-plane. Define $A_{k}=$ $\sum_{n=1}^{k} a_{n}$. Then by partial summation we have

$$
\sum_{n=m}^{M} \frac{a_{n}}{n^{s}}=\frac{A_{M}}{M^{s}}-\frac{A_{m-1}}{m^{s}}+\sum_{n=m}^{M-1} A_{n}\left(\frac{1}{n^{s}}-\frac{1}{(n+1)^{s}}\right)
$$

By assumption $\left|A_{k}\right| \leq B k^{r}$ for some constant $B>0$. Furthermore $n^{-s}-(n+1)^{-s}=$ $s \int_{n}^{n+1} \frac{\mathrm{~d} t}{t^{s+1}}$ so

$$
\left|\frac{1}{n^{s}}-\frac{1}{(n+1)^{s}}\right| \leq|s| \int_{n}^{n+1} \frac{\mathrm{~d} t}{|t|^{s+1}}=|s| \int_{n}^{n+1} \frac{\mathrm{~d} t}{|t|^{\sigma+1}} \leq \frac{|s|}{n^{\sigma}}
$$

Putting all this together with the result we got from partial summation we get

$$
\left|\sum_{n=m}^{M} \frac{a_{n}}{n^{s}}\right| \leq B\left(M^{r-\sigma}+m^{r-\sigma}+|s| \sum_{n=m}^{M-1} n^{r-\sigma-1}\right)
$$

Since $\sigma>r, r-\sigma-1<-1$, so the sum $\sum_{n=m}^{M-1} n^{r-\sigma-1}$ converges as $M \rightarrow \infty$. Also since $\sigma>r$, $M^{r-\sigma}, m^{r-\sigma} \rightarrow 0$ as $m, M \rightarrow \infty$. Letting $M \rightarrow \infty$, then $m \rightarrow \infty$ afterwards, we see from the bound just proven that the tail $\sum_{n=m}^{\infty} a_{n} n^{-s}$ tends to 0 . To show uniform convergence, observe that the integral test gives us the bound $\sum_{n=m}^{M-1} n^{r-\sigma-1} \leq \int_{m-1}^{\infty} t^{r-\sigma-1} \mathrm{~d} t=\frac{(m-1)^{r-\sigma}}{\sigma-r}$ for all $M$. Furthermore, if we are on a compact subset of the halfplane $\sigma>r$, then necessarily we have to be bounded away from $\sigma=r$ - that is there is an $\varepsilon>0$ such that $\sigma-r \geq \varepsilon$. Furthermore on a compact subset $|s| \leq B^{\prime}$ for some constant $B^{\prime}$. Putting it all together we have for compact subsets of the halfplane $\sigma>r$ that

$$
\left|\sum_{n=m}^{\infty} \frac{a_{n}}{n^{s}}\right| \leq B\left(m^{-\varepsilon}+B^{\prime} \frac{(m-1)^{-\varepsilon}}{\varepsilon}\right)
$$

which is independent of $s$, hence uniform.
The Riemann zeta function is defined as

$$
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}
$$

which by Lemma 4.1.2 defines a holomorphic function for $\sigma>1$. Observe that we have absolute convergence for $\sigma>1$ as well. If $K$ is any number field, let $j_{n}$ denote the number of ideals with ideal norm equal to $n$. Then we define the Dedekind zeta function of $K$ as

$$
\zeta_{K}(s)=\sum_{n=1}^{\infty} \frac{j_{n}}{n^{s}}
$$

Observe that $j_{n}=1$ when $K=\mathbb{Q}$ so $\zeta_{\mathbb{Q}}=\zeta$. From Theorem 3.3.4 we have $\sum_{n \leq t} j_{n}=O(t)$ so $\zeta_{K}$ defines a holomorphic function for $\sigma>1$. We will however analytically continue this
very shortly to $\sigma>1-\frac{1}{[K: \mathbb{Q}]}$. To do this we must first analytically continue the Riemann zeta function to $\sigma>0$. To this end, define the Dirichlet eta function as

$$
\eta(s)=\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^{s}}
$$

By the alternating nature of this sum, Lemma 4.1.2 gives that $\eta$ is a holomorphic function for $\sigma>0$ and we have absolute convergence for $\sigma>1$. Now for $\sigma>1$ we have $\eta(s)=$ $\zeta(s)-2 \frac{1}{2^{s}} \zeta(s)=\left(1-2^{1-s}\right) \zeta(s)$. Hence outside some possible poles we have

$$
\zeta(s)=\frac{1}{1-2^{1-s}} \eta(s)
$$

for $\sigma>1$. This defines an analytic continuation to $\sigma>0$, with possible poles where $2^{1-s}=1$. We claim the only pole of this analytic continuation of $\zeta$ is $s=1$. To that end, let us write $p_{k}=1+\frac{2 \pi i k}{\log (2)}$ for $k= \pm 1, \pm 2, \ldots$ Let us define

$$
h(s)=1+\frac{1}{2^{s}}-\frac{2}{3^{s}}+\frac{1}{4^{s}}+\frac{1}{5^{s}}-\frac{2}{6^{s}}+\ldots
$$

The alternating nature of $h$ gives, by Lemma 4.1.2, that $h$ defines a holomorphic function for $\sigma>0$, and the convergence is uniform for $\sigma>1$. Now $h(s)=\zeta(s)-3 \frac{1}{3^{s}} \zeta(s)=\left(1-3^{1-s}\right) \zeta(s)$, and hence this also provides an analytic continuation for $\zeta(s)$

$$
\zeta(s)=\frac{1}{1-3^{1-s}} h(s)
$$

with possible poles at $\widetilde{p_{k}}=1+\frac{2 \pi i k}{\log 3}$ for $k=0, \pm 1, \pm 2, \ldots$, but we claim that the only pole is when $k=0$. By the identity theorem in complex analysis,

$$
\frac{1}{1-3^{1-s}} h(s)=\frac{1}{1-2^{1-s}} \eta(s)
$$

for $\sigma>0$ outside the possible poles $p_{k}, \widetilde{p_{k}}$, but observe that $p_{k}$ are distinct from the $\widetilde{p_{k}}$ whenever $k \neq 0$, so when $s \rightarrow p_{k}, k \neq 0$, the right hand side is finite, and vice versa when $s \rightarrow \widetilde{p_{k}}$. Hence we have an analytic continuation of $\zeta(s)$ to $\sigma>0$ with only one pole in $s=1$. This pole is simple because $\left.\left(1-2^{1-s}\right)^{\prime}\right|_{s=1}=\ln (2)$. We are now ready to prove the class number formula and at the same time analytially continue the Dedekind zeta function.

## Theorem 4.1.3. (Class Number Formula)

Let $K$ be a number field. Let $h$ be the class number of $K, w$ the number of roots of unity in $K$, $r_{1}$ the number of real embeddings of $K$ into $\mathbb{C}$ and finally $r_{2}$ the number of pairs of non-real embeddings of $K$ into $\mathbb{C}$. Then $\zeta_{K}(s)$ has a simple pole at $s=1$ with residue

$$
\lim _{s \rightarrow 1}(s-1) \zeta_{K}(s)=\frac{h 2^{r_{1}+r_{2}} \pi^{r_{2}} \operatorname{reg}\left(\mathcal{O}_{K}\right)}{w \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}}
$$

Proof. Let $\kappa=\frac{2^{r_{1}+r_{2}} \pi^{r_{2}} \operatorname{reg}\left(\mathcal{O}_{K}\right)}{w \sqrt{\left|\operatorname{disc}\left(\mathcal{O}_{K}\right)\right|}}$. The limit is two-sided so we first have to show that this makes sense, i.e. give an analytic continuation of $\zeta_{K}$ to the left for $\sigma=1$. To this end, observe that we have for $\sigma>0$ that

$$
\zeta_{K}(s)=h \kappa \zeta(s)+\sum_{n=1}^{\infty} \frac{j_{n}-h \kappa}{n^{s}}
$$

By Theorem 3.3.4 we have $\sum_{n \leq t}\left(j_{n}-h \kappa\right)=O\left(t^{1-\frac{1}{[K: Q]}}\right)$, so Lemma 4.1.2 implies that the sum $\sum_{n=1}^{\infty}\left(j_{n}-h \kappa\right) n^{-s}$ defines a holomorphic function for $\sigma>1-\frac{1}{[K: \mathbb{Q}]}$. In particular this implies

$$
\lim _{s \rightarrow 1}(s-1) \sum_{n=1}^{\infty} \frac{j_{n}-h \kappa}{n^{s}}=0
$$

so it enough to show that $\zeta(s)$ has residue 1 in $s=1$. Now

$$
\lim _{s \rightarrow 1}(s-1) \zeta(s)=\lim _{s \rightarrow 1} \frac{s-1}{1-2^{1-s}} \eta(s)=\frac{\eta(1)}{\ln (2)}=1
$$

where $\eta(1)=\ln (2)$ follows from considering the Taylor series of $\ln$ around 0 . Hence we can conclude that $\lim _{s \rightarrow 1}(s-1) \zeta_{K}(s)=h \kappa$ as desired.

We have given an analytical continuation of $\zeta_{K}(s)$ to $\sigma>1-\frac{1}{[K: \mathbb{Q}]}$ but remark that much more can be done. Erich Hecke was the first to show that $\zeta_{K}(s)$ can be analytically continued to the whole complex plane with only one pole at $s=1$ and furthermore it satisifies a functional equation similar to the functional equation of the Riemann zeta function. The proof is similar to the proof for the Riemann zeta function using Poisson summation formula, but this time it is the higher analogue of the Poisson summation formula in multidimensional Fourier analysis. The details can be found in Lang's book [7, Chapter XIII]. Another approach was taken by John Tate in his PhD thesis, where he did Fourier analysis on the locally compact ring of adeles. This recast of Hecke's argument turns out to be very fruitful and there are many interesting results resulting out from it. Tate's thesis can be found in [1, Chapter XV].

Our next and last goal in this thesis is to establish Dirichlet's theorem. To do this we first show that the Dedekind zeta function has an Euler product. The Dedekind zeta function converges absolutely for $\sigma>1$, and hence we can write

$$
\zeta_{K}(s)=\sum_{I} \frac{1}{\|I\|^{s}}
$$

where the sum goes over all non-zero ideals of $\mathcal{O}_{K}$.
Lemma 4.1.4. Let $K$ be a number field. Then for $\sigma>1$ we have

$$
\zeta_{K}(s)=\sum_{I} \frac{1}{\|I\|^{s}}=\prod_{P} \frac{1}{1-\|P\|^{-s}}
$$

where the product is over all (non-zero) prime ideals of $\mathcal{O}_{K}$.

Proof. Let us order the prime ideals by their norms: $P_{1}, P_{2}, \ldots$ so that $\left\|P_{i+1}\right\| \geq\left\|P_{i}\right\|$. We observe that the factors in the product are geometric series:

$$
\frac{1}{1-\frac{1}{\|P\|^{s}}}=\sum_{n=0}^{\infty}\left(\frac{1}{\|P\|^{s}}\right)^{n}
$$

Fix $t$. Then by multiplicativeness of the ideal norm and the fact that ideals factorize uniquely into prime ideals in $\mathcal{O}_{K}$ we get

$$
\prod_{n=1}^{t} \frac{1}{1-\frac{1}{\left\|P_{n}\right\|^{s}}}=\left(\sum_{n=0}^{\infty}\left(\frac{1}{\left\|P_{1}\right\|^{s}}\right)^{n}\right) \cdots\left(\sum_{n=0}^{\infty}\left(\frac{1}{\left\|P_{t}\right\|^{s}}\right)^{n}\right)=\sum_{\|I\| \leq\left\|P_{t}\right\|} \frac{1}{\|I\|^{s}}+R_{t}(s)
$$

Here we must have $R_{t}(s) \leq \sum_{I>\left\|P_{t}\right\|}\|I\|^{-s}$ and this tends to 0 when $t \rightarrow \infty$ as $\zeta_{K}$ converges. Hence letting $t \rightarrow \infty$ we get the desired conclusion.

### 4.2 Dirichlet's Theorem

To prove Dirichlet's theorem we first need to study the factorization of ideals a bit more. More specifically we want to take a prime $p \in \mathbb{Z}$ and study how it splits in $\mathcal{O}_{K}$. By unique factorization we can write

$$
p \mathcal{O}_{K}=P_{1}^{e_{1}} \cdots P_{t}^{e_{t}}
$$

We say that the prime ideals $P_{i}$ lie over $p$. The exponent $e_{i}$ is called the ramification index, often denoted $e\left(P_{i} / p\right)$. We say that $p$ ramifies in $K$ if $e_{i}>1$ for some $i$. If not then $p$ is said to be unramified in $K$. Recall that $\mathcal{O}_{K}$ has Krull dimension 1, so $P_{i}$ is a maximal ideal, hence $\mathcal{O}_{K} / P_{i}$ is a field. Of course $\mathbb{Z} / p \mathbb{Z}$ is also a field. We have a natural inclusion homomorphism $\mathbb{Z} \hookrightarrow \mathcal{O}_{K}$ inducing a homomorphism $\mathbb{Z} \rightarrow \mathcal{O}_{K} / P_{i}$. The kernel of this map is clearly $\mathbb{Z} \cap P_{i}$. We claim this intersection is indeed $p \mathbb{Z}$. Since $P_{i} \mid p \mathcal{O}_{K}$ it is clear that $p \mathbb{Z} \subseteq p \mathcal{O}_{K} \subseteq P_{i}$. Hence $p \mathbb{Z}=p \mathbb{Z} \cap \mathbb{Z} \subseteq P_{i} \cap \mathbb{Z}$. Now $\mathbb{Z} \cap P_{i}$ is an ideal of $\mathbb{Z}$, and as $p \mathbb{Z}$ is a maximal ideal we must have $\mathbb{Z} \cap P_{i}=p \mathbb{Z}$ or $\mathbb{Z} \cap P_{i}=\mathbb{Z}$. The latter cannot be true because then $1 \in P_{i}$. Hence $\mathbb{Z} \cap P_{i}=p \mathbb{Z}$. By the first isomorphism theorem we get an embedding of $\mathbb{Z} / p \mathbb{Z} \hookrightarrow \mathcal{O}_{K} / P_{i}$. Since the ideal norm is finite, this is an embedding of a finite field into another finite field. We denote the degree of this field extension by $f_{i}$ or $f\left(P_{i} / p\right)$ and we call it the inertia degree of $P_{i}$ over $p$. We have

$$
p \mathcal{O}_{K}=\prod_{i=1}^{t} P_{i}^{e_{i}}
$$

so taking ideal norms and remembering that the ideal norm of a principal ideal is the norm of the generator itself, we get

$$
p^{n}=\left\|P_{1}\right\|^{e_{1}} \cdots\left\|P_{t}\right\|^{e_{t}}
$$

where $n=[K: \mathbb{Q}]$. Finally, as $\left\|P_{1}\right\|=p^{k_{i}}$ for some $k_{i}$ and $\mathcal{O}_{K} / P_{i}$ is a field extension of $\mathbb{Z} / p \mathbb{Z}$ of degree $f_{i}$ it follows that $k_{i}=f_{i}$. Comparing both exponents we see that we get $n=f_{1} e_{1}+\cdots+f_{n} e_{n}$, and so we see that $\left\|P_{i}\right\|=p^{f_{i}}$. The theory of prime splitting is
rich and beautiful, and we will only merely touch it. The interested reader can find a nice account of this in [8].

It turns out that there is a close relation between the primes that do ramify and the discriminant. We will not prove this, but remark that one can prove this by building the theory of splitting of primes further.

Theorem 4.2.1. A prime number $p \in \mathbb{Z}$ ramifies in $K$ if and only if $p \mid \operatorname{disc}\left(\mathcal{O}_{K}\right)$.
For a proof, see [8, Theorem 24 \& Theorem 34].

We now assume that $K=\mathbb{Q}\left(\zeta_{n}\right)$ for a primitive $n$-th root of unity $\zeta_{n}$. We proved earlier that

$$
\zeta_{K}(s)=\prod_{P} \frac{1}{1-\|P\|^{-s}}
$$

The plan is to split this up into those primes $p \in \mathbb{Z}$ that do ramify and these that are unramified. We can do this by calculating the discriminant, but this is a somewhat complicated task. Luckily for us Theorem 4.2 .1 implies that at most finitely many primes do ramify and this is enough for us. We need to show that the ramification degree and inertia degree is the same for all $P$ lying over $p$. To this end, we study the extension $K / \mathbb{Q}$ which is Galois with Galois group canonically isomorphic to $(\mathbb{Z} / n \mathbb{Z})^{*}$ (see [4, Theorem 18.1.4]).

Lemma 4.2.2. Let $L$ be a Galois extension of $\mathbb{Q}$ and $p$ a prime in $\mathbb{Z}$. Then $\operatorname{Gal}(L / \mathbb{Q})$ permutes the primes in $\mathcal{O}_{L}$ lying over $p$ transitively. As a consequence, if $Q$ and $P$ are primes in $\mathcal{O}_{L}$ lying over $p$ then $e(Q \mid p)=e(P \mid p)$ and $f(Q \mid p)=f(P \mid p)$.

Proof. First we show that $\sigma \in \operatorname{Gal}(L / \mathbb{Q})$ restricts to an automorphism of $\mathcal{O}_{L}$. Since $\sigma$ is the identity on $\mathbb{Z}$ it must map algebraic integers to algebraic integers so $\sigma\left(\mathcal{O}_{L}\right) \subseteq \mathcal{O}_{L}$. If $\alpha \in \mathcal{O}_{L}$ then $a_{0}+a_{1} \alpha+\cdots+a_{t-1} \alpha^{t-1}+\alpha^{t}=0$ for some $a_{0}, \ldots, a_{t-1} \in \mathbb{Z}$. Since $\sigma$ is an automorphism of $L$ there is some $\beta \in L$ such that $\alpha=\sigma(\beta)$. In other words $a_{0}+a_{1} \sigma(\beta)+\cdots+\sigma(\beta)^{t}=0$ and after applying $\sigma^{-1}$ to this equation we get $a_{0}+a_{1} \beta+\cdots+\beta^{n}=0$ so $\beta \in \mathcal{O}_{L}$, which shows that $\sigma$ restricts to an automorphism of $\mathcal{O}_{L}$.

Now let $P$ be a prime of $\mathcal{O}_{L}$ lying over $p$ and $\sigma$ as before. Then $\sigma(p \mathbb{Z})=p \mathbb{Z}$ and so $\sigma(P)$ is still a prime ideal lying over $p$. If $Q$ is another prime lying over $p$ we claim that there exists a $\sigma \in \operatorname{Gal}(L / \mathbb{Q})$ such that $\sigma(P)=Q$. Assume $\sigma(P) \neq Q$ for all $\sigma \in \operatorname{Gal}(L / \mathbb{Q})$. By the Chinese Remainder Theorem we then get the existence of $x \in \mathcal{O}_{L}$ such that

$$
x \equiv 0 \quad(\bmod Q) \quad x \equiv 1 \quad(\bmod \sigma(P)) \forall \sigma \in \operatorname{Gal}(L / \mathbb{Q})
$$

Since $Q$ is an ideal and $x \in Q$ we have $N(x) \in Q$. Furthermore $N(x)$ is an integer by Theorem 1.1.9. Hence $N(x) \in Q \cap \mathbb{Z}=p \mathbb{Z}$. However by the congruences above we have $x \notin \sigma(P)$ for all $\sigma \in \operatorname{Gal}(L / \mathbb{Q})$. Hence $\sigma^{-1}(x) \notin P$ for all $\sigma$. We can write $N(x)$ as a product over all $\sigma^{-1}(x)$ and none of these are in $P$. Since $P$ is a prime ideal this implies that $N(x) \notin P$, but this is a contradicition since $N(x) \in p \mathbb{Z} \subseteq P$.

Finally let us show the claims on ramification and inertia. Write $p \mathcal{O}_{L}=P_{1}^{e_{1}} \cdots P_{t}^{e_{t}}$. By the above we can find $\sigma_{\ell} \in \operatorname{Gal}(L / \mathbb{Q})$ so that $\sigma_{\ell}\left(P_{1}\right)=P_{\ell}$ for any $1 \leq \ell \leq t$. Remembering that $\sigma_{\ell}\left(p \mathcal{O}_{L}\right)=p \mathcal{O}_{L}$ and then applying $\sigma_{\ell}$ gives $p \mathcal{O}_{L}=P_{\ell}^{e_{1}} \cdots \sigma_{\ell}\left(P_{t}\right)^{e_{t}}$ so $e\left(P_{\ell} \mid p\right)=e\left(P_{1} \mid p\right)$. This shows the claim about the ramification index. To show the claim on inertia index, let $\sigma_{\ell}$ be as before and define $\psi: \mathcal{O}_{L} \rightarrow \mathcal{O}_{L} / \sigma_{\ell}\left(P_{1}\right)$ by $\alpha \mapsto \sigma_{\ell}(\alpha)+\sigma_{\ell}\left(P_{1}\right)$. This is a surjective group homomorphism with kernel $P_{1}$, hence we get an isomorphism $\mathcal{O}_{L} / P_{1} \cong \mathcal{O}_{L} / \sigma_{\ell}\left(P_{1}\right)=\mathcal{O}_{L} / P_{\ell}$ and thus $f\left(P_{1} \mid p\right)=f\left(P_{\ell} \mid p\right)$, which finishes the proof.

Recall that we saw earlier that if there are $r$ primes lying over $p$ then $n=f_{1} e_{1}+\cdots+f_{n} e_{n}$ where $f_{i}, e_{i}$ are the inertia index and ramification index of the primes lying over $p$. As we have now shown, in Galois extensions the ramification and inertia is only dependent of the one prime lying under and hence we get that $n=r_{p} e_{p} f_{p}$ in this case. We now state without proof what the discriminant of $\mathbb{Q}\left(\zeta_{n}\right)$ is.
Lemma 4.2.3. Let $n>2$ and $\zeta_{n}$ be a primitive $n$th root of unity. Then

$$
\operatorname{disc}\left(\mathbb{Q}\left(\zeta_{n}\right)\right)=(-1)^{\varphi(n) / 2} \frac{n^{\varphi(n)}}{\prod_{p \mid n} p^{\varphi(n) /(p-1)}}
$$

For a proof see [11, Proposition 2.7]. When $n=2$, the cyclotomic extension is just $\mathbb{Q}$ itself, which has discriminant 1. From this we see that the only primes that ramify are those dividing $n$. Take any $P$ lying over an unramified $p$, in other words $p \nmid n$. Then it can be proven that $f_{p}=\operatorname{ord}_{n}(p)$. For a proof see [11, Theorem 2.13].

There are only finitely many primes that ramify and hence there can be at most finitely many prime ideals $P$ lying over primes that do ramify. Since every prime ideal $P$ lies over one unique prime $p$ we split up the product of the Dedekind zeta function as

$$
\zeta_{K}(s)=\prod_{P \text { lying over ramified } p} \frac{1}{1-\|P\|^{-s}} \prod_{P \text { lying over unramified } p} \frac{1}{1-\|P\|^{-s}}
$$

We are not going to try to get good control over the first part of the product, and since it is finite we will see that we can really ignore it in the application to Dirichlet's theorem that we are aiming for. For all unramified primes $p$, we still let $r_{p}$ denote the number of prime ideals $P$ lying over $p$, and $f_{p}$ their inertia degree (only dependent on $p$ as we have showed). Then

$$
\prod_{P \text { lying over unramified } p} \frac{1}{1-\|P\|^{-s}}=\prod_{p \text { unramified }}\left(\frac{1}{1-p^{-f_{p} s}}\right)^{r_{p}}
$$

We now define Dirichlet characters and their corresponding Dirichlet L-functions.
Definition 4.2.4. A Dirichlet character modulo $m$ is a multiplicative homomorphism $\chi$ : $(\mathbb{Z} / m \mathbb{Z})^{*} \rightarrow \mathbb{C}^{*}$. We can extend this to a function $\chi: \mathbb{Z} \rightarrow \mathbb{C}$ by extending $\chi$ on residue classes modulo $m$ and defining $\chi(k)=0$ whenever $\operatorname{gcd}(k, m)>1$. The Dirichlet $L$-function $L(s, \chi)$ associated to $\chi$ is defined as

$$
L(s, \chi)=\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}}
$$

Since $(\mathbb{Z} / m \mathbb{Z})^{*}$ has order $\varphi(m)$ we observe that for $\ell \in(\mathbb{Z} / m \mathbb{Z})^{*}$ that $1=\chi\left(\ell^{\varphi(m)}\right)=\chi(\ell)^{\varphi(m)}$ so the image of $\chi$ consists of $\varphi(m)$ th roots of unity. We will now define characters on any finite abelian group - especially we want to study the characters of $\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{m}\right) / \mathbb{Q}\right)$, but as we will explain this is the same as studying the Dirichlet characters modulo $m$. First we remark that since the Dirichlet character $\chi$ modulo $m$ is multiplicative we get an Euler product for $L(s, \chi)$ :

$$
L(s, \chi)=\prod_{p \text { prime }} \frac{1}{1-\chi(p) p^{-s}}=\prod_{p \text { prime }, p \nmid m} \frac{1}{1-\chi(p) p^{-s}}
$$

This can be proven by observing that the factors in the Euler product are geometric series and multiplying all these together yield the Dirichlet $L$-series by the fundamental theorem of arithmetic.

Definition 4.2.5. Let $G$ be a finite abelian group. Then a character $\psi$ on $G$ is a homomorphism $G \rightarrow \mathbb{C}^{*}$. The set of all characters of $G$ is denoted by $\widehat{G}$.

Since $G$ is a finite group the image of $\psi$ is actually contained in the unit circle as for Dirichlet characters. By pointwise multiplication $\widehat{G}$ is a group, in fact $G \cong \widehat{G}$.

Theorem 4.2.6. Let $G$ be a finite abelian group. Then $\widehat{G} \cong G$.

Proof. We first prove the statement in the case $G$ is a cyclic group, then let the fundamental theorem of finite abelian groups do the rest of the work, which says $G$ is isomorphic to a product of cyclic groups, that is $G \cong \mathbb{Z} / n_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / n_{k} \mathbb{Z}$. This is enough because $\operatorname{Hom}_{\mathbb{Z}}\left(\prod_{i=1}^{k} \mathbb{Z} / n_{i} \mathbb{Z}, \mathbb{C}^{*}\right) \cong \prod_{i=1}^{k} \operatorname{Hom}_{\mathbb{Z}}\left(\mathbb{Z} / n_{i} \mathbb{Z}, \mathbb{C}^{*}\right)$. So let $G$ be a cyclic group of order $n$. Let $a$ generate $G$. A character on $G$ is uniquely defined by where it sends $a$. Let $\zeta_{\ell}=\exp \left(\frac{2 \pi i \ell}{n}\right)$, and define a map on $G$ by $\chi_{\ell}(a)=\zeta_{\ell}$. To check that this is a homomorphism we see that

$$
\chi_{\ell}\left(a^{k} a^{m}\right)=\zeta_{\ell}^{k+m}=\zeta_{\ell}^{k} \zeta_{\ell}^{m}=\chi_{\ell}\left(a^{k}\right) \chi_{\ell}\left(a^{m}\right)
$$

All the homomorphism $\chi_{\ell}$ are different, so $|\widehat{G}| \geq n$. Conversely let $\chi \in \widehat{G}$. Then $\chi(a)=$ $\exp \left(\frac{2 \pi i \ell}{n}\right)$ for some $\ell$ and so actually $\chi=\chi_{\ell}$. Hence $|\widehat{G}|=n$. Finally observe that for any $\ell$, we actually have $\chi_{\ell}=\chi_{1}^{\ell}$, so $\chi_{1}$ generate $\widehat{G}$. Since there is only one cyclic group of each finite order up to isomorphism, it follows that $\widehat{G} \cong G$.

Hence there are $\varphi(m)$ Dirichlet characters modulo $m$. Since $(\mathbb{Z} / m \mathbb{Z})^{*}$ is a group, multiplication by an element $k$ with gcd 1 to $m$ induces a bijection of $(\mathbb{Z} / m \mathbb{Z})^{*}$. Hence

$$
\sum_{n=1}^{m} \chi(n)=\sum_{n \in(\mathbb{Z} / m \mathbb{Z})^{*}} \chi(n)=\sum_{n \in(\mathbb{Z} / m \mathbb{Z})^{*}} \chi(k n)=\chi(k) \sum_{n \in(\mathbb{Z} / m \mathbb{Z})^{*}} \chi(n)
$$

As long as $\chi$ is not the principal character (the trivial character defined by $\chi(n)=1$ for all $n$ with $\operatorname{gcd}(n, m)=1$, there exists a $k$ with $\operatorname{gcd}(k, m)=1$ so that $\chi(k) \neq 1$, and hence in this case we can see by comparing the second sum and the last sum that the sum is 0 . If $\chi$ is the principal character it is easy to see that the sum is $\varphi(m)$. We have proved:

Lemma 4.2.7. Let $\chi$ be a Dirichlet character modulo $m$. Then

$$
\sum_{n=1}^{m} \chi(n)=\left\{\begin{array}{cc}
\varphi(m) & \text { if } \chi \text { is principal } \\
0 & \text { otherwise }
\end{array}\right.
$$

From this lemma it follows by the residue class nature of a Dirichlet character modulo $m$ that as long as $\chi$ is non-principal then

$$
\left|\sum_{n \leq t} \chi(n)\right| \leq \varphi(m)=O(1)
$$

and hence by Lemma 4.1.2 we conclude that $L(s, \chi)$ defines an analytic function for $\operatorname{Re}(s)>$ 0 . When $\chi$ is principal, let us call it $\chi_{0}$, we see that

$$
L\left(s, \chi_{0}\right)=\prod_{p \text { prime }, p \nmid m} \frac{1}{1-\frac{1}{p^{s}}}=\zeta(s) \prod_{p \mid m}\left(1-\frac{1}{p^{s}}\right)
$$

so taking the analytic continuation of $\zeta$ from the last chapter we get that $L\left(s, \chi_{0}\right)$ is a meromorphic function for $\operatorname{Re}(s)>0$ with a simple pole at $s=1$. We are now done with the prerequisites we need for showing non-vanishing of $L(s, \chi)$ for non-principal $\chi$.
Theorem 4.2.8. Let $\chi$ be a non-principal Dirichlet character modulo $m$. Then $L(1, \chi)=$ $C_{\chi} \neq 0$ where $C_{\chi}$ is some constant depending on $\chi$.

Proof. We consider the function $F(s)=\prod_{\chi} L(s, \chi)$ where the product runs over all Dirichlet characters modulo $m$. As we have seen, as long as $\chi$ is non-principal $L(s, \chi)$ defines an analytic function for $\operatorname{Re}(s)>0$. Hence there is one simple pole at $s=1$ in the product coming from the principal character. If $L(1, \chi)=0$ for some other $\chi$ then this will cancel out the pole and the product defines an analytic function for $\operatorname{Re}(s)>0$. When $K=\mathbb{Q}\left(\zeta_{m}\right)$ we will see that $\zeta_{K}$ is more or less $F(s)$, but by the class number formula $\zeta_{K}$ has a simple pole at $s=1$, and hence so must $F(s)$ also have, so we cannot have $L(1, \chi)=0$ for any non-principal character.

Our next claim is the following: if $G$ is a finite abelian group and we fix $g \in G$ and let $\chi$ run through $\widehat{G}$ then $\chi(g)$ will run through all the $\operatorname{ord}_{G}(g)$ th roots of unity and moreover it will take each value equally many times. Here $\operatorname{ord}_{G}(g)$ denotes the order of $g$ in $G$. To prove this, define $\psi_{g}: \widehat{G} \rightarrow \mathbb{C}^{*}$ by $\psi_{g}(\chi)=\chi(g)$. Then $\psi_{g}$ is a group homomorphism. We have

$$
\operatorname{ker} \psi_{g}=\{\chi \in \widehat{G}: \chi(g)=1\} \cong \widehat{G /(g)}
$$

By the first isomorphism theorem we then get

Since the image has order $\operatorname{ord}_{G}(g)$ it consists of all of the $\operatorname{ord}_{G}(g)$ th roots of unity. Above we showed there are $\frac{|G|}{\operatorname{ord}_{G}(g)}$ characters that take the value 1 in $g$. Two characters $\chi_{1}, \chi_{2}$ will
take the same value on $g$ if and only if $\left(\chi_{1}^{-1} \chi_{2}\right)(g)=1$, so two characters will take the same value exactly $\frac{|G|}{\operatorname{ord}_{G}(g)}$ times. Since the image is of order $\operatorname{ord}_{G}(g)$ this implies that when $\chi$ runs through $\widehat{G}$ it takes on all the $\operatorname{ord}_{G}(g)$ th roots of unity equally many times.

We now apply this on $G=\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{m}\right) / \mathbb{Q}\right)$, which is canonically isomorphic to $(\mathbb{Z} / m \mathbb{Z})^{*}$ as mentioned earlier. Hence the characters of $G$ are exactly the Dirichlet characters modulo $m$. From now, let $f$ denote the order of $p$ modulo $m$. Letting $\omega_{1}, \ldots, \omega_{f}$ denote the $f$ th roots of unity, we then get

$$
\begin{aligned}
\prod_{\chi \in \widehat{G}}\left(1-\frac{\chi(p)}{p^{s}}\right) & =\left(1-\frac{\omega_{1}}{p^{s}}\right)^{\varphi(m) / f} \cdots\left(1-\frac{\omega_{f}}{p^{s}}\right)^{\varphi(m) / f} \\
& =\left(\left(1-\frac{\omega_{1}}{p^{s}}\right) \cdots\left(1-\frac{\omega_{f}}{p^{s}}\right)\right)^{\varphi(m) / f} \\
& =\frac{1}{p^{\varphi(m) s}}\left(\left(p^{s}-\omega_{1}\right) \cdots\left(p^{s}-\omega_{f}\right)\right)^{\varphi(m) / f} \\
& =\frac{1}{p^{\varphi(m) s}}\left(p^{f s}-1\right)^{\varphi(m) / f}=\left(1-\frac{1}{p^{f s}}\right)^{\varphi(m) / f}
\end{aligned}
$$

Now recall that we proved at the start of this section that $f_{p}=f$ for all prime ideals lying over primes $p$ that does not ramify. Furthermore for any prime $P$ lying over $p$ that does not ramify, write $p \mathcal{O}_{K}=P_{1} \cdots P_{t}$. Then since the $P_{i}$ are comaximal, taking the quotient and applying the Chinese Remainder Theorem gives $\mathcal{O}_{K} / p \mathcal{O}_{K} \cong \mathcal{O}_{K} / P_{1} \times \cdots \mathcal{O}_{K} / P_{t}$. Taking norms we get $p^{\varphi(m)}=\|(p)\|=p^{f_{p}} \cdots p^{f_{p}}=p^{r_{p} f_{p}}$ (recall $r_{p}$ is the number of prime ideals $P$ lying over $p$ ), and hence $\varphi(m)=r_{p} f_{p}=r_{p} f$, or more importantly $r_{p}=\varphi(m) / f$. Hence

$$
\prod_{\chi \in \widehat{G}} L(s, \chi)=\prod_{p \nmid m}\left(\frac{1}{1-\frac{1}{p^{f s}}}\right)^{\varphi(m) / f}
$$

Recall that we split $\zeta_{K}$ up into two products; one for ramified primes, the other for unramified primes. The product of $P$ lying over primes $p$ that may be ramified primes, let us call it $\Gamma_{\mathrm{ram}}$, is finite and each factor is analytic and non-vanishing in a neighborhood of $s=1$, hence $\Gamma_{\text {ram }}$ is as well. Using the splitting of $\zeta_{K}$ into ramified and unramified primes we finally arrive from this that

$$
\zeta_{K}(s)=\Gamma_{\operatorname{ram}}(s) \prod_{\chi \in \widehat{G}} L(s, \chi)
$$

which finishes the proof by the first paragraph of this proof.
Now that we know $L(1, \chi) \neq 0$ for $\chi$ non-principal, Dirichlet's theorem is not that far anyway. However, we first remark that the factorization of $\zeta_{K}$ into Dirichlet L-functions (modulo some finite product coming from ramified primes) can be generalized to any abelian extension. This comes basically down to the fact that any abelian extension can be embedded into a cyclotomic extension (this is the Kronecker-Weber theorem). More is true: if $K / \mathbb{Q}$ is Galois,
then $\zeta_{K}$ factors into Artin $L$-functions $L(\rho, s)$ where $\rho$ is a representation of the Galois group $\operatorname{Gal}(K / \mathbb{Q})$.

Lemma 4.2.9. Let $\chi_{1}, \ldots, \chi_{\varphi(m)}$ be the Dirichlet characters modulo $m$ and $k, \ell \in(\mathbb{Z} / m \mathbb{Z})^{*}$. Then

$$
\sum_{n=1}^{\varphi(m)} \chi_{n}(k) \overline{\chi_{n}(\ell)}=\left\{\begin{array}{cl}
\varphi(m) & \text { if } k \equiv \ell \quad(\bmod m) \\
0 & \text { if } k \not \equiv \ell \quad(\bmod m)
\end{array}\right.
$$

Proof. Let $a \in(\mathbb{Z} / m \mathbb{Z})^{*}$. Then $1=|\chi(a)|^{2}=\chi(a) \overline{\chi(a)}$. Hence $\bar{\chi}=\chi^{-1}$. Hence we can rewrite the sum as

$$
\sum_{n=1}^{\varphi(m)} \chi_{n}(k) \overline{\chi_{n}(\ell)}=\sum_{n=1}^{\varphi(m)} \chi_{n}(k) \chi_{n}(\ell)^{-1}=\sum_{n=1}^{\varphi(m)} \chi_{n}\left(k \ell^{-1}\right)
$$

If $k \equiv \ell(\bmod m)$, this sum is clearly $\varphi(m)$. If not there exists a Dirichlet character $\chi_{t}$ modulo $m$ so that $\chi_{t}\left(k \ell^{-1}\right) \neq 1$, and since the group of Dirichlet characters modulo $m$ is finite, multiplication by this induces a bijection on this group and we get

$$
\sum_{n=1}^{\varphi(m)} \chi_{n}\left(k \ell^{-1}\right)=\sum_{n=1}^{\varphi(m)}\left(\chi_{t} \chi_{n}\right)\left(k \ell^{-1}\right)=\chi_{t}\left(k \ell^{-1}\right) \sum_{n=1}^{\varphi(m)} \chi_{n}\left(k \ell^{-1}\right)
$$

Since $\chi_{t}\left(k \ell^{-1}\right) \neq 1$ the desired conclusion follows.

Let $s>1$ be real. We want to take the logarithm of $L(s, \chi)$, but since $L(s, \chi)$ is complexvalued we must watch out. Why we can take the logarithm is justified in [6, p. 256,261]. Starting from the Euler product of $L(s, \chi)$ and taking the logarithm we get

$$
\ln L(s, \chi)=-\sum_{p \text { prime, } p \nmid m} \ln \left(1-\frac{\chi(p)}{p^{s}}\right)=\sum_{p \text { prime, }, p \nmid m} \sum_{n=1}^{\infty} \frac{\chi\left(p^{n}\right)}{n p^{n s}}
$$

where we in the last term have used the power series of $\ln$. To ease the notation from now on, $p$ under the sum means a summation over the prime numbers. Assume $\operatorname{gcd}(a, m)=1$ or in other words $a \in(\mathbb{Z} / m \mathbb{Z})^{*}$. Multiply the expression above with $\overline{\chi(a)}$ and then a summation over all Dirichlet characters $\chi_{1}, \ldots, \chi_{\varphi(m)}$ modulo $m$ yields

$$
\sum_{k=1}^{\varphi(m)} \overline{\chi_{k}(a)} \ln L\left(s, \chi_{k}\right)=\sum_{k=1}^{\varphi(m)} \sum_{p \nmid m} \sum_{n=1}^{\infty} \frac{\chi_{k}\left(p^{n}\right) \overline{\chi_{k}(a)}}{n p^{n s}}=\sum_{p \nmid m} \sum_{n=1}^{\infty} \sum_{k=1}^{\varphi(m)} \frac{\chi_{k}\left(p^{n}\right) \overline{\chi_{k}(a)}}{n p^{n s}}
$$

The interchanging of summation order is justified by absolute convergence. Using Lemma 4.2.9 on the inner sum yields

$$
\sum_{k=1}^{\varphi(m)} \overline{\chi_{k}(a)} \ln L\left(s, \chi_{k}\right)=\varphi(m) \sum_{p \equiv a} \frac{1}{(\bmod m)} \frac{1}{p^{s}}+\varphi(m) R_{\chi}(s)
$$

Now we bound $R_{\chi}(s)$ with $\operatorname{Re}(s)>1$ : observe that $\left|\chi_{k}\left(p^{k}\right) \overline{\chi_{k}(a)} \frac{1}{n} p^{-n s}\right| \leq p^{-n s}$ and hence

$$
\left|R_{\chi}(s)\right| \leq \sum_{p} \sum_{n=2}^{\infty}\left(\frac{1}{p^{s}}\right)^{n}=\sum_{p} \frac{p^{-2 s}}{1-\frac{1}{p^{s}}} \leq \sum_{p} \frac{p^{-2 s}}{1-\frac{1}{2^{s}}} \leq 2 \zeta(2)
$$

and hence $\left|R_{\chi}(s)\right|$ remains bounded as $s \rightarrow 1^{+}$. Say $\chi_{1}$ is the principal character - we do a final manipulation of our sum formula to make the conclusion clearer:

$$
\overline{\chi_{1}(a)} \ln L\left(s, \chi_{1}\right)=\varphi(m) \sum_{p \equiv a} \frac{1}{(\bmod m)} \frac{p^{s}}{}+\left[\varphi(m) R_{\chi}(s)-\sum_{k=2}^{\varphi(m)} \overline{\chi_{k}(a)} \ln L\left(s, \chi_{k}\right)\right]
$$

Since $L(s, \chi) \neq 0$ for non-principal $\chi$ and $R_{\chi}(s)$ is bounded as $s \rightarrow 1^{+}$it follows that the expression inside [.] is bounded as $s \rightarrow 1^{+}$. But as we have seen $L\left(s, \chi_{1}\right)$ has a simple pole at $s=1$ so as $s \rightarrow 1^{+}$, we have $\ln L\left(s, \chi_{1}\right) \rightarrow \infty$ and hence the same has to be true for the right hand side - the only way this can be true is if the sum has infinitely many terms, hence the set $\{p$ prime $: p \equiv a(\bmod m)\}$ has to be infinite. But this set is exactly the primes in the arithmetic progression $a+m, a+2 m, a+3 m, \ldots$. We have proved:

## Theorem 4.2.10. (Dirichlet's theorem)

Let $\operatorname{gcd}(a, m)=1$. Then there are infinitely many prime numbers $p$ in the sequence $a+$ $m, a+2 m, a+3 m, \ldots$.
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[^0]:    ${ }^{1}$ A proof of this fact can be obtained by a similar argument as in Lemma 1.2.2. For details see [9, Proposition 3.18]

