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1 Introduction

Many problems in mathematics boil down to finding fixed points of certain
maps. Therefore we are always interested in tools for finding, or just guarantee-
ing the existence of such points. To this end we have many important results
like Banach’s, and Brouwer’s fixed point theorems. In the case of differential
topology, the most standard tool to study fixed points is the Lefschetz fixed
point theorem. It states that if f : M — M is a smooth map of the smooth
manifold M,

Ap= > i(xf) (1.1)

z€Fix(f)

where i(z, f) is the index of the fixed point, and Ay is the Lefschetz number of
f. The Lefschetz number can be computed as the alternating sum of traces of
the matrix representations of f, on the rational homology spaces. In particular,
if f is homotopic to the identity, the formula above becomes

Ap = Aja = x(M) =D (=1)Fby (1.2)
k=0

where by, are the Betti numbers of M, and dim M = n. This is very useful, but
if all we care about is the number of fixed points, the best we can do is give the
lower bound

Ay #0 = #Fix(f) > 1. (1.3)

Under what circumstances can we do better? One important special case of
smooth maps of manifolds are symplectomorphisms. This special class of dif-
feomorphisms arise naturally as the time evolutions and symmetries of Hamilto-
nian systems in physics, and are at the core of the field of symplectic topology.
So what can we say about the number of fixed points of symplectomorphisms?
Quite a lot actually, especially under some mild extra conditions. Our hopes
are summarized in the following conjecture by Vladimir Arnold.

Conjecture 1.1 (Arnold). Ify : M — M is a Hamiltonian symplectomorphism.
of a symplectic manifold (M, w), then ¥ must have at least as many fized points
as a function on M must have critical points. If all the fized points of 1 are
nondegenerate, 1) must have at least as many fixed points as a Morse function
on M must have critical points.

To see the power of this conjecture, remember that Morse theory estimates
that the number of critical points of a Morse function is at least the sum of the
Betti numbers of M. So in the nondegenerate case, Arnold’s conjecture implies
that

#Fix(1) > > br. (1.4)
k=1
Comparing this to (1.2) and (1.3), we can see that this really is a powerful

estimate. This large estimate hints at the fact that the structure of symplectic
geometry is in fact quite rigid.



Unfortunately, the Arnold conjecture does not hold in full generality, but
many slightly weaker results have been proven. The major breakthrough came
with the development of Floer homology. Building on Floer’s work, symplectic
geometers were able to prove that in the nondegenerate case on a closed mani-
fold, the sum of the Betti numbers give a lower bound for the number of fixed
points. Further references and details can be found in [Sal99]. In this thesis we
introduce the theory of symplectic geometry, and highlight some of its important
features. We then go on to prove two special cases of the Arnold conjecture, the
case where M = T?" and the case where % is sufficiently close to the identity
map in a particular C! topology on the space of symplectomorphisms.

This thesis is mainly based on [MS9§], both when it comes to structure of the
chapters, and statement of theorems and definitions. In particular, we include
the relevant material from chapters 1,2,3,9 and 11. Wherever a different source
has been used, we will provide a reference.



2 Classical mechanics

The field of symplectic geometry arises as a generalization of concepts from
classical mechanics. In this section we show how the Hamiltonian equations on
R2" arise from a variational principle, and how this is related to the modern
theory of symplectic geometry. This will provide important motivation for the
variational techniques employed later.

2.1 The Legendre transform

In Lagrangian mechanics, we think of R2" as the tangent-bundle of R™ — that is,
we use coordinates (21, .., Tp, V1, ..., U ), where the a’s describe position, and the
v’s velocity. A Lagrangian system is specified by a twice differentiable function

L= L(t,z,v) : R*"*1 5 R,

The system evolves from the state (zg,tp) to the state (z1,t1) along a path
x € CY([to, 1], R?") minimizing the action integral

I(z) = /t L 2(1), #(8)dt (2.1)

with respect to variations fixing the endpoints. Using simple variational tech-
niques, we show that the problem of minimizing this integral is related to solving
the Euler-Lagrange equation:

d 0L . oL .
Em(t,:mx) = %(t,x,m) (2.2)

where

oL _ oL oL oL_ oL oL
dr  ‘0xy 7 Oz, Qv ‘Ov 7 Ouy,

).
A path x € C!([tg, 1], R?") satisfying the boundary conditions
x(to) = xo, z(t1) = 21 (2.3)
is called minimal with respect to variations fixing the endpoints if
1) < Iz +€) (2.4)
for all differentiable paths & € C([to, 1], R*™) such that £(tg) = £(¢1) = 0.

Lemma 2.1. If a path x € C'([to,t1],R*") satisfying (2.3) is minimal with
respect to variations firing the endpoints, it is a solution to the Euler—Lagrange

equation (2.2).



Proof. If x minimizes I, all the directional derivatives of I vanish at x, so we
have

($+SE)

/L( £(t) + sE(t), & (t) + sE(8)at

/18L U,@dt

- [ (B -G oma) ar e - Ghew)

oL d oL
— [ (G - G0
to

d
T ds|
d

T ds
t
to

Ox dt Ov

Note that all the partial derivatives are evaluated at (t,x(t),4(¢)). The third
equality holds if we assume we can interchange differentiation and integration,
the fourth via integration by parts, and the last because of the boundary condi-
tions. Since this holds for all £, the fundamental lemma of calculus of variations
implies that x solves the Euler-Lagrange equation. O

Remark 2.2. It should be noted that the converse of this lemma does not hold
in general. A solution to the Fuler—Lagrange equation is a critical point of I(x),
but not necessarily a global minimum. Sometimes a global minimum may not
even exist. We will leave these problems to the physicists for now, and focus on
solutions to the FEuler—Lagrange equations.

The Euler Lagrange equations determine a set of second order differential
equations in the n variables (21, ..., 2, ). If the Legendre condition

9*L
det (avjauk) 0 (2.5)

is satisfied, we can introduce a new set of variables to create a set of first order
differential equations in 2n variables. Let

b= o (0) (2.6

Uk

The Legendre condition implies that the mapping (z,v) — (z,y) has an inverse,
so we can think of z and y as independent variables. In other words, we can
think of v as a function v = G(¢, x,y). Whenever z solves (2.2)), we have

_dor_o
S dtov oz’
We now define a new function H : R?"*! — R by

H(t,z,v) = (y,v) — L(t,x,v).



This is the corresponding Hamiltonian function of the system. Using G as a
Green’s function, we can consider H as a function of ¢,z and y. The partial
derivatives are

OH oL 0H
7(t7x,y) = —7(t,$,G(t7£L’,y)), 7(t71’7y) = G(tax,y)

or ox dy
It now follows that whenever the Euler-Lagrange equations (2.2)) are satisfied,
we have

OH . O0H

By 92—67~ (2.7)

This pair of equations is known as the Hamiltonian differential equations, and
will be crucial to our further study. The process we just described is known as
the Legendre transform. We have changed coordinates from tangent vectors, v,
to linear functions of tangent vectors, %. In a sense, we are now thinking of
R2™ as the cotangent-bundle, T*R™. Note that given any Hamiltonian function

H € C?(R*"+1 R) satisfying a nondegeneracy condition

dm<8%1>#q (2.8)

0y Oyx

an inverse Legendre transform can be performed, retrieving a corresponding
Lagrangian function L and the variables (z,v).

2.2 Symplectic action

We have seen that for a system satisfying a nondegeneracy condition , the
Hamiltonian differential equations can be expressed in terms of a varia-
tional principle. The Legendre condition can be quite restrictive, so we
wish to avoid it. This turns out to be possible if we formulate a different varia-
tional principle: Given a curve z = (z,y) € C?([to, t1], R*") and a Hamiltonian
function H(t,z,y), define the symplectic action integral as

@M@Z/Q%@—H@@w@ (2.9)

to

It is not hard to check that whenever H arose from L via a Legendre-transform,
the integral agrees with I(x) in . The upshot is that the action integral
@y is defined for any curve in C?([tg, 1], R?"), and any Hamiltonian function.
The next lemma shows that the Hamiltonian differential equations can be
formulated as a variational principle in terms of ®p.

Lemma 2.3. A curve z € C?([tg,t1],R?*") is a critical point for ®p with respect
to variations with fized endpoints if and only if z = (x,y) is a solution to the
Hamiltonian differential equations (2.7)).



Proof. Let zs = (x4, ys) be a smooth one-parameter family of curves with zyp = z.
We denote the directional derivatives at zero by

0 0] - 0
= 7 Ts ) = 3 Ys 5 Oy =~ s
¢ 8sx s—0 K 85y s—0 B 9s 1 (z) R
Then, by differentiating under the integration sign we get
. |
b= [ ()~ Hitnp)
to S s=0
h d OH d OH d
= 757.5 577.5_7775_7775(:“
[ Gt i - G e = G o L_O
h . ,0H OH
= i —{(—=—,& — (=, mdt
[ ma+wé - Gro- G
b OH h . 0H
= [T G0 e - S+ ), 600) - (). €(to)):
to oy t Ox

(2.10)

Where we have used integration by parts. Due to our boundary conditions
&(t1) = &(tp) = 0, the last two terms vanish. Again using the fundamental
lemma of calculus of variations, we get our equivalence. O
2.3 Hamiltonian flows and symplectomorphisms

From now on, our standard coordinates on R?” will be

z = (xla L2y ety Ty Y1y +eey yn)
In these coordinates the Hamiltonian equations can be reformulated as
Joz = VH(2), (2.11)

where VH(z) denotes the gradient of H; at z, and Jy is the standard complex-

structure on R2";
0 -I,
Jo = (In ; ) (2.12)

Note that J& = —Is,, and that if we associate R?" with C" by letting z; =

x; + iy;, multiplication by Jy corresponds to multiplication by ¢. The vector
field
Xy, = —JoVH; : R*" — R*" (2.13)

is called the Hamiltonian vector field generated by H;. This vector field deter-
mines a flow: For suitable tp,t € R let (b?f‘) : R?" — R2" be the solutions to the
first order differential equation

d
O =X ooy, o =id (2.14)



The family of diffeomorphisms gb’}fo is called the Hamiltonian flow generated by
H;, and it satisfies

ta,t1 ti,to __ yta2,to tt _
Hooegt =0g", ¢ =id

These diffeomorphisms are prototypical examples of symplectomorphisms:

Definition 2.4. A symplectomorphism 9 : R?” — R?" is a diffeomorphism
such that
dy Ty dy = Jp. (2.15)

In the modern theory, symplectomorphisms will be exactly the maps preserv-
ing ”symplectic structure.” We are yet to define a notion of symplectic structure,
but we do have Hamiltonian flows. We start by checking that Hamiltonian flows
actually are symplectomorphisms.

Lemma 2.5. The Hamiltonian flow ¢’;}t“ is a symplectomorphism wherever
defined.

Proof. Let zp € R*™ and define
2(t) = 0" (20),  B(t) = dgy° (20)-
Our goal is to show that ®(t) satisfies the symplectomorphism condition
)T J®(t) = Jo

for all t. This is clearly satisfied for ®(tg) = id, so if we could show that the time
derivative of the left hand side is zero, we would be finished. For every (p in
R?", the function ((t) = ®(t)(o satisfies the linearized Hamiltonian equations:

¢=dXpy(z)o ®.
Multiplying both sides with Jy and using the fact that Jo Xz = VH, we get
Jod(t) = S(t)e(t),
where S(t) is the Hessian of H at z(t). Using the product rule, the time deriva-
tive is
d . .
T (@) Jo@(t)) = 2(1)" Jo®(t) + ()T JoD(t)
o(t)"S(t)D(t) — @ ()T S(t)T 0 (t)
o(t)" (S(t) - S1)") (1),

which is zero since the Hessian is symmetric for all . O

Hamiltonian flows are not the only examples of symplectomorphisms. In
general they represent the symmetries of the Hamiltonian system. This notion
of symmetry is captured by the following lemma.



Lemma 2.6. If1) : R*® — R?" is a symplectomorphism, and ¢ € C*([to, 1], R?")
s a solution of the Hamiltonian differential equation

¢ = Xnoy(C),

then z = 1 o C is a solution to the standard Hamiltonian differential equation.
In other words,

VX = Xpioy.

Proof. Using the relationship between VH; and dH;, and the chain rule, we
obtain

V(H o)(p) = AT (p)VH (4 (p))-
Using our hypothesis, and the chain rule z = d¢)(¢)¢, we get

AT (Q)VH(¥(C)) = V(H o )(¢)
= Jo¢
= dy(¢)"Jo dv(¢)¢
= dyp(Q)" Joz.
Since dv is non-singular, this implies that Jyz = VH(z) as required. O

This is all good for dynamics on R?”, but we want to generalize the theory
to suitable manifolds. The way to do this is to rephrase our conditions in the
language of differential forms. The standard symplectic form on R2" is the
two-form

Wy = Zdl‘] A dyj. (216)

j=1

A quick calculation shows that for any vectors z, 2z’ € R2?,
n
wo(z,2') = ijy;- —ahy; = —2" Joz. (2.17)
=1

In this language, the condition for being a symplectomorphism (2.15)) is equiv-
alent to
¢*OJ0 = Wwo, (218)

and the equation for the Hamiltonian vector field can be rewritten as
tx,(wo) = dH,. (2.19)
The symplectic action integral can also be reformulated in this language as
Dy(2) = / A+ Hdt, (2.20)
¥
where 7 is the curve 2([0,1]), and A = )~ y;da;. This gives a quick glimpse into

the language of the modern theory which we will devote the rest of this thesis
to.

10



3 Linear Symplectic Geometry

In this section we study the linear theory, which will be the model for the smooth
theory we develop later.

3.1 Symplectic vector spaces

The prototypical example of a symplectic vector space is R?” with the standard
form wg from ([2.16)). This form has two important properties that we wish to
keep.

Definition 3.1. A bilinear form 5: V ® V — R is called
1. alternating if for all v,w € V, B(v,w) = —fB(w, v).
2. nondegenerate if for all 0 # v € V,Jw € V such that (v, w) # 0.

We quickly check that wp actually has these properties. The alternating
property follows from the definition of the wedge product. To check for nonde-
generacy, take any z € R?", Tt follows from (2.17) that

WO(Z%JOZ) = _ZTJOQZ = <sz> = ||ZH2’

which is positive if z # 0. This shows that wy is both alternating and nondegen-
erate. We now use these properties to define the general notion of a symplectic
vector space.

Definition 3.2. A symplectic vector space is a pair (V,w), where V is a finite
dimensional vector space, and w : V ® V' — R is a nondegenerate alternating
bilinear form on V.

As remarked earlier, (R?", wy) is the canonical example of a symplectic vector
space. In fact, the goal of this subsection will be to show that up to isomorphism,
this is the only symplectic vector space. One might wonder why we are not
considering spaces of arbitrary dimension, such as (R™,w). The next proposition
excludes this possibility.

Proposition 3.3. If (V,w) is a symplectic vector space, V is of even dimension.
Proof. Assume dim V' = m. Fixing some basis of V, we can write w as
w(z,y) =’ Ay

for some matrix A € M, «m(R). The alternating property now gives that for
any ¢,y € V

al Ay = w(z,y) = —w(y,z) = —y" Az = —2zT ATy,
which implies that AT = —A. Now
det(A) = det(AT) = det(—A) = (—1)™ det(A).

So if m is odd, A is singular, and w is degenerate. O

11



We are now ready to define the notion of equivalence in linear symplectic
geometry. Notice the similarity to ([2.18]).

Definition 3.4. A linear symplectomorphism of symplectic vector spaces (Vp, wo), (V1,w1)
is a vector space isomorphism

v:Vog—-W
that preserves the symplectic structure in the sense that
\I/*wl = wp- (31)

The (auto)symplectomorphisms of (V,w) form a group denoted Sp(V,w), and
we use the shorthand Sp(2n) = Sp(R?",wy) for the standard space.

Remark 3.5. Note that this definition is not the one found in [MS98], which
only considers symplectomorphisms in the automorphism sense. Qur definition
agrees with the one found in [CdS06]. We have chosen it because it is more
general, and will make certain statements more concise.

We also want to study some special types of subspaces of symplectic vector
spaces. To this extent we define the symplectic complement of a linear subspace.
This is a symplectic analogue of the orthogonal complement.

Definition 3.6. The symplectic complement of a linear subspace W C V is the
subspace
W ={veV :wlw) =0 Ywe W} (3.2)

A subspace W C V is called:
1. Isotropic if W C W¥.
2. Coisotropic if W D W<,
3. Symplectic if W N W = {0}.
4. Lagrangian if W = W%,

In other words, W is isotropic if and only if w vanishes on W and W is La-
grangian if and only if it is both isotropic and coisotropic. A subset W is
symplectic if and only if w’W is nondegenerate, which means that (VV,w’W) is
a symplectic vector space.

The next result highlights the similarity of the symplectic and orthogonal
complements. It uses an important fact we will see many times later, namely
that w gives rise to an explicit isomorphism of V and V*.

Lemma 3.7. For any subspace W C V
dim W + dim W = dim V'
and

(We)» =w

12



Proof. Define a map
lw V=2V v wlv, —), (3.3)

It is not hard to see that the nondegeneracy of w implies that ¢, is an isomor-
phism. We now claim that

(W) =W+ ={leV*: I|(W)=0}.

To see this, note that if v € W« w € W,

Ifle Wt v=1,71()

w,w) =t,(v)(w) =l(w) =0 YweW
= ve W~

Thus dim W+ = dim W*. A known result of standard linear algebra is that for
finite dimensional vector spaces dim W + dim W+ = dim V. This proves the
first part of the lemma. To prove the second part note that clearly W c (W«)¥
and since the first part of the lemma gives

dim W =dimV — dim W% = dim(W*)“,
we must have W = (W«)«. O

We are now ready for the main result of this subsection. It is a symplectic
analogue of Gram-Schmidt, and we will see that an immediate consequence is
that all symplectic vector spaces of the same dimension are symplectomorphic
— that is, the only linear symplectic invariant is dimension. This result is highly
instructive since it will also hold locally in the smooth case. The nonexistence
of local invariants is a defining feature of symplectic geometry, and contrasts it
with Riemannian geometry.

Proposition 3.8. Any symplectic vector space has a symplectic basis. More
precisely, let (V,w) be a symplectic vector space with dim(V') = 2n. Then there
exists a basis

ULy eeeyUpyUly.eey Un

of V', such that for all1 < j k <n

w(ug, ur) = w(vj,vx) =

w(uj, vi) = Gk,

where 6, denotes the Kronecker delta.

13



Proof. We proceed by induction over n.

Base case, n=1

Taking any u € V, the nondegeneracy of w guarantees the existence of some
v € V such that w(u,v) = 1. The alternating property means that v and v must
be linearly independent, so they are a basis.

Induction step

Assume any symplectic vector space of dimension 2n — 2 has a symplectic basis.
As in the base case, choose any u1, vy such that w(uy,v1) = 1. Tt is now easy to
see that W = span(uy,v;) is a symplectic subspace. Using the previous lemma,
we have that

Wew“ =YV,

thus (W“’,w|WW) is a symplectic vector space of dimension 2n — 2. By the
induction hypothesis, there exists a symplectic basis

U,y veey Upyy V2, ..y Upy
of (W‘“,w!Ww), and since w(v,w) =0 for all v € W¥ w e W,
ULy Uy vvy Upyy U1, V2, vvy Uy
is a symplectic basis of (V,w). O

Corollary 3.9. For any symplectic vector space (V,w) of dimension 2n, there
exists a linear symplectomorphism of (R*™,wg) with (V,w).

Proof. Let {u;,v; };?:1 be a symplectic basis of (V,w). Using the standard sym-
plectic coordinates on R?", let

n
\I’(Z) = ijuj + Yjvj.
j=1

A straightforward calculation shows that this is indeed a symplectomorphism.
O

3.2 The symplectic linear group

We now turn our attention to the group Sp(V,w). Since we just showed that
any symplectic vector space is symplectomorphic to (R?™,wj), we just need to
study Sp(2n). Using the standard basis, we can think of an element of Sp(2n)
as a matrix. But what makes a matrix a symplectomorphism? An important
property of wy is that its nth exterior power is the volume form on R?" — that
is,

wh = (Z dx; A dyj) =nldzy Ady; A ... Adx, A dy,. (3.4)
Let ¥ € Sp(2n).Since pullback distributes over the wedge product we get

U*wy = (Two)™ = wjy.

14



So W preserves the volume form on R?", thus det(¥) = 1. This means that
all symplectomorphisms are volume preserving, but the converse does not hold.
Here is a more precise condition:

Lemma 3.10. A matriz ¥ is a symplectomorphism if and only if
T Jyw = J, (3.5)
where Jy s as in .
Proof. Using we get that for all z, 2’ € R?",
wo(z,2') = =21 Jyz
Urwo(z,2") = wo(Wz, Uz') = =207 Jy 0z
Hence ¥7 JyU = J, if and only if U*wy = wp. O

The above proposition imposes restrictions on the shape of inverses of sym-

plectic matrices. Let
A B
- b)

where A, B,C and D are real n X n matrices. Using the proposition and the
fact that JZ = —Ia,, we get

vl = — JuT g,

T T
= \I:—lz—JO(A ¢ >JO

BT DT
_ DT _BT
— Ul = <—CT AT )

In the case n = 1, this equation implies that any matrix with determinant 1 is
symplectic. L.e. Sp(2) = SI(2) This hints at the fact that symplectomorphisms
preserve some kind of two-dimensional area, as well as 2n-dimensional volume.

As mentioned in Section 2, Jy is the standard complex structure on R,
meaning that if one associates R*" with C" by letting z; = x; + iy;, Jo cor-
responds to multiplication with ¢. Under this identification the standard sym-
plectic form looks like

wo(z,2') = (iz, 2)

Unitary matrices on C™ preserve inner products, so it is clear that under the
above identification, U(n) C Sp(n). The next lemma makes this relationship
more clear. We will continue to use the same conventions for notation, i.e
U(n) and Gl(n,C) will denote the corresponding subsets of Gl(2n,R) under
the standard identification. Note that a complex n x n matrix C = A + iB

corresponds to the real 2n x 2n matrix (g *AB).

Lemma 3.11 (Two out of three property).
Sp(2n) N O(2n) = Sp(2n) N Gl(n,C) = O(2n) N Gl(n,C) = U(n)

15



Proof. Any real 2n x 2n matrix ¥ satisfies:
1. ¥ € Gl(n,C) < TJy=Jy¥ (¥ is complex linear).
2. ¥ e Sp(2n) <« VT U = J,.
3. ¥ eO(2n) <« VIV =1,

Note that any two of the conditions on the right imply the third. This proves
the first part of the lemma. We now show that O(2n)NGl(n,C) = U(n). Under
the identification,

AT BT A -B\"
* . * T _,pT .
U=(A+iB)*=A" —iB <—BT ]T> = (B | ) .

Hence adjoints in Gl(n,C) correspond to transposes in Gl(2n,R). This means
that unitary matrices are orthogonal, and that orthogonal matrices of the form
(g _AB ) are unitary. O
We also have some restrictions on the eigenvalues of symplectic matrices.
Note how this also hints at the preservation of area we mentioned earlier.

Lemma 3.12. If \ is an eigenvalue of ¥ € Sp(2n), so is \™1. Moreover \ and
A~! have the same multiplicities. Both 1 and —1 must have even multiplicities.

Proof. From proposition we know that ¥7 and ¥~! are similar, so any
eigenvalue A must have the same multiplicity in ¥ and U—!. Since the multi-
plicity of X in ¥ is equal to the multiplicity of A\=! in U ! the first part is finished.
Since det(¥) = 1, and the determinant is the product of the eigenvalues, —1
must have even multiplicity. Since ¥ has even rank, and we have eliminated an
even number of eigenvalues, 1 must also have even multiplicity. O

This can be very restrictive, just remember that for any complex eigenvalue
X of any linear transformation A, the multiplicities of A and X must be equal.
This means that the eigenvalues of linear symplectomorphisms occur either in
pairs A, % with A € R, in pairs A, X\ with |A\| = 1, or in quadruplets A\, X, A=1, A=

The fact that A and A~! occurs in pairs can be reformulated informally as
”If you squeeze in some direction, you must stretch in some other direction”
we now show that the choice of direction is in some sense determined by the
symplectic form.

Lemma 3.13. Let ¥ € Sp(2n). If
Uz =Mz, U2 = N7,

then
A #1 = wo(z,2')=0.
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Proof. Since ¥ is a symplectomorphism, we have

WO(Zv Z/) = \I]*WO(Za Z,)
= wo(Az, N'2)
= M wo(z, 7).
Hence, either (1 — AX) =0 or wy(z,2") = 0. O

We now formulate one last lemma, which we will need to prove the main
result of this subsection.

Lemma 3.14. If P € Sp(2n) is a symmetric, positive definite matriz, then
P> € Sp(2n) for all « > 0.

Proof. Since P is symmetric and nonsingular, we can decompose R?" as a direct
sum of the eigenspaces of P:

R2" ~ EB V.
A€o (P)

Each V) is also an eigenspace of P corresponding to the eigenvalue A*. By the
previous lemma, if A\ # 1, then V) and V) are wy orthogonal. In particular,
since P is positive definite, we have —1 ¢ o(P). This means that wy vanishes
on each V). Now let z € V), 2’ € V. Since we must have either wy(z,2’) =0
or AN =1, we get that

wo(PYz, P*2") = (AN)%wo(z,2") = wo(z, 2').

We can now pick a basis of eigenvectors, and see that by linearity of wg, P® is
a symplectomorphism. O

Proposition 3.15. Sp(2n)/U(n) is contractible.

Proof. Any ¥ € Sp(2n) has a polar decomposition, ¥ = PQ where P is sym-
metric, positive definite and @ is orthogonal. In this construction,

P=WuT)z Q=P ',
so by previous lemma, both P and @ are symplectic. We now define a map

Sp(2n) x [0,1] — Sp(2n)
(0, t) ~ (B0T) "3 0.

At t = 0 this map is just the identity. At ¢t = 1 it maps any ¥ to @, the
orthogonal part of its polar decomposition. From lemma we know that
Q@ € U(n). Thus the map gives a deformation retraction of Sp(2n) into U(n). O
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3.3 Compatible complex structures

We have seen that the form wy on R2" was generated by the matrix Jy. This
was very useful, as it allowed us to relate w to the standard inner product on
R2™. This situation can be generalized.

Definition 3.16. A complex structure on a real, finite dimensional vector space
V is a linear automorphism J : V' — V such that

J? = —idy.

Such a structure allows us to consider V' as a complex vector space by letting
J correspond to multiplication by ¢ — that is, we define a scalar multiplication
map

CoV-=V
(a+1ib) @ v — av + bJv.

As one might expect, we can only find such structures for even dimensional
spaces.

Lemma 3.17. If J is a complex structure on V, dim(V) = 2n.
Proof. Assume dim(V') = m. Then,
det(J)? = det(J?) = det(—idy) = (—1)™,
Since det(J) € R, we must have m = 2n. O

The complex structure Jy on R?” was special in the sense that it was ”com-
patible” with the form wy. We now generalize this situation.

Definition 3.18. Let (V,w) be a symplectic vector space. A complex structure
J :V — V is said to be compatible with w if

J'w=w (3.6)
w(v,Jv) >0 YveV:v#0. (3.7

If these conditions are satisfied, the bilinear form
g7 (v,w) = w(v, Jw) (3.8)
is a well defined inner product on V since

g7(v,w) = w(v, Jw) = w(—J*, Jw) = —J*w(Jv,w) = w(w, Jv) = gs(w,v)
g7(v,v) =w(v, Jv) >0 YveV:v#£0.
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Given a symplectic structure w, an inner product g and a complex structure
J on a vector space V, we say that (g,w,J) is a compatible triple if for all
v,weV,

g(v,w) = w(v, Jw)
w(v,w) = g(Jv,w)

J(v) = L;l 0 1y, (V).
The maps ¢y, g : V — V* given by ¢, (v)(w) = w(v,w), tg(v)(w) = g(v,w) are
isomorphisms due to the nondegeneracy of g and w. We say that any two such
structures are compatible if we can construct a structure of the third type from
the above equations. I.e, any two compatible structures extends uniquely to a
compatible triple. Note the similarity to the "two out of three” property of the
unitary group from lemma We now show that any symplectic vector space
admits a compatible complex structure.

Proposition 3.19. FEvery symplectic vector space (V,w) has a compatible com-
plex structure J.

Proof. We know that any vector space has an inner product, but we are not
guaranteed that it is compatible with w. The idea will be to fix an inner product
g, and start with the automorphism

_ -1
A—Lg 0 ly,.

This can be modified this to get a compatible complex structure. A satisfies the
following equation by definiton;

g(A’U, w) - w(v, w)

Thus the alternating property of w implies that A* = — A, where A* denotes the
g-adjoint of A. As in the proof of proposition [3.15] take J to be the g-orthogonal
part of the polar decomposition of A — that is, J = A(A*A)*%. This must also
satisfy J* = —J, so now
J?=—JJ" = —idy

— that is, J is a complex structure on V. We now check if it is w compatible.
From elementary linear algebra we know that since J is defined in terms of
powers and inverses of A*A, we have JA = AJ. Combining this with the
orthogonality of J we get that

w(Jv, Jw) = g(AJv, Jw) = g(JAv, Jw) = g(Av,w) = J(v,w).
From the definition of J, we compute that for all nonzero v € V'
w(v, Jv) = g(Av, A(A*A)"20) = g(v, (A" A)(A"A) 20 = g(v, (A"A)2v)

which is positive since A* A is positive definite. Hence J is a compatible complex
structure. O
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Remark 3.20. Note that most of the theory from this chapter can immediately
be generalized to vector bundles m : E — B. In this setting a symplectic struc-
ture is defined as a smooth section w of the tensor bundle T¢E such that each
fiber (77(q),wq) is a symplectic vector space. Importantly, proposition
generalizes to say that any symplectic vector bundle admits a smooth section J
of the tensor bundle T} E such that J, is a compatible complez structure on each
(77 1(q),wy). In the language of structure groups, we can see that proposition
really is just a corollary to proposition|3.15. This result reduces the struc-
ture group Sp(2n) of a symplectic bundle to the unitary group U(n), meaning
that all symplectic bundles can be represented as complex bundles.
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4 Symplectic manifolds

We now move on to the smooth theory. This section will be concerned with the
first consequences of symplectic structure, generalizing Hamiltonian flows, and
showing that the local structure is in fact trivial.

4.1 Basic concepts

Definition 4.1. A symplectic structure on a smooth manifold M is a nonde-
generate, closed two-form w € Q?(M) — that is, each tangent space (T),M,w,)
is a symplectic vector space, and dw = 0.

Remark 4.2. Note that w is a symplectic structure on the vector bundle T M.

The form w must satisfy two conditions. Non-degeneracy is an algebraic
condition, and is local in nature. Closedness on the other hand, is a geometric
condition that is global in nature. Many of the algebraic properties implied by
non-degeneracy carry over from the linear case to the smooth case:

Proposition 4.3. If (M,w) is a symplectic manifold the following hold:
1. dim(M) = 2n.
2. M is orientable.

8.ty : TM —T*M : (p,v) = (P, tw, () = (p,wp(x, —)) is an isomorphism
of vector bundles.

Proof. By proposition we must have dim(T,M) = 2n. It follows that
dim(M) = 2n. From equation (3.4), we know that w™ is a volume form on
M, so M must be orientable. The map ¢, is just the identity on the base-space,
and as remarked before, the nondegeneracy clearly implies that each ¢, is an
isomorphism. O

This shows that the class of manifolds that admit a symplectic structure is
quite restricted. Closedness imposes some further restrictions.

Proposition 4.4. Let (M,w) be a symplectic manifold. If M is a closed man-
ifold (A manifold M is closed if it is compact and OM = (), then

H?*(M,R) # 0.
Proof. Since w is closed, it represents some cohomology class
a = [w] € H*(M;R).

Now a” is represented by w”, and since w™ is a volume form,

This implies that w™ is not exact, which implies that w is not exact. Hence
0+#aec H?*(M;R) O
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Proposition eliminates the possibility of having a symplectic structure
for many closed even-dimensional manifolds, for instance S? is the only sphere
that admits a symplectic structure.

Example 4.5. The 2n-torus T?” has a natural symplectic structure induced
by the universal cover g : R?” — R2"Z?" ~ T?", Since the standard form wg on
R?" is invariant under translations, we can use the local inverses of ¢ to define a
two-form w on T?" such that ¢*w = wy. Using the coordinates 0}, ¢; : T?" — St
we may express w as

w=Y_df; Adg;.
§=0

Note the similarity to the standard form wy.

4.2 Symplectomorphisms

As in the linear theory, we define symplectomorphisms as isomorphisms that
preserve the symplectic structure. As in the linear case, our definition agrees
with [CdS06] rather than [MS98§].

Definition 4.6. A symplectomorphism of symplectic manifolds (Mg, wy) and
(M1, wy) is a diffeomorphism

¥ My — My,
such that the symplectic structure is preserved — that is,
Yrw; = wy. (4.1)
Note that this is equivalent to requiring that v is a diffeomorphism such that
dep : Tp(Mo) — Toy(py (M) (4.2)

is a linear symplectomorphism for each p € My. We denote the group of sym-
plectomorphisms of (M, w) with itself by Symp(M,w).

How can we construct such symplectomorphisms? One approach is to recall
the Hamiltonian flows of section 2. The key there was to construct a certain
vector field and solve the first order differential equation associated to this field.
Note that the map ¢, from proposition can be thought of as an isomorphism
of the vector spaces of vector fields and one-forms on M — that is,

Lot X (M) — QM)
X = ix(w) =w(X,-),

where 1x denotes the interior product with X.

Definition 4.7. A vector field X € x(M) is called symplectic if ¢ x (w) is closed.
We denote the space of symplectic vector fields by x(M,w) C x(M).
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The next proposition combines the closedness and non-degeneracy condi-
tions to show that when M is closed, x(M,w) is exactly the Lie-algebra of
Symp(M, w).

Proposition 4.8. Let (M,w) be a closed, symplectic manifold. If 1, € Diff (M)
is a smooth I1-parameter family of diffeomorphisms generated by the smooth
family of vector fields X; € x(M) via

d .
ai/ft =Xioth, o =idy, (4.3)

then
Yy € Symp(M,w) Vit <— X; € x(M,w) Vt.

In other words, symplectic isotopies are precisely the flows of symplectic vector
fields.

Proof. The Cartan formula for the Lie-derivative of a differential form is
Lx(w) =tx(dw) + dex (w). (4.4)

This can be generalized to time dependent families of vector fields via the iden-
tity

d
S =0 £x,(), (45)

which holds whenever X; and 1, satisfy . Outlines for proofs of both these
identities can be found in [CdS06]. In short, the proof boils down to showing
both sides are derivations of the algebra (2*(M), A), which both commute with
d, and agree on O-forms. Combining them, and using the fact that w is closed,
we get that

d * *
al/ftw = d)t dLXt (w)

Now, note that 1, is a symplectomorphism for all ¢ if and only if the left hand
side is zero. And that ¢x, (w) is closed for all ¢ if and only if the right hand side
is zero. One can also use these identities to show that x(M,w) is closed under
the Lie-bracket, but this will not be particularly relevant to us, so we omit the
proof. O

For any symplectic vector field X, the form ¢x, (w) is closed for all ¢. If this
form is also exact for all ¢ — that is, there exists some H; € C*°(M, R) such that

LXy (w) = dHta (46)

we call X; = Xy, the Hamiltonian vector field generated by H;. Comparing
this to (2.19)) we see that this is a direct generalization of the classical case.

Definition 4.9. The one parameter family of diffeomorphisms ¢, is called a
Hamiltonian isotopy if it is generated by the Hamiltonian vector fields Xz, via
. A symplectomorphism ¢ : M — M is called a Hamiltonian symplecto-
morphism if there exist a Hamiltonian isotopy 1 such that ¥y = idps, Y1 = .
We denote by Ham(M,w) the subgroup of Hamiltonian symplectomorphisms.
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It is by definition that the subspace of Hamiltonian vector fields is the Lie-
algebra of Ham(M,w). It can be shown that the Lie bracket on this algebra is
given by the Poisson bracket of the generating Hamiltonian functions.

4.3 Cotangent bundles

One natural generalization of the R?" case is to cotangent bundles T*L of
smooth manifolds L. In physics one would interpret this as L describing the
”position” of a system, while the cotangent vector describes momentum. This
interpretation has a natural formulation in symplectic geometry through the
canonical one-form Aq,,. At any point (z,0) € T*L, define

Acan(z,0) = T 0, (4.7)
where 7 : T*L — L is the projection. In other terms, if
(v,7) € T4y T"L ~ T, L ST, L,
then

Aean(z,0) (0, T) = 0 (v).

This canonical one-form is useful as it gives rise to a canonical closed two-form
Wean = —dAean. If we can show that this form is nondegenerate, we would have
a canonical symplectic structure on the cotangent bundle. To this extent it is
useful to describe A.., in terms of local coordinates. If x : U — L is a chart
on the open set U C L, any o € T; L can be described uniquely in terms of the

basis vectors dz; as
n
g = E yjdx]—.
j=1

The y;’s are uniquely determined by, and smoothly dependent on o. This gives
rise to a new coordinate function (z,y) : T*U — R?". In these coordinates, it
is not hard to see that the canonical one-form is

n
/\can = Zyjdxj. (48)
j=1
A quick computation now shows that on T*U,
Wean = —dXcan = Y _ daj A dy; (4.9)

Jj=1

Note that this is analogous to the definition of wy on R?™ given in (2.16)). In
fact, wp is exactly the canonical two-form on T*R"™. Non-degeneracy is a local
matter, so the argument for nondegeneracy of wg found in section 2 goes through
for weqn as well. Note the striking similarity of the expressions for o and Acq,-
This similarity can be formalized as follows.
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Proposition 4.10. The one-form Aean € QY(T*L) is characterized by
0 Xean, =0 (4.10)

for every one-form o. Note that on the right we consider o as a form, while on
the left we think of it as a map o : L — T* L.

Proof. On some coordinate patch x : U — R, U C L, any one-form o is given
uniquely by

o= Z a;(x)dx;
j=1

Where a; are smooth functions on U. In these coordinates the map o : L — T*L
is given by

x = (21, ., Tn) = (21, ., Tpn, a1 (), .., an(x)) = (z,a(x)),

I,
do = (da) .

We now evaluate at the basis vector %j e T,L to get

and its derivative is

(U*/\can)ab(a(z.j) = )\can,U(ZE) (do-l(gzj))
=3 ak(x)dxﬂdl%(%))
k=1 ’

0

= @) = o)

The forms (0*Aean ). and o, agree on a basis, so by linearity they are equal. [

It would be useful to have a more compact representation of weq,. The
following lemma gives us just that.

Lemma 4.11. Let v = (vo,v7),w = (wo,wy) € TqnT*L =T, L®T;L. Then
Wean (U, w) = wi (vo) — v (wo). (4.11)

Proof. In terms of the local coordinates z,y : T*U — R2", the linear combina-
tions

- 0 - 0
U:Zaj%—&-a;dxj, w:ij%—i-b;dmj
j=1 ! i=1 !
are represented by the coordinate vectors

v={(a1,.an,a},...;ar), w=(by,..,bn,b7,....00).

ey Ay
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So

(Wean)q(v, w) = T Jow

n
— . * —_ * .
= a;b; —ajb
i1

= Zb*dl‘j <Z ak> — Za*-dxj (Z bk>
j=1 ’ L j=1 ’ = O
= wj (vo) — v3 (wo). O

We have seen that cotangent bundles have a natural symplectic structure.
We will exploit this structure later, but first we need to relate it to arbitrary
symplectic manifolds. One of the nice features is that cotangent bundles have a
clear difference between position and momentum; position is the base space, and
momentum the fibers. This may not be well defined on an arbitrary manifold,
but we will show in the next section that compact Lagrangian submanifolds
give a local notion of position. Another nice feature of cotangent bundles is the
relationship —dA.qn = Wean- This allows one to define an analogue of the action
integral , which means that we can employ variational techniques similar
to those in section 2.

4.4 Local theory

The goal of this subsection is to classify the local structure of symplectic man-
ifolds. The motivation will be Darboux’s theorem stating that all symplectic
manifolds of the same dimension are locally symplectomorphic. To this end
we will develop the Moser argument of homotopies of forms. This method will
turn out to be very useful, as it will also allow us to classify the structure of
neighbourhoods of certain submanifolds.

Lemma 4.12 (Moser argument). Let M be a smooth manifold. If w; is some
time dependent family of forms satisfying

d
&wt = dO't (412)
for some family of forms o, € QY (M), there exists a family of symplectomor-
phisms ¢ of (M,w;) with (M,wg) — that is, a family of diffeomorphisms such
that

Yiwe = wy.

Proof. For this proof we will use the following formula for the Lie derivative of
a time dependent family of forms along a time dependent family of vector fields.
See proposition 6.4 in [CAS06]. If X; and v, satisfy the first order differential
equation , we have

d d
aqﬁwt =Yy (Lx, (we) + gwt)- (4.13)
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We will construct a vector field X; such that the flow ¢, generated by X, satisfies
d *
0= &wt Wt

= (L, () + )
= 1y (dex, (wr) 4 doy)

= dof (ux, (wr) + o).

Taking X; = L;tl(*()'t), the above equation holds. So ¥;w; is constant, and at
t =0it is Yjwo = id*wy = wo O

We are interested in a special case of this. The goal is to find a symplectic
isotopy fixing some compact submanifold, but making two forms agree on a
neighbourhood of the submanifold.

Proposition 4.13 (Relative Moser argument). Let M be a smooth manifold
with dim(M) = 2n,Q C M a compact submanifold. Suppose wy,w; € Q*(M)
are nondegenerate and equal on T,M whenever ¢ € Q). Then there exist open
neighbourhoods Ny, N1 of Q, and a diffeomorphism v : Ng — N1 such that

¢|Q = id, z/J*(w1|N1) :wO\NO.

Proof. If we can find a one-form o € Q'(Ny), where Ny is some open neigh-
bourhood of @, such that

VgeQ:o|,,, =0, do=uw —wo, (4.14)
we can apply the Moser argument to the family
wr = wp + t(w1 — wo) = wo + tdo.

If necessary, shrink Ny so that w; is nondegenerate on Ny, and so that the
resulting family of diffeomorphisms ¢, is defined on Ny for all ¢ € [0, 1]. Looking
at the construction in the Moser argument, it is clear that the time derivative
of 1, will be zero on @ since our ¢ is zero on Q. Since 1y = id, we must have
¢t| 0= id, and our result would follow.

To find a form o satisfying the above conditions, consider the exponential
map from the normal bundle of @,

exp: NQ — M.
Consider an € neighbourhood of the zero section in NQ,
Ue ={(q,v) € NQ : Jv| < €}.

By the tubular neighbourhood theorem and compactness, there exist an € > 0
such that exp |U is a diffeomorphism to its image, which we define to be Ny =
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exp(U,). For t € [0,1], define ¢; : Ny — Ny by the following diagram

Uo—— U,

l lexp :

N*>N

where ¢ represents multiplication by ¢ in each fiber. Then ¢, is a diffeomorphism
for t > 0, and

¢o(No) C Q,  ¢1 =1idn,, ¢t|Q =1idq.

The form w; — wy is closed, and
¢o(w1 —wo) =0,  ¢f(w1 —wo) = w1 — wo.

For ¢t > 0, define X; € x(No) to be the vector field generating the flow ¢, — that

is,
d
X = <dt¢t> 0‘1);1

Defining oy = ¢} ix, (w1 — wo) € Q1(Ny), we have O't’Q = 0. Using (4.5)), we get
that

%@(Wl —wo) = ¢; Lx, (w1 — wo)
= ¢7 (dex, (w1 — wo))

= dO't.

Note that the form o, is given by

(004(0) = (o1~ ( 5340 (@6, (0)) .

which is smooth and well defined for all ¢ € [0,1], not just for ¢ > 0 as we
originally had. Assuming exchange of integration and differentiation, we get

w1 —wo = @7 (w1 — wo) — dp(w1 — wo)

/ dt w1 — wo)dt
1
:/ dO’tdt:d/ O'tdt.
0 0

Taking
1
o= / odt,
0
we have satified the conditions in (4.14)), and the proof is finished. O
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After quite a bit of work, we are immediately rewarded with the following
result.

Proposition 4.14 (Darboux’ Theorem). Every symplectic manifold is locally
symplectomorphic to (R?™,wy).

Proof. Let (M,w;) be a symplectic manifold with dim(M) = 2n. Any ¢ € M
has an open neighbourhood U with coordinates (z,y) : U — R?". Composing
with the linear isomorphism from corollary [3.9]if necessary, we may assume that

%, a%j is a symplectic basis for the symplectic vector space (T4 M, wy). In these

coordinates, we can define wy € Q%(U) by
n
Wo = de] A dy]
j=1

Now the coordinate functions give a symplectomorphism of (U, wp) with (R2", wy).
The symplectic forms wy,wy € Q?(U) agree on the compact submanifold {q} C
U, so by the relative Moser argument, shrinking U if necessary, there exists a
symplectomorphism ¢ of (U, w;) with (U, wp). O

We can already see that the Moser argument is pretty powerful. So far we
have only used it for the simplest compact submanifold, the singelton {q}. We
would like to use it for other compact submanifolds ). To do this, we need some
extra information about what a neighbourhood of @ looks like. The tubular
neighbourhood theorem relates such neighbourhoods to the normal bundle NQ,
but this bundle does not always have a natural symplectic structure. To impose
some structure on this bundle, we extend definition to submanifolds.

Definition 4.15. A submanifold @ of a symplectic manifold (M,w) is called
symplectic (isotropic, coisotropic, Lagrangian) if at each ¢ € Q, T,Q is a sym-
plectic (isotropic, coisotropic, Lagrangian) subspace of the symplectic vector
space (TyM,wg).

In our work, the by far most important of these concepts is that of a La-
grangian submanifold. As we shall see later many natural and important ques-
tions turn out to be about the intersection of two Lagrangian submanifolds. As
Alan Weinstein puts it in [Wei81], ”Everything is a Lagrangian submanifold”.
We will give a couple of important examples, but first we formulate an easier
way to test if a submanifold is of a certain type.

Lemma 4.16. Let (M,w) be a symplectic manifold with dim(M) =2n,i: Q —
M an embedding.

1. The submanifold i(Q) is isotropic if and only if i*w = 0.
2. ... Lagrangian if and only if it is isotropic and dim(Q) = n.

3. ... symplectic if and only if i*w is nondegenerate.
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Proof. The first and third claims follow immediately from the fact that di :
T,Q — TjqM is an isomorphism onto its image, which is Tj,i(Q). For 2,
combine 1 with lemma [3.7 O

Example 4.17. Let L be a smooth n-dimensional manifold, (T*L, Acarn) the
canonical symplectic structure on its cotangent bundle. Then the zero section
Ly, as well as any fibre 771(q), is a Lagrangian submanifold since

Aean (0%, 0) = 0%(v) = 0
Acan(v*,0) = v*(0) = 0.

Here we have again used the splitting T7T*L ~ TL & T*L. In general, for any
submanifold ) C L, the annihilator

TQ* = {(g,v") € T"Q: v*(T,Q) = 0} C T*L
is a Lagrangian submanifold. Our examples above can be reformulated as
Lo=TL", 7 '(q) =T{a}"

Example 4.18. Keeping the notation from the previous example, consider a
one-form o € Q'(L) as a map o : L — T*L. The graph o(L) is a Lagrangian
submanifold of T*L if and only if ¢ is closed. To see this, just recall that by
proposition 10}
U*Wcan - 0*(_d)\can)
= —do* Aean

= —do.

Example 4.19. If (M,w) is a symplectic manifold, we define a symplectic
structure on the product manifold M x M by (—w) X w := 75w — 7jw, where 7;
denotes the Cartesian projections. The submanifolds {p} x M and M x {p} are
symplectic submanifolds of (M x M, (—w) X w) To see this, let v, : M — M x M
and h, : M — M x M denote the vertical and horizontal embeddings of M at
p respectively — that is, v,(M) = {p} x M,h,(M) = M x {p}. Then a quick
calculation shows that

hy ((—w) x w) = —w
v, ((—w) X w) = w.
Both of which are nondegenerate, so the submanifolds are symplectic.

Example 4.20. Given any diffeomorphism ¢ € Symp(M,w), we denote its
graph by gry(M) C M x M. This is a Lagrangian submanifold of (M x
M, (—w) x w) if and only if ¢ is a symplectomorphism. To see this, just note
that

gr((—w) X w) = gry(mow — Tiw)

= ¢*w — W,
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which is zero if and only if ¢ is a symplectomorphism. In particular, the diagonal
A(M) C M x M is Lagrangian. With this in mind, we can actually restate the
Arnold conjecture in terms of the Lagrangian intersection gry(M)NA(M). This
motivated the generalization of the Arnold conjecture to arbitrary Lagrangian
intersections Lo N Ly, where Ly and Ly are related by a Hamiltonian isotopy.

Let us first consider neighbourhoods of symplectic submanifolds. If Q C M
is a symplectic submanifold, each tangent space splits as

ToM ~T,Q ®T,Q%.
This gives us a natural description of each normal space N,() as follows,

T,Q © T,Q
T,Q

The next result uses this isomorphism to show that for compact symplectic
submanifolds @, the symplectomorphism class of the bundle TQ% determines
the symplectomorphism class of any sufficiently small open neighbourhood N (Q)

of Q.

Proposition 4.21 (Symplectic Neighbourhood Theorem). Let (My,wp) and
(Mi,w1) be symplectic manifolds with compact symplectic submanifolds Q; C
M;,j = 0,1. Let N(Q;) denote any sufficiently small open neighbourhood of
Qj. If there exists a symplectomorphism of the bundles ® : TQg° — TQT*
covering a symplectomorphism of the base spaces ¢ : Qo — Q1, then ¢ extends
to a symplectomorphism v of (N(Qo),wo) with (N(Q1),w1).

N,Q = T,M/T,Q = ~T,Q".

Proof. We may extend ¢ to neighbourhoods by taking N(Qp) small enough that
exp~! is defined, then taking ¢’ to be the composition

exp

N(Qo) 22— TQg> —2 T

Ml )
¢/

and defining N(Q1) = ¢'(N(Qop)). Now the two forms wq, ¢*w; € Q2(N(Qo))
are closed, nondegenerate, and agree on the compact submanifold @y since
¢/’QO = ¢ is a symplectomorphism. Hence, we may apply the relative Moser
argument to get a symplectomorphism ¢’ of (N(Qo),wp) with (N(Qo), ¢*w1)
fixing ). Taking 1) = ¢ 09}’ we get the desired symplectomorphism. O

We now consider the Lagrangian case, which is in fact even easier; the dif-
feomorphism class of L determines the symplectomorphism class of N(L). This
theorem will be essential in proving the ”C'-close to the identity”-case of the
Arnold conjecture.

Proposition 4.22 (Lagrangian neighbourhood theorem). Let (M,w) be a sym-
plectic manifold with dim(M) = 2n, L C M a compact Lagrangian submanifold.
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Let Lo denote the zero section in the cotangent bundle T* L. Then there exist
open neighbourhoods N (L) C M,N(Lg) C T*L, and a symplectomorphism ¢ of
(N(Lo),Wean) with (N(L),w).

Proof. By remark [3:20] there exists a compatible complex structure J on T'M,
At each ¢ € L, T, L is a Lagrangian subspace of T,M, so we know that

J,(T,L) = T,L* ~ N,L,

where TqLJ- denotes the orthogonal complement with respect to the inner prod-
uct gy induced by J. Hence J : TL — NL is a bundle isomorphism. The inner
product g; induces an isomorphism ® : T*L — T'L satisfying the equation

(97)q (®q(v*),v) =v*(v), YveT,L,v" e T;L.

We define ¢ to be the following compositon,

exp

™L 257170 5 NL
w

Restricting to a suitable neighbourhood N(L) where exp is a diffeomorphism
makes ¢ : N(Lg) — N(L) a diffeomorphism. Note that for any v = (vg,v]) €
T((I’O)T*L ~ Ty L& T;L,

M .

(de)(q,0)(vo,v7) = vo + Jg 0 Py(v]). (4.15)

This holds since J and ® are linear, and the derivative of exp at the zero section
is the identity. So if v = (vo,v]),w = (wo,w}) € T(q,0)T*L,

((b*w)(q,O)(Ua w) = Wy (vo + Jqq)q(qflk)7 wo + Jq¢q(wT))
= wq (v0, Jq®q(w])) — wy (wo, JPq(v7))
= (94)q (vo, Pq(w7)) — (9.)q (w0, Pg(v7))
= wi(vo) — v (wo)
= (Wean )q(v, w).
Where we have used . This shows that the symplectic forms ¢*w and weqn
agree on the compact submanifold Ly. By the relative Moser argument, we can

modify ¢ to make it a symplectomorphism on sufficiently small neighbourhoods
as desired. 0

We are now ready to make precise what we mean by C'-close to the identity,
and see why it will be useful in proving the Arnold conjecture. The following
lemma follows from the properties of the Whitney topology for compact mani-
folds. For an introduction to this theory, see appendix [A]

Lemma 4.23. Let M be a compact smooth manifold.
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1. Let g: M — T*M be an embedding sufficiently C*-close to the embedding
of the zero section My : m — (m,0). Then g(M) = o(M) for some
one-form o € QY(M).

2. Let g: M — M x M be an embedding sufficiently C'-close to the diagonal
embedding A : m — (m,m). Then g(M) = gry(M) for some diffeomor-
phism ¢ : M — M. As before, gry : M — M x M denotes the embedding
of the graph of ¢.

Proof. By proposition the set Diff (M, M) of diffeomorphisms of M is open

in CY(M, M). Let w: T*M — M be the bundle projection, and 7y : M x M —
M projection to the second factor. Then the diagrams

%OTM\ %/AMXMY

m™og T20g9

M_—_——2IM M_—_——— M
i id

commute, and by proposition [AZ6] the maps

e C"(M,T*M) — C" (M, M),
(m2)s : C"(M,M x M) = C"(M,M)

are continuous. The preimages of Diff (M, M) are thus open neighbourhoods of
0 and A in their respective spaces. If g € m (Diff(M M)), the map go(rog)~!
defines a one-form with graph g(M). If g € (), 1 (Diff(M, M)), the map a0 g
is a diffeomorphism with graph g(M). O

The following proposition combines this lemma with the Lagrangian neigh-
bourhood theorem and our results about the structure of the cotangent bundle.

Proposition 4.24. Let (M,w) be a compact symplectic manifold. Then there
exists an open neighbourhood N (idpr) of idpys in Symp(M, w) which can be iden-
tified with an open neighbourhood N(0) of zero in the vector space Z'(M) of
closed one-forms on M.

Proof. We let

My: M — T*M
A:M—MxM

denote the embeddings of the zero section and diagonal respectively. We showed
in example that A(M) is a Lagrangian submanifold of (M x M, (—w) X
w). The diagonal A(M) is also compact by assumption, so by the Lagrangian
neighbourhood theorem, there exist neighbourhoods N(A(M)) and N(My(M))
of the diagonal and the zero section in M x M and T*M respectively, and a
symplectomorphism

U : N(A(M)) = N(My(M)).
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Since M is compact, we can find a C%-neighbourhood N(A) of the diagonal
embedding in C1(M, M x M) such that every map in N(A) has its image
contained in N(A(M)). Since CY(M,M x M) ~ CY(M,M) x C*(M, M) by
proposition [A7] it is easy to see that the graph map
gr_ : C*(M, M) — C*(M, M x M)
fegrycae (z, f(x)
is continuous. The preimage of N(A) under this map is a neighbourhood
N(idys) of the identity in C1(M, M). Shrinking this to the preimage of the
neighbourhood N (Mj) of the zero embedding in C* (M, T* M) obtained in lemma

we get the following diagram of neighbourhoods, continuous maps, and
open inclusions

N(idy) —2—— N(A) —2—— N (M)
C(M, M) CY(M, M x M) CY(M,T* M)

Now for any map ¢ € N(idys), there exists a one-form o : M — T*M such
that U o gry(M) = o(M). Since gr, (M) is Lagrangian, and ¥ is a symplecto-
morphism, o(M) must also be Lagranagian. Thus o is closed by example
It is not hard to see that this process can be reversed; just take the neighbour-
hood N(A) C CY(M, M x M) obtained in lemma and perform appropriate
restrictions to get the diagram

1 -1

N(My) —2 5 N(A) — Ty N(ida)
CH(M,T*M) CH(M, M x M) C(M, M)

Again using examples and we get that a closed one-form is identified
with a symplectomorphism. O

As mentioned, we are now close to proving the C'-case of the Arnold con-
jecture. To see why, just note that if a given symplectomorphism ¢ € N (idys)
corresponds not only to a closed, but to an exact one-form, we get the following
equation.

Vo gry(M) =dF (M) (4.16)

Now since ¥ o A(M) = My(M), any critical point of F : M — R corresponds
to an intersection of gry (M) with A(M), which is exactely a fixed point of .
Since U is a diffeomorphism, transversality of the intersection dF (M) N My(M)
is equivalent to transversality of the intersection gry (M) N A(M). Therefore,
if ¢ has only nondegenerate fixed points, F' must be a Morse function. But for
what sort of symplectomorphisms can we expect that the corresponding form is
exact? This will be answered in the next section.
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Figure 1: Mapping a neighbourhood of the diagonal to a neighbourhood of the
zero section.

5 Generating functions

We have seen that there is a connection between closed forms and symplecto-
morphisms. In this section, we will expand this connection, and examine when
we get exact forms.

5.1 Generating functions of type S

Cotangent bundles have the nice property that we can easily construct a La-
grangian submanifold by picking a closed one-form on the base space. For a
general symplectic manifold M, the issue is that we only have the structure of
a cotangent bundle locally around the diagonal A(M) C M x M. If we restrict
ourselves to a cotangent bundle T%L, we can easily get a Lagrangian subman-
ifold of the symplectic manifold (T*L x T*L,w X w). Letting 7 : T*L — L
denote the bundle projection, the map

T*LxT*L — T*(L x L)
((z0,%0), (x1,91)) = (z0, 1, ToY0 + T Y1)
is a diffeomorphism, and when we consider both bundles with their symplectic
structureEI it is also a symplectomorphism. Hence we can get a Lagrangian
submanifold of the product by choosing a closed one-form o € H'(L x L). In
particular we can choose any smooth function S : L x L — R and look at
the graph of dS. The problem is that the graph of a symplectomorphism is

only Lagrangian when we consider the twisted symplectic structure (—w) X w.
Therefore, we define a twist on the first factor by the map

T=-1xid: T*LXxT*L - T*LxT*L

(3307110’551791) — (.’IJQ, —Yo, mlayl)7

La quick computation shows that the canonical one-form on T*(L x L) is in fact A x \ :=
TgA + 77 A when X is the canonical one-form on T L.
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where y; € T;jL. A quick computation shows that
T((~w) X w) = w X w.

Hence for any Lagrangian submanifold Y of (T*L x T*L,w X w), we get a
Lagrangian submanifold Y7 := 7(Y) of (T*L x T*L, —(w) x w). If Y7 is the
graph of a diffeomorphism 1, we know by example that ¢ must also be a
symplectomorphism. Looking at the case where Yg = dS(L x L) is the graph
of the one-form dS, we can see that ¢ must satisfy

Y,Sq’— = {(.1'0, _dSO(anxl)ax17d51('r07x1))} = {any07u(x07y0)7v($05y0)}

where we use the notation ¥(zo,y0) = (u(zo,y0),v(%0,%0)), and df; = 7;df.
This is equivalent to the generalized discrete Euler-Lagrange equations

oS oS
Yo = —8730(%,961)» Y1 = 8761(950,%1) = P(x0,0) = (T1,41). (5.1)

Given a function S, we can solve the above equations if the map

Gs(zg,z1) = (xo, ;i(a:o,xl)) (5.2)

is a diffeomorphism. By the implicit function theorem, we can solve this locally
at zg,xq if S satisfies the Legendre-condition

028
det (63318331) £0. (5.3)

Conversely, given a symplectomorphism ¢ : T*L — T*L, we know that if the
graph of 1 is the graph of a one-form o, this one-form must also be closed. This
happens exactly when the map

Gu(0,y0) = (w0, u(T0,Y0)) (5.4)

is a diffeomorphism. Intuitively, we can understand this condition by a physical
analogy. If ¢ = (b}j’[o is the time-one map of a Hamiltonian flow, we might ask
the question: Given any two locations xg,x; € L, is it possible to travel from x
to x1 in one unit of time? If so, what are the possible starting momenta? We
approach this question by considering all possible initial momenta, yo € T, L,
and all possible terminal momenta, y; € T, L. We are then interested in the
intersection ¢ (T, L)NTy L. (See figure ) This intersection is transverse (and
the equation is locally solvable by the implicit function theorem) if v satisfies
the inverse-Legendre condition

det (gzz)(xo,yo)) £ 0.

If L is simply connected, we know that the form o is not just closed, but exact.
Hence we have proved the following lemma.

36



"L 7rp L Tr L

Yo (4 /
T

Y1

Zo / T

v
v

(T35, L)

Figure 2: A question of intersection between two Lagrangian submanifolds.

Lemma 5.1 (S-Lemma). Equip all cotangent-bundles with the canoncial sym-
plectic structure.

1. Let L be a simply connected manifold. Given any symplectomorphism ¢ =
(u,v) : T*L — T*L such that the map G,, from (5.4)) is a diffeomorphism,
there exists a function S : L x L — R such that ¢ and S satisfy (5.1]).

2. Let L be a manifold, S : L x L — R a smooth function such that the map
Gg from (5.2) is a diffeomorphism. Then there exists a symplectomor-
phism ) : T*L — T*L such that b and S satisfy (5.1)).

Any function S with these properties is called a generating function of type S
for .

One interesting special case of this is T*R™ ~ R?". In particular, we know
that R"™ is simply connected, so we expect all symplectomorphisms satisfying the
non-degeneracy condition to have a type S generating function. For Hamiltonian
symplectomorphisms, we can find an explicit form of this function via the action
integral

ty
®u(a) = [ (o) - Hila)at.
to
For suitable points (zg,71), we define (x,y) = 2 : [to,t1] — R?*" to be the
unique curve solving the Hamiltonian equations (2.7]) with boundary conditions

z(t;) = z;. Equivalently, if qb';}’t“ satisfies the non-degeneracy condition, we

may take z(t) = ¢5/° (G (20, x1)). We then define Sy as the composition

SH(J}(),.’IJl) :(I)H(Z). (55)

Lemma 5.2. With the above definitions, Sy is a generating function of type S
for the symplectomorphism 1 = ¢§3’t1,
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Proof. Choose (xg,z1) € U, and a perturbation (£y,&1). Then for sufficiently
small s > 0, let z : [to,t1] — R?" be the unique path solving (2.7) with
boundary conditions

l’s(to) = 29 + 850, (ﬂs(tl) =2+ 851. (56)

Now by definition, ®(z5) = Su(xzo + s&o,x1 + s&1). Differentiating both sides
with respect to s, and using the calculation in (2.10)), we get that

_ 0Su 0Su
(y1,€1) — (Yo, 60) = B0 o + Ry &1
Since this holds for all (&,&;) € R?", the result follows. O

Example 5.3. To get a feel for what these equations look like, we consider the
example of S : R” x R™ — R given by

_ 2
S(zo,71) = s = oll® 2300|| :

The solution to ([5.1)) is clearly
Yo = Y1 = T1 — Zo-
Hence the corresponding symplectomorphism must be

Y(z,y) = (z +y,9),

which is precisely free translational motion in R™. In fact this system is gener-

ated by the Hamiltonian H(z,y,t) = % on the time-interval [0, 1], which can
be interpreted as a system with no potential energy. This can be generalized
to cotangent bundles of geodesically convex Riemannian manifolds by replacing
the euclidean norm with the induced metric. The generated symplectomorphism
then corresponds to geodesic flow. See [CdS06].

The Euler—Lagrange equations ([2.2)) arose from a variational principle on the
space of paths. Since equations re a discrete version of these equations,
we expect there to be a discrete variational principle generating the latter as
well. Let 1 : R?" — R2" be a symplectomorphism with generating function S.
We denote an orbit of length [ of (xg,yo) by

From the S-lemma we know that the orbit is uniquely determined by the
sequence
X = (zo, 21, ..., 21),

since the y;’s can be recovered as

yj = O2(wj-1,7;) = =01 (%), Tj41),
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where 0; and J> denote the derivatives of S with respect to the first and second
variable respectively. The two expressions on the right agree for all 0 < j < [ by
lemma so y; is well defined. For j = 0 and j = [, only one of the expressions
is well defined, so we set y; equal to that one. It is not hard to see that if X
satisfies the discrete Euler Lagrange equation

Oa(zj-1,25) + O1(25, 2j41) = 0
then, X is also a critical point of the discrete action functional

-1

I(X) =Y S(zj,z; +1).

=0

Unfortunately this approach is not as fruitful as we hoped. First of all we can
only expect generating functions for simply-connected base spaces. Second, we
don’t have a general way to avoid the non-degeneracy condition of lemma [5.1
This prompts us to modify our assumptions, and try a new approach.

5.2 Hamiltonian symplectomorphisms of exact manifolds

Cotangent bundles have a very specific symplectic structure. In particular, they
have a canonical one-form A\ with the two properties

c'A=o0, w=-—d\

In this subsection, we get rid of the first of these, and show that if we add the
assumption that our symplectomorphism is Hamiltonian, we still get generating
functions.

Definition 5.4. A symplectic manifold (M,w) is called exact if the closed two-
form w is exact — that is, if there exist some one-form A with w = —dA. The
form A is called an action form of (M,w).

We now show that on an exact symplectic manifold, Hamiltonian and sym-
plectic isotopies are characterized by how they act on an action form A. Recall
from section that an isotopy ¢, € Diff (M) generated by a vector field X
via is called symplectic if the form ¢, (X}) is closed, and Hamiltonian if it
is exact.

Proposition 5.5. Let ¢; be an isotopy of an exact symplectic manifold (M, —d\)
generated by the vector field X;. Then ¢; is a symplectic isotopy if and only if
the form

YO (5.7)

1s closed for all t. Moreover, ¢; is a Hamiltonian isotopy if and only if the form
is also exact for all t — that is, if there exist some smooth one parameter family
of functions Fy : M — R such that

PN — \ = dF,. (5.8)
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One choice of F; is
t
Fy = / (tx,(A) — Hy) 0 ¢ ds, (5.9)
0

where Hy is the Hamiltonian function generating ¢¢. This is unique up to adding
a constant.

Proof. For the first part, just note that
0=d(¢pjA— A =w— Pjw <= Pjw =w.

Which is equivalent to ¢; being a symplectomorphism for all ¢. If equation ([5.8])
holds, let
d _
Hy =1x,(\) — (tht) o ¢t

Then the integral in equation (5.9)) becomes

S t
/‘Quﬂ—u¢m+CUQo@ﬁo@m=/‘%zm=ﬂ—m.
o dt ) dt

Since dFy = id* A — X\ = 0, Fy must be constant, so our claim holds. To see that
H; generates ¢;, we combine equations (4.4)) and (4.5)), to get that for all ¢,

S 6= 07 (1x, (N) + dux, ()

= ¢} (th(d)\) +d <Ht + ((;itpt> o ¢t—1>)

d
= —¢iix,(w) + ¢rdH; + adFt

d

= —¢; 1 (Xy) + ¢rdH; + &((25:)\ - )
d

= —¢; 1 (Xy) + ¢rdH; + &@X

This implies that ¢, (X;) = dH;, which means that H; generates ¢;. Conversely,
if 1,(X;) = dHy, we define F; by equation (5.9). The above calculation becomes

SOTA = 6 (dex, ) — )
—d((tx,(N) ~ Hi) 0 60).

Integrating this on both sides, we use the fundamental lemma of calculus on
the left, and again assume interchange of differentiation and integration on the
right. This gives

GEA— A= d/o (tx.(\) — H,) 0 64) ds = dF).
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Remark 5.6. For x € M, Fy(x) is the integral of the action form X\ — Hds
along the curve

[0,¢] = M
s+ ds(x).

Notice the similarity to the generating function Sy .

We say that any symplectomorphism ¢ is exact with respect to A if it satisfies

the analogue of (5.8]),
¢\ — \=dF. (5.10)

One issue now is that there might be several choices of one-form A satisfying
—dX = w, and that the definition of exact depends on this choice unless ¢* :
HY(M;R) — HY(M;R) is the identity. One way to deal with this to consider
two different one-forms; one on the source an one on the target. We then
consider the equation

@* A1 — Ao = dF.

Even more generally, we might consider one-forms « on the product manifold
such that —da = (—w) x w. The notion of exactness in this setting is that of
an exact Lagrangian embedding.

Definition 5.7. Let (M, —d\) be an exact symplectic manifold. A Lagrangian
embedding ¢ : L — M is called exact with respect to A if the one-form ¢*A
is exact. (The form ¢*A will always be closed since the condition for being a
Lagrangian embedding is t*w = 0.)

This definition might also be dependant on choice of A, unless t* : H'(M;R) —
H'(L;R) is the zero morphism. We can immediately see that the notion of ex-
act Lagrangian embeddings generalizes equations and , since they
are equivalent to saying that gry, : M — M x M is an exact Lagrangian em-
bedding with respect to the forms (—X) x A and (—A1) X A\ respectively. We
now use the fact that Hamiltonian symplectomorphisms are exact with respect
to any form to prove existence of a new kind of generating function.

Proposition 5.8. For a symplectic manifold (M,w), let a« € QY (M x M) be
any one-form such that

—da = (—w) X w, 0,

a‘A(M) =
where A : M — M x M denotes the diagonal embedding. Then for any Hamil-
tonian Symplectomorphism ¢, the embedding of the graph, gre : M — M x M is
an ezact Lagrangian embedding with respect to . Any function Sae : M — R
satisfying

dSa,¢ = gria

s called an a-generating function for ¢.

41



Proof. We can express gry as the composition
gre = (ZdM X gb) o A.

Clearly, ¢ x id is a Hamiltonian symplectomorphism since ¢ is one. Hence, by
proposition there exists a function F' : M x M — R such that

(id X ¢)*a — a =dF.
Since A*a = 0 by assumption, we get that
d(FoA)=A"F = A"(idy X ¢)"a — A%a = grja.

Hence F o A: M — R is an a-generating function for ¢. O

5.3 Proof of the C''-close to the identity case

Now for general symplectic manifolds, there might not exist any global choice
of a. In particular, any closed symplectic manifold cannot be exact by propo-
sition [4:4] However, the last calculation of the previous section offers another
approach; we can use the symplectomorphism ¥ : N(A(M)) — N(My(M))
from the Lagrangian neighbourhood theorem to define a local action form
a = U*)\.,,. While this form does not technically satisfy all the conditions of
proposition [5.8] it is not hard to see how the proof can be adapted so that this
form admits an a generating function S,,4 on N(A(M)). Combining this with
the calculations of proposition [£:24] we are in a position where we can easily
prove a special case of the Arnold conjecture. First we remind ourselves of the
definitions of nondegeneracy.

Definition 5.9. Let X be a manifold. A fixed point = of some C'-map f :
X — X is called nondegenerate if ||df — I|| is nonsingular, or equivalently if the
intersection of the graph gry(X) with the diagonal A(X) is transverse at (z, z)
in X x X.

Definition 5.10. Let X be a manifold. A critical point z of a C'-function
F : X — R is called nondegenerate if the Hessian Hp () is nonsingular. Equiv-
alently if the intersection of the graph dF(X) with the graph of the zero-section
Xo(X) is transverse at (z,0) in T*X. A function with only nondegenerate
critical points is called a Morse function.

Proposition 5.11. For any compact symplectic manifold (M,w), there exists
a C*-neighbourhood N (idyr) of the identity such that if ¢; is a Hamiltonian
isotopy with ¢y € N(idpr) for 0 < t < 1, then ¢y has at least as many fixed
points as a function on M has critical points. If all the critical points are
nondegenerate, there are at least as many as a Morse function on M has critical
points.

Proof. By proposition there exists a C''-neighbourhood N(idys) of the
identity such that if ¢, € N(idar), the image gry, is contained in the domain
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of ¥ : N(A(M)) — N(My(M)), and the image of ¥ o gry, is the image of a
one-form ;. Hence there exists a diffeomorphism f; : M — M such that

\I’OQV TCH

M*>M

commutes. We also know that the form o = ¥*)\_.,,, admits an a-generating
function F; satisfying
975,V Acan = dFy.

Combining these facts with proposition .10} we calculate

t Ut >\can - g’l"¢ \I/ )\can

fior=dF;
= ot(M) = dF: (M)
= VYogry, (M) =dF,(M) (5.11)

Since ¥ maps the diagonal to the zero-section, we know that a critical point
of Fy corresponds uniquely to a fixed point of ¢;. As we have remarked be-
fore, W preserves transversality of intersections, so if all the fixed points are
nondegenerate, all the critical points are also nondegenerate. O

We have managed to prove one special case of the Arnold conjecture. This
result however is not too interesting. In a sense, it is a local result, and can be
seen as an consequence of the local theory being trivial. On the other hand, it
will give us a new kind of generating function on R?", which will be useful in
our further study.

5.4 Generating functions of type V

As we have already seen, a-generating functions give rise to the generating
function Sy as the special case @« = (—A) x A. We can get a different kind
of generating function on R?" by using a one-form « that is not of the form
—Xo X A1, namely the form ¥*\.,, from the proof of proposition In
the special case of R2", we can extend the symplectomorphism ¥ from the
Lagrangian neighbourhood theorem to a global symplectomorphism

U TFR™ x T*R™ — T*R?"

as follows. On T*R?", we use coordinates (qo, q1, po, p1), where the ¢’s describe
the base-space, and the p’s describe the fibers. In these coordinates the canonical
symplectic form is

n
wWean = ¥ dqo; A dpoj + dgij Apr; = dgo A dpo + dgr A dp.
=1
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Using the coordinates (zg,yo,z1,y1) on T*R™ x T*R"™, the twisted standard
form is
(—OJO) X (wo) = dl‘l A dyl — dxo A dyo.

If we then define

\I/(x07y07x17y1) = (mlayanl — Yo, %o — 371),

It is not hard to check that we get a symplectomorphism, and that the diagonal
is mapped to the zero-section. Thus we define an action form

a =" Xean = (y1 — Yo)dzo + (xo — 21)dyo

on T*R™ x T*R™. The graph of any symplectomorphism ¢ = (u,v) : T*R™ —
T*R™ is an exact Lagrangian embeddingﬂ so there exists an a-generating func-
tion Sq,4 such that

grya=dSs -

We know from proposition that there should be some C'-condition such
that if ¢ satisfies this condition, ¥ o gry is the graph of a one-form. Specifically,
this condition is that the composition

moWogry : M —M
(0, y0) = (u(zo,%0),yo)
is a diffeomorphism. If it is, let f denote its inverse. This satisfies
f(z1,90) = (w0, 50) = u(zo,90) = 21.
We then define V' = f*S, 4, which has differential
dV = f*dSa,p = frgrja.
Expanding this equation, we get that

_ _faiv(x ), T —x _al(x )
Y1 — Yo = o1, 1,%0), T1 o—ay0 1, Yo

if and only if 1 (xg, yo) = (1,y1). We call any function satisfying this equation
a generating function of type V for . Just as for generating functions of type
S, there is a corresponding non-degeneracy condition such that any function V'
satisfying this condition defines a symplectomorphism via the above equations.
It is not hard to see that the condition is that the map

ov
(xlvyo) = ($1 - aiyo('rlay()%yo)

should be a diffeomorphism. We have thus proved the following lemma.

2Since the space is simply connected, all Lagrangian embeddings are exact, therefore it is
not necessary to assume ) is Hamiltonian.
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Lemma 5.12. Any symplectomorphism 1 = (u,v) of R®" such that the map
Gy R — R*™
(w0, y0) = (u(z0,Y0),Y0)

18 a diffeomorphism admits a generating function of type V. Any function V' on
R2™ such that the map

Gy : R?" 5 R

ov
(z1,90) — (Il - 8%(58171/0),110)

is a diffeomorphism generates a unique symplectomorphism v of R*" via (5.4).

We claimed earlier that the diffeomorphism condition on G, is a C'-condition.
Therefore, there should be some way of rephrasing it in terms of conditions on
the first derivative of . This is the idea of the following lemma.

Lemma 5.13. The map G, defined above is a diffeomorphism if ¢ satisfies

vz € R, (5.12)

N =

[|dep(2) = Ion|| <
Proof. The proof has two parts. First we show that if ¢ satisfies (5.12)), then so

does G,,. Then we show that any map with this property must be a diffeomor-
phism. It follows from the definition of G, that

A B A B
d¢:<c D) — dGu:(O In).
Now a quick calculation shows that

(dGu — Lon) (u, v)|| =

)
< ((A —IL)u+ Bv) ‘

= [|d¢ — Lon (u,v)|]-
It is clear that dG,, is invertible, since if w # 0, dG, (w) = 0, we have
1
1(dG = Lan)(w)l] = [Jwl] > Slwl]-

We now use a fixed point argument to show that G is bijective. For any ¢ € R?",
define a map T : R*® — R?" by

Te(2) = 2+ ¢ = Gu(2)
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and consider the fixed point problem T¢(z) = z. We have that

1
14| = [1f2n — 4Gl < 3,

so by a mean value theorem argument, 7¢ is a contraction. Hence, by the
Banach fixed point theorem, there exists a unique fixed point. This is the same
as a unique solution to the equation G, (z) = (. O

Symplectomorphisms satisfying this condition will admit generating func-
tions of type V. It might seem like the C'-condition is at least as strict as
the Legendre condition of the S-Lemma, but we have a trick up our sleeve. If
Y = gzﬁthl,’t(’ is a Hamiltonian Symplectomorphism, we can discretize the flow by
sampling it as follows. For some sufficiently large N, we define

é@rﬁ@ j=0,.N—1. (5.13)

Then we can retrieve 1 as the composition

Y =1N_10...0%107y.

If the Hamiltonian has bounded first and second order derivatives, that is if

T]+17TJ
szj = y T; = to +

sup sup (HdQHt(z)H + HdHt(z)H) =L < 0, (5.14)
teR zeR2n

we can Taylor expand the map t — qbz}f (z) at t = s and get

d
165 (2) = 2l = llég" (2) + (t — to) - 6™ (=) + (|t = s|*) — 2]

< [[(t = 5) X, (2) + o[t = )| < L(t — 5).

Hence, by picking NV large enough, each 1; satisfies the C'-condition (5.12)), so
there exist functions V; : R?" — R such that

oV A%
Tjp1 — T = aiyj(xj+lvyj)a Yjr1 — Y5 = —ij(%‘ﬂ,yj) (5.15)

if and only if (2j41,yj41) = ¥;(x;,y;). This is a discrete version of Hamilton’s
equations . Just as before, we are interested in finding a corresponding
variational principle. Let P ~ R?"N+7 denote the set of discrete paths z =
(0, ., TN, Y0, ---yn—_1) of length N in R?"™. (Note that yx is uniquely determined
by the rest of z by ) We now define a symplectic action functional on
this space by

N—-1
Z (Yjszjr1 — x5) — Vi(Ti41,95)- (5.16)
=0
As expected, this is just a discrete analogue of the action integral (2.9). As in

lemma [2.10] we fix the boundary conditions xy and x and consider variations
fixing these endpoints.
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Figure 3: The discrete paths z and 2’ are critical points of the action functional
approximating the red Hamiltonian flow. Note that 1(z9) = 2o is a fixed point.

Lemma 5.14. A point z € P is a critical point of ® with respect to variations
fizing the endpoints if and only if z satisfies (5.19) (the first equation for 0 <
Jj < N =2, the second for 0 < j < N —1).

Proof. We just need to calculate that the partial derivatives are

0P oVj_1 .
gzyj—l—yj—ﬁ(mﬁyj—l) 1<j<N-1
J
0P oV )
a—y:xj+1*$j*87;($j+1ayj) 0<j<N-1 (5.17)
j
Setting all of these to zero is equivalent to (|5.15]). O

In light of the Arnold conjecture, we are specifically interested in the special
case of periodic boundary conditions zg = x. The space of such paths can be
identified with the space Py, of N-periodic sequences with terms in R?". For
notational convenience we extend 1; and Vj to all j € Z by

Vien =Vj, YN =1

It is not to hard to see that fixed points of ¥ correspond to critical points of
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® : Pper — R, but if we want to use Morse theory, we need to show that
nondegeneracy carries over as well. This is the essence of the following lemma.

Lemma 5.15. A periodic sequence z is a critical point of ® if and only if zg is
a fized point of 1. Moreover, zy is nondegenerate as a fized point if and only if
z is non degenerate as a critical point.

Proof. The calculations of (5.17)) continue to hold for the periodic boundary
conditions, so the first part of the lemma holds. For the second part, we need to
compute the Hessian at a critical point z, which we denote H,®. Differentiating

equation (5.17)) yields
%P 02V, 0?® 02V,
e s Y A SR
Oz 0x; TE Oy 0yr0y; I Ox2

827(1) =5 1 — % iy
Qy;0m), DR Oyox Ik
Where ¢ denotes the Kronecker-delta. We now consider the equation

H.®(&n) =0.

This gives the following recursive relations on & and 7.

02V 02V
Nj41 + m52&jr1 = (1 . ) 7;

02z B 0xdy
0%V 9%V

We shall see that this is related to the action of di. Since z is a critical point,
it satisfies the equations

oV
uj(zj,y;) = j + a—;(uj(a;j,yj),yj)

oV
vi(24,95) = y; — a—;(uj(xj,yj),yj), (5.19)

where ¥;(z;,y;) = (uj(x;,y;),vj(xj,y;). Differentiating these equations, one
can solve for the components of di;, and find that the recursive relationship

(5.18) is equivalent to
(&r1mir) = dv;(&,my), 0<j<N-—1

Using the chain rule to combine all these, and the boundary condition zg = zy,
we get

(507 770) = dd}zo (507 770)'

Hence (£,7n) is in the kernel of H,® if and only if (£,n0) is in the kernel of
I—dv,,. In particular, triviality of one kernel implies trivialtiy of the other. [

This is a powerful result about symplectomorphisms of R?", and it will be
the key to proving the T?" case of the Arnold Conjecture.
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6 The Arnold Conjecture

Our goal is to relate fixed points of a Hamiltonian symplectomorphism to critical
points of some function. In the case where (bﬁq’t” is generated by some time-
independent Hamiltonian H; = H, the connection is obvious. If however we
have a 1-periodic Hamiltonian, Hy,; = Hy, the 1-periodic solutions of the flow
(ﬁf’t“ will correspond to fixed points of the time-1 map 9 = ¢}}0. The periodic
orbits will also correspond to critical points of the action integral

@H(z):/31 z*)\—/olH(t,z(t))dt,

where z : S! — M is some loop in M. This is only well defined for exact
manifolds. For contractible loops in non-exact manifolds, we can generalize by
taking u : B — M to be some extension of z to the closed unit ball, and define

aH(ZaU)/Bu*w/OIH(t,z(t))dt

Counting critical points of this functional on an abstract infinite dimensional
space was the motivation for developing Floer theory, which eventually solved
the Arnold conjecture for closed manifolds. The construction of Floer homology,
unfortunately, is too involved for this thesis. Our goal is to replace this infinite
dimensional variational problem with a finite dimensional one. The key to this
reduction is to exploit the linear structure of the universal cover R?"* — T?",
We use this to prove the following special case of the Arnold conjecture known
as the Conley—Zehnder theorem.

Proposition 6.1 (Conley—Zhender). A Hamiltonian symplectomorphism 1 :
T2 — T?" of the 2n-torus with the standard symplectic structure has at least
2n + 1 fized points. If all the fized points are nondegenerate, there are at least
22" fized points.

We will content ourselves with proving the nondegenerate case. The idea
will be to use the discrete action functional ® defined in (5.16). We know that
q: R¥ — R>/7%" ~ T?" is a universal cover of the torus, so if ¢3” : T2" — T?"
is a Hamiltonian symplectomorphism generated by the Hamiltonian isotopy

1o we get a lift to a Hamiltonian isotopy 9% : R?" — R?" such that

Phlo(z 4 a) =P (2) +a  Va € Z2", 2z € R*™.

We say that the flow is invariant under the action (a, z) + 2z +a of Z*" on R?".
As in the previous section, we can sample this flow at N points and get

P10 =y —1o ... 09y

3Even with extra conditions, this map is only independent of choice of extension up to an
integer. See [Sal99]
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Since % is invariant under the action of Z?", the Hamiltonian H’ generating it
must also be invariant. Since it is also periodic in ¢, we know that H’ satisfies
the boundedness condition (5.14). Hence we can find N such that each t; has
a generating function V; of type V. Since the flow is invariant under the action
of Z2™, it is easy to see from equation that each Vj is also invariant under
this action. We denote the space of periodic sequences z = (z,y) with terms in
R?" satisfying zj = ZN4; by X ~ R2"N_ We can define the discrete symplectic

action
N-1

O(2) = > (5, w501 —x5) — Vi(wj41,95)
j=0
on X. In light of lemma [5.15] we know that a critical point of ® on the space
of periodic sequences corresponds to a fixed point of wllq’o, and that nondegen-
eracy carries over. We call two such fixed points geometrically distinct if they
correspond to different points on the torus. This can be described in terms of
the action
(a,{zn}nen) = {zn + a}nen

of Z?" on X; two fixed points are geometrically distinct if and only if they are
not related by this action. A quick calculation shows that ® is invariant under
the action, and hence descends to a function ® : X/Z?" — R. Now the critical
points of this function corresponds to geometrically distinct fixed points of gb}j’ro,
so all that remains to show is that if ® is a Morse function, it has 227 critical
points on X/Z?". The standard Morse theory will not be of much use, however,
since this space is not compact. In the next section we develop a localized
version of Morse theory that will fix this issue.

6.1 Morse theory and the Conley index

Assume that ¢! is a flow on a locally compact metric space M with
P =glogt, ¢ =idu.

A subset A C M is called invariant if ¢*(A) = A for all . We call a neighbour-
hood N of A an isolating neighbourhood if

A=I(N) = ) &' (V).

teR

In this case we say that A is the largest invariant subset in N. Compact invariant
subsets for which there exist isolating neighbourhoods are called isolated. We
want to compute some sort of Morse-index-like invariant for a given isolated
invariant set. The technical tool for this calculation is an index pair. See figure
[] for examples.

Definition 6.2. Let cl and int denote the topological closure and interior of
sets respectively. An index pair for an isolated invariant subset A is a pair of
compact subsets L. C N C M such that:
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Figure 4: Three compact invariant sets, of which the two first are isolated, while
the third is not. For the two hyperbolic critical points, N is marked in light
red, and L in red. The circulation is not isolated since any neighbourhood will
contain another circle, which is also an invariant set.

1. ¢l(N — L) is an isolating neighbourhood for A satisfying

A=1I(cI(N—L)) Cint(N — L).

2. L is positively invariant in N, that is,

zel, $%(z)c N = ¢f(z) e L.

3. Every orbit which leaves N must pass through L, that is,

T €N, ¢'(x) ¢ N = 3t; € [0,t]: ¢" € L.

A pair such that L is a deformation retract of one of its neighbourhoods in N
is called regular. In this case the reduced homology of the quotient N/L is the
same as the relative homology of the pair (N, L).

In [ConT8|, Conley proves that any isolated invariant set has a regular in-
dex pair, and that if M is a manifold, the quotient N/L has finite homology.
Moreover, he shows that the homotopy type of the quotient N/L depends only
on the invariant set A, not on the choice of index pair. This homotopy type is
the Conley index of the isolated invariant set A. If the homology is finite, we
define the index polynomial of A to be

pa(s) = dim(H(N, L))s".
k

Note that throughout this thesis, we use homology with rational coefficients, so
the notion of dimension is well defined. The index polynomial is additive in the
sense that if A is the disjoint union of A; and As, then

PA(8) = pa(8) + pas (s)-
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We wish to relate this new index theory to the more familiar Morse index. Let
® : M — R be a Morse function on an n-dimensional Riemannian manifold M.
Consider the gradient field given by

v(z) = —vo(x).

Assuming that this is complete, we denote it’s flow by ¢!. Since ® is Morse, all
the fixed points of the flow are hyperbolic, so the unstable manifold

Wh(x) ={y € M| lim ¢'(y) =z}
is well defined for any critical point « of ®. The Morse index of x is defined as
ind(z) := dim W*(z),

which can be computed as the number of eigenvalues with negative real part
of the Hessian H®(z). As mentioned before, a hyperbolic fixed point is also
an isolated invariant set, so we can compute its Conley index. Assume 0 is a
hyperbolic fixed point of the flow

= v(a:)ﬁ

To find an index pair, consider the linearized system
€ = dv()¢

on R™. Denote the stable and unstable eigenspaces of dv by E® and E" respec-
tivelyﬂ There exist some r > 0 such that the sets
N=Azs+zy:2s € Es,xy € Ey, |lzs]|, ||zul] <7}
L={zs+xy € N:|lzy|| =r}
form an index pair for {0}. It is not hard to see that N/L is homotopy equiv-
alent to S* where k = dim E,. In the special case where v(z) = —vV®(z), the

linearization is given by £ = —H ®(0)&, so the dimension of the unstable space
is exactly the number of negative eigenvalues of H®(0). It follows that

p{O}(s) _ Sind(O)'

This can be generalized to arbitrary points on Riemannian manifolds by using
the exponential map exp : T, M — M to make the approximation

a(t) ~ exp(£(t))-

Where ¢ is the solution to the linearized system & = dv(x) on T, M.

4This abuse of notation is typical in dynamical systems, and we really mean the flow of
the first order ODE %(j)t =vo¢l(x).

5The unstable space is spanned by the eigenvectors whose eigenvalue has positive real part,
the stable by the ones with negative real part.
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For a general isolated invariant set A of the gradient flow of ®, we wish to
relate the number of critical points

ck(A) =#{r € A : d®(x) = 0,ind(x) = k}
to the Conley—Betti numbers
bi(A) = dim Hg (N, L).
This is the essence of the Morse inequalities.

Proposition 6.3 (Morse inequalities). Let ® be a Morse function on an n-
dimensional Riemannian manifold M such that the gradient field is complete.
If A is an isolated invariant set of the gradient flow, the following inequality
holds for all k < n, with equality at k =n

Ck(A) — Ckfl(A) + ...+ Co(A) 2 bk(A) — bkfl(A) + ...+ bo(A)

Proof. We fix a regular index pair (N, L) for A. For any regular value a € R of
<I>|N, we define
Ne={z e N:®(z)<a}UL

For any critical value ¢ € R, the set
A={z e N:90(z)=cdP(x)=0}

is an isolated invariant set. In particular it is the disjoint union of a finite
number of hyperbolic fixed points. Since critical values have measure zero, we
can choose a < ¢ < b such that ¢ is the only critical value in [a,b]. Then
(N® N?%) is a regular index pair for A., and since A, is the disjoint union of
hyperbolic fixed points, we get

zn:Hk(N",N“)sk =) s, (6.1)

k=0 zE€AN,

We introduce the coefficients

¢ = bi(A) = dim Hy, (N, L),
& = (A) = #{zx € ANN®: d®(z) = 0, ind(z) = k}.

In these terms, equation becomes
dim Hy(N?, N®) = cb — ¢f. (6.2)
It is a standard result of algebraic topology that the inclusion of pairs
(N% L) —— (N°® L) —— (N N%)
gives rise to a long exact sequence in relative homology.

< — Hp 1 (NP, N9) RN Hp(N® L) — Hy(N®, L) — Hk(Nb,N“)at>1~--
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Figure 5: A one-dimensional example. The three critical ponts form an isolated
invariant set which has regular index pair given by N = [[,m]|, L = {I,m}. Tt
is not hard to see that the relative homology Hy(N? N®) is the same as the
reduced homology Hj(S1).

We denote the rank of the connecting homomorphism J; by dZ’b. Then com-
bining the exactness of this sequence with (6.2)), we get that

a,b a,b a a
dy’ +dy’ = —cf —bh 4+ by (6.3)
We reformulate this by introducing the polynomials

pgrit(s) = Z CkS Z b qa,b(s) — Zda,bsk'
k

k

Then equation (6.3 is equivalent to

)b R b
(1+5)g™"(5) = Perit (5) — Perit () — (PA(s) — PA(s))
b b
— Phi(s) = ph(s) = (o (s) — R(5)). (6.4)
The coefficients of ¢*° are non negative, intuitively, this means that when we
move "up” from a to b, the number of fixed points increases at least as much
as the Conley—Betti numbers. Since N is compact, and critical values have
measure zero, we can find a finite cover {[a;,a;41] : j = 0,..,1} of ®(N) such
that there is exactly one critical value ¢; in each [a],a]_H We use . to

combine all of the intervals. Since there are no critical points in N®, we have
ped.(s) = pi°(s) = 0. Since N = N™, we have that

paAl (S) = PA(S) = Z bkska pgrlit( ) pcrlt Z Cks

It follows by induction on j that

Perit(s) — pa(s) = (1 + s)q(s)
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where ¢(s) has non negative coefficients. Doing polynomial division, we calculate
that the coefficients dj of ¢ must be

k
dp =y (1) (cg—1 = bp—y) 2 0

=0

Which is precisely the Morse inequalities. For equality at k& = n, note that
exactness of the sequence implies that the alternating sum of dimensions from
0 to n is zero. So with a; as above,

n l n
DD e —bi) =D D (=DM = = b 4 b) = 0.
k=0 7=0 k=0

We immediately get the following corollary.

Corollary 6.4. The number of critical points of ® in A is bounded below by the
sum of the Conley—Betti numbers.

n n

#Crit(D],) =Y ex(A) =D bi(A). (6.5)

k=0 k=0

Proof. The Morse inequality at k& = 0 yields the base-case. Inducting over k
using the corresponding Morse inequality at each step gives the result. O

We are now ready to apply this theory to our special case.

6.2 Proof of the nondegenerate case

We identify the space of geometrically distinct periodic sequences X/Z2" with
the space T?" x RV =1) by introducing the coordinates (2, ¢) € T?" xR?*(N-1)
satisfying

Cj = Zj — Zj71~

We now claim that in these coordinates, ® is given as by

Where P is the 2n(N — 1) x 2n(N — 1) matrix determined by

I, .. 1,
1/0 B 0
F= 2(BT 0)’ b= . ’
0 0 I
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zo + (Oa 2)
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1 —
<0 Z1

Figure 6: Different paths with same endpoint in R?/Z2. The red path clearly
has higher kinetic energy.

and W descends to a function on T?" ~ R2nN /727N Too see why this holds,
let { = (57), and calculate

(¢, P¢) = —% (SIS (BOT 1(—‘)3) (2) =—¢"By

j=1 k=j
N-1
== E <$j —Tj-1,YN-1 — yj—1>
j=1
N-1

= (Tj41 — x5, Y5)- (6.7)

We have used the periodic boundary conditions to exchange xy with xy. Com-
paring this to the expression for ®(z) found in (5.16)), we see that taking

=2

-1
W(Z(MC) = ‘/j(xj+17yj)a
J

I
=

equation is satisfied. Since each V; is invariant under the action of Z*", it
is easily seen that W is invariant under the action of Z2"". Let us now break
down this result intuitively. The components of ¢ correspond to the ”velocity”
of the system through phase space. The integral of kinetic energy over a path
is represented by , which we can see is a quadratic function of this velocity.
This makes sense, since the average velocity of a path on the torus not only
depends on its endpoints, but on how many times the path ”wraps around” the
torus. See figure [} Therefore we expect that the action grows as this velocity
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grows. The W-term represents potential energy. Since potential energy is only
dependant on position on the torus, it makes sense that it is invariant under
Z?>*N . Note that this also means that it is periodic, so that both W and all
its derivatives are bounded. All of this shows that the gradient flow of W is a
compact perturbation of the quadratic flow determined by (¢, P(), so we expect
their large scale behaviour to agree. The gradient ﬂowﬁ ¢ associated to ¥ on
T2 x R2*(V=1) i5 given by

ow : ow

=5 TP 5o (6.8)

The large scale qualitative behaviour of the system is determined by the eigen-
values and eigenvectors of P. Since P is symmetric, we know that all the
eigenvalues are real. Furthermore, if

§\_L1(-Bn\_, (¢
P (7)) “9\-BT¢) A n
for some A > 0, then

i (—gn> -3 (g’?%) - (Tf) - (—gﬁ) '

This shows that (£,1) — (£, —n) is a linear bijection between the spaces ET
and E~ spanned by the stable and unstable eigenvectors respectively. Since P
is nonsingular, we get a splitting

RQTL(N—l) _ E+ @E_

where the summands each have dimension n(N — 1). We will now use this
splitting to define an index pair.

Lemma 6.5. There exists some R € R such that the sets
N ={(20.¢" +¢*): (T € BY, [|¢*]| < R}
L={(z0,¢" +¢*) €N :[|C7[| = R}
form an index pair for the isolated invariant set
A=1TI(c(N-1L))
and that all the critical points of ¥ are contained in A.

Intuitively, this lemma should not be hard to believe; outside some large
compact set, the flow is very close to the linear flow (0, —P(), for which (N, L)
is clearly an index pair. In particular, all the critical points of ¥ must be

SNote that we are avoiding questions of completeness and existence here. This is justified,
since the flow exists on any compact set, and we only really need some large compact set to
define our index pair.
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contained within this large compact set. We postpone the full proof of this
lemma to appendix [B} All that remains now is to compute the homotopy type
of the quotient N/L. We denote the closed n(N — 1)-disk by D*V—1_ Note
that we get a homotopy equivalence

N T2n % Dn(Nfl) % Dn(Nfl) T2n % Dn(Nfl)
f = T2n % Dn(N=1) x gDn(N-1) = T2n % §Dn(N-1)

by contracting one copy of DM~V The next lemma shows that this quotient
is actually a suspension.
Lemma 6.6. For any compact manifold X, there exists a homeomorphism
X x D"
X x 0Dn

where Xy = X [[{*} denotes X with a disjoint basepoint, and X" the n-fold
suspension (see appendix @

~ EnX+,

Proof. The following diagram commutes

n n D" X4 x(D"/9D™)
X xD > Xpo x D" » Xy X gpw X000+ < (D" 78D

| lg

XxD" f Xx(D"™/8D™)
Xxo0D™ Xxo0D™

The map f is clearly a bijection; it just collapses a set that is already collapsed.
Since its domain is compact and its target is a Hausdorff space, it must be a
homeomorphism. The map g is also a homeomorphism since distributing the
product over the disjoint union gives

X, x (D"/dD") _ X x (D"/aD™) [[({+} x (D" /0D"))
(X, x0D") U ({x} x D"/aD") (X x D" [[({*} x (D"/oD"))

The map g is just forgetting the second summand, which is killed off by the
quotient anyways. The top-right quotient in the diagram is the definition of
¥"(X,) when we associate S™ ~ (D"™/9D™). O

Using this lemma and the suspension isomorphism (C.1f), we get isomor-
phisms

Hypn(v—1)(, L) = Hyyn(n—1)(N/L) ~ Hp(T3") ~ H,(T?").

In particular, the sum of the Conley—Betti numbers of (N, L) are bounded below
by the sum of the Betti numbers of the 2n-torus, which is the sum

2n 2n
dim Hy (T?") = 2\ _ gon,
5 (1) = 3 (*

k=0 k=0

Combining this with the Morse inequalities, the nondegenerate case of the
Conley—Zhender theorem follows. O
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Appendix
A Mapping spaces

In this section we give a quick introduction to the Whitney topology on the
space C" (M, N) of r times continuously differentiable maps from M to N. This
approach is due to [Hir76], but one can also use the equivalent approach via
jet-bundles found in for instance [Mat69]. Let ¢ : U — R™ and ¢ : V — R™ be
coordinate functions on the open subsets U C M and V' C N. For any compact
K C U, any C" map g such that g(K) C V and any £ > 0, we define a weak
subbasic neighbourhood
N"(g;U,V,K,¢)

as the set of all maps f € C"(M, N) such that f(K) C V and
1D (ogo¢™)(z) = D* (Yo fop  )(a)ll <e

forall0 < k <r,z € K. Inshort, amap f € N"(g;U,V, K, ¢) is subject to both
a compact open condition, as well as 7 +1 C* conditions. The C°-condition
ensures that f(x) is "close” to g(z) for 2 € K, the higher order C* conditions
ensure that the derivatives D* f and D*g are "close” on K. Taking these sets as
a subbasis, we get a well defined topology on C" (M, N) which we call the weak
topology. We denote the resulting space CJ;, (M, N). The weak topology has a
lot of nice features, specifically it has a complete metric and a countable base.
The problem is that for non-compact manifolds it does not control behaviour ” at
infinity.” Therefore, if we want global results about non-compact manifolds, we
need a finer topology. Let ® = {¢; : U; = R™} ey and ¥ = {9, : V; = R™}jen
be collections of coordinate functions on M and N respectively such that the
collections {U;} and {V;} are locally finite. Let K = { K} cn be a sequence of
compact sets such that K; C U;. Now for any map g € C"(M, N) such that
g(K;) C V; for all j, and any positive sequence ¢ of real numbers, we define the
strong basic neighbourhood

N"(g;®,¥, K, ¢)

to be the set of maps f € C"(M, N) such that for all j € N,0 < k < r, and that
for all x € K, we have g(K;) C V; and

1D (50906, ) (x) = D* (0 fod; ') (@)l <&y

It is an easy exercise to see that the collection of such sets is closed under
finite intersections. The topology generated by this basis is called the strong,
or Whitney topology on C"(M, N). We denote the resulting topological space
CI(M,N). It differs from the weak topology in the fact that we can control
behaviour at an infinite number of compact sets at a time, not just a finite one.
It is not hard to see that when M is compact, the strong and weak topologies
agree. For proof of the following results about the strong topology, we refer to
[Hir76].
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Proposition A.1. The sets Imm" (M, N) and Sub” (M, N) of r times contin-
wously differentiable immersions and embeddings respectively are both open in
Cr(M,N) for all r > 1.

The proof of this statement boils down to the fact that the subsets of injective
and surjective linear transformations are open in the space L(R™,R"™) of linear
transformations [ : R™ — R"”.

Proposition A.2. The set Emb" (M, N) of r times continuously differentiable
embeddings from M into N is open in CL(M,N) for allr > 1.

The proof uses the C'-condition from the previous theorem to ensure maps
are local embeddings, and a compact-open condition to ensure injectivity.

Proposition A.3. The set Prop”(M,N) of r times continuously differentiable
proper maps from M to N is open in CL(M,N) for all r > 0.

Combining this proposition with the fact that an embedding f : M — N is
proper if and only if f(M) is closed we get the following corollary.

Corollary A.4. The set of closed embeddings is open in CL (M, N) for allr > 1.

This has an immediate application. Note that for connected manifolds, we
now have that any closed embedding must also be surjective since its image
is both open and closed. Now if M and N are not connected, we can use a
CP-condition to get a correspondence between the connected components of M
and N. Thus we get the following result.

Proposition A.5. The set Diff" (M, N) of r times continuously differentiable
diffeomorphisms of M with N is open in CT(M,N) for all T > 1.

In our application to symplectomorphisms, we are interested in compact
manifolds. All that remains to prove that in these topologies, pushforwards are
continuous. A proof of the general case can be found in [Mat69]. This proof
uses the equivalent jet bundle formulation of the topology, so for convenience,
we give a proof of the compact case using more elementary techniques.

Proposition A.6. Let X,Y and Z be smooth manifolds where X is compact.
Let r > 0, then given any f € C™(Y, Z), the pushforward map
fo 1 CUXY) = CU(X, Z)
g fog

15 continuous.

Proof. Since X is compact, the strong and weak topologies agree. Thus we need
only consider weak subbasic neighbourhoods. Given any such neighbourhood
N =N"(h;U,V,K,e) in C"(X, Z), we must show that if f.(g) € N, then there
exist some neighbourhood N’ of g in C"(X,Y) such that f.(N') C N. The set
f~Y(V) is open in Y, but it might not be a coordinate patch. However, for any
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y € f~1(V), there exists a coordinate patch that is diffeomorphic to an open
ball of radius one — that is, there exist maps

Ny : Wy, — B(0;1) C R

with n,(y) = 0 and W; C f~1(V). If we take 0 < r, < 1, then B(0;r,) C
B(0;r,) C B(0;1). The sets n,'(B(0;ry)) cover g(K), and by compactness
there exists a finite subcover

) C Unj B(0;75))

Now the sets
K; =g~ (" (BWO:ry)) Ng(K)

are closed subsets of K, hence compact subsets of U with g(K;) C W;. For any
e > 0, the set
N'(e") = (\N(g; U, W;, K, €)
J

is a neighbourhood of g such that all a € N'(¢’) satisfy the compact-open
condition fa(K) C V. We now need to make ¢’ small enough that the C*-
conditions are also satisfied. Let ¢ : U — R™ and ¥ : V' — R™ be coordinate
functions. We define

0<k<r \zeK

d = min (mf (5—|\Dk(¢hq§ )(a:)—Dk(wfg¢_1)(l‘)|)>7

which is positive since K is compact. We let a € N'(¢’) as before and starting
with the special case k = 0, we calculate that for z € Kj,

[Whe™! (z) — 3 fag™ ()|
< [[Yh¢™ (@) = v fgo~ | + |[vfgo™" (2) — ¥ fad™ ()]
<e—d+||(fn; )99~ ) (@) — @ fn; ) (mae™ ) (@)]].

Since ¥ fr];l is a continuous map between open subset of euclidean space, we
have that given any ¢” > 0, there exist 6(¢”, ) > 0 such that

(ns90~") (@) — (njag™")(@)]| < 8(”, x)
— || fn; g6~ ) (@) — (W fn; ) (e~ (@) <&
If we now take €’ smaller than

§= arg%c;(d x),

which again is positive by compactness, the C°-condition is satisfied. For 1 <
k<r, we let
I = Dk —1
max [[DE( S,
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which is finite since the derivatives are bounded linear operators. Then, for any
re€Kjandany 1 <k <r,
D" (hé™") (@) — DM (@ fad™") ()|
< 1D (whe™ ) (@) — D (¢ fge™") (@)l + ||D* (v f 90~ ") (w) — DM (o fag™") ()]
<e—d+||D*Wfn; 'nigs™ ) (@) — D* () fn; ' njag") ()]
= [|D* (05 ) (D (g0~ ") (@) — D¥ (a0~ ") ()|
<e—-d+L-¢.

So if we pick ¢/ < min(%,4), we get f.(N'(¢')) C N as desired. O

The proof of the following theorem can also be found in [Mat69], again using
the jet bundle formulation. As before we prove the compact case.

Proposition A.7. For all manifolds X,Y and Z, and integers r < 0,
Ci(X,)Yx2Z)~Cl(X,Y)x Ci(X,Z)
Where both products have the product topology.

Proof. As in the previous proof, it suffices to work with the weak topology since
X is compact. Let 71,79 : M x M — M denote the projections to each factor.
Then the bijection

(1) X (m2)s : CH (M, M x M) — C*(M, M) x C*(M, M)

is continuous since the factors are continuous by proposition [AZ6] It remains to
show that the inverse is also continuous. We denote the inverse

p: CHM, M) x C*(M, M) — C*(M, M x M)
fix far= (f 2= (fi(2), f2(2)).
We show that a subbasis for the weak topology on C(M, M x M) is given

by neighbourhoods of the form N(f;U,V; x Vo, K, ¢), where Vi, V5 both are
coordinate patches of M. Take any

gEN=N(f;UV,K,e) C C'(M,M x M).

At z € g(K), we define ¢; : Vi* — R™ and 9y : V¥ — R™ to be coordinate
patches around 71 (x) and ma(z) respectively, shrinking if necessary so that V* =
Vi x ViF C V. Since g(K) is compact, there exists a finite subcover g(K) C
U; V*. Dividing K such that J; K; = K and g(K;) C V””J,ljthe subset

Ng(gg) = ﬂN(gv vaxj7Kj7€g)
J

"This is possible by the same argument as in the proof of
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is a well defined neighbourhood of g for all e, > 0. Now a simple re-centering
argument show that there exist £, > 0 such that Ny(e,) C N; just take

eg < min min inf (e —|[D"(pfo~")(x) — D*(wgo™ ) (@)ll) -

<k<r j

Now since

N = Ny(eo),

geEN

it suffices to show openness of the preimage p~!(M) of any neighbourhood
M = N(f7U7V1 X ‘/27K;E)7

where 1; : V; = R"™, j = 1,2 are coordinate patches. Let g1 X g2 = u~'(g),9 €
M. We construct a neighbourhood M; x Ms of g1 X go as follows; for all
e1,€9 > 0, we let

Mj(Ej):N(gj;U,‘/j,K,Sj), j:1,2.
Then M (1) x Ma(ez) is a well defined neighbourhood of g1 x go since g(K) C
V = g¢;(K) C7;(V)=1V;. We take

d= min inf (c—||D*(Wfo ") (x) — D*(pgd")(z)]|)

0<k<rzeK

which is positive since K is compact. Now, if h; € M;(e;),h = p(h1 X hg), we
have that for all x € K,0 < k < r,
1D*(whe ™) (@) = DX (¥ f6~") ()l
<e—d+|[DF(Phe™) (@) - D (wge~ ") (@)l

(o) - (ilss-50)|
<e—d+e+e

<e—d+

So taking ¢; < %, we get our result. O

B Proof of the index pair lemma

In this appendix we give a proof of lemma We must show that there exist
some R > 0 such that the sets

N ={(20,¢" +("): ¢F € E*, ||¢F|| <R}
L={(z0,¢"+¢") eN:||C"||=R}

are an index pair for the set A = I(cl(N — L)) such that all the critical points
of U are contained in A. So we must prove that for sufficiently large R:

1. A Cint(N — L).

63



2. L is positively invariant in N — that is,

zel, ¢o(z)c N = ¢'(x) e L.

3. Every orbit which leaves N must pass through L — that is,

r €N, ¢'(x) ¢ N = 3tg €[0,t]: 9" € L.

4. d¥(z)=0 = z € A.

We denote the orthogonal projection to the stable and unstable eigenspaces
of Pby 7% : R"V=1) 5 E* Let —ALin be the negative eigenvalue with smallest
absolute value. Choosing some orthogonal basis for £, one may easily calculate
that

17 (C = PO = [IK7I1* = 2(¢7, 7~ (PO) + |7~ (PO
> (16711 + 22l I + 1A
= (¢TI + Al ICTID

Since W is a periodic C? function, its first and second derivatives exist, and are
bounded. Hence there exist K such that

ow _
15 o Il < K. V(z0,¢) € T x RN,

and we may Taylor expand the curve ((t) given by ¢(0) = (o as

Ct)=¢o—t <PC + %?(%K)) + t%e(z0, (o)

where ||e(zo,(o)|| < E for all (z9,(). We then calculate that for ¢ > 0,

I (@I = [~ (o — t(PCo + 8{%(»20, Go)) + t%e(C, 20)|

> 1611+ HmanlIG5 ]| — K — D).
So if we take ||(y || > R’ = (K + E)/\;,, the E~ component of ((¢) grows
linearly with ¢ for ¢ < 1. Note that we can perform an analogous argument for
7mt(¢(t)). Hence there exist some R’ such that outside N(R'), the flow increases
[|C—|| and decreases ||(+|| when we move forwards in time, and increases ||(4||
when we move backwards in time. Taking R > R/, it is now easy to verify 2.
since any ¢ € L has ¢'({) ¢ N. By the intermediate value theorem, any curve
leaving N must have some point with either ¢(* or ¢~ larger than R’. In the
region N(R) — N(R'), the flow strictly decreases |[¢T]|, so the only way for a
curve to exit N(R) is by reaching some |[¢ || > R. Using the intermediate value
theorem again, we can see that 3. is satisfied. To see why 1. holds, note that
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A C N(R'), since any point outside N(R’) escapes to infinity either as ¢ — oo
or t — —oo. A quick triangle-inequality argument shows that
ow

V¥ (20, Ol = [I1PC + TC(ZO’OH
lI<]]

> [|PCll - K > -
1P~

Thus we can take R such that outside N(R), we have ||(|| > K||P~||. Thus all
the critical points of ¥ are contained within N(R). Any critical point in N(R)
must clearly be in A, so 4. holds as well. O

C The suspension isomorphism

In this appendix we briefly cover some properties of homology and suspension.
The reference for the material in this section is [May99]. In the category of
pointed spaces, the smash product behaves like a tensor product which makes
it nice for computing homotopy and homology. It is defined as follows.

Definition C.1. Given two pointed spaces X and Y their smash product is
defined as the quotient

X xY XxY

XY = Y = <) U X < o))

Where x and y are the basepoints of X and Y respectively.

If we work with certain ”convenient”, spaces, the smash product is both
symmetric and associative —that is, we have homeomorphisms

XAYAZ) ~(XAY)ANZ, XAY ~YAX.

In particular, the smash product is associative for all locally compact Hausdorff
spaces, and hence for all manifolds. Furthermore, one can show that similarly
to a tensor product, there exist an isomorphism

F(XAY,Z) ~ F(X,F(Y,2))

where F'(X,Y') denotes the pointed space of basepoint preserving maps from X
to Y, with the constant map as basepoint. Since we are extra interested in the
space X = F(S!, X), it is natural that we are interested in the suspension
YX := X A S'. We define the n-fold suspension by iteration

X = 2in(X).

The reader may verify that S' A S™ ~ S™t1. Hence, using the associativity, it
is easy to see that an equivalent definition of the n-fold suspension is

X =X AS™

A somewhat related construction is that of a reduced cone on X
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Definition C.2. For a pointed space X, the reduced cone on X is the space

CX defined as
X x1I

(X x{0}) U ({mo} x 1)’

where I = [0, 1] is the unit interval with basepoint 0.

CX=INX=

It is not hard to see that the inclusion X «— CX at 1, mapping z to (z, 1)
gives rise to a quotient map CX — CX/X ~ X X. This map glues together the
endpoints of I, hence creating a based circle. Now the cone of any space is a
contractible space, since we can contract it to the basepoint along I. The long
exact sequence of the triple (zg, X, CX) is

oo Hy(CX, 20) — Hip(CX, X) -2 Hy_1(X,20) — Hip_1(CX,20) — -+ -.
Using that excision gives an isomorphism H,(CX,X) ~ H,(CX/X, xg), and

denoting the reduced homology by Hy = Hy (X, zg) where xq is the basepoint
of X, the above sequence becomes

0 —— Hp(EX) -2, Hp (X)) — 0 — --- .
This means that the boundary map induces an isomorphism
Hy(XX) ~ Hp_1(X). (C.1)
This isomorphism is known as the suspension isomorphism, and is such a funda-

mental concept that it is included as an axiom in the formulation of generalized
reduced homology theories.
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