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ABSTRACT
The significant difference in length scales between the flow
around a moving fish net and the flow around each twine of the
net prevents the resolution of the complete structure within a dis-
crete fluid domain. In this paper, this issue is overcome by cal-
culating the net and fluid dynamics separately and incorporate
their interaction implicitly. The forces on the net are approxi-
mated using a screen force model, and the motion of the net is
computed with a lumped mass method. Here, a linear system
of equations is derived from the dynamic equilibria and kine-
matic relations. The net model is coupled to the CFD solver
REEF3D which solves the incompressible Navier-Stokes equa-
tions using high-order finite differences in space and time. Sev-
eral numerical calculations are provided, and the comparison of
loads and velocity reduction with available measurements indi-
cates the good performance of the proposed model.

INTRODUCTION
Offshore aquaculture has seen growing interest due to greater
concern regarding traditional aquaculture and its environmental
impact on coastal regions. In the past, the design process was
mostly based on the assumption that a decoupled consideration
of fluid dynamics and structural deformation is valid. Løland [1]
utilised linearised turbulent wake equations to approximate the
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wake velocity behind the net, whereas other research relied on
solutions from potential theory as wave input [2]. A separated
approach of investigating the fluid and structural system loses va-
lidity under consideration of the changing environment offshore
and the steadily increasing structure size because of the strong re-
lationship between the motion of the structure and its interaction
with the net. Therefore, coupled numerical simulations using less
restrictive equations to describe the physical interaction become
relevant. Here, the structural response and the disturbance of the
fluid is directly determined from time-dependent fluid dynamics
in and around the cage.

The significant difference in length scales between the flow
around the fish cage and the flow around each twine of the net
prevents the resolution of the complete structure within a dis-
crete fluid domain. To overcome this issue, the calculation of net
and fluid dynamics are separated and their interaction is incor-
porated using a coupling algorithm. Recently, a porous medium
model was developed which defines a porous medium around
the net. The governing volume- and Reynolds-averaged Navier-
Stokes equations are solved using a finite volume method [3–5].
Chen and Christensen [6,7] derived more advanced porous resis-
tance coefficients to account for the porosity of the net. In Martin
et al. [8], this approach was validated for fixed and moving net
sheets in steady current flow. In this paper, an alternative method
is utilised which is based on Lagrangian-Eulerian considerations
which are generally efficient and applicable. Further, a screen
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force model [9] is implemented to account for the hydrodynamic
forces on the net and the disturbances from the solid parts of the
porous structure are distributed in the fluid domain using a con-
tinuous forcing approach.

Most numerical models for simulating the dynamics of nets
are based on simplified finite element methods [10] or lumped
mass methods [11]. In lumped mass methods, the net is dis-
cretised into multiple knots connected with elastic and mass-
less bars. The solution is sought for the accelerations of the
knots by solving Newton’s second law and explicit time inte-
gration is applied to obtain the velocities and positions of the
knots afterwards. This approach was successfully coupled to a
porous medium model to simulate the interaction of flexible net
sheets [4] and net cages [12] with steady fluid. The disadvantages
arising from the explicit time integration and missing constitutive
equations led to the development of implicit dynamic methods.
In [13], an implicit quasi-static net model was introduced. High
efficiency is given due to missing time step restriction, but the
approach lacks justification for applications including large mo-
tions and snap loads due to increased accelerations between fluid
and net motion. A more elaborated approach is provided in [14]
where a dynamic net model based on a similar proposition was
presented. The original method suffers from an inelastic mate-
rial assumption which led to the development of the implicit net
model of Marichal [15]. This approach is also the chosen net
model in this paper.

The net model is implemented in the open-source Compu-
tational Fluid Dynamics (CFD) code REEF3D [16]. The code
has been used and validated for a wide range of marine appli-
cations, such as breaking kinematics [17], breaking wave forces
[18], sloshing [19] and fluid-structure interaction of floating ob-
jects [20, 21]. The new contribution of this paper consists of the
development of a dynamic implicit net model and its coupling to
a CFD fluid solver for calculating the interaction with the fluid.
Thus, it is possible to analyse the deformation of nets in complex
fluid conditions.

In the following, details about the numerical fluid and net
models, as well as their coupling, are presented. Afterwards, val-
idation cases for the coupling algorithm, the net motion and the
fluid-structure interaction are provided. The comparison of loads
on and velocity reductions behind a fixed and moving net panel
with available measurements indicates the good performance of
the proposed model. Additionally, four moving net panels are
presented in order to emphasise the computational efficiency of
the implementation.

NUMERICAL MODEL FOR SOLVING FLUID DYNAMICS
The basis for the presented developments is the open-source CFD
solver REEF3D. In this framework, the continuity and Navier-

Stokes equations are solved in the whole domain:

∇ ·u = 0, (1)
∂u
∂ t

+u ·∇u =− 1
ρ

∇p+ν∇
2u+g+ f. (2)

Here, u is the velocity vector, p represents the pressure, g is the
gravity acceleration vector and ν is the kinematic viscosity. The
forcing term f is later defined in order to account for the presence
of the net in the fluid domain. Turbulent viscosity is calculated
using a k-ω turbulence model and added to ν in Eq. (2).

The system of equations is solved on a rectilinear staggered
grid which stores the velocities and velocity related terms such
as f on the cell faces and the pressure in the cell centres. Hence,
tight coupling between pressure and velocity is ensured. Finite
differences are employed to represent the terms in the Eqns. (1)
and (2) in the discrete space. The convection term is discretised
with a fifth-order accurate weighted essentially non-oscillatory
(WENO) scheme [22] adapted to non-uniform point distances,
and for Laplacian terms, second-order accurate central differ-
ences are applied. All terms are advanced in time using a third-
order accurate TVD Runge-Kutta scheme [23] except the diffu-
sion term, which is handled by the implicit Euler method. This
effectively removes the strong restriction on the CFL-number
from the diffusion term.

Chorin’s projection method for incompressible flows [24] is
implemented in REEF3D. First, the predictor step

u(∗)−u(n)

∆t
=−u(n) ·∇u(n)+ν∇

2u(n+1)+g+ f(∗), (3)

is solved for the velocities u(∗) without pressure gradients. Then,
a Poisson equation is formulated for the pressure

∇ ·
(

1
ρ

∇p(n+1)
)
=

1
∆t

∇ ·u(∗). (4)

Finally, a velocity field respecting the continuity equation is cal-
culated using

u(n+1) = u(∗)− ∆t
ρ

∇p(n+1). (5)

An n-halo domain decomposition strategy is implemented
in the CFD solver. Here, the domain is split into several subdo-
mains, and data is transferred to neighbouring subdomains us-
ing several layers of ghost cells. Convection term containing
equations require three layers due to the application of the fifth-
order accurate WENO scheme. Otherwise, one layer is sufficient
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because of at most second-order accurate spatial discretization
schemes. High-performance computation is enabled by using
the message passing interface (MPI) for inter-processor commu-
nication. This also enables the usage of the fully parallelized
BiCGStab algorithm with geometric multigrid preconditioning
of the HYPRE library [25] for solving the Poisson equation (4).

NUMERICAL MODEL FOR SOLVING NET DYNAMICS
A typical net in the aquaculture industry consists of a large num-
ber of meshes in the form of a porous cylinder or sheet. The
resolution of all meshes in a computational simulation would
demand too large costs today. Therefore, the net is defined by
several larger numerical meshes, and each numerical mesh rep-
resents the effect of several physical meshes in the simulation.
This is incorporated by utilising the solidity of a porous sheet
Sn, [26]

Sn =
2dt

lt
−
(

dt

lt

)2

, (6)

which defines the ratio of the solid front area to the total area.
Here, dt is diameter of the physical twines and lt their length.
Each numerical mesh is additionally split into four screens, and
each screen is assigned to the connected knot.

~Ti1

~Ti2

~Ti3

~Ti4

~Ii

~Gi

~Hi

ẍi

ẋi

xi

FIGURE 1: ILLUSTRATION OF THE DYNAMIC FORCE
EQUILIBRIUM AT THE KNOT xi.

Following the approach of the screen force model [9], the
hydrodynamic forces Hi of the fluid on the screens with areas As
around knot i can be calculated as

Hi =
Si

∑
s=1

ρ

2
u2

rel,s(cdnd + clnl)s As, (7)

with nd the normal and nl the tangential direction of the relative
velocity vector urel,s = us− ẋs. They are depended on each other
following the relations:

nd,s =
urel,s

|urel,s|
, (8)

nl,s =
(urel,s×ns)×ns

|(urel,s×ns)×ns|
. (9)

Here, ns is the unit normal vector of the screen pointing in the
same direction as urel,s. The drag and lift coefficients cd and cl
are calculated from a truncated Fourier series expanded for the
angle of attack α between fluid and screen direction. The Fourier
coefficients are determined using non-linear fitting to experimen-
tal data.

At each time instance, the dynamic equilibrium between the
knots has to be fulfilled. At each knot xi with Ni neighbour-
ing knots, this can be written as Newton’s second law (see also
Fig. 1):

mi ẍi =
Ni

∑
k=1

Tik +Gi +Hi. (10)

with Gi the vector of the sum of the gravity and buoyancy force
and Ti j the tension force vectors

Ti j = Ti j bi j = Ti j ·
(

x j−xi

|x j−xi|

)
, (11)

where Ti j represents the tension force magnitude and bi j is the
unit vector of the corresponding bar. Further, the mass is lumped
at the knots using

mi =
Si

∑
s=1

(ma,s +mair,s) , (12)

with mair,s the mass of the screen in air and ma,s its added mass
calculated as the mass of the water volume occupied by the
screen. The remaining inertia force is written into Ii as

Ii = 2mair,sas (13)

The system of equations (10) is solved numerically as pro-
posed in [15] to ensure physical connectivity after each time step.
The length of the bar between knot xi and x j is connected by the
linear elastic relation

l2
i j = l2

0,i j · (1+κ Ti j)
2 , (14)
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with l0,i j the original length and κ an elasticity constant. At each
time step (n+ 1), Eq. (14) includes both, the unknown position
of the knots and the unknown tension forces. A linearisation is
introduced in order to approximate this relation by introducing
the incremental increase of the tension forces

T (n+1) = T (n)+∆T. (15)

Assuming small elasticity (κ� 1) and small tension fluctuations
(∆T � 1), Eq. (14) yields

(
l(n+1)
i j

)2
= l2

0,i j ·
(

1+2κ T (n)
i j

)
. (16)

In each time step, the kinematic compatibility equation

(
xj

(n+1)−xi
(n+1)

)2
=
(

l(n+1)
i j

)2
, (17)

has to hold for all knots. This can be ensured by solving this
equation instead of the dynamic equilibria of Eq. (10). These
equilibria are then fulfilled by inserting them into the compatibil-
ity equation using finite differences in time for replacing position
vectors with accelerations. In this paper, first-order backward fi-
nite differences are applied in order to maintain linearity of the
problem. They are inserted in the left-hand side of Eq. (17). Fi-
nally, the arising terms are linearised such that a system of linear
equations is given under consideration of (16):

l2
0,i j

2∆t
·
(

1+2κ T (n+1)
i j

)
−

(
x(n)j −x(n)i

)2

2∆t
=(

ẋ(n)j − ẋ(n)i +∆t
(

ẍ(n)j − ẍ(n)i

))(
x(n)j −x(n)i

)
. (18)

This can be written for the tension force magnitudes using the
definition (11) and Eq. (10):

 N j

∑
k=1

b(n)
jk T (n+1)

jk

m j
−

Ni

∑
k=1

b(n)
ik T (n+1)

ik
mi

(x(n)j −x(n)i

)

−
l2
0,i j

∆t2 κ T (n+1)
i j =

l2
0,i j

2∆t2 −

(
x(n)j −x(n)i

)2

2∆t2

−

(
ẋ(n)j − ẋ(n)i

)(
x(n)j −x(n)i

)
∆t

−

(
x(n)j −x(n)i

)
F(n)

j

m j
+

(
x(n)j −x(n)i

)
F(n)

i

mi
. (19)

The resulting system matrix is inverted using the partially piv-
oted LU decomposition of the C++ library Eigen [27]. Once a
converged result has been found for the tension forces, accelera-
tion, velocity and position of the knots are found from Eq. (10)
and

ẋ(n+1) = ẋ(n)+∆t ẍ(n+1), (20)

x(n+1) = x(n)+∆t ẋ(n+1). (21)

As initial conditions, the geometrical information of the net at
the start of the simulation has to be given. An efficient algorithm
is ensured by storing connectivity matrices as proposed in [13].

WEAK COUPLING OF FLUID AND NET DYNAMICS
The interaction between fluid and net is handled implicitly using
a forcing term in the Navier-Stokes equations. This term adds
or removes the momentum initiated from the net motion and the
porosity of the net. The information is distributed on the numer-
ical grid using an inverse distance weighting interpolation. For
this purpose, the term f in Eq. (3) is approximated at point xe of
the fluid grid using

f(xe) =
1
κ
· ∑

L
l=1 we,l · f̃(xl)

∑
L
l=1 we,l

, (22)

with f̃(xl) the hydrodynamic screen force vector at the point xl
on the net, L the number of knots on the net within a defined
Kernel around xe and we,l the dimensionless weights chosen as

we,l =
1

|xe−xl |2
. (23)

The parameter κ arises in (22) from the transition of a surface
force to a volume force and represents the diameter of the in-
fluence sphere of each knot. It is adjusted so that it accurately
predicts the deceleration of the flow through the net. Finally, the
screen forces are represented by the drag and lift forces at each
knot (Eq. (7)):

f̃(xl) =
ρ

2
u2

rel,l · (cdnd + clnl)l . (24)

It is noticed that the same interpolation procedure is used to ob-
tain the fluid velocities for the calculation of the hydrodynamic
forces on the net screens us.
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VALIDATION OF THE NUMERICAL MODEL
Several validation cases are presented for the proposed numeri-
cal model. In particular, forces on net sheets, their deformation
and the velocity reduction behind them are compared to available
experimental data.

The decrease of velocity is typically indicated by the veloc-
ity reduction factor Ur

Ur = 1.0− uw

u∞

, (25)

with uw the velocity in the wake of the net. Further, the numer-
ically predicted forces on the net are determined by integrating
(7) over the net surface.

Forces on a fixed net panel
First, the accuracy of the drag force estimation of the proposed
numerical model is investigated. For this purpose, the experi-
mental data of Rudi et al. [28] is considered. They measured the
drag forces on a fixed net panel in a steady current using varying
inflow velocities u∞, angles of attack α and net geometries.

α

7 m

3.7 m
1.5 m

2.5 m x

FIGURE 2: COMPUTATIONAL DOMAIN FOR THE SIMU-
LATION OF THE FIXED NET PANEL IN STEADY CUR-
RENT FLOW BY RUDI ET AL. [28]. THE DOMAIN IS SYM-
METRICAL IN Y- AND Z-DIRECTION.

The net with solidities Sn = 0.13 and 0.243 is fixed in a
neglected frame of 1.5 m × 1.5 m. The angles of attack are
α = 0◦,30◦ and 60◦ with α defined as shown in Fig. 2. The in-
flow velocities are 0.159 m/s, 0.316 m/s and 0.966 m/s. As the
computational domain, a 7 m long and 3.7 m wide and high rect-
angular box is considered, and the net is placed in the middle of
the domain at x = 2.5 m. The size of the domain is chosen so that
the results are not influenced by the boundaries of the domain. As
results, Fig. 3 shows the comparison of the drag force coefficients
between the experimental data and the numerical predictions.

Fig. 3a presents the numerical and experimental drag force
coefficients for the different inflow velocities as a function of α

for Sn = 0.13. The computed drag coefficients decrease with
increasing inflow velocity and increasing angle of attack. This

0 10 20 30 40 50 60 70
α[ ◦]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

c d
 [

-]

Exp 0.159m/s

Num 0.159m/s

Exp 0.316m/s

Num 0.316m/s

Exp 0.966m/s

Num 0.966m/s

(a) Sn = 0.13.

0 10 20 30 40 50 60 70
α[ ◦]

0.0

0.1

0.2

0.3

0.4

0.5

c d
 [

-]

Exp 0.159m/s

Num 0.159m/s

Exp 0.316m/s

Num 0.316m/s

Exp 0.966m/s

Num 0.966m/s

(b) Sn = 0.243.

FIGURE 3: COMPARISON OF THE NUMERICAL AND EX-
PERIMENTAL DRAG FORCE COEFFICIENTS FOR THE
FIXED NET PANEL IN DIFFERENT STEADY CURRENT
FLOWS AND DIFFERENT ANGLES OF ATTACK.

agrees qualitatively with the measurements. The smallest de-
viations can be found for u∞ = 0.316 m/s, whereas the model
under-predicts cd for smaller and larger velocities by up to 30%.
Similar results are shown for Sn = 0.243 in Fig. 3b. Generally, a
better agreement between experiments and simulation is stated.
The maximum deviation occurs for α = 0◦ and u∞ = 0.966 m/s
with 22% over-prediction.

It is noticed that the numerical model includes empirical ap-
proximations for cd which are obtained from experimental data.
A better agreement could hence be obtained if the incorporated
data set would be limited to the measurements for this particular
net sheet.

Velocity reduction behind a fixed net panel
In the experiments of Bi et al. [29], PIV measurements of the
fluid around a single and multiple fixed net panels in varying
currents were performed. The flume is 22 m long, 0.45 m wide,
0.6 m high and has a water depth of 0.4 m. Amongst other in-
vestigations, a single fixed net panel of 0.3 m× 0.3 m is placed
in the centre of the flume normal to the flow direction. Three
different net configurations are investigated with varying solidity
of Sn = 0.135,0.243, and 0.272. The inflow velocities u∞ are
0.056 m/s, 0.113 m/s, 0.17 m/s and 0.226 m/s. The presence of
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the net panel extracts momentum from the fluid which results in
a flow velocity reduction as illustrated in Fig. 4. The accurate
determination of this reduction is of major importance for mod-
elling the flow pattern in the cage and the loads on the back side
of the structure. In the experiments, the fluid velocity was mea-
sured one frame length L behind the net for each geometry. Ad-
ditionally, the velocity profile along a line in x-direction through
the centre of the net was reported for u∞ = 0.17 m/s. The compa-
rability of the numerically calculated velocities at specific points
of the physical experiment is not valid because of the continuous
numerical representation of the net in the fluid domain. There-
fore, velocity probes are arranged in the form of a disc around
the measured point and the average value is compared with that
from the experiment. This should provide a better impression of
the numerical accuracy because it takes the discrete approach of
macro elements into account.

FIGURE 4: NUMERICALLY CALCULATED X-VELOCITY
DISTRIBUTION ON X-Y PLANE THROUGH THE CENTRE
OF THE NET FOR THE CONFIGURATION Sn = 0.243, u∞ =
0.17 m/s AND α = 45◦.

The computational domain is shown in Fig. 5. The tank has
the dimensions 4 m×0.5 m×0.5 m, and the net panel is placed
centred at x = 1.5 m. As the results, the velocity reduction fac-
tor Ur is compared for the different net geometries and varying
angles of attack between 0◦ and 60◦ in Fig. 6 and 7.

α

4 m

0.5 m
0.3 m

1.5 m x

FIGURE 5: COMPUTATIONAL DOMAIN FOR THE SIMU-
LATION OF THE FIXED NET PANEL IN STEADY CUR-
RENT FLOW BY BI ET AL. [29]. THE DOMAIN IS SYM-
METRICAL IN Y- AND Z-DIRECTION.

Fig. 6a shows Ur over u∞ two L behind the net located per-
pendicular to the inflow. The relative velocity reduction increases

with the solidity of the net due to increased shielding. Further,
Ur only slightly decreases with increased inflow velocity, expect
of the smallest velocity where a strong increase is measured for
two of the nets. It is to be discussed whether this deflection is
due to physical effects or uncertainty sensitivity which amplifies
at this point due to the small flow velocity and the division by u∞

in Eq. (25). Exempt from these data points, the numerical model
shows a very good agreement with the experiments as the devia-
tions are mostly below 10%. Fig. 6a provides further insight by
showing the distribution of Ur over x on the middle line through
the net. Here, the experiments show a slight decrease of Ur over
x behind the net. This effect implies an acceleration of the fluid
which might be due to enhanced turbulence in the wake-field.
In the numerical model, this would have to be incorporated by
increasing the turbulence production through the net in the tur-
bulence model. Despite this, the simulations can still provide an
accurate distribution with all errors below 10%.

0.00 0.05 0.10 0.15 0.20 0.25
u∞[m/s]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

U
r
 [

-]

Exp Sn=0.135

Num Sn=0.135

Exp Sn=0.243

Num Sn=0.243

Exp Sn=0.272

Num Sn=0.272

(a) VELOCITY REDUCTION FACTORS AT x/L = 2.0 OVER VARYING
INFLOW VELOCITIES.

1.0 0.5 0.0 0.5 1.0 1.5 2.0 2.5
x/L [-]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

U
r
 [

-]

Net

Exp Sn=0.135

Num Sn=0.135

Exp Sn=0.243

Num Sn=0.243

Exp Sn=0.272

Num Sn=0.272

(b) DISTRIBUTION OF THE VELOCITY REDUCTION FACTORS
ALONG THE MIDDLE LINE THROUGH THE NET PANEL FOR u∞ =
0.17 m/s.

FIGURE 6: COMPARISON OF THE NUMERICAL AND EX-
PERIMENTAL PREDICTED VELOCITY REDUCTION FAC-
TORS FOR VARYING SOLIDITIES AND α = 0◦.

The net with solidity Sn = 0.243 is further analysed by varying
the angle of attack with the inflow. In Fig. 7a, Ur over u∞ two L
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behind the net located perpendicular to the inflow is shown for
α = 0◦− 60◦. Physically, the reduction factor increases with α

due to the increasing net area perpendicular to the flow. Further,
the factor decreases with increasing inflow velocity for small α

but increases with increasing inflow velocity for larger angles.
The model accurately reproduces the first effect but cannot re-
produce the increase of Ur over u∞ for α = 60◦. For the distri-
bution of Ur over x (Fig. 7b), similar agreement as above can be
found between experiment and simulation.

0.00 0.05 0.10 0.15 0.20 0.25
u∞[m/s]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

U
r
 [

-]

Exp 0 ◦

Num 0 ◦
Exp 30 ◦

Num 30 ◦
Exp 45 ◦

Num 45 ◦
Exp 60 ◦

Num 60 ◦

(a) VELOCITY REDUCTION FACTORS AT x/L = 2.0 OVER VARYING
INFLOW VELOCITIES.

1.0 0.5 0.0 0.5 1.0 1.5 2.0 2.5
x/L [-]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

U
r
 [

-]

Net

Exp 0 ◦

Num 0 ◦
Exp 30 ◦

Num 30 ◦
Exp 45 ◦

Num 45 ◦
Exp 60 ◦

Num 60 ◦

(b) DISTRIBUTION OF THE VELOCITY REDUCTION FACTORS
ALONG THE MIDDLE LINE THROUGH THE NET PANEL FOR u∞ =

0.17 m/s.

FIGURE 7: COMPARISON OF THE NUMERICAL AND EX-
PERIMENTAL PREDICTED VELOCITY REDUCTION FAC-
TORS FOR Sn = 0.243 AND VARYING ANGLES OF AT-
TACK.

Deformation of a single net panel in steady current
After the validation of the force model and coupling algorithm,
the net deformation is included for a final validation case. Bi et
al. [4] conducted experiments on a flexible net sheet in a similar
configuration as presented in the previous section. The net of
0.3 m×0.3 m has a solidity of 0.243, and a steel bar with a mass
of 64.5 g in water is attached to the bottom of the net. The bar
is not resolved in the simulation but added as additional masses

to the first row of meshes. The computational domain is taken
from above (see Fig. 5). The inflow velocities u∞ are 0.056 m/s,
0.113 m/s, 0.17 m/s and 0.226 m/s. The interaction of fluid and
net results in the deformation of the net and a velocity reduction
in its wake as shown in Fig. 8.

FIGURE 8: NUMERICALLY CALCULATED X-VELOCITY
DISTRIBUTION ON X-Y PLANE THROUGH THE CENTRE
OF THE NET FOR u∞ = 0.113 m/s.

First, the deformation of the net is compared with experimental
data extracted from pictures during the measurements in Fig. 9.
Generally, the numerical model provides an accurate represen-
tation of the physical deformation over the whole range of in-
flow velocities. For larger velocities, the model tends to predict
a larger curvature in the middle part of the net so that the lowest
point deflects less in comparison to the experiment.
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Exp u∞=0.17~m/s
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FIGURE 9: COMPARISON OF THE DEFORMATION OF THE
NET. THE FIGURE SHOWS THE DISTRIBUTION OF THE
NET IN THE X-Z PLANE THROUGH ITS CENTRE FOR THE
DIFFERENT INFLOW VELOCITIES.
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Next, the total drag forces on the deformed net are analysed in
Fig. 10. For the numerical results, the forces on the sinker are ap-
proximated using Morison forces on a cylinder. The drag forces
increase quadratically with the velocity as expected, and the nu-
merical model shows good agreement with the experiments for
lower inflow velocities. The deviations increase with the inflow
velocity which might be due to the increasing importance of the
forces on the sinker. Fig. 11 shows the distribution of the ve-
locity reduction factor behind the net for two inflow velocities.
The general distribution of Ur and agreement between experi-
ment and numerical model is, as expected, similar to above. The
maximum deviation occurs at x/L = 2 with an over-prediction of
7%.
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u∞[m/s]
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FIGURE 10: COMPARISON OF THE TOTAL DRAG FORCES
ON THE DEFORMED NET OVER THE INFLOW VELOCI-
TIES.
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FIGURE 11: COMPARISON OF THE DISTRIBUTION OF
THE VELOCITY REDUCTION FACTORS ALONG THE
MIDDLE LINE THROUGH THE NET PANEL (x/L≈ 0).

APPLICATION TO MULTIPLE DEFORMING NET PAN-
ELS IN STEADY CURRENT
In the following, the study of the interaction of current flow and
four deforming net panels is presented. This shall emphasise the
advantage of the presented model to simulate the interaction of
several nets with each other within a single fluid domain. The
setup is the same as reported in [29], but the deformation of the
nets is enabled. The computational domain is shown in Fig. 12.
Three additional nets are added behind the original net with a
distance of one frame length between each of them. The inflow
velocity is chosen as u∞ = 0.17 m/s. In the simulation, about
3% of the total computational time is linked to a single net cal-
culation and its coupling to the fluid solver. Fig. 13 shows the
resulting flow pattern around the nets and the net deformation at
steady state.

4m

0.5m

L

1.5m L L L x
y

FIGURE 12: COMPUTATIONAL DOMAIN FOR THE SIMU-
LATION OF FOUR DEFORMING NET PANELS IN STEADY
CURRENT FLOW. THE DOMAIN IS SYMMETRICAL IN Y-
AND Z-DIRECTION.

FIGURE 13: NUMERICALLY CALCULATED X-VELOCITY
DISTRIBUTION ON X-Y PLANE THROUGH THE CENTRE
OF THE DEFORMED NETS.

In Fig. 14, the deformation of the N = 4 nets is shown. The
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net in the front deforms the most due to the undisturbed inflow
conditions. The deformations of the downstream nets reduce suc-
cessively due to the velocity reduction through each structure as
indicated in Fig. 15. It is further noticeable that downstream nets
slightly influence the flow through upstream panels due to im-
pounded water. Finally, Fig. 16 shows the total drag forces on
each of the nets. The reduced inflow velocity results in reduced
drag forces on the downstream structures as expected. Between
the first and last net, a reduction of 40% is calculated.
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FIGURE 14: NUMERICAL DEFORMATION OF THE NETS
SHOWN AS THE DISTRIBUTION OF THE NETS IN THE X-
Z PLANE THROUGH ITS CENTRES.
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FIGURE 15: NUMERICAL DISTRIBUTION OF THE VELOC-
ITY REDUCTION FACTOR ALONG THE MIDDLE LINE
THROUGH THE NET PANELS.

CONCLUSION
The present paper describes a complete numerical model for sim-
ulating the interaction of deforming nets and fluid dynamics.
The coupling is achieved through the inclusion of the momen-
tum disturbances in the Reynolds-averaged Navier-Stokes equa-
tions. The forces on the net are calculated under the usage of the
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N

0.0

0.1

0.2

0.3

0.4

0.5

0.6

F
d
 [

N
]

FIGURE 16: NUMERICAL TOTAL DRAG FORCES ON THE
DEFORMED NETS.

screen force model. This model has advantages over Morison
type force models due to the incorporation of the angle between
fluid and net into its formulation. An implicit model is chosen for
the calculation of the net dynamics to avoid time-step restrictions
or sub-step iterations in the fluid solution. Hence, the inclusion
into existing CFD solvers is straightforward and the effect on the
efficiency of the solver is minimised.

The numerical model is validated against existing experi-
ments for fixed and deforming net panels with varying geome-
tries and solidities in current flows. Overall, the proposed model
agrees well with the experimental data as most deviations for
drag forces and velocity reduction are below 10%. It is noticed
that the numerical model relies on empirical data for the drag
force on a net panel. Therefore, the quality and quantity of avail-
able experimental data influences the results of the CFD model.
The study of multiple deforming nets delivers insight into possi-
ble applications and advantages of the model. Future work will
focus on the simulation of fish cages in current and waves and
the inclusion of free surfaces with a moving collar.
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