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Abstract

Airborne Particulate Matter (PM) is considered to be a major concern for both oc-

cupational health and the environment, and in the metal production industry, the

level of such particles in the air can be considerable. A better understanding of

the mechanisms of fume formation and the operational parameters affecting the

fume formation rate, may help in reducing and managing fuming. Additionally,

good measurement techniques and equipment can give insight to when and where

fuming rates are at the highest, and how well implemented measures are working.

Current measuring equipment for in-situ measurements of PM emissions is gener-

ally large and expensive or lacks the required time and spatial resolution to provide

accurate information on the intensity and variations over time of the emissions.

The first part of this work aimed to investigate the evaporation rates of pure li-

quid manganese in an inert atmosphere given variations in the temperature and the

flow conditions above the surface. The evaporation rates were attained through

laboratory experiments measuring the flux with respect to temperature and gas ve-

locity above the metal melt. The evaporation fluxes were found to increase linearly

with increasing flow rates of the gas, and exponentially with increasing temperat-

ure. The flow and mass transfer was simulated with Comsol Multiphysics, and

the modelled fluxes based on the simulated concentration gradient across the sur-

face was found to closely match the experimental fluxes at 1400 and 1550◦C, with

some deviation at 1700◦C.

The second part of this work aimed to investigate the effects of oxygen content

and gas flow rate on the fuming rate and fume particulate properties for liquid

high carbon ferromanganese. The fuming rates were attained through laboratory

xi
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experiments measuring the fume flux with respect to oxygen content and gas ve-

locity above a metal melt. The generated fumes were also characterized in terms

of particle size and element distribution between fume and melt. The fuming rates

were found to increase with increasing oxygen content and flow rate of the gas

up to a point, following theoretical predictions. However, the highest flux values

measured were above the theoretical limitations of the evaporation flux in vacuo

given the alloy bulk composition. It is hypothesized that the high rate of fuming is

caused by an increased manganese activity at the alloy surface due to local decar-

burization of the alloy in contact with the oxidizing gas. A model based on existing

theories on oxidation-enhanced evaporation, given the assumption of decarburiza-

tion, were able to predict flux values across varying oxygen concentrations given

a single calibration point.

The third part of this work aimed at testing and evaluating distributed micro sensors

for in-situ spatial monitoring of dust intensity in the metal-production industry.

Small, low cost sensors for measuring PM have generated interest in recent years,

providing widespread monitoring of PM-levels in the environment. However, such

sensors have not yet been sufficiently tested under conditions relevant for the in-

door environment of the metallurgical industry. This study aims to bridge this gap

by benchmarking the commercial, low-cost Nova PM SDS011 particle sensor in

two different ferroalloy plants towards the Fidas 200S which has been suitability-

tested and certified according to the latest EU requirements (EN 15267, EN 16450)

(1). 12 Nova sensors were tested over three months at a silicomanganese alloy

(SiMn) plant, and 35 sensors were tested during one month at a silicon (Si) plant.

In addition, 12 Nova sensors were tested in an aluminium (Al) plant without refer-

ence equipment. The results showed that the low-cost Nova sensors exhibited all

the same trends and peaks in terms of PM concentration, but consistently meas-

ured lower dust concentrations than the Fidas 200S. The difference was larger at

the silicon plant, which is in line with expectations due to the size- and mass frac-

tions of particles in Si-dust compared to SiMn dust and the larger measurement

range of the Fidas, particularly in regards to particles larger than 1.7μm of which

the Nova can only estimate based on the amount of smaller dust. The results from

the Al plant showed that separations of only a few meters had large impacts on the

fume levels, and that individual peaks could be correlated directly to the process

events in the electrolysis hall, both in regards to fume levels and the properties of

the fumes.

Variation between sensors in each closely placed group was found to be mostly

within a spread of +/- 20% at the SiMn and Al plant, with more variations at the Si
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plant. Sensor reliability was good at the SiMn and Al plant, with no lasting sensor

failure, but at the Si plant more than half of the sensors stopped working over the

course of the measurement campaign. Both high variation and low reliability at

the Si plant is believed to be partially due to the SiO2 fumes causing damage to the

electronics. Despite the difference in absolute values between the Nova and the

Fidas, the Nova sensors were found to provide valuable data for comparing dust

levels over time for different processes, at different locations, and under different

operational conditions. It is estimated that with proper calibration for each type of

dust, the data gathered by the Nova can be useful for spatial monitoring over time

as tool for assessing e.g effects of dust mitigation measures.
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Chapter 1

Introduction

Airborne Particulate Matter (PM) is considered a concern for both occupational

health and the environment. Exposure to high levels of particles has been linked to

asthma, lung cancer, pneumonia, chronic obstructive pulmonary disease (COPD)

and other respiratory and cardiovascular syndromes, the level of which relate to

the size, composition and properties of the particles (2, 3, 4, 5, 6, 7, 8, 9, 10).

Inhalation of certain manganese (Mn) compounds has also been linked to inflam-

mation and neuropsychological disturbances (11, 12, 13). The dust produced in

aluminium electrolysis often contain high levels of fluorine which may generate

hydrofluoric acid if it comes into contact with water (14). Silica fumes at con-

centrations above 0.028μg/cm2 have been found to induce cytotoxicity in a human

astrocytoma cell line, with significant reduction in viability of the cells being found

at lower levels as well when the silica is crystalline in nature (15). However, these

fumes are not only a concern in terms of workers health, but also contribute to the

so-called fugitive emissions which may be harmful to the local, urban communit-

ies as well as the environment at large .

It is well known that ultrafine particles have a much greater surface area and differ-

ent physico-chemical characteristics (16, 17) compared to their larger counterparts.

They may therefore be more reactive, behave differently in the respiratory system,

and give rise to increased biological responses (18). The smaller the particles, the

further into the human system they can penetrate, including the bronchi for PM up

to 10 μm(PM10), the lungs for PM up to 2.5 μm(PM2.5), and even through the

lungs and into the circulatory system for ultrafine particles below 0.1 μm(PM0.1)

(19, 20, 21). Because of this, the measurement of different PM fractions in work-

place environments is very important for the safety of the workers, and knowing

1
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how and where the fumes are produced and how to limit fuming is equally import-

ant to be able to improve working conditions and reduce emissions. With that in

mind, this project has largely been divided in two parts; one focused on studying

the fundamentals of fume formation from manganese and ferromanganese alloys

through experimental work and modelling, and the other focused on investigating

the usability of a low-cost sensor system for measuring PM concentrations in the

metal production industry.

1.1 Fume formation
As the chemical composition and morphology (particle shape) of particles origin-

ating from different ferroalloy industries and processes vary greatly, it is important

to understand the mechanisms by which dusts are generated and how the charac-

teristic properties of the particles depend on process parameters. With such know-

ledge, primary dust generation may be partially controlled. This knowledge may

also aid in the design of more effective dust capturing systems.

In the current project, specific focus has been made in understanding the form-

ation mechanisms, rate, and properties of fume from manganese alloys. Man-

ganese is extensively used as an alloying element for the iron- and steelmak-

ing industry in the form of ferromanganese (FeMn) and silicomanganese (SiMn)

(22), and ferromanganese alloys can be further classified into high-carbon ([C]-

7.0wt%), medium-carbon ([C]<2.5wt%), and low-carbon ([C]<0.5wt%) grades

(23), of which this work used high-carbon ferromanganese (HCFeMn) in FeMn

experiments. The production of both FeMn and SiMn commonly takes place in

an electric submerged arc furnace through carbothermic reduction of Mn ores as

well as quartz in the case of SiMn. An important and not yet thoroughly studied

part of the dust formation from liquid Mn alloys such as FeMn and SiMn is the

evaporation and gas-phase diffusion of Mn. In contrast to silicon (Si), which has

a very low vapor pressure and will mostly react with oxygen to form dust via a

two-step oxidation process, Mn evaporates noticeably at temperatures above the

melting point. For SiMn-alloys, this leads to possible reactions between Si oxides

and Mn fumes, but can also cause a competition for oxygen close to the surface

of the liquid alloy where if little oxygen reaches the surface, a limited amount

of Si-containing fume will be formed (24). Because of these reasons, the exper-

imental study and subsequent modelling of evaporation rates of Mn is important

and coupled to prevailing theory on oxidation-enhanced evaporation (25, 26).

The principle aims of this part of the PhD work were to investigate the evapora-
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tion rates of manganese given varying diffusion conditions as well as quantifying

the effects of the oxidation-enhanced evaporation by performing experiments with

liquid pure Mn and HCFeMn exposed to varying oxygen concentrations and gas

flow velocities. Qualitative and quantitative investigations were conducted on the

fumes generated from the HCFeMn experiments, including element and size dis-

tributions, while only quantitative investigations were conducted for the Mn evap-

oration experiments.

This part of the work resulted in 2 papers, which are included as Paper I and Paper

III in this thesis. The relevant literature for the work is presented in section 2.1

and 2.4, and the methods for experimental and modelling work is presented and

discussed in section 3.1-3.2. The results on this topic are summed up, presented,

and discussed in section 4.1. The overall conclusions and suggestions for future

work is presented in section 5.1-5.2.

1.2 Dust measurements
According to current EU-regulations, exposure to PM10 in ambient air should be

limited to a maximum of 50 μg/m3 averaged over a 24-hour period with a max-

imum of 35 permitted exceedences per year. The yearly average is limited to 40

μg/m3 for PM10 and 25 μg/m3 for PM2.5 (27). Workplace PM exposure is of-

ten monitored by personal portable devices while monitoring of ambient plant PM

levels are often measured using one or more fixed measurement stations that meas-

ure for long periods at a time. These stations are expensive to set up, which limits

the number of spatial measurement points that can be realistically achieved. The

use of less expensive, portable setups would circumvent this issue and allow for

a much higher spatial resolution, which can be of particular use in the extremely

varied environment that is the case for metal production plants. A better spatial res-

olution allows for tracking the flow of particles in the plant and can work as a tool

for evaluating measures taken to reduce and capture PM emissions. Low-cost mi-

crosensors are not widely in use neither for air-pollution monitoring in general nor

industry in particular. It is however being considered by the European Commis-

sion for air pollution monitoring and personal exposure, and with the technological

improvements could become a "game changer" (28).

The principal aims of this part of the PhD work were to investigate the usability of

a single type of low-cost PM sensor, the Nova PM SDS011 ("Nova"). Measure-

ment campaigns in Al, Si and SiMn alloy plants were performed, and for parts of

the campaigns the Nova was benchmarked towards the state of the art PM sensor;
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Fidas 200S ("Fidas"). Along with the accuracy investigations, both the sensor life-

time, internal variation in groups of sensors, and drift over time were studied. In

addition, the value of spatial resolution was evaluated, and the varying size distri-

butions were correlated with process events where data was accessible. How the

Nova handled the different types of fumes compared to the Fidas was also invest-

igated.

This part of the work has resulted in 2 papers, which are included in this thesis

as Paper II and IV. The relevant literature for the work regarding fume sources is

presented in section 2.1-2.4, regarding sensor technology in section 2.5 and the

methods for testing the sensors is presented and discussed in section 3.3. The res-

ults on this topic are summed up, presented, and discussed in section 4.2. The

overall conclusions and suggestions for future work is presented in section 6.3.



Chapter 2

Literature Review

This literature review is organized with first a general background on metallur-

gical plants, the fumes therein, and why emission of particulate matter (PM) from

these processes is an important subject. Second and third are two sections on the

aluminium and silicon production processes and emission sources respectively, to

serve as a background for the fume measurement campaigns. Fourth is an in-depth

description of the ferromanganese production process and emission sources, in-

cluding mechanisms such as oxidation-enhanced vaporisation as a basis for PM

generation, as a background for both the fume measurement campaigns and the

experimental and modelling work on evaporation and oxidation of manganese and

ferromanganese. The last section gives an overview of different PM measurement

techniques and equipment for fumes, with a focus on the measurement techniques

and specific sensors used in this work.

2.1 General Background
Dust, or particulate matter, formation in metal production is a problem which oc-

curs when thermally generated gases from a process condense and/or oxidise into

particles or when mechanical processes, such as transportation, crushing and siev-

ing of raw materials, generate small particles which are then suspended in the air.

Fumes are as such categorized as either thermally or mechanically generated, but

although they originate from different sources and through different mechanisms,

the methods to measure them are typically the same. Such methods include, for

example, fume sampling where filters catch fumes which can then be measured

and analyzed, optical sensors which use light scattering, light absorption or light

extinction to continuously measure the size and amount of particles in the air, and

the microbalance method in which particles collect on a filter and cause the oscil-

lation frequency of a quartz tube to vary (29).

5
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Thermally generated fumes originate from any part of the metal production pro-

cess in which liquid metal is in contact with air, or from the reduction processes

in the furnace itself. Five different fume formation mechanisms are illustrated in

Figure 2.1 (30), showing a variety of reactions that form particles from a liquid

metal. The emission points where fumes formed in any of these ways are intro-

duced into the ambient air includes the furnaces where and when they are open,

as well as tapping, refining, and casting areas (31), where the liquid or evaporated

metal or oxide reacts with the oxygen in the air to create oxide particles. Mech-

anically generated fumes originate from where materials are treated in a way that

allows for parts of the material to be broken off. This could be during transport and

handling of the more easily broken down raw materials, or during processing of

the product such as crushing and sieving. Mechanically generated fumes can also

come in the form of particles not originating from the raw materials themselves,

but instead from sources such as sand brought in by vehicles, metal shavings from

moving parts, rust and flaking paint.

Figure 2.1: Fume formation mechanisms from a liquid metal (30).
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Based on the chemical content of the dust, as well as how it was formed, PM vary

greatly both in morphology and size and hence, how harmful to health it is. The

European Commission distinguishes between PM10, the slightly larger particles

still categorized as dangerously small, and PM2.5, the smaller and thus more dan-

gerous particles. Both categories have regulated limits for average concentrations

workers are exposed to, at 40 and 25 μg/m3 for PM10 and PM2.5 respectively. Par-

ticularly dangerous substances such as Polycyclic Aromatic Hydrocarbons, Lead,

and Nickel that may condense as dust also have specific limits (27). H. L. Johnsen

(5) concluded after a five-year study among employees in Norwegian smelters, that

line operators had an increased decline in lung functions compared to employees

not exposed to PM, showing that current levels are harmful to the workers and that

improvements towards the working environment in regards to PM is needed. Such

improvements can only be made by understanding from where, how much, and

what fumes are generated and spread throughout the smelting plants.

The spreading of the fumes is important, especially towards designing measures

such as fume hoods or other ventilation. Fume spreading models can, along with

measurement campaigns, be used to estimate exposure in different working areas

(32). Dust spreading is strongly affected by temperature, as there are large fluctu-

ations in the smelting plant environment and both pressure and thermal buoyancy

has an impact on the flow of particles, and as such models need access to tem-

perature data to give good approximations. As dust capturing efficiency depends

on many factors , including fume hood shape, particle size, particle density, hall-

wind, and suction rate (33), it is important to gain as much information as possible

to get the most effective systems in place for improving working conditions and

reducing diffusive emissions.

2.2 Production of Primary Aluminium
Primary aluminium is produced through electrolytic reduction of alumina (Al2O3)

using the Hall–Héroult process where the alumina is reduced to aluminium in a

cryolite bath in a cell which consists of a steel shell lined with carbon. The metal

acts as the cathode while carbon electrodes extending into the solution acts as

the anode. The electrolytic reduction of Al2O3 by the carbon electrode occurs

following the reaction shown in reaction R1:

2Al2O3 + 3C � 4Al + 3CO2 [R1]

Liquid aluminum deposits below the cryolite bath from where it is tapped usu-
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ally every 24 to 48 hours. Two different categories of the Hall–Héroult process

are identified by the carbon anodes used in the process. They can either be baked

in the process, so called Söderberg electrodes, or be pre-baked, the former which

while requiring less energy and labor to produce do release more fumes during the

production and also results in a less efficient electrolysis process. Due to this, the

pre-baked anode is currently preferred over the Söderberg electrode (34). As the

carbon anodes are depleted in the process, the Söderberg electrode is continuously

replenished by adding carbon "paste" to the top of the anode casing which is then

baked by the heat of the cell as it moves downwards. For the pre-baked anodes this

requires opening of the electrolysis cell to replace the entire anode at which point

fumes inside the cell are released into the electrolysis hall (34). A schematic of the

electrolysis process is displayed in Figure 2.2:

Figure 2.2: Schematic of the material flow among the smelting process, gas treatment

centre and emissions (35).

The fumes inside the electrolysis cells mainly consists of condensed bath fumes as

cryolite, chiolite, sodium tertrafluoroaluminate, aluminium fluoride, and sodium

fluoride, and contain varying amounts of impurities. The content of contaminants

increases significantly in particles larger than 1 μm in diameter, with submicron

not having detectable amounts of neither V, Ti, Fe, Ni, or Mo. The NaAlF4-pattern

is dominant in the submicron particle size classes, which originate from condens-

ation and hydrolysis of the vapor phases and are a characteristic background cell

emission assumed to be mainly dependant on bath evaporation conditions (36).

While most of these fumes are contained within the cells where the off-gas is

filtered before its release, it is necessary to open the cells for several operations

over the course of the production cycle. Examples of such operations are the an-

ode change and cell tapping. To effectively gauge the particulate emissions from

each different operation, a constant measurement system in necessary. Several pre-

vious studies provide an incomplete picture as the time-resolution is limited (14).
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The air-suspended particulate matter in the potrooms of aluminum smelters is com-

monly referred to as "potroom dust", and is typically process-related material that

has escaped confinement as mentioned (37). Potroom dust typically form a signi-

ficant component of the total PM emitted from a smelting site, with studies meas-

uring as much as 85% of PM2.5 emissions are emitted through the roof vents above

the potroom (38).

In both the Söderberg and the Prebake processes, mixtures of aluminium oxides

and cryolite are the dominant particle groups, but particulates not specifically re-

lated to the smelting process, such as rust, silicates, and sea salts, can also be

found in potroom dust in small quantities. Flouride-containing coating has been

observed on aluminum oxide and cryolite particles, which exhibits a nanostructure

that most likely enhances the solubility in the lung, and the coated particles and

agglomorates may be excellent vehicles for transporting these reactive gases into

the thoracic region of the lung. This nano-layer of flourine-containing deposits on

most particles may also form HF after deposition in the lung or exposure to the

respiratory humidified air (39). This health hazard is a significant driving force

towards reducing potroom dust, both in the form of fugitive emissions, and for the

working environment in the plants.

2.3 Production of Metallurgical Grade Silicon
Metallurgical Grade Si (MG-Si) is mainly produced in a Submerged Arc Furnace

(SAF), and a schematic of the process for Si production along with the location of

the primary emission sources are shown in Figure 2.3 (31).

Typically for Si production, the SAF is semi-sealed or open. In an open config-

uration, the canopy hood is located 2-2.7m above the furnace rim which allows

for stoking during operation, but also lets fumes escape unless sufficient draft is

provided. A semi-sealed furnace has a tightly fitted, water-cooled, hood that fits

tightly around the top of the furnace which disallows stoking from the outside.

While it is not airtight around each electrode and fumes may escape unless suffi-

cient draft is provided, there is less fuming from a semi-sealed furnace compared

to an open configuration (40).

As shown in Figure 2.3, there are many sources of fugitive emissions in the metal

production process surrounding the SAF. In his PhD-work, Kamfjord (41) gathered

estimated data on the fume sources and relative amounts in the Si-prduction pro-
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Figure 2.3: High silicon alloy production and its primary emission sources, with permis-

sion from Kero et. al (2016) (31). 1) Raw material handling and transport 2) SAF off-gas

3) Tapping and refining 4) Casting 5) Crushing and sizing of product.

cess from Tveit, Myrhaug et al. (2008) summarized in Table 2.1:

Exposure of liquid silicon to air results in large amounts of condensed silica (SiO2)

fumes, which consists of spherical, amorphous silica particles with an average dia-

meter of around 60nm (42). These particles also agglomerate after formation,

leading to the size fractions measured through laser diffraction being much higher.

Figure 2.4 a) and b) show SEM imagery of the fume particles from SiMn and Si

production respectively (24) (42).

The flux of silica from the high-silicon alloy refining ladle was found by Næss to

be approximately 1 kg of silica per ton of Si produced (43). Næss also established

the major mechanism behind the fume formation; active oxidation of the liquid

silicon surface, which means that the extent of the oxidation is coupled with the

surface area exposed to air. The oxidation happens in two steps, with liquid silicon

reacting with oxygen at the surface to form SiO gas as shown in reaction R2 first,
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Table 2.1: Overview of estimated process emissions in Si-production. From Kamfjord

(41).

Work process
Share of
diffuse
emissions

Share of
internal
pollution

Description of emission

Raw material

handling from

key to storage

0-5% 0%

Fumes generated by

transportation, conveyor

belts, etc.

Raw material

transport from

storage to furnace

0-5% 5-10%

Fume generated by raw

material mixing and internal

transportation to furnace

Furnace

processes
10-20% 5-20%

Smoke and fume escaping the

off-gas system and spreading

inside the plant

Tapping 20-40% 30-50%
Smoke and fume from tapping

processes

Casting 20-40% 15-25%
Smoke and fume from metal

handling

Crushing,

screening,

and packing

5-15% 5-15% Metal fume from operations

Off-gas system 5-10% 0-5%
Fume and smoke escaping

channels, fans etc.

Product packing

of collected fume

from off-gas

0-5% 5-10%
Fume into work environment

from operations

before being subsequently oxidised in a combustion reaction in the air to become

SiO2 fumes as shown in reaction R3. These fumes consists of small, amorphous,

spheres of glassy silica (44).

Si(l) +
1

2
O2(g) � SiO(g) [R2]

SiO(g) +
1

2
O2(g) � SiO2(l/s) [R3]

If the resulting partial pressure of SiO(g) from reaction R2 at the surface is higher

than the equilibrium partial pressure for the reaction between Si and SiO2 shown
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Figure 2.4: SEM (secondary electron detection) images showing fume particles from a)

Si filter fume generated experimentally at 1550 ◦C (42) and b) typical SiMn filter fume

generated experimentally at 1500–1700 ◦C (24). Note the difference in scale.

in reaction R4 however, a protective layer of SiO2 may be formed at the surface

(45).

1

2
Si(l) +

1

2
SiO2(s) � SiO(g) [R4]

This happens when the oxygen partial pressure above a stagnant silicon surface is

increased above a certain maximum pressure (6.1 x 10−3 atm at 1410◦C accord-

ing to Wagner (45)), and the formation of SiO2 following reaction R5 causes a

passivisation of the surface which inhibits further oxidation (42).

Si(l) + O2(g) � SiO2(l/s) [R5]

In industrial locations, a stagnant surface is not the standard condition however,

and neither is stable laminar flows above it. Turbulent, moving surfaces with tur-

bulent natural convection due to the high temperature gradients are the observed

conditions during industrial measurements (42), making precise calculations chal-

lenging.

Surface oxidation is not the only process in which fumes are formed outside the

furnace however, with the most notable example being during ladle refining. Fig-
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ure 2.5 shows a sketch of the possible macroscopic fume formation mechanisms

in the Si refining ladle (44), where oxidation from the refining bubbles and fuming

from splashing of liquid silicon represent such other mechanisms.

Figure 2.5: Simple sketch of the possible macroscopic mechanisms in the ladle: a) oxida-

tion of SiO from the refining bubbles, b) fuming from splashing of liquid silicon due to the

drag of the purge gas (PG) in the bubbles, and c) surface oxidation when in contact with

oxygen in air. From Næss et. al (2012) (44).

2.4 Production of Manganese Ferroalloys
Manganese ferroalloys, such as high-carbon ferromanganese (HCFeMn), low-carbon

ferromanganese (LCFeMn), and silicomanagese (SiMn) are all, like MG-Si, mainly

produced in the SAF. A schematic of the process for FeMn production along with

the location of the primary emission sources are shown in Figure 2.6 (46), and this
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is similar for SiMn-production.

Figure 2.6: Schematic overview of a typical Mn-ferroalloy production plant and its

primary emission sources, from Kero et. al (2019) (46). 1) Raw materials transport and

handling 2) SAF off-gas 3) Tapping 4) Refining 5) Casting 6) Crushing and sizing 7) In-

ternal ventilation off-gas.

Typically for SiMn and FeMn production, unlike for Si, the SAF is sealed. A

sealed furnace has separate sealed chutes for raw materials, allowing a complete

seal on the furnace (40). The production of the desired metal is achieved through

carbothermic reduction of the ores inside the SAF. Mn is added through manganese

ores most commonly containing MnO2 like Pyrolusite, although different oxide

types as well as carbonates, silicates, and sulfides also exist in significant abund-

ance and economic importance. Several types of manganese ore also have varying

content of Si and Fe in addition to other major elements such as aluminium(Al),

magnesium(Mg) and many trace elements (47). Si, when desired, is added through

SiO2, quartz, or through (Fe)Si off-grade qualities or Si refining skulls. Fe is sim-
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ilarly added through Mn ores high in iron oxides where a higher Fe content is

needed. Fluxes such as limestone (CaCO3) are added where the slag basicity must

be controlled, and the prerequisite carbon is usually added in the form of coke

mixed with the other carbon raw materials such as petroleum coke, charcoal, or

anthracite (22).

2.4.1 Mechanisms of thermal fume generation

Liquid FeMn and SiMn metal is cast at temperatures above 1500 ◦C in air, where

the vapor pressure of manganese is high, typically > 0.01 atm for FeMn, but lower

for SiMn. Reactions between the Mn vapor and oxygen in the atmosphere leads

to the formation of oxide fumes. Figure 2.7,(48) shows the stability diagram for

manganese and its oxides for different oxygen partial pressures and temperatures.

It can be seen from the diagram that at 1500◦C, oxygen pressures above 10-15 atm

will lead to the formation of manganese monoxide (solid), and as the temperature

decreases, higher oxides become stable. The oxide formation follows the reactions

shown in reaction R6 through R12, with their corresponding Gibbs free energy

valid from 0 to 2000◦C as calculated by Factsage 7.0 (48),(49) using FactPS and

FToxide databases.

Figure 2.7: Calculated equilibrium relations in the Mn–O system using Factsage (48, 49).
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Mn(l) � Mn(g) ΔG◦(kJ) = 225.61− 0.1124T (◦C) [R6]

Mn(g) +
1

2
O2(g) � MnO(l) ΔGl

◦(kJ) =−556.27 + 0.1715T (◦C) [R7]

Mn(g) +
1

2
O2(g) � MnO(s) ΔGs

◦(kJ) =−603.64 + 0.1972T (◦C) [R8]

3MnO(s) +
1

2
O2(g) � Mn3O4(s1) ΔG◦(kJ) =−194.32 + 0.1222T (◦C)

[R9]

2Mn(g) +
3

2
O2(g) � Mn2O3(s2) ΔG◦(kJ) =−1358.3 + 0.4907T (◦C)

[R10]

2

3
Mn3O4(s1)+

1

6
O2(g) � Mn2O3(s2) ΔG◦(kJ) =−21.459+ 0.0148T (◦C)

[R11]

1

2
Mn2O3(s2) +

1

4
O2(g) � MnO2(s) ΔG◦(kJ) =−24.599 + 0.0522T (◦C)

[R12]

where Mn3O4(s2) and Mn2O3(s2) represents tetragonal (low-temperature) Mn3O4

and cubic (high-temperature) Mn2O3, respectively (48).

For thermally generated fumes from FeMn, MnOx-particles as formed through

these reaction make up most of the dust, alongside trace elements and some iron

oxides. At 1500◦C, Mn3O4 is the most stable oxide at high oxygen concentrations,

while MnO is the most stable oxide at lower oxygen concentrations (50). Particles

from laboratory experiments on fume formation from FeMn performed by Kero

et. al (50) were found to have varying composition based which of 3 deposition

locations the dust was collected from. Major elements were Mn and O, with Fe
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included at the closest deposition point. Minor elements were Ca and Mg, with Fe

included when it was not a major element, and Si included at the middle depos-

ition location. Trace elements were Al, K, and Na, with Si included where it was

not a minor element, and Zn included at the middle deposition location. Average

particle size from these experiments were calculated by Brunauer-Emmet-Teller

surface adsorbtion method (BET) and found to be 0.77 μm, which was signific-

antly larger than the protoparticle size found by SEM at around 0.2 μm. Figure

2.4 a) and b) in the previous section show SEM imagery of the fume particles from

SiMn and Si production respectively (24) (42).

Thermally generated SiMn fumes formed by oxidation of liquid (Si) and evap-

orated (Mn) metals consists mainly of Si, Mn, and O, forming various complex

oxides. Secondary elements include Mg, Ca, Al and K, and trace elements include

Na, Fe, Zn, Cu and Cl (51). Due to the higher vapor pressure of Mn over the melt,

Mn can evaporate and react with oxygen some distance above the surface while

Si requires direct oxidation at the surface. In the case of SiMn, with high enough

evaporation rates compared to the oxygen gradient above the surface, it is possible

that very little oxygen reaches the surface to react with the Si, although this is not

the case in regular industrial situations.

The industrial average aerodynamic diameter of these fume particles, as recorded

by an Electrical Low Pressure Impactor (ELPI), is around 100nm (51), while SEM

analysis of fumes generated experimentally in laboratory scale by Ma et al. (24)

show that the majority of protoparticles (the singular particles, in this case mostly

spheres, defined before agglomeration and clustering) have a diameter between 50

and 200nm, although fume particles generated at higher temperatures are notably

smaller. For agglomerate size fractions measured through laser diffraction (LD)

on the same dust however, the majority of particulates have a diameter in the range

of 500-2000nm, and are also less influenced by temperature. Particle size distribu-

tion (PSD) analysis from SEM of HCFeMn fumes with and without water sprays

around the casting beds by Gates et al. (52) showed that 25% and 79% of the

protoparticles collected at roof level were below 200nm in diameter respectively.

This effect was believed to be from a combination of the reduced temperature and

that water droplets capture fumes by impactation.

Manganese evaporation mechanisms and kinetics

In the production process for ferroalloys such as ferromanganese and silicoman-

ganese, the produced melt is in contact with air during several steps of the pro-

cess. Most notably during tapping, refining and casting, the melt is exposed to air
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without a protective slag layer over an extended duration. During this time, there

are two possible reactions for each metal in the alloy, Evaporation and oxidation,

which may be summed as shown in reaction R13 for evaporation, and in reaction

R14 and R15 for oxidation in one or two steps. It must be noted that some metals,

such as Mn or Fe, have other oxidation steps after the first, i.e. Mn2O3 and Fe3O4.

Me(l) � Me(g) [R13]

Me(l,g) + 1/2O2(g) � MeO(s,l) [R14]

MeO(s) + 1/2O2(g) � MeO2(s) [R15]

If the equilibrium vapor pressure of the metal is high enough, as it is for Mn at

temperatures above the melting temperature, reaction R13 will happen regardless

of the presence of oxygen at the surface. When the metal, either as liquid on the

surface or as gas above it, comes into contact with oxygen it will oxidize following

equation R14. For some metals such as Si, the oxidation takes place in two steps

already in the diffusion layer, and reaction R15 will take place once the oxide

particles comes into contact with more oxygen. For reaction R13, the equilibrium

partial pressure of Mn vapor over a pure Mn liquid is derived from the formula for

Gibbs free energy and may be written as:

pMn(g) = p0 · exp(
−ΔG◦

R · T
) (2.1)

Where:

Fluxevaporation = flux of evaporation [g/m2s] pMn(g) = partial pressure of Mn(g)

just above the surface [Pa]

p0 = standard pressure defined as 1 atm = 101325 Pa

R = Universal gas constant = 8.3144626 J/Kmol

T = temperature [K]

ΔG◦ = standard change in Gibbs energy for the reaction [J/mol].

The flux from evaporation at the surface can then be defined as shown in equation

2.2, which is a form of the Hertz-Knudsen equation (53) multiplied by MMn to get
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the mass flux rather than the molar flux:

Fluxevaporation = (pMn(g),eq − pMn(g)) ·
√

MMn

NA · 2 · π · kB · T
(2.2)

Where:

pMn(g) = partial pressure of Mn(g) just above the surface [Pa]

pMn(g),eq = equilibrium partial pressure of Mn(g) from equation 2.1

NA = Avogadro’s number = 6.02214076 · 1023 [/mol]

kB = Boltzmann’s constant = 1.38065 · 10−23 J/K

MMn = molar mass of Mn = 54.938 g/mol

T = temperature [K]

For diffusion, the flux can be defined by equation 2.3,

Fluxdiffusion = D · p − pMn(g),bulk

DiffZ
· NA

RT
· MMn

NA
(2.3)

Where:

D = diffusion coefficient [m2/s]

pMn(g),bulk = partial pressure of Mn(g) in the bulk gas [Pa]

DiffZ = diffusion layer thickness [m] defined by equation 2.4 for a cylindrical con-

tainer with a central gas flow directed vertically down onto a molten metal surface

(54) as shown in Figure 2.8.

DiffZ =
L · 4.52

Re1/2 · Sc1/3
(2.4)

Where:

Re = Reynold’s number defined by equation 2.5 [unitless]

Sc = Schmidt’s number defined by equation 2.6 [unitless]

Re =
uL

ν
(2.5)
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Sc =
ν

D
(2.6)

And:

L = radius of the cylindrical container [m]

ν = dynamic viscosity [Pa · s]

u = bulk flow velocity [m/s]

D = diffusion coefficient [m2/s]

Figure 2.8: Schematic of a cylindrical container with liquid metal and a vertical gas flow

from the top. Mass transfer of metal is divided in three parts: Evaporation, diffusion, and

convection.

Figure 2.8 shows the three steps of mass transfer of metal: Evaporation, diffusion,

and convection. Convection flux is far higher than diffusion flux, thus the evapora-

tion and diffusion fluxes are the focus of this study. Equation 2.2 and 2.3 describes

the flux of Mn(g) to and from the surface gas layer. As manganese evaporates, it is

transferred from the metal surface and into the air above it, from which it diffuses

through the diffusion layer over a distance defined by equation 2.4. Assuming
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steady state where there is no buildup of Mn(g), the two fluxes must be equal and

the two equations can be solved together as most of the factors are known, with the

temperature and flow being the two variables assuming the radius of the container

is constant. Assuming constant flow, temperature, and geometry, most of equation

2.2 and 2.3 are constant and you can write the mass balance as shown in equation

2.7:

(pMn(g) − pMn(g),bulk) · Cdiff = (pMn(g),eq − pMn(g)) · Cevap (2.7)

Which when solved for pMn(g) gives equation 2.8:

pMn(g) =
pMn(g),eq · Cevap + pMn(g),bulk · Cdiff

Cdiff + Cevap
(2.8)

Where Cdiff and Cevap are defined as:

Cdiff =
D

DiffZ
· MMn

RT
(2.9)

Cevap =

√
MMn

NA · 2 · π · kB · T· (2.10)

And:

pMn(g) = partial pressure of Mn(g) just above the surface [Pa]

pMn(g),eq = equilibrium partial pressure of Mn(g) from equation 2.1

pMn(g),bulk = partial pressure of Mn(g) in the bulk gas [Pa]

NA = Avogadro’s number = 6.02214076 · 1023 [/mol]

kB = Boltzmann’s constant = 1.38065 · 10−23 J/K

D = diffusion coefficient [m2/s]

DiffZ = diffusion layer thickness [m] defined by equation 2.4 MMn = molar mass

of Mn = 54.938 g/mol

R = Universal gas constant = 8.3144626 J/Kmol

T = temperature [K]

NA = Avogadro’s number = 6.02214076 · 1023 [/mol]

kB = Boltzmann’s constant = 1.38065 · 10−23 J/K

Oxidation-enhanced evaporation

Early studies focusing on modelling of the generic metal-oxidizer system by Wag-

ner (45), Turkdogan et al. (25) and Rosner (26) have laid the theoretical found-
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ation for modelling evaporation and oxidation rates. However, development and

validation of kinetic models for more specific applications such as high-carbon

ferromanganese (HCFeMn), have not previously been performed.

Theory states that the metal evaporation rate is rate-limiting at ambient oxygen

levels above a certain "critical" value, and that below this value, for a given gas

flow-rate and temperature, the flux is directly proportional to the ambient oxygen

partial pressure following equation 2.11. This is due to the diffusion being rate-

limiting and that the ambient oxygen partial pressure determines the concentration

gradient of oxygen through the diffusion layer as shown in Figure 2.9, of which

the diffusion rate is directly proportional to.

Ji =
MMn · α · h

R · T pO2 (2.11)

Where:

Ji = fume flux as limited by diffusion through the boundary layer [g/m2s]

MMn = molar mass of Mn = 54.938 g/mol

R = Universal gas constant = 8.3144626 J/Kmol

T = temperature [K]

pO2 = ambient partial pressure of oxygen [Pa]

h = average film mass-transfer coefficient for the transport of oxygen through the

aerodynamic diffusion boundary layer which is calculable for known flow condi-

tions [m/s]

α = number of moles of metal vapor required to combine with one mole of oxygen,

valid for any metal [unitless]

Rosner’s work on this "oxidation-enhanced" evaporation (26) confirmed the results

of Turkdogan et al. in highly dilute isothermal systems, and also found additional

effects based on the condensation process as a limit for fuming in oxidizer-rich

ambient gasses. Rosner described the system graphically as shown in Figure 2.9.

Rosner derived a formula for the critical transition pressure of oxidizing agents

valid even when approaching pure gaseous oxidizers, shown in Equation 2.12:

Y ∗
O,e = 1− (

1

1− YM,w
)−(r/Dox−met)(F ∗

RXN−1) (2.12)

Where:

Y∗
O,e = critical mass fraction of oxygen in the ambient gas [unitless]
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Figure 2.9: Reaction and condensation-enhanced metal vaporization; two-film model and

notation. Redrawn from Rosner (26). With e we denote the film edge, f the reaction front,

w the liquid surface, ṁ”
M the metal flux, y the concentration, I the inert gas, M the metal,

and O oxygen. δ the film thickness, often referred to as the diffusion layer thickness.

YM,w = mass fraction of metal vapour at the gas-metal interface [unitless]

r = mass of oxidizer that reacts with a unit mass of metal vapor [unitless]

F∗
RXN = critical reaction factor defined in equation 2.13 [unitless]

Dox−met = oxidiser-to-metal diffusion density ratio defined by equation 2.16 [unit-

less].

F ∗
RXN = ṁ”

vac/ṁ
”0 (2.13)

Where:

ṁ”0 = flux given no homogeneous chemical reaction [g/m2s] which in our case

relates to an ambient oxygen partial pressure at effectively zero

ṁ”
vac = maximum evaporation flux [g/m2s] which can be given by the Hertz-

Langmuir expression shown in equation 2.14 according to kinetic theory:

ṁ”
vac =

αs

4
· pMn(g)

kBTw
· (8kBTw

πMMn
)1/2 ·MMn (2.14)

Where:
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αs = sticking factor [unitless], which describes the ratio between the number of

molecules that desorb and adsorb from the same surface during a time interval,

and is considered to be 1 in the case of a liquid metal

pMn(g) = equilibrium partial pressure of manganese vapor at the metal surface [Pa]

kB = Boltzmann’s constant = 1.38065 · 10−23 J/K

Tw = temperature at the metal surface [K]

MMn = molar mass of Mn = 54.938 g/mol

Assuming oxygen contents below Y∗
O,e, Rosner introduced the formula shown in

equation 2.15, which defines the flux ratio between a system with no oxygen in the

ambient gas and one with a given oxygen partial pressure

FRXN = 1 +
(DO−Iρ)2

(DM−Iρ)1
· 1
r
· ln[1/(1− YO,e)]

ln[1/(1− YM,w)]
(2.15)

Dox−met = (DO−Iρ)2/(DM−Iρ)1 (2.16)

Where:

FRXN = reaction factor [unitless]

(Di−jρ)x = mean Fickian binary diffusion coefficient [m2/s] for species i and j

multiplied by the total mass density of the gas mixture in zone x relating to the

zones in Figure 2.9, O relates to the oxidizer, I the inert gas, and M the metal va-

por.

Yi,j = mass fraction of species i at surface j relating to Figure 2.9 [unitless].

With this, the critical oxygen fraction where evaporation becomes the rate limiting

factor can be calculated if the flux with no oxidizer present can be calculated or

found through experiments. The theoretical fluxes given an ambient oxygen partial

pressure below this critical fraction can also be calculated.

2.4.2 Earlier industrial studies of Mn-alloy fuming

You et al. (23) studied evaporation of manganese during the industrial oxygen re-

fining process experimentally, and confirmed that due to the high vapor pressure of

manganese in ferromanganese melts there is a significant loss due to evaporation.

An empirical equation for the evaporation loss was derived based on a sampling

system, and is shown in equation 2.17:



2.4. Production of Manganese Ferroalloys 25

(WMn)evap
Wmetal

= β ·
n∑

i=1

(
(pMn(g))i√

Ti
· (ti+1 − ti)

)
(2.17)

Where: (WMn)evap = evaporation loss of manganese [g] Wmetal = amount of hot

metal charged(iron) [g]

beta = The apparent vaporization coefficient [unitless], a function of process vari-

ables such as oxygen and inert gas flow rates

pMn(g) = partial pressure of Mn(g) just above the surface [Pa]

i = order of sampling [unitless]

T = temperature [K]

ti+1-ti = time interval between sampling [min].

The apparent vaporization coefficient, β, was found to be significantly affected

by the fraction of top blown oxygen, which concurs with the previously discussed

theories.

Lee and Kolbeinsen (55) studied the kinetics of the oxygen refining process for

high-carbon ferromanganese, where they found that when the vapor pressure of

manganese vapor becomes high, the rate of manganese loss is controlled by the

mass transfer of manganese vapor through the diffusion boundary layer adjacent

to the interface of melt and gas, and that the formation of MnO mist increases with

melt temperature. As the temperature is an important factor in the evaporation rate

of manganese, this will also have an impact on the fuming rates.

Gates et al.(56, 52) also studied fuming rates in ferromanganese, with a focus on

the effect of water vapor in the bulk gas. The rate of fuming was found to decrease

with increased water content in the atmosphere and that fume particles were found

in larger clusters rather that fine dust with moist atmospheres. While this effect

was not fully explained, a decrease in temperature with the addition of water to

the atmosphere may partly explain the results. They also found notable amounts

of ZnO in the dust from their experiments with higher water vapor content.
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Table 2.2: Different dust measurement techniques and the most important differences

between them.
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2.5 Measuring dust concentrations in indoor plant environments
There are several different techniques that can be used to measure PM, and many

existing systems utilizing each technique. Table 2.2 shows a selection of systems

for PM measurements along with some key factors to consider when choosing

what is most suitable:

The most common low-cost instrument type for measuring PM concentration in

ambient air is Optical Particle Sensors (OPS’s), although they can be found in more

expensive and higher quality versions as well. OPC’s can be split into two dis-

tinct types: Nephelometers and Optical Particle Counters (OPC’s). In both cases

the particles scatter light according to Mie-theory (58), which describes how small

particles scatter light of varying wavelengths given their size and optical properties,

and this scattered light is measured and correlated to a PM concentration. In the

case of Nephelometers, particles are measured as an ensemble and the scattered

light is measured across a wide range of angles. Typically this range is from 7◦

to 173◦ to avoid pure forward and backwards scattering, but some Nephelometers,

sometimes referred to as photometers, only measures at a single angle. Near for-

ward and backward scattered light that is not measured by the detector is identified

as a truncation error, and is more prevalent for larger particles (>1 μm) (69). In

either case the total scattering amplitude is correlated to a mass measurement from

a calibration equipment, such as a filter sampler (61).

OPC’s work very similarly to Nephelometers, but instead of measuring a num-

ber of particles in an ensemble, they measure the light scattered by individual
particles and assign each pulse to a size bin based on its intensity. This results in

a histogram that can be presented as a particle size distribution (61). The optical

properties, such as refraction index and particle shape, of the measured particles

are of significant importance to the scattering of light, and as such it is equally

important with OPC’s to calibrate with the correct dust to achieve a high accuracy.

This is due to how different particles have different response curves, as calculated

with Mie-theory, across varying particle diameters. This curve must be assumed

correctly to get accurate diameter values for the particles measured (70).

Across limited straight distances, it is also possible to detect particles in a line by

measuring the forward scattered light. Incident laser light that is scattered by the

dust particles along the line can be collected onto a solid-state sensor for dust quan-

tification. At high dust concentrations where forward scattering is not applicable,

it is possible to measure the dust level by the opacity across the same line (63).

These too must be calibrated against other equipment, such as a filter sampler, as
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the base principle is the same as for a nephelometer.

Optical light scattering, while commonly used, is not the only optical technique

for continuous PM measurements. Light absorption or light extinction can, sim-

ilarly to light scattering, be used to achieve continuous measurements of the size

and amount of particles in the air (29).

Besides light scattering techniques, gravimetric methods are commonly used as

they are the most accurate (29). Filter sampling exists as a reliable method to

measure average PM levels over a period of time, with the added benefit of having

dust samples ready for analysis as soon as the measurement period is over (67).

It is a traditional system for monitoring fugitive emissions in the aluminum pro-

duction process, where a simple setup can consist of tubes and pumps that allow

the air from the potroom to be iso-kinetically lead through a filter which collects

the dust. After a set period the dust is measured and can be chemically analysed,

which can provide accurate monitoring of its content. Advanced sampling inlets

(68) can limit the size of particles allowed into the system by precisely controlling

the pump strength to where larger particles have too high inertia to be sucked into

the system, which in combination with the filter allows for only specific size frac-

tions to be measured. It does however give a low time- and spatial resolution.

Another gravimetric technique is the microbalance method where particles collect

on a filter and cause the oscillation frequency of a quartz tube to vary (29).

Another type of measurement methods are cascade impactors, which are capable

of distinguishing between a large spread of size fractions without consideration

for the optical properties of the particles. In an cascade impactor, the particles

are sorted depending on their aerodynamic size through a series of stages where

the difference in particle inertia in a laminar field flow separate them (66). While

not affected by optical parameters, the aerodynamic diameter is influenced by both

morphology and density, which must be taken into consideration. An example cap-

able of continuous measurements is the Electrical Low Pressure Impactor (ELPI),

where the particles are charged to a known level before they are classified in a

cascade impactor into 14 size fraction. As each particle is sorted in its bin, an

electrometer detects the charge and as the measured current signal is directly re-

lated to the number of particles, this can be used to identify the number of particles

continuously sorted into each bin (64).

Technology for measuring dust levels through visual telemetry is also under de-

velopment, with plans for constant measurement of hydrogen fluoride which is
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present in the dust particles from the aluminum production process, but it is still

not widely used (71).

Besides using only measurements, it is also possible to model PM concentrations

in areas between sensors given that enough information is available. Any model

is limited by coverage, reliability and distribution of monitoring stations however,

but can help fill the information gap between measurement points. Mechanistic

models are based on three-dimensional physical calculations using mathematical

equations, but such models are complex and time-consuming to implement and

often prove inaccurate. For this reason, statistical methods which aim to discover

relationships between PM values and other explanatory variables based on a num-

ber of assumptions are more prevalent. Together with machine learning methods

where an artificial intelligence without any assumptions learns to find patterns and

relationships that are not necessarily obvious in the data, they cover the vast ma-

jority of models used in recent times (29).

If the most important knowledge is the degree of exposure for each individual

worker, it is possible to combine fume measurements in notable working zones

with workstation logbook data to estimate the exposure. Jørgensen et. al (2020)

(72) did a study where measurements at the four major working zones at a Ferro-

silicon (FeSi) plant (tapping area, casting area, ladle transport corridor, and control

room) were combined with the attendance time at each zone for each worker and

compared to continuous measurements with filter sampling carried by each worker.

The ratio between the logbook method and the individual measurements was on

average 1.02, which indicated that the logbook results could be used as a substi-

tute for personal sampling when such sampling is not possible, at least in the FeSi

industry. As a supplement, the notebook method is also useful towards identify-

ing the most polluted areas of the workplace, enabling companies to take action

to reduce exposure (72). To use such a method to estimate individual exposure

it is important to have good data on the fume concentration in each area, and as

spatial variations at metallurgical plants can be very high (73), a distribution of

low-cost sensors can give a more accurate estimate of a large zone than a single

more advanced sensor. Regular calibration with personal samplers is a possibility

to counteract errors that can accumulate over time from factors such as reduced

light source intensity or changes in particle properties at the location.
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2.5.1 Sensor advantages and limitations

In the current study, the aim was to investigate and benchmark the performance in

terms of precision and reliability of a specific low-cost nephelometer - the Nova

PM SDS11 ("Nova") - in different metallurgical plant environments. In addition

to the Nova, there are many variations of low-cost micro-sensors available. The

following assortment of sensors, similarly to the Nova, are all OPS’s that determ-

ine particle size through application of Mie-theory on light pulses scattered by

individual or groups of particles:

• Sharp GP2Y1010 (74)

• Shinyei PPD42NS (75)

• Plantower PMS1003 (59, 76)

• AirBeam (77)

• Alphasense Optical Particle Counter (OPC-N2) (62)

• Wuhan Cubic PM3007 (78)

Similar to the Nova, these sensors are all compact, light, have low power con-

sumption, high sampling frequency, and cost in the range of around ten to a couple

hundred USD. These sensors, like the Nova, also have a lower particle size meas-

urement range of near 0.3μm at which the sensors only has a 50% detection effi-

ciency. This limit is also present for OPC’s, and it is present due to the limitation of

Mie-scattering where instrumental efficiency decreases rapidly as the spectrum of

scattered particles becomes a broad Poissonian distribution when the particle size

is small enough. At around 0.3μm, depending on the particle’s index of refraction,

the average photoelectric count per particle is only about 5. The particle scattering

response falls off at a rate of r6 in this size region, making increased light intensity

and scattering chamber evacuation have very limited effect in lowering the lower

size limit (70).

Additionally, low-cost Nephelometers have varying ranges in which they measure

effectively, and then estimate the desirable values such as PM2.5 and PM10 by

extrapolation. This can lead to grossly inaccurate measurements in many cases,

particularly if the size distribution of the measured dust vary from the one used in

calibration (79). OPC’s do not have this limitation, as they measure a wider range

of size bins from the individual scattered light pulses. Low-cost Nephelometers
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also usually have a limited lifetime on their light source, as provided by their indi-

vidual manufacturers, and over the course of their lifetimes the light intensity can

weaken which would affect the measured PM values.

The advantages of low-cost sensors are large however, as they allow for cost-

efficient monitoring with a much higher spatial resolution. In areas with varying

dust sources, such as metallurgical plants, using a spread of sensors require calib-

ration for each type of particle due to the potential variation in optical properties as

previously mentioned. This would be the case for both Nephelometers and OPC’s,

which limits the benefit of using OPC’s over the more simple Nephelometers. As

the size fractions most widely screened for are PM2.5 and PM10, it would only

require calibration for those two to achieve good results.

2.5.2 The Nova sensor

The Nova PM SDS011 is a low-cost Nephelometer sensor that consists of an in-

tegrated fan which sucks air in through a short tube and past a laser diode and the

paired optical receptors. Measurement of the scattered light results in a signal that

can be read from the output connections of the sensor and interpreted by appro-

priate software into values for PM2.5 and PM10 in a 0-999.9 and 0-1999.9 μg/m3

range respectively, measuring particles with a diameter down to around 0.3 μm

(57). As previously mentioned the Nova does not measure these size distributions

directly, with the two bins, 0.3-2.5μm and 2.5-10μm, correspond approximately to

<0.8μm and 0.7-1.7μm respectively, from which PM2.5 and PM10 values are ex-

trapolated based on the calibrations done by the manufacturer. Kuula et. al (2020)

(79) concluded that the Nova measurements for PM10 can be grossly inaccurate,

but that it has the potential to accurately measure PM2.5 which is supported by

other studies (80, 21).

The sensor runs off a 5V current which can be supplied through any regular mi-

crochip, and it has an output frequency of 1/s. Its maximum working current is

100mA and the sleeping current is 2mA, allowing it to run on a battery for a long

time especially if a lower output frequency is sufficient allowing the sensor to run

on resting current a portion of the time. Its reported operating temperature range

is -20 to 50 ◦C and with a relative error of 10%. A sketch of the Nova is shown in

Figure 2.10.
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Figure 2.10: Sketch of the Nova PM SDS011 sensor.

2.5.3 The Fidas sensor

The Fidas 200S is a state of the art OPC specifically designed for regulatory air

pollution control and measures continuously in a 0.18-180 μm range. It calculates

and records PM1, PM2.5, PM4 and PM10, in addition to PMtot, the particle num-

ber concentration Cn and the particle size distribution. It is approved for simul-

taneous monitoring of PM10 and PM2.5 according to standards VDI 4202-1, VDI

4203-3, EN 12341, EN 14907, EN 16450, and the EU Equivalence Guide GDE

and certified in compliance with standards EN 15267-1 and -2. (81) which specify

maximum permissible measurement uncertainties and testing requirements (82).

Figure 2.11 shows a sketch of the Fidas sensor system, redrawn from images

provided by the manufacturer (60). It is equipped with a stable high intensity

LED light source with a long lifetime which is used for the single particle light

scattering size analysis. The scattered light impulse generated by each particle

is detected at an angle of 85◦ to 95◦, and the particle number and diameters are

measured based on the number and level of the scattered light impulses respect-

ively. It is able to detect particles down to 180nm diameter through the use of

precise optics, high light output from the polychromatic LED used, and powerful

signal processing electronics using logarithmic A/D conversion. This can be vital

in regards to correct approximation of PM2.5 in particular, especially when there is

a large fraction of particles smaller than 300nm such as in areas near roads (81). To

take the optical properties of the measured particles into account, calibration with

the dust to be measured must be performed to achieve accurate results, typically

measuring alongside a gravimetric method. Post-processing can only take into ac-

count variations in particle density (81). This is due to how different particles have

different response curves, as calculated with Mie-theory, across varying particle
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diameters. This curve must be assumed correctly to get accurate diameter values

for the particles measured (70).

The Fidas operates with a volume flow of around 0.3m3/h and utilizes a sampling

head which allows for representative sampling even under strong wind conditions,

as well as a drying line which prevents condensation from causing measurement

errors. It also comes with a weather station that provides data on the ambient air

temperature, pressure, and relative humidity, which is both used to regulate the

drying line, and is stored to be used along with the PM data for further analysis

(81).

Figure 2.11: Sketch of the Fidas200S sensor measurement system, redrawn from images

provided by Palas (60).

2.5.4 Sensor comparison

The Nova measures particulate matter in the ranges of 0.3-2.5 μm(PM2.5) and

0.3-10 μm(PM10), while the Fidas 200S measures from 0.18 μm to 100 μm, sep-

arated into four values capped at maximum 1, 2.5, 4 and 10 μm (PM1, PM2.5,

PM4, and PM10). Both sensors use optical light scattering to register particles

in the air, where coherent pulses of infrared light is aimed through the flow of

particles where the particles scatters the light according to laser diffraction theory

(83).
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The most important differences in the equipment is that the Nova, as a Nephel-

ometer, measures the average for a group of particles, whereas the Fidas, as an

OPC, measures each individual particle which allows for a more detailed size frac-

tion analysis to be provided. Another important difference is the range of particle

sizes measured, as for the Fidas the more advanced equipment used allows for de-

tection of particles down to 180nm and up to 18μm, where the Nova is limited to

a lower boundary of 300nm at which point the detection rate is only at 70% (60)

(57), and with an effective upper limit of 1.7μm (79). While both sensors must be

calibrated with the correct particles to get accurate results due to varying optical

properties as previously mentioned, the Nova is also very dependant on the size

distribution of the fumes to correctly estimate particularly PM10 values. As the

Fidas has an advanced sampling head and dries the sample fumes before it reaches

the sensor it is better suited for measurements in high flow and relative humidity,

whereas the Nova has no such feature. The quality of the components used in gen-

eral is also a potentially important factor in regards to stability of measurements

and lifetime for the sensor. The central technical parameters of the two sensors as

provided by the manufacturers are described in table 2.3.

Table 2.3: Technical parameters for the Nova SDS011 and Fidas 200S as given by the

manufacturers (57) (60).

Parameter Nova Fidas

Measuring output(PM) PM2.5,PM10 PM1,PM2.5,PM4,PM10

Concentration range 0-999.9 μg/m3 0-10000 μg/m3

Measuring range 0.3-10 μm 0.18-180 μm

Response time 1s <2s

Sample treatment none Drying and heating

Dimensions 71 · 70 · 23 mm 450 · 320 · 180.5 mm

Power consumption max. 0.5W approx. 200W

2.5.5 PM measuring studies using the Nova SDS011 sensor

The Nova sensor has been the subject of several studies in varied settings. Genikom-

sakis et al. performed mobile field testing comparing the Nova with a AP-370 by

HORIBA suitable for constant air pollution measurements on an electric bike in

the city of Mons, Belgium. PM values ranged from 0 to 5 μg/m3 with the resulting

R2 values ranging from 0.93-0.95 after taking temperature and relative humidity

into account (83). Badura et al. compared a group of three copies of the Nova

sensor together with groups of three other similarly low-cost systems in a common

box under the same measurement conditions over half a year near a park and a
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residential area in Wroclaw, Poland. The Nova was found to be one of the most

precise in terms of reproducability between units, and also when compared to the

control unit with an R2 value of 0.82 using 15 minute averages, but it was found

to be sensitive to high relative humidities (RH > 80%) (80). Liu et al. tested the

Nova sensors by co-locating three of the sensors at an official, air quality monit-

oring station equipped with reference-equivalent instrumentation in Oslo, Norway

over a four month period and found inter-sensor correlations R values higher than

0.97, and confirmed the sensor’s susceptibility to high relative humidity. They

concluded that when used correctly, the sensor could have significant potential for

implementing dense monitor networks in areas with relative humidities below 80%

(21). When compared to similar low-cost sensors, the Nova sensor has been shown

to be amongst the best in several studies (84) (85), but as mentioned it struggles

at higher humidities, which was further investigated by Jayaratne et.al along with

other sensors where several showed an increase in PM-level above a relative Hu-

midity of 75% (86). It was also found to have a low sensitivity to larger particles

within the range it is supposed to be measuring however, with a study by Kuula

et. al (79) where several reference aerosols were used to test individual sensor’s

detection efficiency of varying size fractions found that the Nova effectively only

measured particles up to a diameter of 1.7μm. In industrial settings there has been

less work done to test these sensors however, which is a key driving force for this

work.
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Chapter 3

Methods

This work is as previously mentioned split into three distinct parts:

• Laboratory experiments of fuming from pure Mn and HCFeMn

• Kinetic modelling of fuming from the laboratory experiments

• In-situ plant measurements of dust concentration using the low-cost PM-

sensor NOVA PM SDS011

The experimental work on fuming from pure Mn includes 13 experiments with

varying temperatures and argon flow rates, where the mass loss for each experi-

ments was measured. These experiments were performed to develop a more fun-

damental understanding on the evaporation rates of Mn and how it is influenced by

the diffusion layer thickness and the temperature.

The experimental work on HCFeMn includes 46 experiments with varying gas

flow rates and oxygen contents in air blown onto the metal surface, where the flux

from the experiments were measured and the dust produced analyzed. These ex-

periments were performed to develop a more fundamental understanding of the

influence oxygen content and diffusion layer thickness has on the fume forma-

tion and PM characteristics over liquid HCFeMn, and to quantify the effect of

oxidation-enhanced evaporation.

The on-site dust measurements include three measurement campaigns at three dif-

ferent metal production plants. The first was performed at the Eramet plant in Kv-

inesdal, which produces silicomanganese, the second at the Hydro plant in Husnes,

37
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which produces Aluminum, and the third was performed at the Elkem plant in

Thamshavn, which produces Metallurgical Grade Silicon. These measurements

were performed using the Nova PM SDS011 sensor, and was accompanied by

the Fidas 200S PM sensor for comparison during the campaign at Elkem Tham-

shavn and for a calibration period at Eramet Kvinesdal. The tests were designed to

provide insight into the usefulness of distributed PM sensors in the metallurgical

industry.

Table 3.1: Summary of experiments and measurement campaigns in this work.

Laboratory experiments

Material Furnace Crucible Gas No. of experiments

Mn Tube Furnace Alumina Ar 13

HCFeMn Induction Graphite N2 + O2 37+9

Measurement Campaigns

Location Duration Sensors

Eramet Kvinesdal 3 months 12 Nova, 1 Fidas for a day

Hydro Husnes 2 months 12 Nova

Elkem Thamshavn 1 month 35 Nova, 1 Fidas

3.1 Experimental work
Fuming experiments were split in two parts, the first in which pure manganese was

heated with a controlled inert (Ar) gas flow at the surface and the second where

industrial HCFeMn was similarly heated with an oxygen-containing flow.

3.1.1 Experimental work on Mn-evaporation

Figure 3.1 shows a sketch of the experimental setup together with a picture of the

crucible used after an experiment and the mesh which was used in the COMSOL-

model calculating the flow patterns inside the crucible. The experiments were per-

formed inside a graphite tube furnace which was purged with 6N Argon and kept

in an Argon atmosphere of around 1.3 bar to avoid oxidation. Inside the graph-

ite tube, an alumina crucible with height 40mm and diameter 27mm was used as

the container for the experiments. The crucible was fitted with a lid to further

limit contamination from the surrounding atmosphere, and an alumina paste was

used to seal the lid. An alumina tube with inner diameter of 3mm was inserted

into a hole in the center of the lid, through which argon was blown into the cru-

cible. Another hole in the lid with diameter 3mm was the only outlet in the system.
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Figure 3.1: a) Sketch of the experimental setup. An outer tube of graphite with an inner

alumina crucible and tube connected to an argon source. The atmosphere inside the tube

was purged with argon before and during the experiments, and argon was blown at different

rates through the tube in each experiment. b) Alumina crucible after finished experiment.

The middle hole was used for the alumina tube, while the smaller hole was used as the

outlet for the gas and vapor. c) The mesh used in the COMSOL model. It has a total of

36587 domain elements, 4286 boundary elements, and 395 edge elements.

The crucible was filled with 15 (+/- 0.5) grams of 99.9% Mn chips. The chips had

a slightly tarnished and oxidized surface, and while the surface was sanded down

to minimize this, there was a small amount of oxide present in the experiments. As

a first approach however, this was assumed not to affect the evaporation rate. Each

sample was pre-treated at 150 °C for 30 minutes to remove any humidity from the

sample and the sealing paste, and the crucible set-up was weighed before and after

pre-treatment. Longer pre-treatment time or higher temperatures were found not

to produce any further weight loss in the sample.

The sample was inserted into the furnace, which was then vacuumed to between

80 and 200 mTorr before it was purged with argon and kept at around 1.3 bar.

After purging, the chamber was heated to the desired temperature over 30 minutes

and held at that temperature for further 60 minutes before being cooled. Dur-

ing the entire heating, holding and cooling period, argon was inserted through the

alumina tube at a constant flowrate. The different temperatures and flowrates for

each experiment are shown in Table 3.2. After cooling, the crucible weight was

again measured and the mass loss calculated. As the only reaction happening was

evaporation of Mn, the flux of Mn out of the system could be calculated for each
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experiment.

Table 3.2: Argon Flow rates, temperatures, holding times, and Sample contents for the

experiments.

Exp nr. Flow rate (l/min) Temp (◦C) Holding Time (min) Sample content

10 0.0 1400 60 100% Mn

5 0.5 1400 60 100% Mn

7 1.0 1400 60 100% Mn

2 0.0 1550 60 100% Mn

12 0.25 1550 60 100% Mn

3 0.5 1550 60 100% Mn

6 0.5 1550 60 100% Mn

1 1.0 1550 60 100% Mn

4 1.0 1550 60 100% Mn

8 0.0 1700 60 100% Mn

11 0.5 1700 60 100% Mn

9 1.0 1700 60 100% Mn

13 1.0 1700 60 100% Mn

3.1.2 Experimental work on fume formation in HCFeMn

The experimental setup for fume formation in HCFeMn is shown in Figure 3.2,

and has been used in previous studies by Kero et al. (50), Næss et al. (42), Gates

et al. (56), and Ma et al. (48). A standard grade HCFeMn was used with a com-

position as shown in Table 3.3, which was heated to 1550 +/- 10 ◦C in a graphite

crucible covered by a specially designed lid placed inside a 75kW Inductotherm

induction furnace. The lid had four holes; one for a graphite thermowell where an

S-type thermocouple was placed, one for the graphite and alumina gas lance, one

for the exhaust port leading through the cooling system to the filter box, and one

which was covered by a graphite plug which served as a safety valve in case of

pressure buildup due to clogging in the exhaust system.

The gas lance was made from alumina to avoid reactions between the gas and the

lance, which was placed inside a graphite tube to protect against thermal shock.

The gas flow rate through the lance varied from 1 to 5 l/min, controlled with a

mass flow meter, which corresponds to a gas velocity of approximately 5.28 to

26.39 m/s at the lance tip. Each experiment was subjected to a gas flow for at most

20 minutes at 1550◦C, and temperature measurements were conducted at several

points between the crucible and filter before and after the gas flow was initiated.
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Experiments exhibiting a high rate of fume formation had their gas flow duration

cut short to avoid clogging of the exhaust and filter system, which would lead to

fumes leaving the system through the safety valve and as such leading to erroneous

flux calculations.

After each experiment, the dust from the fume was collected at three sites: the tube

connecting the cooler to the lid, named the "transition tube", the cooler, and the

filter. An average of more than 60% of the dust was collected in the filter, 25% in

the cooler and the rest in the transition tube. The complete dataset with calculated

averages and standard deviation is shown in Appendix A. Figure 3.2 shows the av-

erage deposition temperatures, with the first number showing the temperature just

before the gas flow was turned on, and the second showing the temperature in the

middle of the experiment.

Figure 3.2: The experimental setup with average temperatures as measured during the

16 first experiments. Where there was a difference, the temperature while the gas was

flowing is in bold beside the temperature measured just before the gas flow was started.

The experiments were carried out with a goal temperature of 1550◦C in the alloy, and with

a distance of 2cm between the lance tip and the metal surface.

Table 3.3 shows the chemical composition of the metal used in the experiments as

measured by ICP-MS. The range in the carbon content is specified by the supplier,
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but since the experiment occurs in a graphite crucible, the bulk carbon concentra-

tion is expected to approach saturation during the experiment.

Table 3.3: Chemical composition of the HCFeMn used in the experiments as measured

by ICP and given in WT%. The range in the carbon content is specified by the supplier,

but the actual value is of lesser importance due to the usage of a graphite crucible, leading

to carbon saturation during experiments

Mn Fe C P Na Si

72.1% 12.3% 6.5-7.5% 0.137% 0.06% 0.02%

S Mg K Pb Al Zn

0.009% 0.004% 0.003% 0.003% 0.001% 0.001%

After each experiment, the amount of dust in each part of the outflow system was

measured by comparing the weight of each individual component before and after

the experiment. The components were thoroughly cleaned and dried in between

each experiment. As soon as the measurements were completed, the dust from

each site was gathered for further studies. The resulting mass flux (Jm) from each

experiment was calculated from the total mass increase in the outlet system, fol-

lowing equation 3.1:

Jm = m/At (3.1)

Where:

Jm = mass flux [g/m2s]

m = measured dust mass generated in the experiment [g]

A = alloy-to-air surface area which equals the crucible cross-section [m2]

t = holding time [s]

Notably, there was no observable slag formation during the experiments.

To investigate the importance of oxygen access to the reactions, experiments were

conducted with different gas mixtures between oxygen and air. Table 3.4 shows

the list of all experiments performed for this study. Synthetic air, with a composi-

tion of 21% O2 and 79% N2, was used together with pure N2 and O2 to reach the

required concentrations. All gasses were at 5.0 quality, with maximum amount of

H2O equal to 5ppma.
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Table 3.4: Experimental matrix, all experiments performed at 1550◦C, with a holding time

of 20minutes. *5 l/min flow rate experiments were not viable for flux analysis as the high

flow lead to substantial fume leakage, but the dust was still analyzed for size distribution

and composition.

O2-content Gas flow rate No of parallels

0 % 1 l/min 3

10.5 % 1 l/min 4

21 % 1 l/min 3

35 % 1 l/min 2

50 % 1 l/min 2

0 % 3 l/min 3

5 % 3 l/min 5

10.5 % 3 l/min 3

21 % 3 l/min 3

35 % 3 l/min 6

50 % 3 l/min 3

10.5 % 5 l/min 2*

21 % 5 l/min 3*

35 % 5 l/min 4*

Dust generated during fuming was analyzed using inductively coupled plasma

mass spectrometry, laser diffraction, and imaged by scanning electron microscopy,

to see how both elemental and particle size distributions are affected by the varying

flow rates and oxygen concentrations.

3.1.3 Experimental control and accuracy

The control of gas flow and area is very good with only negligible variation in such

induction furnace experiments as performed here, and the temperature variations

are in the order of 0.3% (43). When measuring the fume weights, the scales used

had an accuracy of 0.01 to 0.1g depending on the weight of the item on the scales

yielding a maximum uncertainty of around 15%, which is considered common and

acceptable for this type of research (87).

A minimum of two parallels were performed for each set of parameters, with most

having 3 or more parallels. The 95% confidence interval for the calculated flux

given each set of parameters varied from 0.021 to 0.402 g/m2s, which when divided

by the mean for the parallels yielded 95% confidence interval variations from 3.7%

to 58.1% of the mean value. These values are quite high, and may be due to local

temperature differences or small changes in the height of the lance tip. Another
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explanation could be surface oxidation, which was not possible to ascertain or rule

out in these experiments. Better temperature control near the surface and a more

robust system for fastening the lance at the required height could both potentially

improve the accuracy of the experiments by avoiding small variations from erosion

and oxidation of the graphite lid where the top of the lance rested.

3.2 Modelling
In addition to the experiments performed, modelling was done to complement the

results and provide grounds for making conclusions based on the results. A model

of flux rates as a function of oxygen partial pressure in the bulk gas based on the

work of Rosner and Turkdogan (26, 25) was used, as well as kinetic modelling of

diffusion coefficients which were needed for the flux calculations.

3.2.1 Modelling of diffusion coefficients

Diffusion coefficients of Mn-Ar and Mn-N2 gas mixtures were calculated by Stefan

Andersson (SINTEF Industry) using Chapman-Enskog kinetic theory (88, 89).

In short, the Chapman-Enskog theory relates the interaction potentials and col-

lision dynamics of atoms to the transport properties of monatomic gases, i.e., self-

diffusivity, viscosity and thermal conductivity. Although the theory was developed

for atoms, it is often applied to small molecules as well.

The intermolecular interaction potentials were calculated by high-level quantum

chemical calculations and subsequently fitted to Morse potentials. To calculate the

energy data points, the CCSD(T) (coupled cluster with single and double excita-

tions and a perturbative treatment of triple excitations) method was used with the

aug-cc-pVQZ basis set (90, 91). The Mn-Ar interaction potential was calculated

at a range of interatomic distances of 3-7 Å. For the Mn-N2 interactions, the inter-

action potential was evaluated at a range of distances (2-7 Å) along the vector Mn

and the center of mass of N2, and at angles between that vector and the N2 bond

vector evenly spaced in steps of 5◦ from 5◦ to 85◦. The CFOUR code (92, 93) was

used for all CCSD(T) calculations.

Diffusion coefficients of the gas mixtures of species A and B were calculated as

shown in equation 3.2 (89):

DAB =
3

16

√
2(RT )3

π

(
1

MA
+

1

MB

)
1

NAptotσ2
ABΩD,AB

(3.2)
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Where:

DAB = diffusion coefficient of the gas mixtures of species A and B [m2/s]

R = Universal gas constant = 8.3144626 J/Kmol

T = temperature [K]

Mx is the molar mass of specie x [g/mol]

NA = Avogadro’s number = 6.02214076 · 1023 [/mol]

ptot = total pressure in the gas mixture [Pa]

ΩD,AB = temperature-dependent collision integral, which describes the deviation

of a real gas from the ideal hard-sphere gas behaviour [unitless]

σAB = average of the individual hard-sphere radii, σA and σB as defined in equa-

tion 3.3 [Å]:

σAB =
1

2
(σA + σB) (3.3)

The Mn-Ar potential was fitted to a standard Morse potential expression according

to equation 3.4:

V (R) = De

(
e−2a(R−Re) − 2e−a(R−Re)

)
. (3.4)

In the case of Mn and N2 the interaction potential was fitted to a Morse potential

for several angles of approach, θ, of the Mn atom towards the N2 molecule:

V (R, θ) = De,θ

(
e−2a(R−Re,θ) − 2e−a(R−Re,θ)

)
(3.5)

Where:

V = morse potential [J]

De = Morse potential well depth [K]

R = center-of-mass distance between Mn and N2 [Å]

Re = equilibrium center-of-mass distance between Mn and N2 [Å]

θ = the angle of approach [rad]

a = width parameter [1/Å]

By placing the N2 bond vector along the z−axis and the N2 center of mass at the

origin, one can express the system in spherical coordinates R, θ, φ. R then lies

along the vector between the Mn atom and the N2 center of mass and the θ angle

is the angle between this vector and the N2 bond vector. The φ angle describes ro-

tation of Mn around the N2 bond. Subsequently, the effective interaction potential

was calculated by averaging the angle-dependent potential over all Mn-N2 angles:
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Veff (R) =

∫ π
0

∫ 2π
0 V (R, θ) sin θdθdφ∫ π
0

∫ 2π
0 sin θdθdφ

=

∫ π
2

0
V (R, θ) sin θdθ (3.6)

with the second equality being due to the potential being cylindrically symmetric

around the N2 bond and also symmetric with respect to approach of Mn towards

either end of N2. Veff (R) was thereafter fitted to a new set of Morse parameters:

Veff,fit(R) = De,eff

(
e−2aeff (R−Re,eff ) − 2e−aeff (R−Re,eff )

)
(3.7)

Where:

De,eff = 88.2 K

Re,eff = 4.93 Å

aeff = 1.04 Å−1

Using these parameters, values of ΩD,AB were interpolated from tabulated values

for Morse potentials for relevant temperatures (94).

Diffusion coefficients of the N2-O2 gas mixture were also calculated using Eq.

(3.2) but with literature Lennard-Jones parameters (89) and the corresponding ex-

pressions for the collision integral. This resulted in diffusion coefficients of 3.43

cm2/s for Mn-Ar, 3.66 cm2/s for Mn-N2 and 4.37 cm2/s for O2-N2 at 1550◦C and

a pressure of 1 atm.

3.2.2 Modelling of Mn evaporation in vacuo

The original model for evaporation of Mn in vacuo, as presented in Paper I, was

based on equation 2.2 and 2.3 as shown in section 2.2.2. In steady-state where there

is no buildup of Mn above the surface, the diffusion and evaporation flux defined

in these two equations are equal, and this is an assumption for the model. Table

3.5 shows the temperature-dependant values used in the model for each of 1400,

1550, and 1700 ◦C respectively. The thermodynamical values were taken from

NIST-JANAF Thermochemical Tables (95), where values for gases below boiling

temperature were extrapolated from the data given in the tables. The extrapolated

data was found to deviate from values found experimentally by at most 1.97 kJ/mol

for ΔH and 1.2 J/mol for ΔS which is well within the experimental uncertainty.

Additionally, the radius of the cylindrical container was 0.0135m.

In the model, the flux was calculated by finding the partial pressure of Mn(g) at

the surface where the evaporation flux was equal to the diffusion flux given the
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Table 3.5: Values used in the evaporation modelling.

Value at 1400◦C at 1550◦C at 1700◦C

Diffusion coefficient for Mn-Ar (m2/s) 2.93 E-4 3.43 E-4 3.97 E-4

Viscosity of Ar (kg*m/s) 7.87 E-5 8.01 E-5 8.42 E-5

Density of Ar (kg/m3) 0.29 0.27 0.25

Average flow into the crucible (m/s) 13.5 14.7 15.9

ΔH (kJ/mol) 313.8 315.9 318.4

ΔS (J/mol) 210.7 211.9 213.2

other parameters. The diffusion flux, following equation 2.3, 2.4, and 2.5 shown

in section 2.4.1, is proportional to the square root of the bulk flow velocity in the

model, and due to the high vapor pressure of Mn(g) above 1400◦C the total flux is

almost entirely limited by the diffusion flux.

3.2.3 Flux modelling for HCFeMn in oxygen-containing atmospheres

Rosner’s reaction factor FRXN (26) was explained in section 2.4.1 and the formula

shown in equation 2.15, and a model based on this factor was used alongside the

experimental data to predict the experimental yield. In the model, the experimental

value for 0% O2 is multiplied with the calculated reaction factor FRXN for the

different O2 bulk concentrations. The values for diffusion coefficients and mass

fractions at the different boundaries was calculated for each 1% O2 starting at 0%,

and used to generate the FRXN for each point using equation 2.15. The flux was

then estimated at each point according to equation 3.8.

Ji = J0% · FRXN,i (3.8)

Where:

Ji = mass flux [g/m2s]

FRXN, i = reaction factor [unitless] as defined by equation 2.15

i = O2 percentage in bulk

When utilizing this model it is important to note that if any assumptions concern-

ing either the diffusion density ratio, mass fraction of the metal in the vapor, or

oxygen in the bulk gas are compromised, then the model values from equation

2.15 must be recalculated. This is due to the flux calculation being very sensitive

with respect to these parameters.



48 Methods

The theoretical value for the manganese evaporation flux in vacuo was also calcu-

lated using the Hertz-Langmuir expression as shown in equation 2.14. In theory

this value should constitute an "upper bound" which the flux values would con-

verge towards as the oxygen content is increased (26). The partial pressure of

manganese can be calculated from the formula for Gibbs free energy as shown in

equation 3.9, but as the liquid Mn is not pure, the activity must be taken into con-

sideration. Rearranged for partial pressure this becomes as shown in equation 3.9

(96):

pMn(g),eq = 101325 · aMn · exp
(
241780− 104.46 · T

−8.314 · T
)
(Pa) (3.9)

Where:

pMn(g),eq = equilibrium partial pressure of Mn(g) above the melt [Pa]

aMn = activity of manganese in the melt [unitless]

T = temperature = 1823.15◦K in the experiments performed in this work on HCFeMn.

The values for standard enthalpy and entropy given by Joo et. al were cross-

checked against tabulated values by Landolt-Börnstein (97) and found to give

standard Gibbs energy values within 1% of each other. The activity of manganese

was calculated using Factsage 7.3 (49) with chemical compositions given in Table

3.3, and an initial carbon content of 7wt%, which represents the carbon satura-

tion of the alloy at 1550◦C. The software performs Gibbs energy minimization to

calculate the distribution of elements in the different phases, using among others

the Gibbs-Duhem equation. This equation does not take surface effects such as

decarburization or other factors that makes the surface concentrations vary from

the bulk concentrations into consideration.

3.3 Distributed sensor system
Due to the nature of the industrial locations for which this work has its focus,

the particle measurement technique based on the light scattering principle was

considered the most fitting. Light scattering is the most widely used method for

continuous measurements, and having measurements with a high time resolution

is very useful in industrial situations where there are many different processes that

generate PM and where implementation of and changes in local measures such

as ventilation and changes in routines such as opening of hall doors can produce

measurable changes in PM. The Nova PM SDS011 ("Nova") was chosen as the

best fit for a low-cost sensor utilizing that principle due to its established good
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performance in environments with relative humidities below 75%, as well as its

ease of use both as an individual sensor and to be set up in clusters and widespread

sensor networks.

The complete setup for the Nova sensor system included the Nova PM SDS011

sensor connected to a microchip together with a temperature and humidity sensor

placed in a closed box as shown in Figure 3.3. The system consisted of two sensors

and a microchip which collected and forwarded the data to a central server, all con-

tained in a 3D-printed PVC box which measured around 13*10*4cm. The Nova

PM SDS011 sensor reports the concentration of PM10 and PM2.5 in μg/Nm3

(micrograms per normal cubic meter), while the HTU21D reports temperature in
◦ C along with the relative humidity. Both sensors conveyed the measurements

to the ESP32S (the ESP8266 was used early, but was later changed to the newer

model) microchip via sets of dupont cables which also powered the sensors with

electricity from the microchip. The microchip was powered with 5V 1A of elec-

tricity provided from an external power source, and while the system protected the

components to a degree, the model was not airtight. Air from outside the box was

sucked into the dust sensor through a short 2mm diameter tube by the flow created

with an integrated fan, while the temperature and humidity sensor was placed on

the outside of the box where it measured the ambient air.

The Nova sensor measured the concentration of fine particles (98), while the hu-

midity sensor measures the relative humidity (RH) through change of capacitance

and temperature (T) though changing resistance. The system measured continu-

ously and provided a snapshot of these values approximately every five seconds.

The data was transferred through local WiFi using the chip’s integrated WiFi re-

ceptor, and the sensors could as such be spread across as large an area as a single

network could cover. To receive the data, a Raspberry Pi v3 (RPi) was connected

to the same local network at a static ip-address which the sensors could send the

packages of data to. The RPi stored the data locally in .csv format, one file per

sensor per day, using an external hard drive with at least 500GB capacity allow-

ing for more than a decade of measurements with 200 sensors to be stored before

running out of space. In addition the RPi could in the final iterations of the system

send the data to a database on an online server from where the data could be easily

graphically accessed for live monitoring.

The Fidas sensor utilizes the same principles for measurements of PM, RH and

T, and stores the data locally in 10-second intervals on its internal computer from

where they can be gathered using an USB-drive. It is also able to send data to a
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server from where it can be viewed and gathered. Before the measurement period

started, the Fidas calibration was verified using a monodisperse test aerosol made

with SiO2, where the particle diameter measured was compared to the known dia-

meter of the particles in the test aerosol. The temperature and humidity is measured

through a weather station attached to the system container near the fume intake, as

shown in the sketch of the system on figure 2.11.

Figure 3.3: Schematic of the sensor system with the Nova PM SDS011 sensor, used

alongside the HTU21D temperature and humidity sensor, and a microchip that collects

and forwards the data. Each box was closed with a matching lid to limit exposure.

The data from the Nova sensors was stored as .txt files with each line containing

a single data point with values for the time of measurement, PM2.5, PM10, rel-

ative humidity, and temperature. Each file held the data for one sensor over one

day, and were imported into and processed using Matlab R2019b (99) (earlier ver-

sions were used in the beginning of the project). The data from the Fidas was

retrieved in their own custom format which was sent to the manufacturer and re-

turned as Excel-files with the data stored in 2-minute averages on each line. To

reduce noise, the Nova measurements were gathered in 1-minute averages before

further processing. All data was smoothed using a sliding average across 15 data

points to reduce the noise further, but when generating graphs that spanned across

several weeks, the data was gathered in 15-minute averages and smoothed across

6 hours with the same algorithm due to the large variations from hour to hour in

the environments where the measurements were done. 95 percent confidence in-

tervals (95% CI) were also calculated for groups of Nova sensors using the values

for each sensor at each point in time to generate the range of which there is a 95 %
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probability that the true value lies, given no systematic measurement error. It was

calculated as shown in equation 3.10:

95%CI = x± τ · σ√
n

(3.10)

Where:

x = mean fume measurement value [g/Nm3]

n = sample size (number of sensors in the group) [unitless]

τ = T-distribution value [unitless], defined by n and the desired confidence interval

percentage, can be looked up in known tables

σ = standard deviation [g/Nm3] calculated as shown in equation 3.11:

σ =

√∑
(x− x)2

n− 1
(3.11)

3.3.1 Aluminum plant

The Aluminum plant, owned by Hydro, is located only a few hundred meters from

a large fjord in the southwestern part of Norway. The measurements were per-

formed during the months of August and September.

At the aluminum plant, directly above the electrolysis cells, 12 Nova sensors were

placed in groups of four at three different positions inside a Robertson roof mon-

itor (A natural draft roof ventilator which funnels the air out while stopping rain,

marked in Figure 3.4), one in the center, and one halfway to each side along the

same axis as the production cells are placed. This roof monitor room is 9.75 meters

long and is located 12 meters above the hall floor. Fumes from the processes of

several cells pass through here as shown in Figure 3.4. Sensor 1-4 are placed in

the middle, sensor 5-8 to the left and sensor 9-12 to the right, relative to a per-

son standing in the middle and looking towards the sensors, with a distance of 2.4

meters between each group as well as the end walls as shown in figure 3.5. Local

weather data were acquired from a weather station on the aluminium plant and

used as background data for the measurements. In addition, a record of process

events on the aluminum production cells just below the sensors relating to anode

exchanges, measurements, and tapping were acquired from Hydro.
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Figure 3.4: Locations of the sensors marked with an arrow above the electrolysis cell

rows, inside the Robertson roof monitor.

Figure 3.5: Locations of the three sensor groups inside the Robertson roof monitor.

3.3.2 Silicomanganese plant

The Silicomanganese plant, owned by Eramet, is located near the end of a small

fjord in the southern part of Norway. The measurements were performed during

the months of June through September, with the calibration being performed at the

end of the period. A power outage shut down the data storage system for the Nova

sensors which did not have an automatic restart function at the time, limiting the
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available data. The extended period lasted for more than two months with only

the Nova sensors, while the calibration period lasted for most of a day and a night

where the Nova sensors were placed close to the Fidas. For both periods, twelve

Nova sensors were divided into three groups of four sensors stacked on top of each

other. In both periods, the sensors were placed in a hallway adjacent to the tapping

hall, with one wall-section being an opening towards the tapping hall, and another

being the outer walls of the furnace itself. Figure 3.6 shows the approximate sensor

locations for the measurement periods.

Figure 3.6: Approximate sensor locations during the middle and last measurement period

for the measurement campaign at the SiMn plant. The ceiling height is 6.45m, and the

entire section leading out to the smelting hall is open allowing for free flow of fumes into

the measurement area. During the middle period, four Nova sensors were each placed at

point 1, 2 and 3, roughly 1.5m above the floor along the wall section. During the last

period, all 12 Nova sensors were placed together at point 3, with the Fidas sensor placed

with the fume intake approximately 30cm away from the Nova sensors.

3.3.3 Silicon plant

The Silicon plant, owned by Elkem, is located along a large fjord near the middle

of Norway. The measurements were performed during the months of May and

June, with the measurement period lasting for about one month. 35 Nova sensors

placed in vertical groups of 5 near the inlet for a Fidas sensor for the full duration

of the campaign. The sensors were placed on a mezzanine floor above the furnace

body where the electrode feeding takes place, inside the hall in which tapping is

performed. Figure 3.7 shows the approximate location of the sensor group along

with the relevant process locations.
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Figure 3.7: Approximate sensor location (Green circle near the top) during the measure-

ment campaign at the Si plant. All 35 Nova sensors were placed with their fume inlets

within 20cm of the Fidas’ fume inlet. There is a fuming hood designed to capture most

of the tapping fumes, and there is also several layers of partial flooring between both the

tapping and stoking areas, and the sensors. Fumes and smoke not captured by the fuming

hood will eventually flow up along the sides of the furnace and reach the sensors however,

and fumes that gathers below the roof will also be picked up by the sensors which are only

a couple meters below. Redrawn from sketch provided by the smelting plant.
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Results and discussions

This section covers the results from the experimental work and modelling of man-

ganese alloy fuming and dust formation, as well as the dust measurement cam-

paigns at the aluminium, silicomanganese, and silicon production plants. The

chapter also contains the discussion of these results.

4.1 Evaporation and fuming experiments
In this subsection, the results and discussions from the evaporation and fuming

experiments are presented together with the modelling done alongside the experi-

ments. Evaporation of pure Mn is presented first, followed by the HCFeMn fuming

results and diffusion-, oxidation-, and flux discussions based on the results. The

models used are presented along with the results they are modelling. Finally, the

size distribution and elemental distribution of the dust from the HCFeMn fuming

experiments are presented and discussed. This section is based on Papers I and III.

4.1.1 Evaporation of Mn

The measured flux values from the experiments performed on evaporation of pure

Mn are shown in Table 4.1 and in Figure 4.1:

According to the original model presented in Paper I and explained in section

3.2.2, the fluxes were expected to be proportional to the square root of the flow

rate following equation 2.3, 2.4, 2.5 and 2.6, but as can be seen from Figure 4.1,

the experimental fluxes instead show a near linear correlation between the flow

55
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Table 4.1: Flux values from the experiments performed on evaporation of pure Mn in an

Ar atmosphere with an impinging jet flow of Ar. The negative flux value from exp #10 is

assumed to be from a small amount of oxygen, supplied either from the ppm concentration

in the Ar, the alumina crucible, or from the tarnished starting Mn-chip surface, reacting

with the metal to form heavier oxides.

Exp nr. Flow rate (l/min) Temp (◦C) Flux (g/m2s)

10 0.0 1400 -0.05

5 0.5 1400 0.19

7 1.0 1400 0.49

2 0.0 1550 0.03

12 0.25 1550 0.38

3 0.5 1550 0.81

6 0.5 1550 0.79

1 1.0 1550 1.54

4 1.0 1550 1.78

8 0.0 1700 0.14

11 0.5 1700 3.76

9 1.0 1700 5.45

13 1.0 1700 5.00

rate and the evaporation flux. This model also showed an unexplained difference of

factor 4 between the modelled and experimental flux values. Due to this, additional

investigations were later made into the modelled values. A couple of errors in the

original calculations were found, including a misformatting in temperature and a

slightly incorrect radius. The corrected values made with the original model are

shown in Figure 4.2, compared to the old model and the experimental data.

The corrected modelled values are much closer to the experimental values, but as

the flow model as previously mentioned gives fluxes proportional to (flow rate)0.5

the modelled values fall off at higher flow rates compared to the more linear ex-

perimental results. Due to this, investigations into a better model continued.

One notable exception to the linear trend was evaluated first however; a reduced

flux in the experiments with the highest flow rate at 1700◦C. This reduced rate is

believed to be due to there being too little metal in the crucible, as the expected

value given linearity would be around 15.5g, while only 15g of Mn was used in the

experiments. As the metal evaporates, the distance from the gas lance to the sur-

face increases, and when the remaining metal volume is low enough, the surface

area will be reduced at the molten metal no longer covers the entire cross-section of
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Figure 4.1: Flux values with trend lines from the experiments performed on evaporation

of pure Mn in an Ar atmosphere with an impinging jet flow of Ar. Trend lines for the

1700◦ results are limited to the 0 and 0.5 l/min flow rate experiments due to a reduced flux

from the 1 l/min experiments caused by other factors.

the crucible. The maximum change in flux due to increasing distance from the gas

lance to the metal surface was estimated to only be around 1%, but the reduction

in evaporation due to reduced surface area is proportional to the degree of surface

loss which was significant at the end of the previously mentioned experiment as

shown in Figure 4.3.

During the investigations when calculating the partial pressure of Mn(g) above the

surface that lead to equal flux from evaporation and diffusion using equation 2.8

was above 99.9% of the equilibrium value (0.00823-0.11356 atm at 1400-1700◦C)

given the variables used in this work. As such the partial pressure of Mn(g) was

assumed to be equal to the equilibrium value for the continuing diffusion calcu-

lations. The diffusion layer thickness and the cross-surface velocity were the two

largest uncertainties in the first diffusion model, and further work was as such done

to approximate those values more accurately. An updated axisymmetric Comsol

(100) model with a finer mesh was used look at the velocity boundary layer, which
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Figure 4.2: Modelled vs Experimental flux values. The experimental values show the

mean for each set of parameters, the modelled values show the ones calculated by the

original model for the Mn evaporation experiments after correcting mathematical errors,

and the old modelled values show the values calculated with the original version of the

model for comparison.

Figure 4.3: Inside the crucible after the experiment with the highest amount of evapora-

tion. The surface area has been reduced by about one third at the end of the experiment.

was found to be almost ten times shorter than the previously calculated diffusion

layer thickness. At 1400◦C and 1 l/min flow, the cross-surface top velocity was

simulated to be around 5m/s around 0.6mm above the surface, compared to the

5.4mm diffusion layer thickness previously estimated, with the value reducing and
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Figure 4.4: Radial component of the flow velocity inside the crucible at 1400◦C and 1

l/min flow. Steady-state simulation using Comsol (100).

the distance increasing towards the edges of the crucible as shown in Figure 4.4.

Although the limited mass transport makes the effective diffusion layer thickness

larger than the velocity boundary layer thickness, the diffusion gradient is still lar-

ger in the new model.

In order to take the variations across the surface as well as the limitations from

mass convection away from the diffusion layer into account, an expanded steady-

state Comsol model with transport of dilute species in addition to flow equations

was used. Values for diffusion coefficients, viscosity, density, and inflow were

calculated given the temperature and gas flow for each simulation, and the surface

concentration of evaporated manganese was set equal to the equilibrium value. The

resulting concentration gradient for the example at 1400◦C with 1 l/min flow av-

eraged 23.96 mol/m4, and the vapor concentration across that simulation is shown

in Figure 4.5.

Figure 4.6 show the experimental flux values and the modelled flux values using

the new model. For the modelled values, simulations were done for flow rates of

0.01, 0.1, 0.25, 0.5, 1, 1.5 and 2 l/min at each temperature, and a linear interpola-

tion forced through origo of these are shown in the figure with R2-values exceeding

0.998 for all three lines.
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Figure 4.5: Fume concentration inside the crucible at 1400◦C and 1 l/min flow. Steady-

state simulation using Comsol (100).

The new modelled values are approximately linear, except for a small dip at and

around 0.2 l/min flow rate and correlate very well with the experimental values.

Particularly for 1400 and 1550◦C the values match well, with some deviation for

the results at 1700◦C.

A contribution to the remaining difference at 1700◦C may be due to evaporation

happening before and after the furnace has reached its goal temperature, as the

heating of the crucible from room temperature lasted 30 minutes and cooling las-
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Figure 4.6: Experimental values, averaged for each set of parameters, and modelled flux

values using the new model with average surface concentration gradients calculated us-

ing Comsol (100). R2-values are for the modelled interpolation lines compared with the

modelled values generated for 0.01, 0.1, 0.25, 0.5, 1, 1.5 and 2 l/min at each temperature.

ted approximately 10-15 minutes. Using an approximation of the flux at each

temperature for the 0.5 l/min flow rate experiments using the modelled values, the

total mass loss during heating was estimated to be 0.174g which is equivalent to

an increase in flux of 0.169 g/m2s. Together with a flux increase from the cooling

period estimated to be around a third of this, it is assumed to account for around a

fourth of the difference between the experimental and modelled values at 1700◦C.

For the experiments at 1550◦C, this additional flux from heating and cooling is

calculated to be around a third of the value estimated for 1700◦C, and far less for

the 1400◦C experiments.

Small amounts of oxygen from the inert gas could also increase the flux to some de-

gree, but with the gas in use being argon 6.0 N, the worst case scenario of 0.0001%

O2 at 1 l/min would only introduce 0.00134mmol of oxygen over the course of the

holding time. Assuming that every oxygen molecule contributes to the formation

of additional 2 MnO-molecules, it still only amounts to 0.000147g of Mn removed

from the crucible, which is not significant.

Considering these new modelled values, it is deemed possible that the experimental

flux for 0.5 l/min at 1700◦C is an outlier and the fluxes for 1 l/min at 1700◦C were

not significantly reduced due to surface area reduction at the end of the experi-

ments. In such a case the experimental flux for 0.5 l/min at 1700◦C would be
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around 4.997+0.2=5.197 g/m2s which is still below the modelled value of 5.402

g/m2s. Further experiments with several parallels are needed to verify or refute

these theories.

4.1.2 Diffusion, oxidation and flux of HCFeMn alloy

With the diffusion rate of Mn(g) from the surface to the reaction surface being the

limiting factor for the mass transfer from metal to air, its calculation is the most

important one. The diffusion coefficient was approximated as shown in chapter

3.2.1 using equation 3.2, and the diffusion rate is calculated by multiplying the

coefficient with the concentration gradient as shown in equation 2.3. This equa-

tion must be altered when a reaction is taking place inside the diffusion boundary

layer as the distance over which the vapor must diffuse is shortened as shown in

Figure 2.9 when the reaction plane replaces the surface as the end point for diffu-

sion of oxygen from the bulk gas. Once the system is in balance and the diffusion

rate is lower than the evaporation rate, the surface concentration of Mn(g) does

not change and is decided by the equilibrium partial pressure of Mn(g) given the

activity of Mn and the temperature in the metal. If the diffusion rate exceeds the

evaporation rate however, then the surface concentration of Mn(g) will be reduced

which in turn will lower the concentration gradient and slow down the diffusion

rate. At that point, the evaporation rate will be the rate limiting factor. The min-

imum concentration of O2 in the bulk gas required for this transition is defined as

shown in equation 2.12 (26).

A simplification of the system that is used because the reaction rate between Mn(g)

and O2 is high, is that the reaction happens along a plane, the reaction "front". If

the reaction rate is not faster than the rate of Mn(g) transport to the front however,

the reaction front becomes a reaction "band", a volume in which the reaction takes

place. Figure 4.7 shows how the concentration changes inside the diffusion bound-

ary layer when there is a reaction, both in the case of very fast reaction rates where

all the reactants are expended upon contact, and if the reaction rate is slower and a

reaction "band" forms in which the reaction happens.

If there was no reaction, the diffusion distance would be equal to the boundary

layer thickness, δ, and the driving force would be the difference in concentration

at the surface and in the bulk gas, but with the reaction the diffusion distance is

shortened to yf or yb for a reaction front or a reaction band respectively, and the

Mn(g) concentration at that point is defined as 0 for this system. Given the system

studied here, the reaction happening at the reaction front or band is the oxidation
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Figure 4.7: Diffusion boundary layer concentrations of oxygen, metal, and inert gas given

the assumption of instantaneous reaction along the "front" or non-instantaneous reaction

inside a "band". Based off original drawing by Rosner et al. (26).

of Mn(g) to MnO, as can be determined from the phase diagram shown in Figure

2.7, which is shown in reaction 16.

Mn(g) +
1

2
O2(g) ↔ MnO(s),ΔG◦(kJ) =−603.64 + 0.1972T [R16]

Given the temperature in the experiments are approximately 1823.15◦K, the Gibbs

free energy of reaction is approximately -244 kJ. The following reaction rate rox
can be written as shown in equation 4.1 (101):

rox = k(T )[Mn(g)]s[O2(g)]
t (4.1)

Where:

[Mn(g)] and [O2(g)] = concentrations of Mn and O2 respectively [mol/m3]

s and t = partial reaction orders for Mn and O2 respectively [unitless]

k(T) = temperature-dependent rate constant [reaction order dependant]
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Figure 4.8 shows the fluxes from the HCFeMn experiments along with fluxes from

some related works (48, 56) and lines showing the maximum theoretical flux given

different assumptions regarding the activity of manganese in the metal.

Figure 4.8: Relation between the measured experimental flux values and the ones calcu-

lated with the formula from Rosner (26). Includes the maximum evaporation flux, cal-

culated using equation 3.9 and 4.2 given four different assumptions affecting the Mn(g)

partial pressure: Baseline assumption of 1550◦C and the equilibrium concentration of 7

wt% carbon in the melt with a negative deviation from ideality from the Mn-C interac-

tions, temperature increased to 1600◦C, ideality instead of negative deviation between Mn

and C, and a surface carbon concentration of 0 wt%. The calculated line for 1 l/min uses

21% oxygen as the baseline due to instability in the fume generation at the lowest levels

of oxygen and flow. Data from Ma et al. (48) and Gates et al. (56) are shown for com-

parison, but the difference in temperature (1600◦C and 1500-1700◦C for Ma and Gates’

experiments respectively), flow rate(3-5 l/min and 3 l/min for Ma and Gates’ experiments

respectively), and/or metal composition (SiMn and HCFeMn for Ma and Gates’ experi-

ments respectively) must be considered. The higher fluxes correspond to the higher flow

rate and temperature for Ma and Gates respectively.

The theoretically calculated flux lines shown in Figure 4.8 are estimated based on

four different sets of assumptions, with the baseline assumptions being a temper-

ature of 1550◦C and the equilibrium concentration of 7 wt% carbon in the melt

with a negative deviation from ideality from the Mn-C interactions which strongly
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reduced the activity of manganese with increasing carbon content:

• Baseline assumption with activity coefficients calculated with Factsage ver-

sion 7.3 (49).

• Baseline assumptions, but with the temperature of the molten alloy assumed

to be 50◦ higher.

• Baseline assumptions except that ideality is assumed for the activity of man-

ganese giving no reduction in the manganese activity from the carbon con-

tent.

• Assumed no carbon at the melt surface, giving no reduction in manganese

activity from Mn-C interactions, and increasing the concentration of Mn

slightly.

The manganese activities given these assumptions are calculated with a formula

presented by Lee (102) for the activity coefficient of manganese based on the as-

sumption that manganese and iron behave as an ideal solution, which is shown in

equation 4.2:

ln(γMn(Fe−Mn− C)) = (−0.4822 + 576.7/T )xC + (5.1498− 10842/T )x2C+

(−25.821 + 8289.7/T )x3C − 4943.8x4Cx
5
Fe

(4.2)

Where:

γMn = activity coefficient of Mn [unitless]

xi = atom fraction of species i [unitless]

T = temperature [K]

The manganese activity was also calculated with Factsage for the baseline assump-

tion, giving a 10% lower value. This difference, while not insignificant, is incom-

parable to the differences between the different assumptions.

Given that the melt in our system is in contact with solid carbon, the graphite cru-

cible, we can assume carbon saturation in the bulk melt. Using the approximation

for carbon saturation levels done by Lee (102), we get a C atom fraction of 0.271

in our system using T = 1550◦C, which when entered into equation 4.2 together

with the Fe and Mn concentration from table 3.3 gives a Mn activity coefficient of
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0.59 which when multiplied with the Mn concentration of 72.1% gives a total Mn

activity of 0.375. The value calculated with the Factsage software as previously

mentioned was slightly lower at 0.345. To study the effect of the Mn-C interac-

tions, we can assume ideality for the activity of Mn in the Mn-Fe-C-system, at

which point the activity becomes equal to the concentration at 0.72. Lastly, if we

assume that the air blown on the alloy to a significant extent reaches the melt sur-

face and decarburizes the melt surface, the result is a higher Mn concentration at

the surface than in the bulk, which coupled with a higher activity coefficient res-

ults in an associated higher Mn activity and Mn vapor pressure. Figure 4.9 shows a

sketch of concentration profiles in such a system where the reaction band for man-

ganese oxidation reaches the surface allowing for carbon to react with oxygen as

well. As the Fe-Mn system behaves close to ideally (103) with no carbon present,

the activity coefficient is close to 1, and the activity in our system approaches

0.856.

Figure 4.9: Sketch of concentration profiles for solved carbon, manganese vapor, man-

ganese oxide fumes, oxygen gas, and carbon monoxide gas, in a system where oxygen

reaches the surface to react with carbon.

The maximum evaporation fluxes in vacuo shown as lines in Figure 4.8 given the

different Mn activities and temperatures were calculated directly using equation

2.14 and 3.9, and this value should constitute a limit which the flux values would

converge towards as the oxygen content is increased (26). Of the resulting lines,

only the one from the assumption of no carbon at the surface is higher than the ex-
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perimental results at high oxygen concentrations. The experimental values seem

to flatten out towards a value of around 2.75 g/m2s, which would match well with

an assumption of almost no carbon at the surface. As all the other assumptions in

isolation do not sufficiently increase the maximum evaporation flux above the ex-

perimental results, at least some decarburization is deemed very likely to have oc-

curred. ΔG◦ for carbon reacting with oxygen to form carbon monoxide at 1550◦C

is -248.4 kJ/mol (104) which is more negative than the ΔG◦ for manganese react-

ing with oxygen at -244.1 kJ/mol following reaction 16. Following the formula

for Gibbs free energy shown in equation 4.3 and assuming equal activities of MnO

and CO, which both will be quickly removed from the reaction front, the activity

of carbon must be around 75% of the activity of manganese vapor for the Gibbs

energy of the two reactions to be equal.

ΔG = ΔG◦ +RTln(K) (4.3)

Where:

ΔG = Gibbs free energy [J/mol]

ΔG◦ = standard Gibbs free energy [J/mol]

K is the reaction quotient [unitless] defined as:

K =
aprod

areac · a0.5O2

(4.4)

Where:

aprod and areac = activities of the product (MnO(s) or CO(g)) and the non-oxygen

reactant (Mn(g) or C(s)) respectively [unitless] at the reaction plane

aO2 = activity of oxygen [unitless] at the reaction plane.

Given that the activity of manganese vapor is at most 0.0290 for the assumption

of no carbon as calculated using equation 3.9, this leads to a maximum equilib-

rium activity of carbon of around 0.022, which is much lower than the bulk carbon

molar concentration of 0.271. Assuming a similar negative deviation from ideality

due to Mn-C interactions for C as for Mn, the bulk carbon activity is still around

0.16, more than 7 times smaller than the calculated equilibrium carbon activity

with oxygen present, which supports the theory of decarburization when oxygen

reaches the surface. Factors that contribute to convection in the melt must be con-

sidered however, as they would reduce the time carbon particles need to diffuse to

the surface and reduce decarburization. Inductive stirring is such a factor which
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is very relevant given the experimental setup used in this work, and future studies

should be made to quantify the effect and compare the effective rate at which car-

bon moves to the surface compared to the rate at which it reacts with oxygen given

various parameters.

The Mn-evaporation experiments and modelling showed a linear trend between

the flux and the flow rate which starts around origo with almost no flux if there is

no flow of gas above the metal surface. Diffusion, and as such the forced convec-

tion which increases the concentration gradient powering the diffusion by reducing

the diffusion layer thickness following equation 2.4, is the limiting factor here, al-

though experimental results found the diffusion layer thickness to be a function

of the flow rate to the power of 1 rather than 0.5. This agrees with the results of

the HCFeMn oxidation experiments, where the flux from the 3l/min experiments

where 3.8 times larger than from the 1l/min experiments using synthetic air. Fig-

ure 4.10 shows the experimental flux values as a function of the flow rate for each

oxygen concentration, with linear interpolation lines forced through origo sym-

bolising the linearity found in the evaporation experiments and how those results

suggest that the relationship between the 1l/min and 3l/min fluxes would align.

A trend can be seen here in which the flux values given each temperature increase

at a rate faster than linearity. For an impinging gas jet as the one used in the ex-

periments, the mass transfer coefficient should be a function of the flow velocity

to the power of 3/4 according to the work of Scholtz and Trass (105) on mass

transfer in impinging gas jets, while classical flat-plate theory for gas reacting at

an interface gives the mass transfer coefficient as a function of the square root of

the flow velocity (43) but neither of these fit with the experimental results. The

new modeled values for evaporation give curves that best match a quadratic for-

mula with low coefficients for the flowrate2, which are more in line with the results

from the HCFeMn results as well. This may be because of the narrow crucibles

used, where a larger part of the surface has a high velocity field compared to on

a theoretical flat plane and a change in inflow velocity thus contributes to a larger

change in mass transfer from the surface.

4.1.3 Size fractions

Manual particle counting (PC) was performed on SEM-images of the dust from the

filters. This size distribution is shown in Figure 4.11(a), with the mean(median)

values being 113(98)nm, 116(111)nm and 1008(719)nm for 5l/min 35% O2, 5l/min

10% O2, and 1l/min 35% O2 respectively. LD was also performed on the filter
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Figure 4.10: Experimental flux over the flow rate for each oxygen concentration. Linear

interpolation forced through origo shows how the trend found in the Mn evaporation ex-

periments predicted that the 1l/min and 3l/min experiments would align compared to each

other. Second degree polynomial interpolation is shown as a comparison and is believed

to be a better fit.

samples from each category of bulk gas oxygen content and flow rate, and the

resulting average particle sizes for each flow rate is shown in Figure 4.11(b) with

respect to the oxygen partial pressure, together with the average proto particle size

from the PC.

The most notable results here are that the flow rate has a clear negative correla-

tion with particle size, and that the oxygen concentration only has a clear effect

on particle size at the lowest flow. The results show a clear correlation between

the mean cluster size measured with LD and the mean proto particle size measured

through PC, with the mean cluster size being around six times larger than the mean

primary particle size.

The effect of oxygen concentration in the bulk gas at the lowest flow rate is theor-

ized to be due to the increased fuming rate at higher oxygen concentrations, as the
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(a) Size distribution of particles from the filter dust of three experiments, measured manually from

SEM-images. Note the change in box width from 300nm.

(b) LD and PC results, showing average cluster and particle sizes for each flow rate with respect to

the oxygen partial pressure. Error bars show the 95% confidence interval given the data.

Figure 4.11: Size distribution measured with laser diffraction and particle counting.

concentration of particles is an important factor to the particle growth (42). The

increase in particle size with increasing oxygen concentration in the experiments

performed with 1 l/min gas flow is very similar to the increase in flux shown in

Figure 4.8 in section 4.1.2 for the same experiments, which supports this theory.

The large increase in particle size with decreasing flow rate does not match with

the theory of increasing fuming rates at higher flux just proposed, as the flux de-

creases with decreasing flow rates. This increase is instead believed to be due to
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the increased residence time for growing particles in zones with higher temperat-

ures, and generally the time the particles are suspended in air as an aerosol before

reaching the filter. The rate constant for the growth of SiO2 particles calculated

from hard-sphere collision theory between monomers and clusters was found to

be proportional to T1/2 by Næss et. al (42), and this is assumed to be similar for

MnO particles. This approximation assumes that both individual molecules and

particle clusters behave like spherical particles, that growth is mainly the result of

individual molecules attaching themselves to existing clusters, and that evapora-

tion from and attractive interaction between the particles are ignored.

Variations from the assumptions of attractive interactions and evaporation would

change the rate constant proportionality, but regardless of the exact degree of tem-

perature dependency, the length of the growth period will largely affect the end

size of the particles. Due to this, the flow rate becomes equally critical as resid-

ence time in both the higher temperature zones and otherwise before reaching the

filter is proportional to the inverse of the flow velocity. Particles formed in the 1

l/min flow rate experiments would have a three times higher residence period in

warmer zones compared to the particles formed in the 3 l/min experiment, and the

factor difference between the two range from around 2 at 10% oxygen in the bulk

gas to around 4 at 35%. Figure 4.12 shows the mean cluster size as measured by

LD over the inverse of the inflow velocity.

The average of the values for the three different oxygen concentrations used in the

bulk gas show an almost perfectly linear correlation with the residence time for

the particles as represented by the inverse of the inflow velocity, with a slope of

almost 4.5. The spread at particularly the highest residence time from the 1 l/min

flow rate experiments show that there are other factors than just residence time,

and that the effect of oxygen concentration is far from negligible.

4.1.4 Elemental distribution

The distribution of major elements in the dust for varying bulk oxygen concentra-

tions as well as for the HCFeMn alloy used is shown in Figure 4.13 together with

SiMn pilot scale results from Ma et al. (106).

The results show clear relations between the concentration of most of the elements

and the oxygen content in the bulk gas, i.e. for all the trace elements except phos-

phorous, the concentration is higher in the dust than in the metal. The elements

Zn, Mg, Pb, Na, S, and Al show a general trend of lowered concentration with in-

creasing oxygen in the bulk gas, with Zn having an especially high concentration
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Figure 4.12: Mean cluster size as meaured by LD over the inverse of the inflow velocity

in the experiments with three different oxygen concentrations in the bulk gas, as well as

the average of the three and a linear interpolation forced through origo with an R2 value

of 0.9977.

Figure 4.13: Element distribution for the most relevant elements (except oxygen) as meas-

ured by ICP-MS. The purple bars refer to samples taken from the metal chips used in the

experiments, while the remaining blue bars are from dust samples taken from the filter in

each experiment. The green bars show SiMn pilot scale results from Ma et al. (106). Note

the logarithmic scale on the Y-axis.
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at low O2 levels. Si has a distinct peak at and around the regular oxygen level of

21%, whereas the K concentration is at its lowest in the dust at the same oxygen

level. P and Fe both increase significantly at the 35 and 50% level, while staying

relatively flat at lower O2 concentrations.

Ma et al. (106) studied the elemental distribution in the silicomanganese produc-

tion, where they found that base and transition metal elemental distribution mostly

behave in good accordance with Gibbs energy of oxidation, while alkali metals

fuming is controlled by their low boiling point. The most prevalent elements in

the dust from pilot scale experiments were in order: Mn, Si, K, Ca, Mg, Al, S, Na,

Fe, Ba, B, Zn, Pb, Sr, P. This agrees with the distribution found in this study, given

that Mn, Fe and Si concentrations in the metal are different, and that Ca, Ba, B,

and Sr were not screened for in this study. The most notable differences are the

high amount of Zn and the low amount of Al, S and P in the FeMn dust, compared

to the SiMn dust.

The trend of decreasing element concentration with increasing oxygen concentra-

tion in the gas for the majority of the trace elements is theorized to potentially

be due to several factors. One is their low concentration in the metal. When the

amount of oxygen is increased, the flux also increases, which would deplete the

metal surface of the trace elements more quickly than at lower oxygen concentra-

tions and fluxes. Another is that decarburization of the surface affects the activities,

where an increased Mn activity coefficient is matched with a similar reduction for

most trace elements. For P and Fe the opposite is the case however, and the sharp

increase at particularly 50% O2 indicates that they are more likely to transfer to the

dust from the metal when oxygen reaches the surface. It is notable that the trend in

either case is towards the concentration in the metal however, which could indicate

that the higher oxygen content reduces the bias in fume concentrations compared

to the metal concentration that is present particularly in the experiments with the

lower oxygen concentrations in the gas.

Figure 4.14 shows a SEM image of typical dust particles from an experiment with

3l/min flow rate of synthetic air, showing the structure of the particles. These are

primarily cF8 MnO-crystals, given that more than 90wt% of the dust, excluding

oxygen, is manganese. The green color of the dust from the filters matches the

characteristic green color of MnO-crystals.
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Figure 4.14: SEM picture of filter dust particles from an experiment with 3l/min flow rate

of synthetic air.

4.2 Distributed dust sensors field tests
In this section, results from the three dust measurement campaigns performed at an

SiMn, Al, and MG-Si production plant are presented along with discussions of the

results. The results from all three campaigns are discussed in each subsection, with

the measurements themselves being presented first, followed by a focus on spatial

variations, comparisons with the reference equipment, deviation between sensors,

and finally statistical reliability and the reliability of the sensors themselves.

4.2.1 Dust load variation, size fractions, and process events

Of the three measurement campaigns, precise data for the process events nearby

was only obtained for the Al-campaign, and a 24-hour period with 9 marked pro-

cess events are shown in Figure 4.15. The process events marked here are listed in

table 4.2.

Every single noted process event matches a peak in the dust measurements, al-

though some of the peaks are rather small compared to the largest ones. There are

many peaks that does not match any of the noted events, but as only the events

related to the two cells directly below the sensor were provided, there are many

events happening close enough for the sensors to pick up on the increased fuming

from those as well. Outside the notable peaks, the baseline PM levels are near 0

with a spread of peaks smaller than 100 μg/Nm3 that likely are related to events

happening on either side of cell 148 and 149.
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Figure 4.15: Mean values of PM10 and PM2.5 for sensors 1-4 over the course of the

second day. 95% confidence intervals are shown as a shaded area above and below the

mean values. Three peaks are highlighted, with Figure 4.16 showing the difference in size

fractions between these highlighted peaks. The lines labeled j)-r) refer to the actions listed

in Table 4.2.

Table 4.2: The recorded processes performed on the two cells (148 and 149) below the

sensors. The labels match the lines marked in Figure 4.15.

Time Event Cell label peak (μg/Nm3)

08:02 Covering after anode exchange 149 j) 380

08:14 Cutting for anode exchange 148 k) 400

10:39 Anode exchange 148 l) 1600

14:54 Covering after anode exchange 148 m) 650

16:02 Drilling of tapping hole 149 n) 460

16:14 Drilling of measurement hole 148 o) 300

17:04 Measuring 148 p) 130

17:17 Tapping 149 q) 90

20:29 Covering of measurement hole 148 r) 1030

Three of the periods in figure 4.15 are highlighted, and Figure 4.16 shows the dif-

ference in size fractions over each of these highlighted peaks.
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Figure 4.16: Mean values of PM10 and PM2.5 for sensors 1-4 for three limited time

periods. The values for PM10 minus the value for PM2.5 is shown on the x-axis and the

values for PM2.5 are shown on the y-axis. Each color corresponds to measurements from

a specific time period, which relates to a specific process as shown in Table 4.2

.

The difference in particle size fractions are clearly visible, with the first peak relat-

ing to an anode exchange has a much larger fraction of PM2.5 than the other two

peaks relating to the covering after anode exchange and of a measurement hole.

This clearly shows that the sensors pick up on the rapid changes in PM levels

when different events are happening below, which speaks to the usefulness of such

a setup for areas where varied fume-producing processes are carried out regularly.

It’s possible to monitor which event types produce the most PM in general, and

which produce the finer fumes. Such knowledge and a constant monitoring can

be vital tools when assessing measures and routine changes in regards to their ef-
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ficiency in reducing PM, or when deciding when and where it is most efficient or

necessary to implement changes.

Where it is not possible to relate dust intensity directly to process events, a dif-

ferent tool that can be useful to look at is the diurnal patters that emerges after

measuring for an extended period. Figure 4.17 shows the diurnal pattern from the

campaign at the SiMn-plant, along with the 95 % confidence interval, calculated

using data that was smoothed both lightly and heavily.

Figure 4.17: Diurnal pattern of the PM10 as measured by 4 Nova sensors over a period of

around one month in the SiMn-plant. The data was gathered in 15- and 1-minute averages

which were in turn smoothed with a sliding average spanning 6 hours and 30 minutes

total respectively. The shaded area show the 95% confidence interval for the 70 days of

averaged data.

A pattern emerges where one can note how the PM levels are highest around noon

and lowest in the evenings. There is also a pattern of peaks every 2 hours over the

course of the day, and this could possibly be related to process routines such as

tapping, casting, product transportation, stoking, etc. that are relatively stable on a

day-to-day basis. It is similarly possible to create a pattern comparing PM2.5 and
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PM10 to look at the times of day where there is the most fine particles in an area of

the plant. With such a pattern available, it could be possible to have an automatic

system which aimed to curb these regular peaks for instance by controlling hall

wind.

While it was not performed during these test campaigns, it is possible to have

groups of sensors placed around a plant to monitor spreading from known emis-

sion points, for instance following the marked sources in the high silicon alloy

production shown in Figure 2.3. With a system for reporting what events are per-

formed at which times, and scattered sensors around the emission sources, one

could get an accurate picture of which processes produce what levels of PM and

to what degree and how fast the fumes spread from the emission point. This could

allow for improved efficiency in dealing with the problem of PM emissions and

exposure.

4.2.2 Deviation from sensor location

Both at the SiMn- and the Al-plant, sensor groups were placed a certain distance

apart as seen in Chapter 3. In both cases the measurements were performed in the

same room with only a few meters separating the groups. Figure 4.18 and 4.19

show the mean and 95% confidence interval for each of the 3 groups of 4 sensors

over a shorter period where individual dust peaks can be studied:

For both cases it can be seen that the location has a large impact on the PM con-

centrations measured over each peak despite the sensor groups being in the same

room with only a few meters between each group. By looking at the 95% confid-

ence interval for each group which are not large enough to encompass the values

from the other groups, it can be concluded that the differences in measurements are

statistically significant. It must also be noted that it varies which group measures

the most dust over each peak, which means it’s not possible to generate a simple

formula for extrapolating the PM concentrations in the rooms just from a single

sensor. The importance of multiple sensor locations can as such not be ignored if

an accurate representation of the PM levels in an area is desired.

4.2.3 Fidas comparisons

To verify the quality of the measurements done by the Nova sensors, the state of

the art PM measuring equipment Fidas200s was used as a reference equipment

for two of the campaigns. Figure 4.20(a) to 4.21(b) shows the Nova and Fidas

measurements for PM10-PM2.5 and PM2.5 over a day and night at the Si- and

SiMn-plant, while Figure 4.22 a-d shows scatter plots comparing the Nova to the
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Figure 4.18: Mean values and 95% confidence interval for each sensor group for six hours

during the SiMn measurement campaign.

Figure 4.19: Mean values and 95% confidence interval for each sensor group for one hour

during the Aluminium measurement campaign. The right hand y-axis is normalized with

respect to the highest value measured in this period for easier comparison.
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Fidas measurements for the same periods.

(a)

(b)

Figure 4.20: PM10-PM2.5 (a) and PM2.5 (b) as measured by 35 Nova sensors and the

Fidas sensor over a period of 24 hours in the Si-plant. The data was gathered in 1-minute

averages which were in turn smoothed with a sliding average spanning 15 minutes total.

Mean values for the Nova sensors are shown together with the 95% confidence interval

and the Fidas values.
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(a)

(b)

Figure 4.21: PM10-PM2.5 (a) and PM2.5 (b) as measured by 12 Nova sensors and the

Fidas 200S over a period of 21 hours during the final calibration period at the SiMn-plant.

The data was gathered in 1-minute averages which were in turn smoothed with a sliding

average spanning 15 minutes total. Mean values for the Nova sensors are shown together

with the 95% confidence interval and the Fidas values.

From these plots, several things are worth noting:

• The Nova and the Fidas measures mostly all the same changes in PM levels,

but the exact value can vary significantly between them.

• The deviations in measured PM concentration between the Fidas and the

Nova is much larger at the Si-plant compared to the SiMn-plant.

• The deviation between the Fidas and the Nova in PM2.5 is mostly linear for

both plots, but with some more scatter at the Si-plant.

• The PM10-PM2.5/PM2.5 particle ratio is mostly linear at the SiMn-plant,

but curves and scatters somewhat at the Si-plant, where also the largest frac-

tion of data points are below 0.
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Figure 4.22: Nova measurements compared to Fidas measurements over a 24 and 21 hour

period at the Si- and SiMn-plant respectively. Plot a) and b) shows the PM2.5 comparisons,

while plot c) and d) show the comparison of the ratio of larger particles (PM10-PM2.5) to

the smaller particles (PM2.5).

The larger difference in especially PM2.5 measurements at the Si-plant are be-

lieved to be due to better calibration for the Fidas, which was calibrated towards

SiO2 and should as such have quite accurate assumptions for particle density and to

some degree the optical properties. This difference is likely due to the lower aver-

age particle size of the fumes at the Si-plant as can be seen in Figure 4.20(b). Due

to the Nova not being able to effectively "see" particles above 1.7μm in diameter,

and instead estimating PM10 values based on its calibration settings as mentioned
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in section 2.3.2, the much larger fraction of PM10 reported by the Nova can be a

result of it overestimating the larger particles when in reality the fraction of large

particles is much smaller than it was calibrated for.

4.2.4 Internal deviation between sensors in a group

Figure 4.23 shows the relative deviation to mean for the four sensors in group 1

over the course of 2 months at the SiMn measurement campaign, while Figure

4.24 shows the same data adjusted by multiplying with a factor corresponding to

its average deviation from the mean value. Figure 4.25 shows the measurements of

four groups of five sensors during calibration performed at NTNU using a particle

generator, with additional graphs showing the values adjusted in the same way.

Figure 4.23: Relative deviation to the mean PM10 values for the first group of Nova

sensors over a 2-month period of the measurement campaign at the SiMn-plant together

with the 95% confidence interval for the dataset.

Both data sets show how the variation between sensors in a group are overall stable

enough that doing a simple factor adjustment reduces the spread significantly. It is

important to take note of any trends over time however, such as Sensor 4 in Figure

4.24 which seems to trend overall negatively over the course of the 2 months. Such

drift over time could signs of sensor deterioration in some form, for instance that

an inlet is getting partially clogged over time. Such adjustment has shown to be

of great value when the sensor calibration is off, despite potential methodology

deficiencies.
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Figure 4.24: Relative deviation to the mean PM10 values for the first group of Nova

sensors over a 2-month period of the measurement campaign at the SiMn-plant, adjus-

ted by multiplying the values from each sensor by its average deviation from the mean,

together with the 95% confidence interval for the original dataset.

When not considering the time aspect of the internal deviation, the data can be

shown in an X/Y-plot for better comparison. Figure 4.26 to 4.28 show the PM10

values measured by individual sensors compared to the mean value measured by all

sensors at the same location for the entire measurement campaigns at the SiMn and

Si plants, limiting the selection from the Si plant to 8 sensors that well represent

the various results seen from that measurement campaign:

The plots made with data from the SiMn-plant show a very small deviation between

the sensors, with the slight deviation to each side being most notable near the range

of 800-1600 μg/Nm3. The discrepancy near the highest and lowest PM values

measured were all very closely packed, showing that the deviation is most notable

in the middle region, which could be due to fast changes in PM levels being picked

up at slightly different times by each sensor, leading to deviation at times when the

fume concentration is changing between the high and the low extremes.

For the plots made with data from the Si-plant, the results are more varied, with

some sensors showing mostly very tightly packed comparisons near the 1:1-line,

while for others there are large spreads or even clear "splits" where the sensor

over-measures for some duration and under-measures at other periods. It is also

possible to see in Figure 4.28 that Sensor 19 started measuring much lowers for the
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Figure 4.25: Relative deviation to the mean PM10 values for four group of Nova sensors

over half an hour during calibration performed at NTNU with a particle generator, together

with the same data sets adjusted by multiplying the values from each sensor by its average

deviation from the mean.

final few minutes before shutting down, as noted by the three singular dots away

from the main line.

The larger spread between the Nova sensors at the Si-plant is likely also due to the

factory calibration being ill-suited for Silica fumes, although details from the man-

ufacturer on how the calibration was performed were not acquired despite several

attempts at contact. The calibration was likely particularly bad for PM10, which

allowed for smaller errors to propagate when the sensors tried to calculate the

values from the amount of smaller particles that were detected. There was also

many sensors that stopped working during the measurement campaign, and sev-

eral sensors could have been giving more erroneous data as time passed before

they shut down completely, which is discussed further in the following subsection.
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Figure 4.26: PM10 values for individual sensors compared to the average for all sensors

at the same location for the measurement campaign at the SiMn-plant.

When looking at the sensors where there were no particular problem showing in

the plots, the spread was mostly quite low, and it is believed that with good calibra-

tion and protection that increases reliability as will be discussed in the next section,

the Nova sensors will have results much more similar to those from the SiMn-plant.

4.2.5 Sensor reliability

During the three measurement campaigns, the reliability of the sensors were very

different. At the SiMn plant, 12 sensors were used and the mean up-time of the

sensors was almost 100% with all sensors working as they should at the end of

the 3-month campaign. 3 of the sensors started measuring significantly lower after

some time however, the believed cause being a partial clogging of the extended

inlet tube used in that campaign, which was supported by the fact that blowing

through the tubes at the end of the campaign caused the sensors to measure about

the same again afterwards. At the Al plant, 12 sensors were also used and the

up-time was similarly almost 100% with all sensors working at the end of the 2.5-

month campaign. In both campaigns however, power shutdown caused the entire

setup to be down for some longer periods as the restart system didn’t yet function

as intended and a manual restart was required. As the measurements continued
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Figure 4.27: PM10 values for individual sensors compared to the average for all sensors

at the same location for the measurement campaign at the Si-plant.

immediately after the minicomputer and the router was restarted, it is safe to as-

sume that the sensors were working as intended also during this down-time. At the

Si-plant however, where 35 sensors were used, the up-time was only 21.7% on av-

erage during the 1-month campaign, after removing 6 sensors that gave erroneous

data instead of no data when failing. At the lowest, for a time only 2 sensors were

sending correct data, but restarting and cleaning the dust inlet with pressurized air

had a beneficial effect and allowed up to 15 of the non-responsive sensors to start

providing data again. The number of active sensors would begin to fall again after

a while however going down to 3 again by the end of the campaign, and continuous

cleaning and restarting was not possible. A system to force regular restarts of the

sensors has been added after the last campaign, which could alleviate some of the

problem at least.

The results from the Al and SiMn campaigns clearly shows that dust in itself, even

when the sensors and the electronics is poorly protected, is not enough to shut the

system down. The case was very different at the Si-plant. As has been shown in

the previous sections, the Si-based fumes have a much larger percentage of smaller

particles compared to SiMn and Al-based fumes, which may be the reason for the

large degree of electronics failure here. Another possibility is that the Si-based



88 Results and discussions

Figure 4.28: PM10 values for individual sensors compared to the average for all sensors

at the same location for the measurement campaign at the Si-plant.

fumes have electrical properties that causes errors in the currents between the pins

or other components on the microchip, which is supported by the fact that sensors

were found to provide erroneous data and not just shutting down. In either case,

protecting the components completely from the dust should remove the problem.

The highest measured relative humidities were below 40% at the SiMn-plant, be-

low 45% at the Si-plant, and below 25% at the Al-plant, which are all significantly

lower than the boundary of around 80% RH where condensation causes inflation

in the PM readings for the Nova and is as such not considered to have influenced

the PM readings in this work.

4.2.6 Statistical reliability

Despite the low average sensor up-time at the Si-plant, the amount of data avail-

able was still sufficient to perform statistical analysis. Particularly for the periods

at the Si-plant with the lowest amount of sensors running however, the data must

be considered with that in mind.
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All data points from each sensor were first gathered into 1-minute averages that

were smoothed with a sliding average over 30 minutes. For the longer periods

the data was gathered in 15-minute averages that were smoothed over 6 hours.

The statistical analysis was performed by calculating standard deviation and the

following 95% confidence interval using the data for all sensors at the approxim-

ately same location. The 95% confidence interval generally was in the range of +/-

10-20%, but as mentioned in the previous section, this was in large parts due to cal-

ibration differences between the sensors which can be adjusted for. The remaining

deviation within groups is to be expected as the sensors will never measure exactly

the same air, and the local variations can only be truly removed from the data by

sufficiently smoothing the data.

When comparing the Nova to the reference equipment there were large differences,

but these too were relatively stable over time and presumably in large parts due to

calibration differences. The differences in the lower particle diameter range must

be considered in all cases however, and more importantly, so must the low max-

imum particle size detected by the Nova. Doing size analysis on the fumes could

allow for extrapolation of data and estimation of fume levels below and above the

measured range, but a more reliable and simple method would be to perform proper

calibration of the sensors using the same fumes as are to be measured. This would

have to include simultaneous measurements using gravimetric methods measuring

both PM10 and PM2.5 beside the Nova sensors for a set period near each major

fume source.

When calibration has been thoroughly performed, deviation between sensors after

smoothing must come from extremely local, yet stable, differences in PM concen-

trations, or from a difference in sensitivity between sensors. By swapping sensor

locations during calibration the former can be confirmed or rejected, and differ-

ences in sensor sensitivities can be considered for post-processing adjustments

once all other factors have been evaluated.
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Chapter 5

Conclusions

5.1 Experimental work and modelling of Mn evaporation
In order to better understand the kinetics of fume/dust formation in the Mn-ferroalloys

production industries, experiments investigating the evaporation rate and diffusion

of pure Mn in an argon atmosphere at temperatures from 1400 to 1700◦C and flow

rates from 0 to 1 l/min, have been carried out.

Experimental work was performed to better understand the kinetics of fume/dust

formation in the Mn-ferroalloys production industries. Both the evaporation rate

and diffusion of pure Mn, under an argon atmosphere, were investigated between

1400 to 1700◦C, and at gas flow rates up to 1 l/min. The experimental results

were further compared with predictions from a proposed mathematical model of

the system. From this work, the following conclusions may be drawn:

• In a small scale experimental system, simple flow models are not sufficient

to calculate evaporative mass transfer from the metal surface, as long as the

gas is delivered in the form of an impinging jet into a small crucible.

• Using Comsol to model the flow and mass transfer, while assuming equilib-

rium Mn vapor pressure at the surface, gave evaporation results very much

in line with the experimental results.

• Linear interpolation over the measured values for flow rates of 0.01, 0.1,

0.25, 0.5, 1, 1.5, and 2 l/min gave R2-values above 0.997. Models fits pro-

portional to (flow rate)0.5 or (flow rate)0.75 did adequately reflect the exper-

imental results.
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• Pure Mn(l) exhibits fast evaporation rates at temperatures above 1400C. It

was calculated that for the evaporation rate to be equal the diffusion rate,

the partial pressure of Mn(g) at the surface must be above 99.9% of the

equilibrium partial pressure

• The proposed model predicts that a temperature increase in the metal from

1400 to 1550C, and from 1550 to 1700C, both increased the flux by a factor

3 to 4. This was somewhat higher than the measured values between 1550

and 1700C.

5.2 Experimental work and modelling of fume formation from
HCFeMn

A model for oxidation-enhanced evaporation based on the work of Rosner (26),

was compared to experimental results for the fuming rates of high carbon ferro-

manganese at 1550◦C, blown with air at oxygen concentrations from 0 to 50 vol%

and flow rates from 0 to 5 l/min. Dusts captured in these experiments was also

analysed with ICP-MS, LD, and SEM, to locate and quantify the species present

in said dust, and to determine the size distribution of the dust particles. From this

work, the following conclusions may be drawn:

• The measured fuming flux follows the theoretical predictions by Rosner, up

to a critical O2 concentration before tapering off. This flux ceiling occurred

at approximately twice the theoretical evaporation rate-limit, given a carbon-

saturated bulk-alloy composition at the metal surface.

• Several theories for the high flux measured were presented, with the most

notable being an increased Mn activity at the surface compared to the bulk

phase. This was concluded to occur due to a weakening of the carbon-

manganese interactions at the surface due to a decrease in surface carbon

content. The reduction in surface carbon content is likely due to surface

oxidation/decarburization.

• The concentration of most trace elements (Zn, Mg, Pb, Na, S, and Al) in the

PM decreased with increasing oxygen concentration in the bulk gas. This

is believed to be due to the surface concentration being lowered when high

oxygen content in the bulk gas causes an increased fuming flux. Another

possible contribution is that decarburization of the surface increases the Mn

activity which causes a correlating decrease in activity for the trace elements.
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• Iron and phosphorous content in the dust both rose sharply at the highest

oxygen concentrations. In the metal, a strong affinity between iron and phos-

phorous leads to iron affecting the phosphorous vapor pressure (106).

• The average size for both particle clusters (0.59-6.01μm) and individual ox-

ide particles (0.11-1.01μm) correlate closely across varying gas flow rates

and oxygen concentrations, with the average radii of the clusters being around

six times greater than that of the individual particles for each set of paramet-

ers where measurements were done.

• Higher flow rate was found to have a strong effect towards reducing both

individual and cluster particle size, with the mean cluster size had a near

linear correlation with the inverse of the inflow velocity at a slope of almost

4.5 μm per s/m.

• Higher oxygen concentration in bulk gas was found to have a strong effect

towards increasing particle size at low flow rates, but had a very small effect

at higher flow rates.

The industrial implications of these findings are:

• The validation of the proposed models’ makes it possible to better estimate

the amount of fumes generated, which allows more efficient refining and

ventilation systems to be designed.

• Carbon has a strong negative effect on the activity coefficient of manganese,

and as such affects the fuming rate of Mn-alloys. With low carbon content

at the surface, either due to low carbon content in the alloy, or through de-

carburization of the surface, the activity of manganese is strongly increased,

which increases fuming rates.

5.3 Distributed sensor system
A low-cost PM sensor for PM2.5 and PM10, Nova PM SDS011, was tested and

benchmarked towards the state-of-the-art PM sensor Fidas 200S during two meas-

urements campaigns at a silicomanganese and a silicon metal production plant

where 12 and 35 Nova sensors in groups of 4 and 5 were used respectively. A

separate measurement campaign at an aluminium plant with 12 Nova sensors in

groups of 4 and no reference equipment was also performed. The long term data

(1 month and longer) for the Nova sensors were studied in regards to deviations

within each group and to investigate the differences between the plants. Short
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term data (around 24h) with both sensor types was studied to compare the de-

viation between the sensor types both for PM10-PM2.5 and PM2.5. More de-

tailed size fraction comparisons were compiled from the Fidas data, highlighting

the difference in size fraction between SiMn and Si fumes. Systematic variation

in measurements from small spatial differences and between PM concentration

peaks originating from different process events were studied from the campaign at

the aluminium plant.

Following are the main conclusions inferred within each category previously dis-

cussed:

• Fumes from different processes and events vary widely in the measured

properties, which indicates either size fraction differences or major differ-

ences in optical properties.

• Over time, clear diurnal patterns emerge which show when the greatest

amount of fuming occurs during each day.

• For measurements in both SiMn and Si production plants, the Nova sensors

picked up on almost all the same peaks as the Fidas sensor, and the increases

and decreases in fume levels are similarly captured by both sensor systems.

• The PM2.5 measurement comparison between the Nova and the Fidas at the

SiMn plant showed a small spread and an linearity close to 1:1, with a small

deviation towards the Nova measuring less than the Fidas. The same com-

parison at the Si plant showed some more spread, and a linearity around 1:5

with the Fidas measuring around five times as high values for PM2.5 over-

all. This is believed to be in part due to the Fidas being well calibrated for

SiO2 and also able to detect particles in the size range on 180-300nm, which

the Nova cannot. In addition, the Nova factory calibration is possibly not

adequate to accurately measure the SiO2 fumes, although repeated attempts

at getting these details from the manufacturer was unsuccessful.

• The relation between Nova and Fidas for larger particles (PM10 - PM2.5)

divided by smaller particles (PM2.5) is strongly clustered and show linear-

ity close to 1:1 for the measurements at the SiMn plant. For the meas-

urements at the Si plant, this relation is more spread and with the Nova

sensors measuring an on average much higher fraction of larger particles.

This is believed to be due to the Nova overestimating the fraction of the lar-

ger particles (>1.7μm) it cannot measure directly, which becomes prevalent

with the overall low concentration of larger particles in the Si fumes.
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• Deviations within each group of Nova sensors and between groups for both

the SiMn and Si-campaign showed a relatively stable deviation from the

mean value. Given a stable deviation over time, it would be possible to

compensate for the internal deviation of the Nova sensors through a calib-

ration period to get a much lower measurement spread. For most groups

the spread was within +/- 20% relative deviation, close to the 15% relative

deviation level provided by the manufacturer.

• The Nova sensors were able to measure clear differences in optical proper-

ties (Particle sizes or otherwise) of fumes originating from different process

events at the Aluminium plant. They also measured systematical differences

across each concentration peak based on spatial variation.

• For future industrial measurements campaigns, an improved and prefer-

ably airtight casing for the Nova system is considered important to improve

length of life, and it is believed that using 4-5 sensors in each group to have

room for 1-2 failures before service and potential replacements are needed

would provide sufficient lifetime for the system as a whole to not cause un-

necessary expenses in this regard.

The industrial implications of these findings are:

• The fumes from different metallurgical processes and other fume sources

vary widely and as such, sensors must be calibrated accordingly.

• Given good individual calibrations, the Nova sensors are believed to be well

suited as a low-cost option for measuring the PM concentrations in various

parts of both SiMn-, Si-, and Al-plants. The PM2.5 measurements were

found to be particularly solid, with PM10 being more reliant on good calib-

ration and unchanging size fractions within the fumes.

• A system of two filter samplers for gravimetric measurements of PM10 and

PM2.5 placed alongside groups of Nova sensors near each fume source is

believed to provide a strong foundation for reliable measurements. Regular

checks with calibration equipment to look for drift and other changes that

can occur over time is recommended.

• Small spatial variation can give large variation in fume concentration, which

must be taken into account when estimating exposure and emissions.
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Chapter 6

Future work

It is recommended that experimental studies and modelling of the fuming from

SiMn alloys is carried out in accordance with the current study. In addition, ex-

panding the range of flow rates to where modelling on the effect of flow conditions

on the current FeMn system can be done more extensively, is recommended. Ad-

ditionally, doing experiments with no carbon present in neither the alloy nor the

crucible would be vital to validate the theory of decarburization, which is of par-

ticular interest.

The sensor system needs two things to function properly in varying metallurgical

locations: 1) Good calibration for PM10 and PM2.5 with each specific type of

dust particles to be measured, and 2) a casing that protects the components from

the fumes. For calibration, using filter samplers with a sampling inlet that limits

particles above 2.5 and 10μm alongside groups of sensors near each fume source is

proposed as a good calibration method. An improved casing to protect the sensor

system has been designed, and using epoxy to encase the most vulnerable com-

ponents is proposed to provide additional protection. Testing the system in various

environments after implementation of the improved casing and with gravimetric

calibration equipment at hand, alongside a well calibrated reference sensor such as

the Fidas 200S, is suggested to validate the system for continued industrial meas-

urements. In addition, future academic work towards setting the system up to be

used systematically alongside a dust spreading model is also recommended.
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Appendix A

Experimental data

A.1 HCFeMn fuming experiments

Table A.1: Experimental Flux values for fuming of HCFeMn. Summarized

Gas flow rate O2 conc. Experimental Flux values (g/m2s)
0 l/min 21 % 0.05

1 l/min 0 % 0.10 0.04 0.05

1 l/min 10.5 % 0.06 0.08 0.12 0.08

1 l/min 21 % 0.54 0.48 0.46

1 l/min 35 % 0.14 0.67 0.48

1 l/min 50 % 0.74 0.69

3 l/min 0 % 0.11 0.09 0.05

3 l/min 5 % 0.57 0.68 0.74 0.47 0.64

3 l/min 10.5 % 1.07 0.94 0.92

3 l/min 21 % 1.82 1.97 1.85

3 l/min 35 % 1.46 2.92 2.33 2.37

3 l/min 50 % 2.87 2.54 2.43
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Table A.2: Experimental values for fuming of HCFeMn. Measured through pre- and

post experimental weighing of the individual parts of the outflow system. The distribution

between the filter box, transition tube, and cooler is also listed.

Experimental Measurement before and after experiement

Parameters Difference (g) Part of total

Gas comp. Gas vel. Filter

(% O2) (l/min) Lid Box Filter Tube Cooler Total total Tube Cooler

21 3 16.9 0.2 0.04 3.55 1.6 22.29 0.77 0.16 0.07

21 3 17.9 0.4 -0.46 3.83 2.4 24.07 0.74 0.16 0.10

21 1 3.3 0.3 2.09 0.86 0.1 6.65 0.86 0.13 0.02

21 1 4.4 0.1 0.76 1.03 -0.4 5.89 0.89 0.17 -0.07

21 0 0.1 0.1 0.08 0.4 -0.1 0.58 0.48 0.69 -0.17

21 1 2.1 0 2.45 0.74 0.3 5.59 0.81 0.13 0.05

10.5 3 0.2 0.1 7.52 2.03 3.2 13.05 0.60 0.16 0.25

10.5 3 0.3 0.1 6.85 2.12 2.2 11.57 0.63 0.18 0.19

10.5 3 0.1 0.2 6.53 2.54 1.9 11.27 0.61 0.23 0.17

21 3 0.1 0 10.29 1.83 1.4 13.62 0.76 0.13 0.10

0 3 0.1 0 0.57 0.38 0.3 1.35 0.50 0.28 0.22

0 3 0.1 0 0.58 0.32 0.1 1.1 0.62 0.29 0.09

0 3 -0.9 0 0.76 0.48 0.3 0.64 -0.22 0.75 0.47

5 3 1 0 3.21 1.12 1.6 6.93 0.61 0.16 0.23

5 3 0.3 0 4.77 1.11 2.1 8.28 0.61 0.13 0.25

5 3 0.5 0 4.68 1.46 2.4 9.04 0.57 0.16 0.27

5 3 0.2 0 2.98 1.03 1.6 5.81 0.55 0.18 0.28

5 3 0.2 0.1 4.5 1 2 7.8 0.62 0.13 0.26

50 3 0.5 0 8.38 2.07 6.6 17.55 0.51 0.12 0.38

50 3 0.4 0 8.65 1.62 4.9 15.57 0.58 0.10 0.31

50 3 0.3 0 6.99 2.58 5 14.87 0.49 0.17 0.34

35 3 1.3 0 3.23 1.61 1 7.14 0.63 0.23 0.14

35 3 0.5 0.2 2.61 0.94 4.7 8.95 0.37 0.11 0.53

35 3 1.6 0.4 2.34 1.12 3.1 8.56 0.51 0.13 0.36

35 3 2.9 0.3 2.97 1.43 1.1 8.7 0.71 0.16 0.13

35 3 3.1 0.4 1.75 1.11 1.7 8.06 0.65 0.14 0.21

35 3 1 0.1 6.18 1.59 2.7 11.57 0.63 0.14 0.23

10.5 1 0 0 0.5 0 0.2 0.7 0.71 0.00 0.29

10.5 1 0 0.2 0.29 0.25 0.3 1.04 0.47 0.24 0.29

10.5 1 0.2 0 0.6 0.31 0.3 1.41 0.57 0.22 0.21

10.5 1 0 0 0.23 0.1 0.6 0.93 0.25 0.11 0.65

35 1 0.1 0 0.72 0.15 0.7 1.67 0.49 0.09 0.42

35 1 3.3 0.1 0.52 1.14 3.1 8.16 0.48 0.14 0.38

35 1 1.16 0 3.01 0.41 1.3 5.88 0.71 0.07 0.22

0 1 0.01 0 1.05 0.05 0.16 1.27 0.83 0.04 0.13

0 1 0.09 0 0.07 0.11 0.17 0.44 0.36 0.25 0.39

0 1 0.1 0 0.16 0.14 0.23 0.63 0.41 0.22 0.37
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Table A.3: Calculated averages, standard deviations, and 95% confidence interval for the

fume distribution between the filter box, transition tube, and cooler.

Filter Tube Cooler

Avg 0.62 0.27 0.11

Stdev 0.19 0.14 0.16

95% CA 0.04 0.03 0.03

A.2 Size analysis

Table A.4: Experimental laser diffraction (LD) and particle counting (PD) results from

filter fumes showing the mean particle/cluster diameter and their corresponding 95% con-

fidence intervals.

Gas flow rate O2 conc. LD size
(μm)

LD 95% CI
(μm)

PC size
(μm)

PC 95% CI
(μm)

1 l/min 10.5 % 2.33 0.613

1 l/min 21 % 5.262 1.094

1 l/min 35 % 6.037 1.106 1.008 0.147

3 l/min 0 % 1.736 0.248

3 l/min 5 % 1.263 0.119

3 l/min 10.5 % 1.133 0.284

3 l/min 21 % 1.433 0.41 0.174 0.016

3 l/min 35 % 1.327 0.573

3 l/min 50 % 1.021 0.402

5 l/min 10.5 % 0.591 0.0949 0.116 0.010

5 l/min 21 % 1.003 0.279

5 l/min 35 % 0.79 0.172 0.113 0.011
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A.3 Elemental analysis

Table A.5: ICP-MS results (mass %) of filter fumes from the 3 l/min flow rate experiments

at varying oxygen concentration as well as a sample of the HCFeMn metal used in the

experiments.

0% O2 5% O2 10.5% O2 21% O2 35% O2 50% O2 Metal
Mn 34.40 % 62.30 % 67.60 % 66.50 % 72.70 % 71.30 % 72.10 %

Zn 26.20 % 5.46 % 1.900 % 2.060 % 0.032 % 2.140 % 0.001 %

Si 0.040 % 0.074 % 0.366 % 1.090 % 0.070 % 0.064 % 0.020 %

Mg 2.280 % 2.600 % 0.615 % 0.406 % 0.568 % 0.161 % 0.004 %

Pb 2.110 % 1.070 % 0.191 % 0.204 % 0.037 % 0.283 % 0.003 %

Na 0.629 % 0.161 % 0.148 % 0.197 % 0.170 % 0.186 % 0.060 %

K 0.950 % 0.329 % 0.201 % 0.115 % 0.237 % 0.529 % 0.003 %

Fe 0.054 % 0.045 % 0.087 % 0.032 % 0.073 % 0.538 % 12.30 %

S 0.024 % 0.013 % 0.021 % 0.023 % 0.015 % 0.016 % 0.009 %

Al 0.019 % 0.006 % 0.004 % 0.010 % 0.005 % 0.004 % 0.001 %

P 0.001 % 0.001 % 0.001 % 0.001 % 0.001 % 0.014 % 0.137 %



Appendix B

Model comparison

Table B.1: Flux values (g/m2s) for Mn evaporation calculated with the original model,

with the original model after correcting for numerical errors, with the new model using

Comsol, and the experimental averages. The changes done in the corrected model include

changing the crucible radius from 0.012m to the correct 0.0135m, reformatting a math ex-

pression which applied the Temperature in Celsius instead of Kelvin, and generating values

in a larger range of flow rates which allowed for a more accurate exponential interpolation

model compared to the original linear interpolation based on 3 modelled values.

Flow rate (l/min) 0 0.01 0.1 0.25 0.5 1

1400◦C Old model 0.020 0.020 0.023 0.029 0.038 0.056

1550◦C Old model 0.122 0.124 0.145 0.179 0.235 0.349

1700◦C Old model 0.533 0.543 0.632 0.780 1.027 1.520

1400◦C Corrected model 0.000 0.018 0.057 0.090 0.128 0.181

1550◦C Corrected model 0.000 0.079 0.250 0.396 0.560 0.792

1700◦C Corrected model 0.000 0.271 0.855 1.353 1.913 2.707

1400◦C New model 0.000 0.004 0.020 0.068 0.191 0.386

1550◦C New model 0.000 0.019 0.087 0.281 0.803 1.633

1700◦C New model 0.000 0.063 0.295 0.878 2.629 5.402

1400◦C exp. 0.000 0.194 0.485

1550◦C exp. 0.034 0.378 0.798 1.543

1700◦C exp. 0.141 3.760 4.997

115



116 Model comparison



Appendix C

Published papers

C.1 Paper I

117



1 

Evaporation and Diffusion of Mn in 
Inert Systems 

Håkon Aleksander Hartvedt Olsen, Stefan 
Andersson, and Gabriella Tranell 

 

Abstract  

This research is aimed to improve our knowledge on 
the dust formation and clustering in the ferroalloy 
industry. Specifically, this paper focuses on the 
evaporation of manganese metal, and how different 
parameters influence the evaporation rate. 
Experiments were done with pure manganese metal 
heated to between 1400 and 1700°C in a pure argon 
atmosphere, where the change in weight was measured 
to calculate the loss of manganese over time. A 
mathematical model was constructed to link 
theoretical values to the results from the experiments. 
The high control over the system parameters allowed 
for the validation, rejection or creation of values and 
theories used in the model. 

Keywords 

Manganese, Evaporation, Diffusion, CFD 

 

1 Introduction 

Airborne particulate matters, originating from various 
sources in the metallurgical industry are not only a 
concern in terms of workers health, but the fumes from 
industrial plants also contribute to the so-called 
fugitive emissions which may be harmful to the local, 
urban communities as well as the environment at large.  
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The aerosols produced in most metallurgical processes 
may be harmful if inhaled and exposure to high levels 
of particles has been linked to cancer, pneumonia, 
chronic obstructive pulmonary disease (COPD) and 
other respiratory and cardiovascular syndromes 
[1][2][3][4][5]. Inhalation of certain manganese (Mn) 
compounds has also been linked to inflammation and 
neuropsychological disturbances [6][7][8].  

Characteristic properties of the particles, especially 
particle size and chemical composition, may influence 
their impact on human health. It is now well known 
that ultrafine particles (nanoparticles, particles <100 
nm) have a much greater surface area and different 
physic-chemical characteristics [9][10] compared to 
their larger counterparts. They may therefore be more 
reactive, behave differently in the respiratory system, 
and give rise to increased biological responses [11]. 

As the chemical composition and morphology 
(particle shape) of particles originating from different 
ferroalloy industries and processes vary greatly, it is 
important to understand the mechanisms of which 
dusts are generated and how the characteristic 
properties of the particles depend on process 
parameters. With such knowledge, primary dust 
generation may be partially controlled. 

An important and not yet thoroughly studied part of 
the dust formation from liquid manganese alloys such 
as ferromanganese (FeMn) and silicomanganese 
(SiMn) is the evaporation and gas-phase diffusion of 
manganese. In contrast to silicon, which has a very low 
vapor pressure and will mostly react with oxygen to 
form dust, manganese evaporates noticeably at 
temperatures close to the melting point. With 
silicomanganese, this leads to possible reactions 
between silicon oxides and manganese fumes, but can 
also cause a competition for oxygen close to the 
surface where if no oxygen reaches the surface, one 
might get no silicon in the dust at all. [12] Because of 
these reasons, the experimental study and subsequent 
modelling of evaporation rates of Mn is important.  

2 Model development  

In the production process for ferroalloys such as 
ferromanganese and silicomanganese, the produced 
melt is in contact with air during several steps of the 
process. Most notably during tapping, refining and 
casting, the melt is exposed to air without a protective 
slag layer over an extended duration. During this time, 
there are two possible reactions for each metal in the 
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alloy, Evaporation and oxidation, which may be 
summed as shown in equation 1 and 2. 

Me(l) => Me(g) (1) 

Me(l) + xO2(g) => MeO2x(s,l) (2) 

Both reactions are thermodynamically driven towards 
equilibrium, and the distance from equilibrium is the 
driving force of the mass flux. This work purely 
studies reaction 1. for pure manganese, and the 
equilibrium partial pressure for this reaction is defined 
as shown in equation 3.    ∗  3  
Where R is the gas constant, T is the temperature in 
Kelvin, and  is the change in Gibbs free energy. The 
Gibbs free energy for each side of the equation is 
calculated as shown in equation 4. 

 (4) 

Where S is the entropy and H is the enthalpy of 
formation. The flux from evaporation at the surface 
can then be defined as shown in equation 5, ∗  ∗ ∗ ∗ ∗    (5) 

Here, NA is Avogadro’s number, kB is Boltzmann’s 
constant, and Mm is the molar mass of Mn. For 
diffusion, the flux can be defined by equation 6, 

∗  ∗         6  

Where DiffZ is the diffusion layer thickness defined 
by equation 7 [13], D is the diffusion coefficient, and 
n is the molar concentration of Mn(g) for equilibrium 
and bulk gas respectively. ∗ ./ ∗ /  (7) 

Reynold’s number and Schmidt’s number are defined 
by equation 8 and 9 respectively. L is here defined as 
the radius of the crucible,  is the viscosity, v is the 
bulk flow velocity, D is the diffusion coefficient and  
is the density of the gas.  ∗ ∗  (8)  ∗  (9) 

In order to model the evaporation and diffusion 
kinetically, diffusion coefficients for Mn and Ar gas as 
well as a Mn-Ar gas mixture were derived from 
Chapman-Enskog kinetic theory [14] based on 
Lennard-Jones parameters for Ar-Ar and a Morse 
potential used to describe the Mn-Mn and Mn-Ar 
interactions. The Ar-Ar parameters were taken from 
the literature [14] whereas the Mn-Ar and Mn-Mn 
interaction potentials were evaluated by high-level 
quantum chemical calculations. Coupled cluster with 
single and double excitations with a perturbative 
treatment of triple excitations [CCSD(T)][15] 
calculations were applied to Mn-Mn and Mn-Ar pair 
interactions at a range of separation distances (3-7 Å) 
using the CFOUR program package [16]. These results 
were subsequently fitted to Morse potentials, 
respectively, since the Lennard-Jones potential was 
found not to reproduce the calculated interaction 
energy curves well enough. Expressions and values of 
collision integrals for calculating diffusion 
coefficients for the two types of potential were taken 
from literature [14,17]. 

The model for the evaporation was created in two 
parts: One that calculated the flux of vaporization 
using thermodynamic and kinetic data, and one that 
calculated the diffusion flux from flow conditions and 
kinetic theory. For each temperature and flow rate 
investigated experimentally (see section 3), the gas 
velocity over the metal surface was calculated using a 
Comsol model. The model uses finite element 
analysis, assuming steady state and incompressible 
flow, and using laminar flow conditions as the 
calculated Reynold’s number for the relevant area is 
less than 100. The mesh used is shown in Figure 1, it 
can be noted that a finer mesh is used near the metal 
surface. For the surfaces, no slip is the assumed 
boundary condition, and for each element, a form of 
the Navier-Stokes equation and the continuity 
equation are solved. The exact equations solved are 
shown in equation (10) and (11) [18].   ∙  p  μ    (10) ∙ 0       11  

Where u is the velocity field,  is the density, μ is the 
dynamic viscosity, p is the pressure, F is the external 
force, and I is the identity matrix. The flow pattern for 
one experiment is shown in Figure 2, with Figure 3 
showing a more detailed image of the flow pattern 
close to the metal surface.  
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Figure 1: The mesh used in the comsol model. It has a total 
of 36587 domain elements, 4286 boundary elements, and 
395 edge elements. 

 

 

Figure 2: Flow conditions inside crucible, model made using 
Comsol software. Conditions assumed: laminar flow, no slip 
boundaries, incompressible flow, steady state. This image 
was from an experiment with T = 1550 °C and 0.5 l/min flow 
rate. 

 

The thermodynamic data used in the model was taken 
from NIST-JANAF Thermochemical Tables [19], 
where values for gases below boiling temperature  
were extrapolated from the data given. The 
extrapolated data was found not to deviate much at 
1400 °C. Other parameters used in the model are listed 
in table 1. 

Figure 3: Flow conditions near the metal surface, model 
made using Comsol software. Conditions assumed: laminar 
flow, no slip boundaries, incompressible flow, steady state. 
This image was from an experiment with T = 1550 °C and 0.5 
l/min flow rate. 

 

Table 1: Parameters used in the model. 

Parameter Value 
L 0.0135 m 
MmMn 0.054938 kg/mol 

 8.42-7.87 * 10-5 Pa*s 
D 2.93-3.97 *10-4 m2/s 

 0.246-0.290 kg/m3 

 

These two parts are both dependent on the partial 
pressure of Mn(g) just above the surface of the metal. 
We know however, that under stable conditions, there 
is a constant flux of vapour from the surface to the bulk 
phase, which means the flux from metal to diffusion 
layer and through the layer to the bulk must be equal. 
Using the solver function in Excel, the partial pressure 
at which these two fluxes are equal can then be found, 
which gives the total flux through the system.  

 

3 Experiments 

The apparatus used for the experiments was a graphite 
tube furnace, the design which is sketched in Figure 2. 
The inside of the furnace was kept in an 6N argon 
atmosphere of around 1.3 bar to avoid oxidation. 
Inside the graphite tube, an alumina crucible with 
height 40mm and diameter 27mm was used as the 
container for the experiments. The crucible was fitted 
with a lid to further limit contamination from the 
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surrounding atmosphere, and an alumina paste was 
used to seal the lid. An alumina tube with inner 
diameter of 3mm was inserted into a hole in the center 
of the lid, through which argon was blown into the 
crucible. Another hole in the lid with diameter 3mm 
was the only outlet in the system. Figure 3 shows a 
crucible after a finished experiment, without the 
alumina tube. 

 

 
Figure 4: Sketch of the experimental setup. An outer tube of 
graphite with an inner alumina crucible and tube connected 
to an argon source. The atmosphere inside the tube was 
purged with argon before and during the experiments, and 
argon was blown at different rates through the tube in each 
experiment. 

 
Figure 5: Alumina crucible after finished experiment. The 
middle hole was used for the alumina tube, while the 
smaller hole was used as the outlet for the gas and vapor. 

The crucible was filled with 15 (+/- 0.5) grams of 
99.9% Mn chips. The chips had a slightly tarnished, 
oxidized surface before the experiments and as such, 
there was a small amount of oxide present in the 
experiments. However, as a first approach, this was 
assumed not to affect the evaporation rate. Each 
sample was pre-treated at 150 °C for 30 minutes to 
remove any humidity from the sample and the sealing 
paste, and the crucible set-up was weighted before and 
after pre-treatment as well as after the experiment. 
Longer pre-treatment time or higher temperatures 
were found not to produce any further weight loss in 
the sample. 

The sample was inserted into the furnace, which was 
then vacuumed to between 80 and 200 mTorr before it 
was purged with argon and kept at around 1.3 bar. 
After purging, the chamber was heated to the desired 
temperature over 30 minutes and held at that 
temperature for further 60 minutes before being 
cooled. During the entire heating, holding and cooling 
period, argon was inserted through the alumina tube at 
a constant flowrate. The different temperatures and 
flowrates for each experiment are shown in Table 2. 

Table 2: Flow rates, temperatures, holding times, and 
Sample contents for the experiments 

Exp 
# 

Ar flow 
rate 
(l/min) 

Temp 
(°C) 

Holding 
time 
(min) 

Sample 
content 

10 0.0 1400 60 100% Mn 
5 0.5 1400 60 100% Mn 
7 1.0 1400 60 100% Mn 
2 0.0 1550 60 100% Mn 

12 0.25 1550 60 100% Mn 
3 0.5 1550 60 100% Mn 
6 0.5 1550 60 100% Mn 
1 1.0 1550 60 100% Mn 
4 1.0 1550 60 100% Mn 
8 0.0 1700 60 100% Mn 

11 0.5 1700 60 100% Mn 
9 1.0 1700 60 100% Mn 

13 1.0 1700 60 100% Mn  
 

After cooling, the crucible weight was again measured 
and the mass loss calculated. As the only reaction 
happening was evaporation of Mn, the flux of Mn out 
of the system could be calculated for each experiment. 
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4 Results 

The measured weight losses for each experiment are 
shown in Table 3 together with the calculated mass 
flux and the parameters. Figure 4 show the mass loss 
as a function of the flow rate with linear trend lines for 
each temperature. 

Table 3: Experimental results: Total mass loss and 
flux for each set of parameters. 

Exp 
# 

Ar flow 
rate 
(l/min) 

Temp 
(°C) 

Loss (g) Flux 
(g/m2s) 
 

10 0.0 1400 -0.11 -0.07 
5 0.5 1400 0.40 0.25 
7 1.0 1400 1.00 0.61 
2 0.0 1550 0.07 0.04 

12 0.25 1550 0.78 0.48 
3 0.5 1550 1.66 1.02 
6 0.5 1550 1.63 1.00 
1 1.0 1550 3.67 2.25 
4 1.0 1550 3.18 1.95 
8 0.0 1700 0.29 0.18 

11 0.5 1700 7.75 4.76 
9 1.0 1700 11.24 6.90 

13 1.0 1700 10.3 6.32 
 

 

 
Figure 6: Total mass loss in grams over the flow rate of 
argon in l/min. Linear trend lines are given for each 
temperature.  

 

 

5. Discussion 

The crucible from experiment 10 (1400 , no Ar flow) 
has increased in weight by a very small amount. A 
potential reason for this might be a small amount of 
oxygen, supplied either from the ppm concentration in 
the Ar, the alumina crucible or from the tarnished 
starting Mn-chip surface reacting with the metal to 
form heavier oxides. The amount would not be very 
high however, and it is assumed that there has been 
practically no evaporation of manganese in this 
experiment. 

The two experiments at 1700 °C and with 1 l/min flow 
rate were found to have very little metal left at the end 
of the experiment. This would likely cause a lower rate 
of evaporation during the later stages of the 
experiment as the surface area would be smaller. This 
would also explain why there is not the same linearity 
for the 1700 °C experiments as for the lower 
temperatures. Figure 5 shows the inside of crucible 
#13, where the metal content has been reduced to the 
point where it no longer covers the full area of the 
crucible. 

 
Figure 7: Crucible from experiment #13, 1700 °C and 1 l/min 
flow rate. The surface area of the metal is clearly reduced 
due to excessive evaporation. 

The model does show the same tendency to taper off 
at higher flow rates, but not to the same degree as in 
the experiments. 

Data from the experiments can be compared with the 
model, which was used to generate data points for the 
same parameters as the experiments. These values are 
shown in Table 3, and plotted in Figure 6. 
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Table 3: Modelling results: Total mass loss for a 
choice set of parameters.  

Ar flow rate 
(l/min) 

Temp (°C) Loss (g) 

0.25 1400 0.06 
0.5 1400 0.08 
1.0 1400 0.12 

0.25 1550 0.36 
0.5 1550 0.50 
1.0 1550 0.71 

0.25 1700 1.55 
0.5 1700 2.20 
1.0 1700 3.11 

 

 
Figure 9: Modelled mass loss in grams/hour over the flow 
rate in l/minfrom the model.  

The mass loss calculated with the model are around 
one fourth of the experimental values for all 
parameters. For comparison, Figure 7 shows both data 
sets together. 

The curves are similar, but the model has evaporation 
rates that are about a fourth of the experimental values. 
Figure 8 shows both data sets together, but with the 
values from the model multiplied by 4 to show the 
similarities in the curves. 

Figure 10: Mass loss in grams over the flow rate in l/min. 
Experimental and modelled values. Values from model are 
multiplied by 4. 

6. Conclusions 

In order to better understand the kinetics of fume/dust 
formation in the Mn-ferroalloys production industries, 
experiments investigating the evaporation rate and 
diffusion of Mn in an argon atmosphere at different 
temperatures and flow conditions, have been carried 
out. The results were compared to values calculated 
using a mathematical model of the same system. There 
was a mismatch in the results between model and 
experiments on the scale of factor 4, but the trends 
shown were very similar. Possible uncertainties in the 
model include the diffusion coefficient, enthalpy and 
entropy at lower temperatures, approximation of 
Reynolds number, and the gas velocities from the 
Comsol model. 

There are also uncertainties in the experimental work, 
which could have influenced the experimentally 
obtained results. The evaporation during heating and 
cooling might have been measurably large, as there is 
up to fifteen minutes of time where the temperature is 
above the melting point during heating and cooling. 
The flux would in that time probably lie between the 
values for our experiments. The thin layer of oxide 

Figure 8: Mass loss in grams over the flow rate in l/min. 
Experimental and modelled values. 
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might have slowed the evaporation process, and the 
temperature profile might be inaccurate as there is a 
delay between the outside of the tube where the 
furnace measures temperature, and the inside of the 
crucible. 

The data from the experiments can be further used 
when modelling the dust formation in more complex 
systems where Mn evaporation is just a part of the 
whole. If improved, the model can also be expanded to 
take further reactions into account. 

 

7. Further work 

This work is the beginning of a larger study, and there 
is much work still to be done. Following is a list of 
planned work in the continuation of the project: 

 Perform experiments where the temperature 
is measured inside the crucible to find 
temperature delay. 

 Perform experiment without holding time to 
measure mass loss during heating and 
cooling. 

 Etch the Mn before the experiment to remove 
any oxides. 

 Use a crucible that doesn’t contain oxides. 
 Perform experiments with 0.25 l/min flow 

rate for 1400 and 1700°C. 
 Review assumptions and uncertainties in the 

model, and then improve on it. 
 Continue the experiments and model work 

with manganese and iron alloys, as well as 
including oxygen in the gas.  
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Measurement System for Fugitive Emissions
in Primary Aluminium Electrolysis
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Abstract

Fugitive emissions from primary aluminium production is
a concern both for occupational health and the environ-
ment. Current measuring equipment for in-situ measure-
ments of such emissions is generally large and expensive
or lacks the required time and spatial resolution to pro-
vide accurate information on the source of the emissions.
This research is aimed at testing and evaluating distributed
micro sensors for in-situ monitoring of dust intensity in
the electrolysis hall. Multiple sensors are tested simul-
taneously in clusters at each location to study variation
between individual sensors, giving a statistical average.
These clusters are spread out in the relevant areas to map
how the emission varies over both time and location based
on operational activities such as anode changes. The sen-
sor system yielded results that could be correlated to the
process activities, and also showed clear variation in the
fractions of PM10 and PM2.5 measured for different pro-
cess operations.
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Introduction

Dust in the Electrolysis Process

The air-suspended particles produced in the aluminium pro-
duction processes may be harmful if inhaled and exposure
to high levels of particles has been linked to occupational
asthma, with indications of increased mortality from can-
cer and pulmonary emphysema [1,2]. The dust produced in
aluminium electrolysis often contain high levels of Flourine
which may generate hydrofluoric acid if it comes into contact
with water. These fumes are not only a concern in terms of
workers health, but also contribute to the so-called fugitive
emissions which may be harmful to the local, urban commu-
nities as well as the environment at large [3].

A schematic of the electrolysis process is shown in Fig. 1,
and while most of the fumes are contained within the cells
where the off-gas is filtered before its release, it is necessary
to open the cells for several operations over the course of the
production cycle. Examples of such operations are the anode
change and cell tapping. To effectively gauge the particulate
emissions from each different operation, a constant measure-
ment system in necessary. Several previous studies provide
an incomplete picture as the time-resolution is limited [3].

In the EU, regulations for fugitive emissions are tighten-
ing, and as such, measuring these categories of fumes are
important [5]. Particularly fluoride emissions is considered
important, and this is known to be a large component of the
dust which is measured in this work [6]. Particulate emission
by size fraction is also considered highly significant by the
European commission, particularly in secondary aluminium
production [6]. It is important to measure these emissions
not just for the purpose of reporting to the authorities, but
also to monitor the effects of implementations made towards
reduction of fugitive emissions and improvement of working
conditions.

© The Minerals, Metals & Materials Society 2020
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Fig. 1 Schematic of the material
flow among the smelting process,
gas treatment centre and
emissions [4]

Current Monitoring Systems

The traditional system for monitoring fugitive emissions is
capturing of dust through filter systems. The simple setup
consists of tubes and pumps that allow the air from the pot-
room to be iso-kinetically lead through a filter which collects
the dust. After a set period the dust is measured and can be
analysed, which can provide accurate monitoring of its con-
tent. It does however give a low time-resolution and it would
be very expensive to map an entire facility to account for
spatial variance.

Technology for measuring dust levels through visual
telemetry is also under development, with plans for constant
measurement of hydrogen fluoride gas, SO2, and CO, but is
still not widely used [7].

The Use of Micro-sensors

Low-cost microsensors are not widely in use neither in the alu-
minium industry, nor yet for air-pollution monitoring in gen-
eral and industry in particular. It is however being considered
by the European Commission for air pollution monitoring
and personal exposure, and with the technological improve-
ments could become a “game changer” [8]. The technology
is rapidly evolving, and both the sensors themselves and the
framework (such as microchips and power supplies) needed to
facilitate their use, is growing smaller and cheaper. Small sen-
sor systems, while less accurate and with higher uncertainty
than reference systems, can already provide reliable coarse
information after calibration and quality data assurance [9].

Project Goals

The primary goal of the current study is to investigate the reli-
ability and usefulness of a system based on microsensors in
monitoring fugitive emissions from primary aluminium pro-
duction. The secondary objective is to use the data generated

through the study to improve our knowledge of the dynamics
in the generation and emission of pot room dust, especially
with regards to which operations produce the most dust, and
which size fractions these dusts fall into. The system used in
this work was set up to measure PM10 and PM2.5 along with
temperature and relative humidity, and each sensor system
delivers a value for each of these parameters every 5 s.

Sensor Setup

Figure 2 shows the sensor system used in this work. The sys-
tem consists of two sensors and a microchip which collects
and forwards the data to a central server, all contained in a 3D-
printed PVC box which measures around 13 * 10 * 4 cm. The
Nova PM SDS011 sensor reports the concentration of PM10
and PM2.5 in μg/Nm3, while the HTU21D reports temper-
ature in ◦C and relative humidity. Air from outside the box
is sucked into the dust sensor through a short 2 mm diameter
tube, while the temperature and humidity sensor is placed on

Fig.2 Schematic of the setup prototype. Shows the dust sensor (PM sen-
sor), temperature and humidity sensor (T/H), the the microchip (Chip),
and the sampling inlet for dust (Sampling inlet)
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the outside of the box where it measured the ambient air. The
complete setup runs on standard 5 V 1 A current which can
be supplied through power cables or batteries depending on
preference. Weather data were taken from a weather station
on the aluminium plant and used as background data for the
measurements.

The dust sensor uses the laser scattering principle to mea-
sure the concentration of fine particles [10], while the humid-
ity is measured through change of capacitance and tempera-
ture though changing resistance. The system measures contin-
uously and provides a snapshot of these values approximately
every five seconds.

The data is transferred through local WiFi, and the sen-
sors can as such be spread across as large an area as a single
network can cover. In this work, the sensors were placed in
groups of four at three different positions inside a Robertson
roof monitor (A natural draft roof ventilator which funnels
the air out while stopping rain, marked in Fig. 3), one in the
center, and one halfway to each side along the same axis as the
production cells are placed. This roof monitor room is 9.75 m
long and is located 12 m above the hall floor. Fumes from
the processes of several cells pass through here as shown in
Fig. 3. Sensor 1–4 are placed in the middle, sensor 5–8 to the
left and sensor 9–12 to the right, relative to a person standing
in the middle and looking towards the sensors, with a dis-
tance of 2.4 m between each group as well as the end walls
as shown in Fig. 4. The end result is a file with data points
for time, PM10, PM2.5, humidity, and temperature, for each
sensor over the course of each day. Afterwards, the data is
aggregated to an average value over each minute, allowing
for standard deviations across the sensors in each group to be
calculated.

Fig. 3 Locations of the sensors marked with an arrow above the elec-
trolysis cell rows, inside the Robertson roof monitor

Results

Basis for the Data

For the purpose of this work, data from two dates were cho-
sen. On the first day, the weather was hot with temperatures
reaching almost 30 ◦C after noon, while on the second day the
temperature never exceeded 20 ◦C. Both days had periods of
rain, which is shown alongside the temperatures in Fig. 5.

Figure 6 shows the mean temperature and humidity values
for sensor 1–4 for both days. The connection between rain, and
humidity is very notable, especially around 18:00 on the first
day and 11:00 on the second day. The same can be said for the
temperature indoor and outdoor. No statistically significant
correlation between temperature and dust nor humidity and
dust was found.

Dust Load Variation, Size Fraction and Process
Events

Figures 7 and 8 show how the dust concentrations vary over
the course of the two days as measured by the middle group of
sensors. 3 periods are highlighted in Figs. 8, and 9 shows the
difference in size fractions between these highlighted peaks.
18 lines labeled (a)–(r) refer to the actions listed in Table 1.

From this example alone, it is clear that different distinct
operations within the plant produces different size fraction of
fumes. Subtracting PM2.5 from PM10 gives the concentration
of the larger particles, and that is the value used in Fig. 9. For
the two smaller peaks the fraction of larger particles is around
than 80%, while the larger peak from before noon has more
than 60% of small particles for the most part.

Table 1 shows the recorded actions that were performed
during these two days on the two cells just below the sen-
sors, and each actions has a label referring to the lines shown
in Figs. 7 and 8. The three peaks highlighted in Fig. 8 corre-
sponds clearly with three events performed on cell 148: The
anode changed started 10:39, the covering after the exchange
at 14:54, and the covering of the measurement hole at 20:29.
This tells us that the anode exchange produces far more of the
finer particles compared to the two covering processes.

Deviation from Sensor Location

Figure 10 shows the mean values of PM10 for each of the
three groups for one hour on the second day. The values for
the rightmost group (sensor 9–12) is clearly higher in the
beginning of the 3 o’clock peak with the leftmost group (sen-
sor 5–8) shows the lowest values. After 3 o’clock it is the
opposite however, with the leftmost group (sensor 5–8) hav-
ing the largest values. In both these peaks, the middle group
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Fig. 4 Locations of the three
sensor groups inside the
Robertson roof monitor

Fig. 5 The temperature and rain rates over the course of the two days. Data taken from a weather station on site

Fig. 6 Mean values of temperature and humidity for sensors 1–4 with 95% confidence intervals for both days
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Fig. 7 Mean values of PM10 and PM2.5 for sensors 1–4 over the course of the first day. 95% confidence intervals are shown as a shaded area
above and below the mean values. The lines labeled a–i refer to the actions listed in Table 1

(sensor 1–4) measures values between the two outer groups.
Just after 03:30 there is another peak where the middle group
is clearly higher than the two on the side. The 95% confi-
dence intervals between the group measuring the lowest and
the highest at each peak do not overlap at all. This lets us
conclude that there is a statistically significant difference in
the measurements based on the location of the sensors with
the groups being only meters apart.

Statistical Reliability

Figure 11 shows the dust measurements for sensor 1–4 over
a couple of peaks together with their mean value. There is
some variance between the sensors, but by having 4 sensors
together we achieve a generally small 95% confidence
interval. The confidence interval ranges from close to
zero to ±130 μg/Nm3, with a mean for the period being
±18.5 μg/Nm3. The mean 95% confidence interval for the
entire day is only ±6.5 μg/Nm3, and it is clear from the
figure that the variance increases mostly where the values and
the change of value over time is large. It can also be seen that
it is the same sensors that measure below and above average

respectively, which points to inherent variations between
the sensors. Unlike random variations, this is possible to
compensate for through calibration and benchmark testing.

Discussion

The results indicate the reliability of the data gathered, and the
importance of having multiple sensors in each group as well
as several points to measure the variance across an area, but
more importantly they show how much the fugitive emissions
change over the course of a day in the electrolysis hall. They
also show a large difference in dust particle size fractions
across different peaks, clearly displayed in Fig. 9. The differ-
ent peaks can be correlated to events in the production, which
allows for comparisons of the dust formation from the differ-
ent operations. For example, the anode change was shown to
produce a much larger fraction of fine dust compared to the
covering operations afterwards.

This information can be readily accessible from the afford-
able sensor system (<$200 for a group of 4) allowing for a
large spread of sensors if needed. As such, it can allow for live
monitoringofemissionsacrossanentirealuminiumproduction
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Fig. 8 Mean values of PM10 and PM2.5 for sensors 1–4 over the course of the second day. 95% confidence intervals are shown as a shaded area
above and below the mean values. Three peaks are highlighted, with Fig. 9 showing the difference in size fractions between these highlighted peaks.
The lines labeled j–r refer to the actions listed in Table 1

Table 1 The recorded processes performed on the two cells (148 and 149) below the sensors. The labels match the lines marked in Figs. 7 and 8

Day Time Event Cell Label

1 04:50 Covering of measurement hole 149 (a)

1 08:04 Drilling measurement hole 148 (b)

1 08:24 Covering after anode exchange 148 (c)

1 08:39 Measuring 148 (d)

1 11:17 Drilling of tapping hole 149 (e)

1 12:00 Covering of measurement hole 148 (f)

1 12:22 Tapping 149 (g)

1 16:09 Drilling of tapping hole 148 (h)

1 16:29 Tapping 148 (i)

2 08:02 Covering after anode exchange 149 (j)

2 08:14 Cutting for anode exchange 148 (k)

2 10:39 Anode exchange 148 (l)

2 14:54 Covering after anode exchange 148 m)

2 16:02 Drilling of tapping hole 149 (n)

2 16:14 Drilling of measurement hole 148 (o)

2 17:04 Measuring 148 (p)

2 17:17 Tapping 149 (q)

2 20:29 Covering of measurement hole 148 (r)
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Fig.9 Mean values of PM10 and PM2.5 for sensors 1–4 for certain periods on the second day. The values for PM10 minus the value for PM2.5 is
shown on the x-axis and the values for PM2.5 are shown on the y-axis. Each color corresponds to measurements from a specific time period, which
relates to a specific process as shown in Table 1

Fig.10 Mean values and 95% confidence interval for each sensor group for one hour on the second day. The right hand y-axis is normalized with
respect to the highest value measured in this period for easier comparison
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Fig. 11 PM10 values for sensors
1–4 together with the mean value
and 95% confidence interval

facility, where it can be used to monitor the effect of changed
proceduresandother implementedefforts to reduceemissions.

While the reported PM2.5 and PM10 dust intensity values
in the current study are given by the sensor factory settings,
verification of the absolute values for the specific dust type is
necessary for accurate reporting. Such verification and bench-
mark testing is currently in progress. The study does however,
show accurately when and where the dust emissions are gen-
erated, which is important for implementation of reduction
efforts. The sensors greatly compliment filter measurements,
which can show composition and accurately measure average
dust emissions over longer time periods. Analysis of dust par-
ticles can reveal which size fractions are the most dangerous,
at which point the measurements from the sensors used here
can reveal which processes yield the most of these fractions.
This can be especially relevant for the working environment,
for example to regulate when dust masks are necessary and
which grade the filters need to be.

Conclusions

In this study, a micro-sensor system for dust monitoring was
tested at a primary aluminium production site in Norway.
Three groups of four sensors each were placed 2.4 m apart
in the Robertson roof monitor above the electrolysis cells,
where data for PM10, PM2.5, temperature, and humidity was
gathered. Results from the study may be summarized as:

• The micro-sensors gave data that could be clearly corre-
lated to the process operations.

• The variance within a sensor group of four in the same
location typically gave an average 95% confidence interval
of ±6.5μg/Nm3 over the course of a day.

• Temperature and humidity was not found to influence the
dust measurements to a noticeable amount.

• A correlation between dust size fraction, amount and pro-
cess activities was found, and hence it is plausible to use
sensors for tracking dust from specific operations over
time.

• The mean values over a reported concentration peak could
vary based on sensor group location, which speaks to
the spatial differences in dust concentrations and thus the
importance of sensor coverage.

• Microsensors for monitoring of emissions and mitigation
efforts has been found to be of potential great use. The sen-
sors provide spatial reliability at a reasonable cost, which
is harder to achieve when using more expensive and larger
systems.

• Future work will include calibrating data against certified
instruments for increased reliability in measurements.
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Abstract

Thermal fume formation is a problem in manganese ferroalloy production and the 
metal production industry at large. A better understanding of the mechanisms of 
fume formation and the operational parameters affecting the fume formation rate 
may help in reducing and managing fuming. This paper aims to investigate the 
effects of oxygen content and gas flow rate on the fuming rate and fume particulate 
properties for liquid high-carbon ferromanganese. The fuming rates were attained 
experimentally by measuring the fume flux with respect to oxygen content and gas 
velocity above the metal melt. The generated fumes were also characterized in terms 
of particle size and element distribution between fume and melt. The fuming rates 
were found to steadily increase with increasing oxygen content and flow rate of the 
gas up to a point where the curve flattens, following theoretical predictions. How-
ever, the highest flux values measured were above the theoretical limitations of the 
evaporation flux in vacuo given the alloy bulk composition. It is hypothesized that 
the high rate of fuming is caused by an increased manganese activity at the alloy 
surface due to local decarburization of the alloy in contact with the oxidizing gas.
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Introduction

Manganese is extensively used as an alloying element for the iron- and steelmak-
ing industry in the form of ferromanganese and silicomanganese [1]. The produc-
tion of ferromanganese commonly takes place in an electric submerged arc fur-
nace through carbothermic reduction of manganese ores. Ferromanganese alloys 
can be classified into high-carbon ([C]-7.0wt%), medium-carbon ([C]<2.5wt%), 
and low-carbon ([C]<0.5wt%) grades [2]. The liquid ferromanganese metal is 
cast at temperatures above 1500 ◦ C in air, where the vapor pressure of manganese 
is high, typically > 0.01 atm.

Reactions between the Mn vapor and oxygen in the atmosphere leads to the 
formation of oxide fumes, and these fumes contribute not only to product losses, 
but are also detrimental to the working environment [3]. Early studies focusing on 
modelling of the generic metal-oxidizer system by Wagner [4], Turkdogan et al. 
[5] and Rosner [6] have laid the theoretical foundation for modelling evaporation 
and oxidation rates. However, development and validation of kinetic models for 
more specific applications such as high-carbon ferromanganese (HCFeMn) have 
not yet been performed.

The main goal of the current study is to experimentally investigate the effects 
of increased oxygen content and gas flow rate over liquid high-carbon ferroman-
ganese (HCFeMn) on the fuming/oxidation rate, and to evaluate these results 
using the methodology for oxidation-enhanced evaporation developed by Rosner 
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[6] and Turkdogan et  al. [5]. Furthermore, an additional goal is to increase our 
knowledge of fume-oxide particle growth and clustering in ferromanganese fumes 
under these conditions, as well as studying minor element distribution between 
liquid metal and condensed fumes as a function of gas flow rate and composition.

Theory and Literature

Turkdogan et  al. [5] established the theory of direct metal oxidation based on 
metal evaporation, where the formation of oxide mists enhances the fume flux. 
Theory states that the metal evaporation rate is rate-limiting at ambient oxygen 
levels above a certain “critical” value, and that below this value, for a given gas 
flow-rate and temperature, the flux is directly proportional to the ambient oxygen 
partial pressure following Eq. 1.

where J i is the fume flux in g/m2 s, R is the ideal gas constant, T is the temperature 
in Kelvin, p 

O
2
 is the ambient partial pressure of oxygen in pascal, h is the average 

film mass-transfer coefficient for the transport of oxygen through the aerodynamic 
diffusion boundary layer which is calculable for known flow conditions, and 𝛼 is the 

(1)Ji =
𝛼h

RT
p

O
2

Fig. 1  Reaction and condensation-enhanced metal vaporization; two-film model and notation. Redrawn 
from Rosner [6]. Here, e denotes the film edge, f the reaction front, w the liquid surface, ṁ′′

M
 the metal 

flux, Y the mass fraction, I the inert gas, M the metal, and O oxygen. y is the distance from the surface 
and 𝛿 the film thickness, often referred to as the diffusion layer thickness
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number of moles of metal vapor required to combine with one mole of oxygen, and 
is valid for any metal.

Ma et  al. used Factsage to generate a stability diagram for manganese and its 
oxides for different oxygen partial pressures and temperatures, where it can be seen 
that at 1500 ◦ C, oxygen pressures above 10-15 atm will lead to the formation of man-
ganese monoxide (solid), and as the temperature decreases, higher oxides become 
stable. The oxide formation happens through several reactions which includes 
a number of phases: Mn(g), MnO(s), Mn3O4(s1 ), Mn2O3(s2 ), and MnO2(s) where 
Mn3O4(s1 ) and Mn2O3(s2 ) represent tetragonal (low-temperature) Mn3O4 and cubic 
(high-temperature) Mn2O3 , respectively [7, 8]. At the surface temperature used 
in this work (1550  °C), the relevant phases for the diffusion layer are Mn(g) and 
MnO(s) which further oxidizes and agglomerates in the bulk gas.

Rosner’s work on this “oxidation-enhanced” evaporation [6] confirmed the results 
of Turkdogan et al. in highly dilute isothermal systems, and also found additional 
effects based on the condensation process as a limit for fuming in oxidizer-rich 
ambient gasses. He described the system graphically as shown in Fig. 1, and while 
both Rosner and Turkdogan’s work was generic, their calculations are applicable for 
the Fe–Mn-system and both Fe and Mn are mentioned alongside Ni, Co and Cu in 
their work, and as such the metal “M” in the following equations relates to Mn in the 
system studied in this work. The figure describes how the concentration of metal and 
oxygen goes down toward the reaction “front” inside the diffusion layer where the 
concentration of both is 0 as the oxidation reaction is very fast and the condensed 
product no longer affects the diffusion and reaction. The higher concentration of 
oxygen, the steeper the concentration curve in zone 2 will be, and the closer to the 
surface the reaction “front” will be. Similarly a higher fraction of metal vapor at the 
surface increases the diffusion rate in zone 1 which pushes the reaction “front” away 
from the surface until it again is in equilibrium with the diffusion rate of oxygen. 
Both cases would increase the flux of metal from the surface, and as such would 
increase the fuming rate.

Rosner’s model is explained in further under the modelling section, and is an 
integral part of this work.

You et al. [2] studied evaporation of manganese during the oxygen refining pro-
cess experimentally, and confirmed that due to the high vapor pressure of man-
ganese in ferromanganese melts there is a significant loss due to evaporation. An 
empirical equation for the evaporation loss was derived based on a sampling system, 
and is shown in Eq. 2:

where ( WMn)evap is the evaporation loss of manganese in kilograms, Wmetal is the 
amount of hot metal charged(iron), “i” is the order of sampling, and (ti+1-ti ) is the 
time interval between sampling in minutes. The apparent vaporization coefficient, 
𝛽 , was found to be significantly affected by the fraction of top blown oxygen, which 
concurs with the previously discussed theories.

(2)
(WMn)evap

Wmetal

= 𝛽 ⋅

n∑
i=1

(
(PMn)i√

Ti

⋅ (ti+1 − ti)

)
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Lee and Kolbeinsen [9] studied the kinetics of the oxygen refining process for 
high-carbon ferromanganese, where they found that when the vapor pressure of 
manganese vapor becomes high, the rate of manganese loss is controlled by the 
mass transfer of manganese vapor through the diffusion boundary layer adjacent to 
the interface of melt and gas, and that the formation of MnO mist increases the melt 
temperature. As the temperature is an important factor in the evaporation rate of 
manganese, this can potentially have an impact on the fuming rates.

Gates et al. [10, 11] also studied fuming rates in ferromanganese, with a focus on 
the effect of water vapor in the bulk gas. The rate of fuming was found to decrease 
with increased water content in the atmosphere and that fume particles were found 
in larger clusters rather than fine dust with moist atmospheres. While this effect 
was not fully explained, a decrease in temperature with the addition of water to the 
atmosphere may partly explain the results. They also found notable amounts of ZnO 
in the dust from their experiments with higher water vapor content.

Experimental Procedures

The experimental setup is shown in Fig. 2, and has been used in previous studies 
by Kero et al. [12], Næss et al. [13], Gates et al. [10], and Ma et al. [7]. A standard 
grade HCFeMn was used with a composition as shown in Table 1. The gas flow rate 
was controlled with a mass flow controller in each gas tube allowing for controlled 
mixing of oxygen and nitrogen, with the total flow varying from 1 to 5 l/min, which 

Fig. 2  The experimental setup with average temperatures (with/without gas flow) as measured during the 
16 first experiments. The experiments were carried out with a temperature of 1550 ◦ C in the alloy
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corresponds to a gas velocity of approximately 5.28 to 26.39 m/s at the lance tip. 
Each experiment was subjected to a gas flow for at most 20 minutes at 1550 ◦ C, and 
temperature measurements were conducted at several points between the crucible 
and filter before and after the gas flow was initiated. Experiments exhibiting a high 
fume formation had their gas flow duration cut short to avoid clogging of the gas 
outlet system, and in the experiments with the highest flow rate the fume formation 
was too high for the system to handle leading to constant fume leakage through the 
safety valve. The latter lead to the flux data from experiments with 5 l/min flow rate 
being removed from the flux data pool as the fluxes measured were very inaccurate.

After each experiment, the dust from the fume was collected at three sites: the 
tube connecting the cooler to the lid, named the “transition tube”, the cooler, and 
the filter. An average of more than 70% of the dust was collected in the filter, 10% in 
the cooler and the rest in the transition tube. Figure 2 shows the average deposition 
temperatures, with the first number showing the temperature just before the gas flow 
was turned on, and the second showing the temperature in the middle of the experi-
ment. The deposition temperatures measured was considered sufficiently established 
after measuring across 16 experiments, and further measurements were not deemed 
necessary for the remainder of the experiments.

Table 1 shows the chemical composition of the metal used in the experiments as 
measured by inductively coupled plasma-mass spectroscopy (ICP-MS). The range in 
the carbon content is specified by the supplier, but since the experiment occurs in a 
graphite crucible, the bulk carbon concentration is expected to approach saturation 
during the experiment.

After each experiment, the amount of dust in each part of the outflow system was 
measured by comparing the weight of each individual component before and after 
the experiment. The components were thoroughly cleaned and dried in between each 
experiment. As soon as the measurements were completed, the dust from each site 
was gathered for further studies. The resulting mass flux (Jm ) from each experiment 
was calculated from the total mass increase in the filter system, following Eq. 3:

where m is the measured dust mass, A is the alloy-to-air surface area as measured by 
the crucible cross-section, and t is the holding time. There was no observable slag 
formation during the experiments.

To investigate the importance of oxygen access to the reactions, experiments 
were conducted with different gas mixtures between oxygen and air. Table 2 shows 
the list of all experiments performed for this study. Synthetic air, with a composition 

(3)Jm = m/At

Table 1  Chemical composition 
of the HCFeMn used in the 
experiments as measured by ICP 
and given in WT%

The range in the carbon content is specified by the supplier

Mn Fe C P Na Si

72.1% 12.3% 6.5–7.5% 0.137% 0.06% 0.02%

S Mg K Pb Al Zn

0.009% 0.004% 0.003% 0.003% 0.001% 0.001%
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of 21% O 2 and 79% N 2 , was used together with pure N 2 and O 2 to reach the required 
concentrations. All gasses were at 5.0 quality, with maximum amount of H 2 O equal 
to 5ppmX.

Dust generated during fuming was analyzed using ICP-MS, laser diffraction 
(LD), and imaged by scanning electron microscopy (SEM), to see how both elemen-
tal and size distributions are affected by the varying flow rates and oxygen concen-
trations. LD is a method of measuring the particle size distribution by measuring 
the angular variation in intensity of light scattered as a laser beam passes through a 
dispersed particulate sample [14], and in this work the equipment used for LD was a 
Coulter LS230 [15].

Modelling

Rosner derived a formula for the critical transition pressure of oxidizing agents valid 
even when approaching pure gaseous oxidizers, shown in Eq. 4. Assuming oxygen 
contents below this value, he introduced the formula shown in Eq. 6, which defines 
the flux ratio between a system with no oxygen in the ambient gas and one with a 
given oxygen partial pressure;

where Y ∗
O,e

 is the critical mass fraction of oxygen in the ambient gas, Y M,w is the 
mass fraction of metal vapor at the gas-metal interface, r is the mass of oxidizer that 

(4)Y∗

O,e
= 1 − (

1

1 − YM,w

)
−(r∕D)(F∗

RXN
−1)

Table 2  Experimental matrix, 
all experiments performed at 
1550 ◦ C, with a holding time of 
20minutes

*5 l/min flow rate experiments were not viable for flux analysis as 
the high flow lead to substantial fume leakage, but dust was still ana-
lyzed. Between 2 and 6 experiments were successfully performed 
with each set of parameters

O
2
-content (%) Gas flow rate (l/min) No of parallels

0 1 3

10.5 1 4

21 1 3

35 1 2

50 1 2

0 3 3

5 3 5

10.5 3 3

21 3 3

35 3 6

50 3 3

10.5 5 2*

21 5 3*

35 5 4*
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reacts with a unit mass of metal vapor, F ∗
RXN

 is the critical reaction factor defined in 
Eq. 5, and D is an oxidizer-to-metal diffusion density ratio defined by Eq. 8.

ṁ
′′0 is here the flux given no homogeneous chemical reaction, which in our case 

relates to an ambient oxygen partial pressure at effectively zero, and ṁ
′′

vac
 is the 

maximum evaporation flux which can be given by the Hertz–Langmuir expression 
shown in Eq. 7 according to kinetic theory:

where 𝛼s is the sticking factor, which describes the ratio between the number of mol-
ecules that desorb and adsorb from the same surface during a time interval, and is 
considered to be 1 in the case of a liquid metal. p Mn,eq is the equilibrium partial pres-
sure of manganese vapor at the metal surface, k is Boltzmann’s constant, T w is the 
temperature at the metal surface, and M Mn is the molecular mass of manganese.

Here (Di−j𝜌)x is the mean Fickian binary diffusion coefficient for species i and j mul-
tiplied by the total mass density of the gas mixture in zone x relating to the zones 
in Fig. 1. O relates to the oxidizer, I the inert gas, and M the metal vapor. Y i,j is the 
mass fraction of species i at surface j relating to Fig. 1.

With this, the critical oxygen fraction where evaporation becomes the rate limit-
ing factor can be calculated if the flux with no oxidizer present can be calculated or 
found through experiments. The theoretical fluxes given an ambient oxygen partial 
pressure below this critical fraction can also be calculated.

This model based on Rosner’s reaction factor F RXN [6] was used alongside the 
experimental data to predict the experimental yield. The model was based on Eq. 6, 
where the experimental value for 0% O 2 is multiplied with the calculated reaction 
factor F RXN at each point. The values for diffusion coefficients and mass fractions 
at the different boundaries were calculated for each 1% O 2 starting at 0%, and used 
to generate the F RXN for each point using Eq. 6. The flux was then estimated at each 
point according to Eq. 9.

where i denotes the O 2 percentage for each individual flux value and reaction fac-
tor. When utilizing this model it is important to note that if any assumptions con-
cerning either the diffusion density ratio, mass fraction of the metal in the vapor, or 
oxygen in the bulk gas are compromised, then the model values from Eq. 6 must be 

(5)F∗

RXN
=ṁ

′′

vac
∕ṁ

′′0

(6)FRXN =1 +

(DO−I𝜌)2

(DM−I)1

⋅

1

r
⋅

ln[1∕(1 − YO,e)]

ln[1∕(1 − YM,w)]

(7)ṁ
′′

vac
=

𝛼s

4
⋅

pMn,eq

kTw

⋅

(
8kTw

𝜋mMn

)1∕2

⋅Mn

(8)D = (DO-I𝜌)2∕(DM-I)1

(9)Ji = J0% ⋅ FRXN,i
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recalculated. This is due to the flux calculation being very sensitive with respect to 
these parameters.

The theoretical value for the manganese evaporation flux in vacuo was also cal-
culated using the Hertz–Langmuir expression as shown in Eq. 7. In theory this value 
should constitute an “upper bound” which the flux values would converge toward as 
the oxygen content is increased [6]. The partial pressure of manganese can be calcu-
lated from the formula for Gibbs free energy, which rearranged for partial pressure 
is shown in Eq. 10 [16]:

where a Mn is the activity of manganese in the melt and T is the temperature in Kel-
vin. The activity of manganese was calculated using Factsage 7.3 [8] with chemical 
compositions given in Table 1, and an initial carbon content of 7wt%, which repre-
sents the system’s carbon saturation. The software performs Gibbs energy minimi-
zation to calculate the distribution of elements in the different phases, using among 
others the Gibbs-Duhem equation. This equation does not take surface effects into 
consideration.

Diffusion coefficients of Mn–N2 were calculated using Chapman–Enskog 
kinetic theory [17, 18] for an intermolecular interaction potential in the form of 
a Morse potential in a similar manner as performed previously for the Mn–Ar 
system [19]. The interaction potential was calculated using quantum chemistry. 
More specifically, the CCSD(T) (coupled cluster with single and double excita-
tions and a perturbative treatment of triple excitations) method was used with 
the aug-cc-pVQZ basis set [20, 21]. The CFOUR code [22, 23] was used for all 
CCSD(T) calculations.

Diffusion coefficients of a gas mixture of A and B were calculated by [18]

where 𝜎AB is the average of the individual hard-sphere radii

and ΩD,AB is the temperature-dependent collision integral, which describes the devi-
ation of a real gas from the ideal hard-sphere gas behavior. In the case of Mn and N 2 
the interaction potential has been fitted to a Morse potential expression, for several 
angles of approach, 𝜃 , of the Mn atom toward the N 2 molecule:

where R is the center-of-mass distance between Mn and N 2 . By placing the N 2 bond 
vector along the z−axis and the N 2 center of mass at the origin, one can express the 
system in spherical coordinates R, 𝜃 , 𝜙 . R then lies along the vector between the Mn 
atom and the N 2 center of mass and the 𝜃 angle is the angle between this vector and 

(10)pMn,eq = 101325 ⋅ aMn ⋅ exp
(

241780 − 104.46 ⋅ T

−8.314 ⋅ T

)
(Pa)

(11)DAB =
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√
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2
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the N 2 bond vector. The 𝜙 angle describes rotation of Mn around the N 2 bond. Sub-
sequently, the effective interaction potential was calculated by averaging the angle-
dependent potential over all Mn–N2 angles:

with the second equality being due to the potential being cylindrically symmetric 
around the N 2 bond and also symmetric with respect to approach of Mn toward 
either end of N 2 . Veff(R) was thereafter fitted to a new set of Morse parameters:

with De,eff = 88.2 K, Re,eff = 4.93 Å and aeff = 1.04 Å −1 . Using these parameters, 
values of ΩD,AB were interpolated from tabulated values for Morse potentials for rel-
evant temperatures [24].

Diffusion coefficients of the N 2-O2 gas mixture were also calculated using Eq. 
(11) but with literature Lennard-Jones parameters [18] and the corresponding 
expressions for the collision integral. This resulted in diffusion coefficients of 
3.66 cm2 /s for Mn–N2 and 4.37 cm2 /s for O 2–N2 at 1550 ◦ C and a pressure of 1 
atm.

Results

Flux

Table  3 shows the average fluxes along with the calculated 95% confidence 
interval for each set of experimental parameters. It should be noted that experi-
ments with a flow rate of 5 l/min were not analyzed for flux due to the previously 

(14)Veff(R) =
∫ 𝜋

0
∫ 2𝜋

0
V(R, 𝜃) sin 𝜃d𝜃d𝜙

∫ 𝜋

0
∫ 2𝜋

0
sin 𝜃d𝜃d𝜙

= ∫
𝜋

2

0

V(R, 𝜃) sin 𝜃d𝜃

(15)Veff,fit(R) = De,eff

(
e−2aeff(R−Re,eff) − 2e−aeff(R−Re,eff)

)

Table 3  Flux results, mean 
values and 95% confidence 
intervals, for the experiments 
performed in this study

O
2
-content (%) Gas flow rate Mean flux (g/m2s) 95% CI (g/m2s)

0 1 0.0637 0.0328

10.5 1 0.0833 0.0205

21 1 0.4934 0.0412

35 1 0.5731 0.129

50 1 0.7151 0.0407

0 3 0.0841 0.0272

5 3 0.6182 0.0798

10.5 3 0.9767 0.0719

21 3 1.8794 0.0703

30 3 2.4501 0.4024

50 3 2.6120 0.2097
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mentioned loss of fumes, but the dust was analyzed for size distribution in 
Sect. 4.3.

Figure  3 shows the measured dust fluxes from the experiments, with their 
respective 95% confidence intervals. The flux values for both 1l/min and 3l/min 
gas flow increase steadily at lower oxygen contents, before the curve flattens at 
higher oxygen contents.

Elemental Distribution

The distribution of major elements in the dust for varying bulk oxygen concentra-
tions as well as for the HCFeMn alloy used is shown in Fig. 4 together with SiMn 
pilot scale results from Ma et al. [30] and shows clear relations between the concen-
tration of most of the elements and the oxygen content in the bulk gas, i.e. for all the 
trace elements except phosphorous, the concentration is higher in the dust than in 
the metal. The elements Zn, Mg, Pb, Na, S, and Al show a general trend of lowered 
concentration with increasing oxygen in the bulk gas, with Zn having an especially 
high concentration at low O 2 levels. Si has a distinct peak at and around the regular 
oxygen level of 21%, whereas the K concentration is at its lowest in the dust at the 
same level. P and Fe both increase significantly at the 35 and 50% level, while stay-
ing relatively flat at lower O 2 concentrations.

Figure 5 shows a SEM image of typical dust particles from an experiments with 
3l/min flow rate of synthetic air, showing the structure of the particles. These are 
primarily cF8 MnO-crystals, given that more than 90wt% of the dust, excluding 
oxygen, is manganese. The green color of the dust from the filters matches the char-
acteristic green color of MnO-crystals.

Fig. 3  Experimental data shown with 95% confidence interval bars
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Size Distribution

Manual particle counting (PC) was performed on SEM-images of the dust from 
the filters. This size distribution is shown in Fig. 6a, with the mean(median) values 
being 113(98)nm, 116(111)nm and 1008(719)nm for 5l/min 35% O 2 , 5l/min 10% 
O 2 , and 1l/min 35% O 2 , respectively. Varying oxygen content in the gas did not 
result in significantly different particle size distribution.

Fig. 5  SEM picture of filter dust particles from an experiment with 3l/min flow rate of synthetic air

Fig. 4  Element distribution for the most relevant elements (except oxygen) as measured by ICP-MS. The 
purple bars refer to samples taken from the metal chips used in the experiments, while the remaining 
blue bars are from dust samples taken from the filter in each experiment. The green bars show SiMn pilot 
scale results from Ma et al. [30]. Note the logarithmic scale on the Y-axis
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LD was also performed on the filter samples from each category of bulk gas oxy-
gen content and flow rate, and the resulting average particle sizes for each flow rate 
are shown in Fig. 6b with respect to the partial pressure, together with the average 
particle size from the PC. The results show a clear correlation between the mean 
cluster size measured with LD and the mean particle size measured through PC, 
with the mean cluster size being around six times larger than the mean primary par-
ticle size. The bulk oxygen concentration only had a significant impact on the dust 
from the 1l/min experiments, and it overall had a lesser impact on the particle and 
cluster size compared to the flow rate.

Fig. 6  Size distribution measured with laser diffraction and particle counting
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Discussions

Flux

Figure 7 shows the relation between the measured experimental flux values and the 
ones calculated with the formula from Rosner, together with the maximum evapora-
tion flux calculated with Eq. 7 given the experimental conditions. It also includes 
data from Ma et al. [7] and Gates et al. [10] for comparison, and several maximum 
evaporation fluxes calculated given different assumptions. There is a good correla-
tion between the calculated values and the experimental values up to a certain point, 
but there is a clear disparity between the highest experimental flux values and the 
theoretical maximum flux limited by Mn evaporation in vacuo.

Possible explanations for these results are: 

1. The activity and subsequent vapor partial pressure of manganese on the surface 
is higher than calculated

2. The temperature at the surface is higher than assumed
3. The parameters or assumptions used in this paper are incorrect

To evaluate the activity of manganese it is useful to look at the oxygen utilization in 
the system, which gives insight into reactions at the metal surface:

Figure 8 shows the average oxygen utilization in the dust measured for the vary-
ing gas flow rates and oxygen concentrations. The oxygen utilization was typically 
between 15 and 50%, decreasing with increasing bulk oxygen concentration in bulk 
gas, and was somewhat higher for 3 l/min than for 1 l/min. The increase when com-
paring different flow rates is presumably because of the shorter diffusion distance 
for oxygen at higher flow rates across the melt, which in turn allows more of the 
oxygen to diffuse toward the surface. The decreasing utilization with increasing bulk 
oxygen concentration is assumed to be due to the evaporation flux limitations, which 
has been shown to lower the fume formation flux more with increasing bulk oxygen 
concentration compared to the theoretical flux given no such limit.

When the oxygen content in the gas is increased and a high flow makes the dif-
fusion layer thin, the distance between the reaction front and the metal surface 
grows very short. Given such circumstances, the assumption that the reaction front 
is essentially a surface and has no volume might not hold true, and the chance that 
some oxygen molecules pass the front and reach the surface before reacting to evap-
orated manganese is no longer zero.

If such conditions leads to oxygen molecules reaching the surface, this has two 
potential interesting interactions with the fuming rate: 

1. Oxygen reacts directly with liquid manganese, forming oxides on the surface.
2. Oxygen reacts with the carbon at the surface to form CO-gas. This reduces the 

carbon content at the surface, increasing the Mn activity as previously mentioned.
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Fig. 7  Relation between the measured experimental flux values and the ones calculated with the formula 
from Rosner [6]. Includes the maximum evaporation flux, calculated using Eqs. 10 and 16 given four dif-
ferent assumptions affecting the Mn(g) partial pressure. The calculated line for 1 l/min uses 21% oxygen 
as the baseline due to instability in the fume generation at the lowest levels of oxygen and flow. Data 
from Ma et al. [7] and Gates et al. [10] are shown for comparison, but the difference in temperature, flow 
rate, and/or metal composition must be considered. The higher fluxes correspond to the higher flow rate 
and temperature for Ma and Gates, respectively

Fig. 8  Oxygen utilization over the bulk gas oxygen concentration calculated from the dust weight and 
oxygen flow in the experiments. The value for 10% O 

2
 at 1 l/min appears to be an outlier
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Little to no slag was observed during the experiments however, which should have 
been the case given interaction number one. This makes direct oxidation of carbon 
the most likely case if oxygen has reached the surface during these experiments. If 
that is the case, the surface could become decarburized, as the diffusion rate gener-
ally is much lower in liquids compared to gas, and as such the rate of carbon dif-
fusing to the surface would realistically be much lower than the rate it reacts with 
oxygen diffusing to the surface. At temperatures between 1550 and 1650 ◦ C, oxygen 
is more reactive with carbon than with manganese [2], which further supports the 
theory of decarburization at the conditions used in this study. Furthermore, above 
1650 ◦ C the limiting factor for decarburization is carbon transfer to the gas/liquid 
interface, and carbon contents in the bulk as low as 0.5-1% can be achieved at tem-
peratures approaching 1800 ◦ C and CO-pressures approaching 1 atm [25].

This is of particular interest, as the most important element affecting the activity 
coefficient of manganese in the melt, and subsequently the Mn vapor pressure above 
the liquid melt, is carbon. Lee [26] presented a formula for the activity coefficient of 
manganese based on the assumption that manganese and iron behave ideally, which 
is shown in Eq. 16:

where n i is the atom fraction of species i for both equations and T is the temperature 
in Kelvin.

Given that the melt in our system is in contact with solid carbon, the graphite 
crucible, we can assume carbon saturation in the bulk melt. Using the approxima-
tion for carbon saturation levels done by Lee [26], we get a C atom fraction of 0.271, 
which when entered into Eq. 16 gives a Mn activity coefficient of 0.59 for a total 
Mn activity of 0.375. The value calculated with the Factsage software as previously 
mentioned was slightly lower at 0.345.

If we assume that the air blown on the alloy to a significant extent reaches the 
melt surface and decarburizes the melt surface, the result is a higher Mn concentra-
tion at the surface than in the bulk, which coupled with a higher activity coefficient 
results in an associated higher Mn activity and Mn vapor pressure. As the Fe-Mn 
system behaves close to ideally [27], the activity coefficient is close to 1, and the 
activity in our system approaches 0.856. Table 4 shows the maximum evaporation 
flux given different assumptions calculated with Eq. 7, 10 and 16 together with the 
Mn(l) activity for the same assumptions. The experimental flux values compared to 
the four maximum evaporation fluxes from Table 4 are shown in Fig. 7, and in real-
ity the maximum evaporation flux should be in somewhere between these values:

Assuming no other changes, there is a 1:1 correlation between the Mn(l) activity 
and the evaporation flux. Changing the carbon content from 7 to 0 wt% more than 
doubles the activity, which then more than doubles the evaporation flux. This shows 
how sensitive the system is to changes in the carbon content, as higher carbon con-
tent both lowers the concentration of manganese and leads to a negative deviation in 
the manganese activity.

(16)
ln(𝛾Mn(Fe–Mn–C)) =(−0.4822 + 576.7∕T)xC + (5.1498 − 10842∕T)x2

C
+

(−25.821 + 8289.7∕T)x3
C
− 4943.8x4

C
x5

Fe
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Ma [28] studied the fuming rates from silicomanganese where 0-2 l/min of Argon 
was added to a static 3 l/min flow rate of synthetic air. The result was an average 
flux increase of around 142 and 167% for additional 1 and 2 l/min Argon compared 
to just the synthetic air. This aligns with the results of the current study, albeit the 
increase was lower here, which implied that the rate of oxygen toward the surface 
and the boundary layer thickness is of greater importance than the partial pressure 
of oxygen in the bulk gas. The much lower flux with SiMn when comparing the data 
for experiments with 3 l/min total flow rate likely stem from the difference in mate-
rials, that there is a lower fuming rate from SiMn compared to HCFeMn.

By studying the results shown in Fig. 7 it can be seen that just assuming ideal-
ity or an increased surface temperature is not enough to bring the evaporation flux 
above the experimental values. Assuming a carbon concentration on the surface 
close to 0 would be enough however, and any combination of lower carbon con-
tent, lower activity coefficient, and higher temperature could explain the high fluxes 
measured.

As the crucible is heated through induction, which usually implies good stirring, 
the melt should be reasonably isothermal, but exothermic reactions might increase 
local temperatures [9]. From reaction equations and Gibbs energy calculations [7, 
8], one mole of liquid manganese evaporating and then reacting with half a mole of 
oxygen gas to form MnO(s)-particles yields a net positive of 223.43 kJ. A mean of 
0.00757 g/s oxygen reacts to form MnOx during the 3 l/min 50% O 2 experiments. 
the O:Mn stoichiometry X in MnOx dust is presumably close to 2 in the final dust, 
and it would as such be a reasonable assumption that half of that amount reacts 
inside the diffusion layer, which leads to a reaction heating effect of around 52.85W. 
Reactions between carbon and oxygen at the surface would yield additional heating 
effect, but the amount is not quantifiable given the accessible data.

Another note on activities can be made when comparing the fluxes measured here 
with the experiments done on silicomanganese by Ma et  al. [7]. The average flux 
at 1550 ◦ C with 3l/min synthetic air was measured to be around 0.12 g/m2 s, with a 
majority of the dust being from manganese and less from silicon, far below the 1.88 
g/m2 s measured with ferromanganese. The negative deviation from ideality from 
mixing Mn and Si is particularly strong, with the activity of Mn being in the area 

Table 4  Maximum evaporation fluxes calculated with Eqs. 7, 10 and 16 based of various assumptions, 
with the intermediary Mn(l) activity

Theoretical values are calculated with Eq.  16 taking into account negative deviation from ideality 
between Mn, Fe, and C. Ideal values are simply the molar concentration of Mn given the different carbon 
contents

Assumption Mn(l) activity Flux (g/m2s)

7wt% carbon, Factsage Mn(g) partial pressure 0.345 1.239

7wt% carbon, theoretical Mn(l) activity 0.375 1.381

7wt% carbon, theoretical Mn(l) activity, +50 ◦C 0.375 2.085

7wt% carbon, ideal Mn(l) activity 0.636 2.342

no carbon, ideal Mn(l) activity 0.856 3.152
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of 0.1-0.2 given the 68wt% Mn, 17.6wt% Si in the aforementioned silicomanganese 
[29].

The fluxes measured by Gates et al. [10, 11] were comparable to the ones meas-
ured in this study for dry air at the same flow rate and similar temperature, with a 
downward trend as the water vapor partial pressure was increased and a larger flux 
when the temperature was increased. The ZnO found in the dust from high vapor 
experiments is also similar to the increased ZnO fraction in the dust from experi-
ments with lower O 2 content in this study.

A note must be made on Y M,w , as the value is calculated based on the assump-
tion that N 2 constitutes the remainder of the gas at the gas-metal interface, but given 
the content of the metal used Na-vapor could be a large component as well, which 
could change the value of Y M,w slightly as Na(g) is somewhat lighter than N 2(g). 
This change however, has a small effect compared to the other relevant factors.

The flux results are relevant for reducing dust in the metal production industry 
by virtue of increasing our understanding of the influence the different factors have 
on the amount of fumes produced, in addition to improving our knowledge on how 
these factors influence elemental and size distribution as discussed in the following 
sections. Comparing the theoretical maximum evaporation fluxes with the experi-
mental data give insight to which conditions are likely to have been the case at the 
metal surface, where decarburization of the surface and increased temperatures have 
been identifies as likely causes for the high fuming rates, in addition to high flow 
rates and high oxygen content in the gas. The results in this work imply that any 
implementation that reduces the temperature of the metal surface, lowers the flow 
of air across it, lowers the amount of oxygen that reaches the surface, or increases 
the amount of carbon at the surface will contribute to reducing the fuming rate. 
An example would be addition of water vapor which reduced the temperature and 
also lowers the oxygen concentration, and which already has been tested at melting 
plants [11].

Elemental Distribution

The trend of decreasing element concentration for the majority of the trace elements 
is theorized to be due to the excess of manganese compared to these elements. As 
the amount of oxygen is increased, the flux also increases, which would deplete the 
metal surface of the trace elements more quickly than at lower oxygen concentra-
tions and fluxes. This is not the case for iron, and the similarities between the curves 
for iron and phosphorous may be due to strong negative interactions between the 
two elements.

Ma et al. [30] studied the elemental distribution in the silicomanganese produc-
tion, where they found that base and transition metal elemental distribution mostly 
behave in good accordance with Gibbs energy of oxidation, while alkali metals fum-
ing is controlled by their low boiling point. The most prevalent elements in the dust 
from pilot scale experiments were in order: Mn, Si, K, Ca, Mg, Al, S, Na, Fe, Ba, 
B, Zn, Pb, Sr, P. This matches fairly well with the distribution found in this study, 
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given that Mn, Fe and Si concentrations in the metal are different, and that Ca, Ba, 
B, and Sr were not screened for in this study. The most notable differences are the 
high amount of Zn and the low amount of Al, S and P in the FeMn dust, compared 
to the SiMn dust.

Size Distribution

The most notable information from the size distribution results is the clear increase 
in particle and cluster size when the flow rate is lowered, especially when going 
from 3 to 1 l/min. This is assumed to be because the time that particles and clusters 
have to grow is inversely proportional to the gas flow rate, and the relative change in 
growth time is as such much larger when going from 3 to 1 l/min than from 5 to 3 l/
min. The flow rate has a much larger effect on particle size compared to the oxygen 
content, which only yields a large difference in average size for the lowest flow rate.

The average size for both methods match well when comparing different flow 
rates and oxygen content, with the LD results being around six times larger than 
the PC measurements for each set of parameters. This indicates that the difference 
between the cluster size measured with LD and the individual particle size meas-
ured directly in SEM-images is similar regardless of the experimental parameters. 
A parallel can be made to the work of Gates et al. [11] where the size distribution 
measured showed a clear increase in mean particle size when adding water vapor. 
Their work also showed a significant decrease in size when comparing fumes that 
had traveled a shorter distance to those that had travelled further, which aligns well 
with the results from the current study.

Conclusions

A model based on the work of Rosner [6] was compared to experimental results 
for the fuming rates of high-carbon ferromanganese at 1550  ◦ C blown with air at 
varying oxygen concentrations and flow rates. Dust from the experiments were also 
analyzed with ICP-MS, LD, and SEM, to study the elemental and size distributions. 
From this work, the following conclusions may be drawn:

On the fuming rates comparing with Rosner’s theories [6]:

– The fuming flux seems to follow the theoretical rate up to a certain O 2 concentra-
tion as described by Rosner, and then tapers off concurring with Rosner’s theory, 
but toward a higher flux than the theoretical evaporation rate limit given bulk 
alloy composition at the metal surface. Some factor is believed to increase the 
flux beyond the value limited by evaporation in vacuo.

– A theory for the high flux rates is that the activity of manganese is higher at the 
surface than in the bulk phase, possibly due to the carbon-manganese interac-
tion being weakened through either a lower carbon content at the surface, or that 
manganese and carbon behaves closer to ideality at the surface due to the dif-
ferent conditions compared to the bulk phase. Lowered surface carbon content 
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could be because oxygen reaches the surface and decarburizes it. The tempera-
ture could also be higher at the surface, which would increase evaporation, pos-
sibly due to exothermic reactions happening at or above the surface of the melt.

On the elemental distribution:

– The concentration of most trace elements was found to decrease as the oxygen 
content increased, which is believed to be due to depletion at the metal surface 
being a factor at higher total fluxes.

– Iron and phosphorous both increased sharply at the highest oxygen concentra-
tions at a very similar rate, and there is reason to believe there is a connection 
between the two elements that is the cause. In the metal, there is a strong affin-
ity between iron and phosphorous which leads to iron affecting the phosphorous 
vapor pressure [30], and this property may carry over to the dust.

On the size distribution:

– The size of both individual fume particles and clusters increases when the flow 
rate is reduced.

– The average size for both clusters and particles increases at a similar rate, with 
the clusters having an average radii of around six times the individual particle 
average.

– The flow rate was found to have a much larger effect on the size distribution 
compared to the oxygen content, especially at low flow rates.
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Abstract: Airborne Particulate Matter (PM) is a concern for both occupational health and the1

environment, and in the ferroalloy industry, the level of such particles in the air can be considerable.2

Small, low cost sensors for measuring PM have generated interest in recent years, providing3

widespread monitoring of PM-levels in the environment. However, such sensors have not yet4

been sufficiently tested under conditions relevant for the indoor environment of the metallurgical5

industry. This study aims to bridge this gap by benchmarking the commercial, low-cost Nova6

PM SDS011 particle sensor in two different ferroalloy plants towards the Fidas 200S which has7

been suitability-tested and certified according to the latest EU requirements (EN 15267, EN 16450)8

[1]. 12 Nova sensors were tested over three months at a silicomanganese alloy (SiMn) plant,9

and 35 sensors were tested during one month at a silicon (Si) plant. The results showed that the10

low-cost Nova sensors exhibited all the same trends and peaks in terms of PM concentration,11

but consequently measured lower dust concentrations than the Fidas 200S. The difference was12

larger at the silicon plant, which is in line with expectations due to the size- and mass fractions13

of particles in Si-dust compared to SiMn dust and the larger measurement range of the Fidas,14

measuring down to 180nm compared to the Nova which measures down to 300nm. Despite the15

difference in absolute values, the Nova sensors were found to provide data for comparing dust16

levels over time for different processes, at different locations, and under different operational17

conditions.18

Keywords: fume formation; metal production; sensors19

1. Introduction20

Airborne Particulate Matter (PM) is considered a concern for both occupational health21

and the environment. Effects of PM on human health have been found to include asthma,22

lung cancer, and cardiovascular diseases [2] [3], the level of which relate to the size,23

composition and properties of the particles. The smaller the particles, the further into the24

human system they can penetrate, including the bronchi for PM up to 10 μm(PM10), the25

lungs for PM up to 2.5 μm(PM2.5), and even through the lungs and into the circulatory26

system for ultrafine particles below 0.1 μm(PM0.1) [4] [5] [6].27

28

In metallurgical plants producing silicon and silicomanganese alloys, the level of PM can29

be considerable. This PM is formed both mechanically through fines generation during30

raw materials handling and thermally through reduction and oxidation of raw materials31

and products. Thermally generated SiMn fumes formed by oxidation of liquid (Si) and32

evaporated (Mn) metals consists mainly of Si, Mn, and O, forming various complex33

oxides. Secondary elements include Mg, Ca, Al and K, and trace elements include Na, Fe,34
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Zn, Cu and Cl [7]. The industrial average aerodynamic diameter of these fume particles,35

as recorded by Electrical Low Pressure Impactor (ELPI), is on average approximately36

100nm [7], while SEM analysis of fumes generated experimentally in laboratory scale37

by Ma et al. [8] show that the majority of protoparticles (the singular particles, in this38

case mostly spheres, defined before agglomeration and clustering) have a diameter39

between 50 and 200nm, although fume particles generated at higher temperatures are40

notable smaller. For agglomerate size fractions measured through laser diffraction (LD)41

on the same dust however, the majority of particulates have a diameter in the range of42

500-2000nm, and are also less influenced by temperature. Thermally generated Si-fumes43

formed by oxidation of liquid Si consists mainly of Si and O, forming silica dust [9].44

Average protoparticle sizes range from 66-91nm [9]. These particles also agglomerate45

after formation, leading to the size fractions measured through laser diffraction being46

much higher. Figure 1 a and b show SEM imagery of the fume particles from SiMn and47

Si production respectively [8] [9].48

49

Figure 1. SEM images showing fume particles from a) Si filter fume generated experimentally at
1550 °C [9] and b) typical SiMn filter fume generated experimentally at 1500–1700 °C [8]. Note the
difference in scale.

According to current EU-regulations, exposure to PM10 in ambient air should be limited50

to a maximum of 50 μg/m3 averaged over a 24-hour period with a maximum of 3551

permitted exceedences per year. The yearly average is limited to 40 μg/m3 for PM1052

and 25 μg/m3 for PM2.5 [10]. Workplace PM exposure is often monitored by personal53

portable devices while monitoring of ambient plant PM levels are often measured using54

one or more fixed measurement stations that measure for long periods at a time. These55

stations are expensive to set up, which limits the number of spatial measurement points56

that can be realistically achieved. The use of less expensive, portable setups would57

circumvent this issue and allow for a much higher resolution spatial resolution, which58

can be of particular use in the extremely varied environment that is the case for metal59

production plants. A better spatial resolution allows for tracking the flow of particles in60

the plant and can work as a tool for evaluating measures taken to reduce and capture61

PM emissions.62

63

There are several categories of low-cost micro-sensors available, but in the current study,64

the aim was to investigate and benchmark the performance in terms of precision and65

reliability of a specific low-cost sensor - the Nova PM SDS11 ("Nova") - in two different66

metallurgical plant environments. The Nova sensor which has been developed for low-67

cost fume monitoring, was benchmarked towards the Fidas 200S ("Fidas"). The Nova68

measures particulate matter in the ranges of 0.3-2.5 μm(PM2.5) and 0.3-10 μm(PM10),69



Version June 9, 2021 submitted to Atmosphere 3 of 19

while the Fidas 200S measures from 0.18 μm to 100 μm, separated into four values capped70

at maximum 1, 2.5, 4 and 10 μm (PM1, PM2.5, PM4, and PM10). Both sensors use optical71

light scattering to register particles in the air, where coherent pulses of infrared light72

is aimed through the flow of particles where the particles scatters the light according73

to laser diffraction theory [13]. This allows the number of particles to be inferred from74

the number of scattered light pulses, and the size of the particles from the intensity of75

the scattered light pulse. The most important differences in the equipment is the range76

of particle sizes measured, particularly the lower limit. For Fidas 200S, precise optics,77

high light output from the poly-chromatic LED used, and powerful signal processing78

electronics using logarithmic A/D conversion allowing detection of particles down to79

180 nm diameter, where the Nova is limited to a lower boundary of 300nm at which80

point the detection rate is only at 70% [11] [12]. As the Fidas dries the sample fumes81

before it reaches the sensor it is better suited for measurements in high relative humidity,82

whereas the Nova has no such feature. The quality of the components used in general is83

also a potentially important factor in regards to stability of measurements and lifetime84

for the sensor. The central technical parameters of the two sensors are described in table 1.85

86

Table 1: Technical parameters for the Nova SDS011 and Fidas 200S as given by the
manufacturers [12] [11].

Parameter Nova Fidas
Measuring output(PM) PM2.5,PM10 PM1,PM2.5,PM4,PM10
Concentration range 0-999.9 μg/m3 0-10000 μg/m3

Measuring range 0.3-10 μm 0.18-100 μm
Response time 1s <2s
Sample treatment none Drying and heating
Dimensions 71 · 70 · 23 mm 450 · 320 · 180.5 mm
Power consumption max. 0.5W approx. 200W

The Nova sensor has been the subject of several studies in varied settings. Genikomsakis87

et al. performed mobile field testing comparing the Nova with a AP-370 by HORIBA88

suitable for constant air pollution measurements on an electric bike in the city of Mons,89

Belgium. PM values ranged from 0 to 5 μg/m3 with the resulting R2 values ranging from90

0.93-0.95 after taking temperature and relative humidity into account [13]. Badura et al.91

compared a group of three copies of the Nova sensor together with groups of three other92

similarly low-cost systems in a common box under the same measurement conditions93

over half a year near a park and a residential area in Wroclaw, Poland. The Nova was94

found to be one of the most precise in terms of reproducability between units, and also95

when compared to the control unit with an R2 value of 0.82 using 15 minute averages,96

but it was found to be sensitive to high relative humidities (RH > 80%) [14]. Liu et97

al. tested the Nova sensors by co-locating three of the sensors at an official, air quality98

monitoring station equipped with reference-equivalent instrumentation in Oslo, Norway99

over a four month period and found inter-sensor correlations R values higher than 0.97,100

and confirmed the sensor’s susceptibility to high relative humidity. They concluded101

that when used correctly, the sensor could have significant potential for implementing102

dense monitor networks in areas with relative humidities below 80% [6]. In industrial103

settings there has been less work done to test these sensors, but the Nova sensors were104

found by the current authors to provide useful data in the Aluminum industry where the105

value of having multiple groups spaced out was shown [15]. When compared to similar106

low-cost sensors, the Nova sensor has been shown to be amongst the best in several107

studies [16] [17], but as mentioned it is less reliable at higher humidities, which was108

further investigated by Jayaratne et.al along with other sensors where several showed109

an increase in PM-level above a relative Humidity of 75% [18].110

111
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This work aims to compare how well the Nova sensors compare to the Fidas when112

measuring the PM concentration in two different metallurgical plants. The first measure-113

ment campaign was performed at a silicomanganese (SiMn) plant, and the second at a114

plant producing metallurgical grade Silicon(MG-Si). The thermally and mechanically115

produced fumes formed during the metallurgical processes at these plants as outlined116

above, vary greatly, particularly in regards to size fractions, which is believed to affect117

the measurements. An additional objective is to study the long term performance of the118

Nova sensors in high dust level environments.119

2. Industrial Measurements120

The complete setup for the Nova sensor system included the Nova PM SDS011 sensor121

connected to a microchip together with a temperature and humidity sensor [19] placed122

in a closed box as shown in Figure 2. The system was powered with 5V 1A of electricity123

provided from an external power source, and while the system protects the components124

to a degree, the model was not airtight.125

Figure 2. Schematic of the sensor system for the Nova PM SDS011. Each box was closed with a
matching lid to limit exposure.

2.1. Silicomanganese plant126

At the silicomanganese plant, the measurement period was divided into two parts. The127

first, extended period lasted for more than two months with only the Nova sensors,128

while the subsequent calibration period lasted for almost 24h where the Nova sensors129

were placed close to the Fidas. For both periods, twelve Nova sensors were divided into130

three groups of four sensors stacked on top of each other. In both periods, the sensors131

were placed in a hallway adjacent to the metal tapping hall, with one wall-section being132

an opening towards the furnace hall, and another being the outer walls of the furnace133

itself. Figure 3 shows the approximate sensor locations for the measurement periods,134

here the ceiling height is 6.45 m, and the entire section leading out to the smelting hall135

is open allowing for free flow of fumes into the measurement area. During the middle136

period, four Nova sensors were each placed at point 1, 2 and 3, roughly 1.5 m above137

the floor along the wall section. During the last period, all 12 Nova sensors were placed138

together at point 3, with the Fidas sensor placed with the fume intake approximately 30139
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cm away from the Nova sensors.140

141

Figure 3. Approximate sensor locations during the middle and last measurement period for the
measurement campaign at the SiMn-plant.

2.2. Silicon plant142

At the Silicon plant, there was one measurement period of close to one month, with143

35 Nova sensors placed in vertical groups of 5 near the inlet for a Fidas sensor for the144

full duration. The sensors were placed on a mezzanine floor above the furnace body145

where the electrode feeding takes place, inside the hall in which tapping is performed.146

Figure 4 shows the approximate location of the sensor group along with the relevant147

process locations. All 35 Nova sensors were placed with their fume inlets within 20cm148

of the Fidas’ fume inlet. There is a fuming hood designed to capture most of the tapping149

fumes, and there is also several layers of partial flooring between both the tapping and150

stoking areas, and the sensors. Fumes and smoke not captured by the fuming hood will151

eventually flow up along the sides of the furnace and reach the sensors however, and152

fumes that gathers below the roof will also be picked up by the sensors which are only a153

couple meters below.154
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Figure 4. Approximate sensor location (Green circle near the top) during the measurement
campaign at the Si-plant. Redrawn from sketch provided by the smelting plant.

The fumes measured at the silicon plant is assumed to be mostly thermally generated155

oxides originating from the Si-melt during the tapping process and other periods in156

which molten Si is in contact with open air.157

3. Results and Discussions158

3.1. PM intensity variations over time159

Figure 5 to 10b shows the PM10-PM2.5 and PM2.5 values measured by the Nova sensors160

during the extended periods of the two measurement campaigns, as well as during a161

shorter period together with the Fidas data, in addition to the diurnal patterns for PM10.162

163
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3.1.1. SiMn-plant164

Figure 5. PM10-PM2.5 and PM2.5 as measured by 4 Nova sensors over a period of around one
month in the SiMn-plant. The data was gathered in 15-minute averages which were in turn
smoothed with a sliding average spanning 6 hours total.

Figure 6. Diurnal pattern of the PM10 as measured by 4 Nova sensors over a period of around
one month in the Si-plant. The data was gathered in 15- and 1-minute averages which were in
turn smoothed with a sliding average spanning 6 hours and 30 minutes total respectively.
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(a)

(b)

Figure 7. PM10-PM2.5 (a) and PM2.5 (b) as measured by 12 Nova sensors and the Fidas 200S over
a period of 21 hours during the final calibration period at the SiMn-plant. The data was gathered
in 1-minute averages which were in turn smoothed with a sliding average spanning 15 minutes
total. Mean values for the Nova sensors are shown together with the 95% confidence interval and
the Fidas values.

The long-term measurements at the SiMn-plant show the erratic day-to-day changes in165

fume levels, but from the diurnal pattern it can be seen that the PM levels are generally166

at a lower value in the evening and night, and at a maximum around noon. It is also easy167

to detect differences between days and periods which could be correlated to changes in168

the weather, internal processes, routines, or events. For instance, the first week, as well169

as daytime on day 12, show a clearly higher PM-level compared to the latter half of the170

period shown in figure 5.171

172

When comparing the Nova and Fidas measurements, it can be noted that the two sensors173

pick up on most of the same peaks and changes in dust levels, both for PM2.5 and174

PM10-PM2.5. While there are some peaks where the difference is large, the trends are175

similar for most of the period. The difference seems to be higher for PM2.5, which is176

natural due to the lower minimum measurement boundary on the Fidas compared to177

the Nova. The level of the larger fumes (PM10-PM2.5) are generally slightly higher than178

the level of the smaller fumes (PM2.5) on average, but there are notable spikes with179

a higher level of fine dust which could relate to specific process or workplace events180

producing and/or dispersing more fine particles.181
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3.1.2. Si-plant182

Figure 8. PM10-PM2.5 and PM2.5 as measured by 35 Nova sensors over a period of around one
month in the Si-plant. The data was gathered in 15-minute averages which were in turn smoothed
with a sliding average spanning 6 hours total.

Figure 9. Diurnal pattern of the PM10 as measured by 35 Nova sensors over a period of around
one month in the Si-plant. The data was gathered in 15- and 1-minute averages which were in
turn smoothed with a sliding average spanning 6 hours and 30 minutes total respectively.



Version June 9, 2021 submitted to Atmosphere 10 of 19

(a)

(b)

Figure 10. PM10-PM2.5 (a) and PM2.5 (b) as measured by 35 Nova sensors and the Fidas sensor
over a period of 24 hours in the Si-plant. The data was gathered in 1-minute averages which were
in turn smoothed with a sliding average spanning 15 minutes total. Mean values for the Nova
sensors are shown together with the 95% confidence interval and the Fidas values.

For the long term Nova measurements at the Si-plant shown in figure 8, one can see183

that the fumes have a much larger fraction of PM2.5 compared to PM10-PM2.5, while184

the change in PM-levels are slightly less varied compared to at the SiMn-plant with the185

average number of peaks per day is larger than 1 for this period. The diurnal pattern186

shows an opposite trend compared to at the SiMn-plant, with higher values in the187

morning and the lowest values around noon. The difference between the peak values188

and the baseline fume level is higher at the Si-plant, which might stem from the higher189

proximity to the fume source at this location.190

191

Also at the Si-plant it can be noted that the two sensor types pick up on most of the192

same peaks and changes in dust levels, both for PM2.5 and PM10-PM2.5. Here a notable193

difference in fume levels is apparent however, with the difference being largest for PM2.5,194

which was also the dust fraction with the most variation over time. With the difference195

in the lower boundary of fume size measured by the two sensors, it stands to reason196

that the Fidas would measure larger values for PM2.5 when the fume to be measured197

has a significant fraction of fumes in the 180-300nm range, which seems likely in this198

case. This is further supported by the fact that the largest fraction measured by the Fidas199

for most of the period is PM1, as can be seen in Figure 12. The fraction of PM10-PM2.5200

is quite low for Si, with the exception of a few clear spikes. These probably represent201

particular events in the furnace area, but data for processes relating to those times were202

not available for study.203

204

When considering the dust level differences between Si and SiMn fumes, an important205

thing to note is the difference in density between different fumes. This is due to the206

measuring equipment having to calculate the mass of the detected fumes to provide the207
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standard units for PM (μg/m3). For Si-fumes, a typical density used is that of amorphous208

silica (2.2 g/cm3) [7]. For SiMn-fumes a typical density model would be to assume pure209

MnO (5.37 g/cm3) which is most prominent in SiMn-fumes, almost to exclusion of other210

elements when generated from SiMn-melts at below 1500°C [8]. With sensors not being211

calibrated for the specific dusts and their densities, it can be assumed that there will be212

a similar discrepancy in the measured fume mass per volume as there is a difference213

in fume density. In this case the density of the lighter fumes (Si) are less than half the214

density of the heavier fumes (SiMn), which speaks to the necessity in calibrating for215

the correct fumes when using PM sensors to avoid getting inaccurate data. When the216

sensor systems convert particle counting data to PM concentrations it is dependent on217

the particle shape and density, and a difference in choice of calibration density can also218

to a degree explain the difference in dust levels measured by the Nova compared to the219

Fidas. A list of tapping events was studied along with the sensor data for a period, but220

the frequency of peaks was too high to be correlated with the lower frequency of tapping221

events, and the attempt at correlation is deemed inconclusive given the limit of available222

data for other process events.223

224

3.2. Size fractions225

Figure 11 and 12 shows the different size fractions measured by the Fidas sensor at226

the SiMn and Si-plant respectively over a period of around 24 hours. The fractions are227

split into 0.180-1.0μm (PM1) 1.0-2.5μm (PM2.5-PM1) 2.5-4μm (PM4-PM2.5) and 4-10μm228

(PM10-PM2.5).229

Figure 11. Size fractions as measured by the Fidas sensor at the SiMn-plant.

Figure 12. Size fractions as measured by the Fidas sensor at the Si-plant.
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As can be seen in Figure 11 and 12, the largest fraction of PM measured by the Fidas is230

almost always PM1 for Si fumes, and usually by a large margin. For SiMn, the largest231

fraction varies between PM10-PM4, and PM1. This seems in line with the deviation232

found between Nova and Fidas and how it differs from SiMn to Si fumes, as the Fidas233

measures particles in the 180-300nm range, which the Nova do not. It seems evident234

that the Si fumes have more of the smaller agglomerates, which in turn leads to a larger235

deviation between the Nova and the Fidas for Si fumes. The variations in size fractions236

over time can be related to events and activities in the vicinity of the sensors, as different237

fume sources are likely to produce different fumes.238

239

3.3. Quantitative measurement differences between the Nova and Fidas sensors240

Figure 13 to 14 shows the mean PM10-PM2.5 divided by PM2.5 and the PM2.5 values241

as measured by the Nova sensors as a function of the same values as measured by the242

Fidas sensor for both plants over a period of around 24 hours.243

244
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Figure 13. PM10-PM2.5 divided by PM2.5 mean values as measured by the Nova sensors as a
function of the same values as measured by the Fidas sensor at both plants. Linear regression
through origo was performed yielding an R2-value of 0.7989 and 0.5891 for the Si and SiMn dataset
respectively. The linear formulas were y = 1.4396x and Y = 1.1659x respectively.
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Figure 14. PM2.5 mean values as measured by the Nova sensors as a function of the same values
as measured by the Fidas sensor at both plants. Linear regression through origo was performed
yielding an R2-value of 0.1082 and 0.3021 for the Si and SiMn dataset respectively. The linear
formulas were y = 0.2561x and y = 0.5412x respectively.

From the comparisons between Nova and Fidas shown in Figure 13, the difference245

between SiMn and Si fumes in regards to the fraction of larger particles measured by the246

Nova compared to the Fidas becomes apparent. For the Si fumes, the relations between247

the two sensors measured PM10-PM2.5/PM2.5 is clustered around the line y = 1.14x248

with an R2-value of 0.80. The trend is strong, but the spread is still quite large and it is249

skewed towards a greater fraction of the larger particles measured by the Nova sensors.250

It can also be noted that the actual curve given by the Si-data does not follow linearity.251

For the SiMn fumes, the spread is somewhat larger with an R2-value of 0.59 around the252

line of y = 1.17x, showing a trend with less difference between the Fidas and Nova mea-253

surements, albeit with a larger spread. In both cases, the Nova tends to measure a greater254

fraction of larger particles compared to the Fidas. For Si fumes, this points to the need255

for better calibration of the Nova sensor, and the non-linearity of the trend. More points256

are gathered below the (1,1) point for Si compared to SiMn, which shows the tendency of257

larger fractions of the smaller particles measured in the Si-plant regardless of sensor used.258

259

The PM2.5 comparisons between Nova and Fidas shown in Figure 14 shows that the260

Fidas measures notably higher values for PM2.5, although the difference is several times261

higher for the Si-fumes. This aligns with the increased lower measurement range on the262

Fidas, but the linearity in the comparisons for both fumes imply that it is possible to infer263

the realistic values as measured by the Fidas by multiplying the Nova measurements264

with a factor established through calibration with the relevant fumes. Here the factor265

would be 1/0.2561=3.905 and 1/0.5412=1.849 for Si and SiMn respectively, but the R2-266

values of 0.1082 and 0.3021 for the linear regression of the Si and SiMn data respectively267

speak to the notable spread present in the data still. However, if the size distribution268

of the fumes are mostly stable over time, the fraction of fumes that are compensated269

for due to particles being below the measurement range of the Nova should also stay270

comparatively constant, and applying such a correction factor should eliminate a large271

portion of the error.272

273

3.4. Calibration and Particle Densities274

The main component of the fumes in the two different plants, SiO2 in the Si-plant and275

MnO2 in the SiMn-plant, have molar masses of 60.08 and 86.94g/mol, and densities of276

2.096 and 5.026g/cm3 respectively. The heavier nature of manganese fumes is likely to277

make the concentration measured higher in the SiMn-plant compared to the Si-plant278
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when no density calibration or post-processing has been performed, and this should279

be taken into account when reading the data in this work. It is not known to which280

density the Nova were calibrated to when delivered, but the Fidas was calibrated for281

SiO2, and a difference in calibration could explain some of the differences between the282

measurements made with the sensors.283

284

3.5. Deviations between individual and groups of Nova sensors285

Figure 15 shows the relative deviation to mean for each of the 7 groups of up to 5 Nova286

sensors over the first 20 hours of the measurement period at the Si-plant together with287

the 95% confidence interval. Figure 16 and 17 shows the relative deviation to mean288

for the Nova sensors within one of the groups at the Si- and SiMn-plant respectively289

together with their 95% confidence intervals. The limited time period used for the290

deviation graphs is due to the failure of several sensors at the Si-plant as discussed291

further in section 3.5, and the data from the SiMn-plant was shortened to allow for292

easier comparison. Due to the spacing in placement of the three groups used at the293

SiMn-plant, relative deviation between groups is not relevant here. The data in Figure 15294

to 17 are presented to show how the deviation in measurements for the sensors in each295

group or between the different groups change over time. Stable deviation curves relate296

to a systematic difference between sensors that can be compensated for or be mostly297

eliminated through calibration.298

Figure 15. Relative deviation to the mean PM10 values for each of the 7 groups of up to 5 Nova
sensors over the first 20 hours of the measurement period at the Si-plant together with the 95%
confidence interval for the dataset including all active sensors.
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Figure 16. Relative deviation to the mean PM10 values for the first group of Nova sensors over the
first 20 hours of the measurement period at the Si-plant together with the 95% confidence interval
for the dataset.

Figure 17. Relative deviation to the mean PM10 values for the first group of Nova sensors over
the first 20 hours of the measurement period at the SiMn-plant together with the 95% confidence
interval for the dataset.

Only one group from each plant was used to show the trend here, but the remaining299

groups showed similar trends over time, thus from Figure 17 to 16 showing the relative300

deviation in and between the sensor groups, one can infer that over time the individual301

sensors within each group tend to have a relatively stable deviation from the mean302

value, barring changes caused by the loss of sensors. Full two month comparisons of303

relative deviations at the SiMn-plant showed a similar pattern over time as the 20-hour304

period. The individual variation on the sensors deviation is for most of the sensors305

within the 15% relative deviation level provided by the manufacturer [12]. It is slightly306

larger than the internal deviation between 3 Nova sensors of maximum 5% found by Liu307

et.al [2], however the PM concentration during these measurements were around ten308

times lower than in this study. That the internal deviation is to a degree stable over time309

is very useful information, as it would imply that a large part of the deviation between310

sensors could be corrected through simple calibration where each sensors measurements311

are multiplied with a correction factor or equation, which is in line with conclusions312

from similar work testing the viability of low-cost sensors [20]. It can be noted that313

the deviation is lower for the SiMn measurements, both in total relative deviation, and314

the variations of that value for each sensor. This could be due to the larger fraction of315
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smaller particles in the Si fume, as the fraction of particles in the size range where there316

is uncertainty on if they would be detected by the Nova sensor would be much larger.317

318

3.6. Sensor Reliability319

Most of the sensors had already been used for several months at different campaigns320

before the campaign at the Si-plant, and as there was a consistent high concentrations321

of dust in the areas where the sensors were placed in both plants, sensor failures were322

expected to some degree during both campaigns, particularly at the Si-plant. 6 sensors323

were removed from the pool of 35 after the measurement period at the Si-plant, as the324

data they provided became erroneous instead of stopping completely, leading to a pool325

of maximum 29 sensors. During the measurement period, more of the sensors cut out at326

some points, but restarting the sensors worked in getting some of them back up. 3 out327

of the 12 sensors in the SiMn-campaign did not give measurements during the entire328

measurement period, while almost all of the sensors cut out at some point during the329

measurement period at the Si-plant. Over the entire measurements period, the mean330

up-time of the sensors was 21.7% at the Si-plant and almost 100% at the Mn-plant. This331

limited the accessible data for the Si-campaign, but due to the many sensors placed dur-332

ing the campaign, the amount of data available is still considered sufficient for analysis,333

particularly using the periods and groups where a larger fraction of sensors were active.334

The highest measured relative humidities where below 40% at the SiMn-plant and below335

45% at the Si-plant, which is significantly lower than the boundary of around 80% RH336

where condensation causes inflation in the PM readings for the Nova and is as such not337

considered to have influenced the PM readings in this work.338

339

While the higher degree of failure during the Si-campaign could be just due to wear over340

time, it is also possible that the Si-fumes affected the electronics to a higher degree than341

the dust from SiMn, leading to a faster decay in functionality. This is also supported342

by the fact that the campaign at the SiMn-plant lasted for more than 3 months, and343

at the end of the campaign all 12 sensors were functional after being reset and having344

their system blown clear of excess dust. The sensors yielding erroneous data instead345

of stopping completely at the Si-plant also supports this theory as previous campaigns346

did not show similar signs of malfunctioning besides a complete stop in the flow of347

measurements. In such a case, this problem should be solvable by using an airtight case348

for the sensor system. In some of the cases, blowing through the system to clear it out is349

enough for the sensor to start working again, and in some cases just restarting the system350

worked, but for other sensors did not and in such cases replacement of malfunction-351

ing parts or wires would most likely be necessary to get the sensor up and running again.352

353

4. Conclusions354

A low-cost PM sensor for PM2.5 and PM10, Nova PM SDS011, was tested and bench-355

marked towards the Fidas 200S during two measurements campaigns at a SiMn- and a356

MG-Si production plant where 12 and 35 Nova sensors in groups of 4 and 5 were used357

respectively. The long term data (around 1 month) for the Nova sensors were studied358

in regards to deviation within each group and to investigate the differences between359

the two plants. Short term data (around 24h) with both sensor types were studied to360

compare the deviation between the sensors both for PM10-PM2.5 and PM2.5. More361

detailed size fraction comparisons were compiled from the Fidas data, highlighting the362

difference in size fraction between SiMn and Si fumes.363

364

Following are the main conclusions inferred within each category previously discussed:365
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• For measurements in both SiMn and MG-Si production plants, the Nova sensors366

picked up on almost all the same peaks as the Fidas sensor, and the increases and367

decreases in fume levels are similarly captured by both sensor systems.368

• For the SiMn-fumes, the measured fume levels are mostly quite comparable between369

the Nova and the Fidas. The relation between Nova and Fidas for larger particles370

(PM10 - PM2.5) divided by smaller particles (PM2.5) is strongly clustered and show371

linearity close to 1:1.372

• For the Si-fumes, the Fidas measured on average close to three times as high as373

the Nova sensors, and the difference was largest for PM2.5. This is believed to be374

largely due to the finer fumes coupled to lower measurement boundary of the Fidas375

being 180nm compared to the 300nm of the Nova.376

• Deviation within each group of Nova sensors and between groups for both the SiMn377

and Si-campaign showed a relatively stable deviation from the mean value. Given378

a stable deviation over time, it would be possible to compensate for the internal379

deviation of the Nova sensors through a calibration period to get a much lower380

spread of measurements. For most groups the spread was within +/- 20% relative381

deviation, close to the 15% relative deviation level provided by the manufacturer.382

• For future industrial measurements campaigns, an improved and preferably airtight383

casing for the Nova system is considered important to improve length of life, and it384

is believed that using 4-5 sensors in each group to have room for 1-2 failures before385

service and potential replacements are needed would provide sufficient lifetime for386

the system as a whole to not cause unnecessary expenses in this regard.387
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