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ABSTRACT

ABSTRACT

With the growing integration of renewable energies into district heating (DH) systems, some
heat users are installing on-site renewable-based distributed heat sources (DHSs), unlocking
the possibility for heat users to supply heat to central DH systems. Representing new types of
energy participants in future sustainable DH systems, these heat users integrated with DHSs are
called heat prosumers due to their dual role of producer and consumer. The emergence of heat
prosumers breaks the spatial barriers of utilizing non-dispatchable renewable energies in DH
systems. Moreover, it transforms conventional unidirectional DH systems into future
bidirectional DH systems, making the heat supply of DH systems more flexible, resilient, and
competitive. However, the development of heat prosumers is facing numerous challenges. One
of these challenges is the incompatibility between the bidirectional heat supply and
unidirectional heating markets. Even though several DH companies have implemented
bidirectional heat pricing models that allow heat prosumers to sell their excess heat at market
prices, the vast majority of DH companies continue to use unidirectional heat pricing models,
making it impossible for heat prosumers to profit from supplying heat to central DH systems.
The facing challenge hinders the development of heat prosumers, posing barriers for the

transition to future sustainable DH systems.

This thesis, therefore, aimed to address the facing challenge by improving heat prosumers’
economic performance under unidirectional heating markets through optimal design and
optimal operation. With a focus on DH systems in Scandinavia, this thesis tackled economic
and technological issues, providing solutions for both the supply and demand sides. To achieve

the goal, a step-by-step study was carried out, guided by five research questions.

Question 1: What are crucial factors that impact heat consumers' heating costs in current
Scandinavian heating markets? Literature reviews revealed that heat use and peak load are
crucial factors that impact heat consumers' heating costs in Scandinavian heating markets.
Therefore, reducing heat use and shaving peak load are two possible ways to improve heat
prosumers’ economic performance under current unidirectional heating markets. Introducing
thermal energy storage (TES) is a proven approach to achieve the above goals. TES may
temporarily store surplus heat from DHSs for later use, allowing more heat from the DHSs,

while less heat from the central DH system to be used. Meanwhile, by charging and discharging
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the TES before and during peak hours, it may shave the peak load by shifting parts of the heat
load from peak hours to non-peak hours. However, implementing TESs at large scales for DH
systems is investment intensive and may demand extremely long payback periods. To solve this
problem, the following three research questions, Questions 2-4, were proposed, addressing the
challenges of optimal design and operation for heat-prosumer-based DH systems with TES.

Question 2: Which TES solution is superior for heat-prosumer-based DH systems? To answer
this question, three candidate systems that represented typical TES solutions were proposed and
modelled. These candidate systems integrated short-term water tank thermal energy storage
(WTTES), seasonal borehole thermal energy storage (BTES), and both short-term WTTES and
seasonal BTES, respectively. In addition, the model was developed with high detail on model
components such as DHSs, substations, distribution networks, buildings, and TESs, using the
Modelica modelling language and Modelica libraries. A case study on the DH system at a
university campus in Norway showed that WTTES was superior to BTES regarding the
following aspects. Firstly, compared to BTES, WTTES required a lower initial investment
while achieving the same level of heating cost saving. Furthermore, WTTES had a payback

period of fewer than ten years, it was superior to BTES, which might be up to twenty years.

Question 3: What is the economically optimal size for the selected TES? To answer this
question, an economic optimization problem was formulated to minimize the heating cost of
heat-prosumer-based DH systems integrated with the selected TES - WTTES. The impacts of
storage capacity on heat prosumers' performance were explored by solving the optimization
problem while sweeping the storage size parameter. Different from the detailed simulation
model used for Question 2, this part created a simplified optimization model using the Modelica
programming language, intending to be computational tractability and numerical stability. The
case study on the campus DH system showed that medium storage sizes, equivalent to storage
capacities ranging from twelve hours to one day, might be good choices, offering a reasonable

trade-off between initial investment and heating cost saving.

Question 4: What is the economically optimal distribution temperature for heat-prosumer-
based DH systems with TES? To answer this question, four distribution temperature scenarios
were created, including three benchmark scenarios that represented the 2", 3", or 4" generation
DH systems, and an improved scenario with a wide distribution temperature range that crossed

all the benchmark scenarios. The four scenarios specified the storage size equivalent to twelve

vi
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hours' storage capacity for their WTTESSs, according to the optimal storage sizes identified by
Question 3. The impacts of distribution temperature on the heat prosumers' performance were
investigated by solving the economic optimization problem formulated in Question 3 under
different distribution temperatures. The case study on the campus DH system showed that
decreasing the distribution temperature reduced the distribution heat loss and cut the heat-use-
related heating costs, however, it reduced the peak load shaving effect of TESs, resulting in
higher peak-load-related heating costs for heat prosumers. By making a trade-off between these
two sides, the improved scenario achieved the optimal economic performance with the lowest

total heating cost.

By addressing Questions 2-4, solutions on the supply side were provided. A parallel study was
conducted to tackle issues on the demand side, motivated by the last research question. Question
5: How can rule-based control strategies be used to operate heating systems inside buildings?
To answer this question, six rule-based control scenarios were proposed, with proportional-
integral (PI1) controllers used to approach the lowest possible supply temperature, weather
compensation (WC)-based controllers used to calculate the theoretical lowest supply
temperature, and P1 controllers used to obtain a low reference return temperature. A model was
developed with high details on model components such as building envelopes, radiator-based
space heating systems, weather, and controllers. A case study on a typical Norwegian space
heating system revealed that reducing the supply temperature and reducing the return
temperature are contradictory goals. Moreover, it was better to apply operation strategies that
aim to lower the supply temperature rather than to lower the return temperature. Otherwise, an
extremely high supply temperature was required to achieve the low return temperature due to

the limited heating capacity of radiators.

In conclusion, this study provided a practical solution to heat prosumers' incompatibility
problem that exists between the bidirectional heat supply and the unidirectional heating
markets. It was a systematic approach to integrate TESs into heat prosumers and to design and
operate heat-prosumer-based DH systems with TESs optimally. This study might contribute to
the development of heat prosumers and the transition to more sustainable DH systems.
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INTRODUCTION

1 INTRODUCTION

The transition to future sustainable energy systems is challenging the current heat supply and
heat pricing modes of district heating (DH) systems. In conventional DH systems, both heat
supply and pricing modes are unidirectional. The typical paradigm is that DH companies supply
heat to end-users, meanwhile, end-users pay heating bills to DH companies. Under these
unidirectional modes, all end-users play a single role, i.e., the consumer. However, with the
rapid integration of renewable energies, DH systems' heat supply becoming increasingly
flexible and end users' role is transforming. Some end-users introduce on-site renewable-based
distributed heat sources (DHSs) and have the ability to deliver heat to the central DH network.
These end-users are called heat prosumers due to their dual role of producer and consumer. The
emergence of heat prosumers is making DH systems more resilient and flexible. Moreover, it
transforms the mode of heat supply from unidirectional to bidirectional. This transformation,
however, is facing unprecedented challenges. One challenge comes from the incompatibility
between the bidirectional heat supply and the unidirectional heating markets. Most of the
current heating markets only support the unidirectional heat supply from DH companies to end-
users. Therefore, heat prosumers, as end-users, hardly gain any economic benefit from their
heat supply to the central DH system. The facing incompatibility is hindering the development

of heat prosumers, posing a barrier for the transition to future sustainable DH systems.

This thesis, therefore, aims to break the barrier by improving heat prosumers’ economic
performance through optimal design and operation techniques under the current unidirectional
heating markets. With a special focus on DH systems in Scandinavia, this thesis tackles
economic and technological challenges, providing solutions for heating systems on both the

supply and demand sides.

1.1 Motivation

In the European Union (EU), buildings are responsible for approximately 40% of total energy
use and 36% of greenhouse gas emissions [1]. Space heating (SH) and domestic hot water
(DHW) systems, as essential parts of building energy systems, play an important role in
buildings' energy use. For example, in the residential sector of the EU countries, about 80% of
the energy use is for SH and DHW [2, 3]. DH systems make it possible to satisfy buildings' heat
demand in an environment-friendly and energy-efficient way [4]. Moreover, compared with
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alternative heating technologies, DH is competitive, especially for urban areas with
concentrated heat demand. Nowadays, about 80,000 DH systems are working successfully
worldwide, thereof about 6,000 DH systems are in Europe [5]. Moreover, for some countries,
the national heat market share of DH can reach 60% [5-7]. However, DH systems'
competitiveness is weakened by several challenges, such as the considerable distribution heat
loss caused by high distribution temperature and the shrinking heat market due to the improving
building energy efficiency [4]. To deal with these challenges and stay competitive, the current
second and third generation DH systems are transitioning to the fourth and fifth generation DH
systems [8-11]. The transition includes decreasing distribution temperature and upgrading
infrastructure, and hence reduces the distribution heat loss and opens the door to more

affordable heat sources such as renewable energies.

In future DH systems, renewable energies may be integrated into the user side as DHSs, besides
being integrated into the central network as centralized heating plants. These heat users with
DHSs are called heat prosumers due to their dual roles of producer and consumer. As
consumers, they are supplied with heat by central heating plants as in the conventional DH
systems; while, as producers, they can deliver heat to the central network. The emergence of
heat prosumers makes it possible to break the spatial barriers of utilizing renewable energies in
DH systems. Moreover, it can transform the conventional unidirectional DH system into the
future bidirectional DH system and make the heat supply more flexible and resilient. In
addition, as active participants, heat prosumers will contribute to the development of smart DH
systems within the vision of smart energy systems. However, the development of heat prosumer
is facing significant challenges. One challenge is the incompatibility between the bidirectional
heat supply and the unidirectional heating markets. Most of the current heating markets in
Scandinavia only support the unidirectional heat supply from DH companies to end-users.
Therefore, heat prosumers, as end-users, hardly gain any economic benefit from their heat
supply to the central DH system. This facing incompatibility is hindering the development of
heat prosumers in DH systems, posing a barrier to the transition to more sustainable DH systems
in the future. Therefore, research is needed to improve heat prosumers’ economic performance
under unidirectional heating markets, and thus promote the development of heat prosumers
during this transition period of the DH system and finally pave the way for the future 100%

sustainable DH system.
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The widely used heat pricing models in the current Scandinavian heating markets charge the
heating cost based on the heat use and the peak load [12]. Therefore, the two possible ways to
improve heat prosumers’ economic performance: 1) increasing heat prosumers' self-utilization
rate of heat supply from DHSs, and 2) shaving prosumers’ peak load. Introducing thermal
energy storage (TES) is a possible solution with a proven ability to achieve the above goals.
Firstly, TESs can increase heat prosumers' self-utilization rate of heat supply from DHSs by
temporarily storing the surplus heat [13-17]. The reversed heat supply from the prosumer to the
central DH network due to the existence of surplus heat is reduced, and more heat from the
DHSs is utilized by the prosumer itself. Secondly, TESs can shave prosumers’ peak load by
shifting parts of the central DH system’s heat supply from peak hours to non-peak hours [18-
20]. However, introducing TESs into DH systems is investment intensive, and it may have the
economic risk of unreasonable long payback periods [21]. Therefore, research is needed for the
proper design and operation of heat-prosumer-based DH systems with TESs.

Moreover, introducing TESs may impact the economically optimal distribution temperature of
DH systems. Previous studies have been dedicated to enhancing DH systems' economic
performance by improving their energy efficiency, which can be achieved by lowering the
distribution temperature [22]. However, DH systems' economic performance depends not only
on energy efficiency but also on the peak load. The peak load may have a considerable amount
of influence over DH systems' investments as well as operating costs. For the investment, peak
load determines the capacities of heating plants and distribution networks. Higher peak loads
always mean higher capacities of heat generation and distribution, and hence higher investment
for DH systems. For the operation cost, the peak load is generally covered by peak load heating
plants which always have higher operating costs than baseload heating plants. Studies on heat
pricing models in Sweden revealed that the peak-load-related heating cost is the second most
significant component after the heat-use-related heating cost [12, 23]. Decreasing distribution
temperature, which is driving the development of DH systems, may reduce the peak load
shaving effect of TESs, resulting in higher peak-load-related heating costs for heat users.
Decreases in the charging temperature of TESs along with the decreasing distribution
temperature of DH systems will reduce the TES storage temperature as well as the storage
capacity of TESs. The peak load shaving effect of TESs, which is positively correlated to the
storage temperature and the storage capacity, would be impaired. Therefore, there is a trade-off

between the improving energy efficiency of DH systems and the reducing peak load shaving
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effect of TESs when decreasing the distribution temperature. Given the significant economic
importance of DH systems' energy efficiency and peak load, further research is needed to
understand how distribution temperature influences these two factors, and hence the overall

economic performance of heat-prosumer-based DH systems with TESs.

Finally, besides the above-mentioned issues on the supply side of DH systems, the operation of
the demand side, the heating system inside buildings, is crucial as well. Previous studies have
focused on decreasing the operating temperatures on the demand side and proposed feasible
measures to achieve it, including improving system control, renovating building envelopes, and
replacing critical radiators and thermostatic valves [24-32]. Reducing the operating
temperatures, supply and return temperatures, are two goals pursued in these studies, both of
which may benefit the supply side of DH systems. Reducing the supply temperature might
increase the output of solar thermal panels, raise the coefficient of performance of heat pumps
(HPs), and increase the power to heat ratio of combined heat and power plants [33]. In addition,
reducing the return temperature could decrease the costs of heat generation and distribution.
Low return temperatures are particularly important to some DH companies, and they employ
incentive tariffs to encourage their customers to reduce their return temperatures [34]. However,
reducing the supply temperature and reducing the return temperature on the demand side are
contradictory goals, because the mean water temperature should be constant to maintain a
radiator's thermal output at a certain level when the indoor air temperature is fixed, as presented
by the standard EN 442-2 [35]. Therefore, a decrease in the supply temperature would be offset
by an increase in the return temperature. Further research is needed to properly operate the
heating systems on the demand side, making a suitable trade-off between the reduced supply

temperature and the increased return temperature.

To achieve the above goals, a study that covered both the supply and demand sides of the DH
system, addressing economic and technological issues was conducted. Firstly, the heat pricing
mechanisms of the current heating markets in Scandinavia were investigated to formulate the
economic boundary of this study. Secondly, different TES solutions including short-term and
seasonal TESs were introduced to improve prosumers' economic performance. Afterwards,
methods for optimal design and operation of heat-prosumer-based DH systems with TESs were
developed. Finally, the optimal distribution temperature for heat-prosumer-based DH systems
with TES was identified. Moreover, the operation of the SH system inside buildings was

analysed.
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1.2 Research questions and research tasks

The following research questions and tasks are proposed as a step-by-step approach to achieve

the thesis's aim.

Question 1: What are crucial factors that impact heat consumers' heating costs in current

Scandinavian heating markets?
Task 1.1: Identify crucial factors based on literature reviews.

Task 1.2: Establish the study's economic boundaries by creating a generalized heat pricing

model that incorporates the identified critical factors.
Question 2: Which TES solution is superior for heat-prosumer-based DH systems?

Task 2.1: Propose candidate solutions for heat-prosumer-based DH systems integrating with
different TESs.

Task 2.2: Build models for individual candidate solutions and perform yearly simulations.

Task 2.3: Select a superior solution by comparing candidate solutions' energy and economic

performance.
Question 3: What is the economically optimal size for the selected TES?

Task 3.1: Formulate an economic optimization problem for a heat-prosumer-based DH

system that is integrated with the selected TES.

Task 3.2: Solve the optimization problem while sweeping TES's size parameter to obtain

yearly operating trajectories for the heating system under varied storage capacities.

Task 3.3: Identify the economically optimal size by comparing the system's economic

performance under different storage capacities.

Question 4: What is the economically optimal distribution temperature for heat-

prosumer-based DH systems with TES?
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Task 4.1: Solve the proposed optimization problem under the benchmark and improved
scenarios, where the distribution temperatures represent different generation DH systems and

future DH systems with the highest distribution temperature flexibility, respectively.

Task 4.2: Identify the economically optimal distribution temperature by comparing the

economic performance of different scenarios.

Task 4.3: Distinguish between the economically optimal distribution temperature and the
lowest distribution temperature to guide future DH systems' distribution temperature

development.

Question 5: How can rule-based control strategies be used to operate heating systems

inside buildings?

Task 5.1: Propose candidate rule-based control strategies for SH systems, aiming at low

supply or low return temperatures.

Task 5.2: Select suitable control strategies by comparing candidate strategies' performance

on supply and return temperatures.

The above research questions and tasks are logically connected and organized in Figure 1-1.
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1.3 Structure of the thesis

The main body of the thesis is illustrated in Figure 1-2. Chapter 2 introduces the techno-
economic background of the study. Chapter 3 presents the research methodology, including the
candidate systems for heat-prosumer-based DH systems with TESs, as well as system
modelling, simulation, and optimization methods. Chapter 4 describes the case studies of a
university campus DH system and a typical Norwegian SH system. The key results of the study
are presented and explained in Chapter 5. Chapter 6 outlines the main conclusions,

acknowledges the major limitations, and gives recommendations for future research.

As presented in Figure 1-2, the first research question, Question 1, which functions as the
economic boundary of the study, is answered in Chapter 2. In addition, the addressing of the
other research questions, from Question 2 to Question 5, constitutes the content from Chapter
3 to Chapter 5 of the thesis.
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1.4 List of publications

The type of this thesis is the paper collection. The thesis is built on the foundation of three
journal publications and five conference papers. Figure 1-3 depicts an overview of the articles.
It distinguishes between fundamental and supporting papers here, with fundamental papers
addressing key research questions and supporting papers presenting preparatory work for the
fundamental papers. The papers that make up this thesis, along with the author's contributions,

are listed below.
Fundamental papers:
Paper 1:

Li H, Nord N. Transition to the 4th generation district heating-possibilities, bottlenecks, and
challenges. Energy Procedia. 2018;149:483-98. The 16th International Symposium on
District Heating and Cooling.

Contribution: The type of this paper is Review Article. The author made the literature
search, data analysis, and original draft preparation. Natasa Nord reviewed and commented

on the work.
Paper 2:

Li H, Hou J, Hong T, Ding Y, Nord N. Energy, economic, and environmental analysis of
integration of thermal energy storage into district heating systems using waste heat from data
centres. Energy. 2021;219:119582.

Contribution: The type of this paper is Full Length Article. The author made the
methodology, formal analysis, and investigation. The conceptualization and the original
draft preparation were done in collaboration with Juan Hou. Natasa Nord, Tianzhen Hong,

and Yuemin Ding reviewed and commented on the work.
Paper 3:

Li H, Hou J, Tian Z, Hong T, Nord N, Rohde D. Optimize heat prosumers' economic
performance under current heating price models by using water tank thermal energy storage.
Energy. 2022;239:122103.

10
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Contribution: The type of this paper is Full Length Article. The author made the formal
analysis and investigation. The conceptualization was done in collaboration with Tianzhen
Hong. The methodology and original draft preparation were done in collaboration with Juan
Hou. Daniel Rohde assisted in computer code. Natasa Nord, Tianzhen Hong, Zhiyong Tian,
and Daniel Rohde reviewed and commented on the work.

Paper 4:

Li H, Hou J, Hong T, Nord N. Distinguish between the economic optimal and lowest
distribution temperatures for heat-prosumer-based district heating systems with short-term

thermal energy storage. Submitted to Journal of Energy (Status: Under review).

Contribution: The type of this paper is Full Length Article. The author did the
conceptualization, formal analysis, and investigation. The methodology and original draft
preparation were done in collaboration with Juan Hou. Natasa Nord and Tianzhen Hong

reviewed and commented on the work.
Paper 5:

Li H, Nord N. Operation strategies to achieve low supply and return temperature in district
heating system. E3S Web Conf. 2019;111:05022. The 13th REHVA World Congress
CLIMA 2019.

Contribution: The type of this paper is Full Length Article. The author did the
conceptualization, formal analysis, methodology, investigation, and original draft

preparation. Natasa Nord reviewed and commented on the work.
Supporting papers
Paper 6:

Li H, Hou J, Nord N. Using thermal storages to solve the mismatch between waste heat feed-
in and heat demand: a case study of a district heating system of a university campus. Energy
Proceedings. 2019;04. The 11th International Conference on Applied Energy.

Contribution: The type of this paper is Full Length Article. The author did the

conceptualization, formal analysis, methodology, and investigation. The original draft

11
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preparation was done in collaboration with Juan Hou. Natasa Nord reviewed and commented
on the work.

Paper 7:

Li H, Hou J, Ding Y, Nord N. Techno-economic analysis of implementing thermal storage
for peak load shaving in a campus district heating system with waste heat from the data
centre. E3S Web Conf; 2021;246: 09003. The 10th International SCANVAC Cold Climate
Conference.

Contribution: The type of this paper is Full Length Article. The author did the
conceptualization, formal analysis, methodology, and investigation. The original draft
preparation was done in collaboration with Juan Hou. Natasa Nord and Yuemin Ding

reviewed and commented on the work.
Paper 8:

Li H, Hou J, Nord N. Optimize prosumers' economic performance by using water tank as

thermal energy storage. The 17th International Symposium on District Heating and Cooling.

Contribution: The type of this paper is Full Length Article. The author did the
conceptualization, formal analysis, methodology, and investigation. The original draft
preparation was done in collaboration with Juan Hou. Natasa Nord reviewed and commented
on the work.
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Additional papers:

Collaboration within the research project Understanding Behaviour of District Heating Systems

Integrating Distributed Sources leads to further publications:
Paper 9:

Hou J, Li H, Nord N, Huang G. Model predictive control under weather forecast uncertainty
for HVAC systems in university buildings. Energy and Buildings. 2021;20:111793.

Contribution: The type of this paper is Full Length Article. The author assisted in the

creation of models, reviews, and commentary.
Paper 10:

Hou J, Li H, Nord N. Optimal control of secondary side supply water temperature for
substation in district heating systems. E3S Web Conf. 2019;111:06015. The 13th REHVA
World Congress CLIMA 2019.

Contribution: The type of this paper is Full Length Article. The author assisted in the review

and commentary.
Paper 11:

Hou J, Li H, Nord N. Non-linear model predictive control for the space heating system of
buildings in Norway. The 16th Conference on Sustainable Development of Energy, Water

and Environment Systems.

Contribution: The type of this paper is Full Length Article. The author assisted in the review

and commentary.
Paper 12:

Hou J, Li H, Nord N. Nonlinear model predictive control for the space heating system of a

university building in Norway. Submitted to Journal of Energy (Status: Under review).

Contribution: The type of this paper is Full Length Article. The author assisted in the

creation of models, reviews, and commentary.
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2 BACKGROUND

This chapter introduces the thesis' economic and technological backgrounds. Firstly, the
development of heat prosumers in the DH system is introduced. Following this, the pricing
mechanism of the Scandinavian heating market is studied, leading to the answer to the first
research question, Question 1. Finally, a generalized heat pricing model is developed to define

the study's economic boundaries.

2.1 Heat prosumers in the DH system

In the energy sector, prosumers refer to the participants that can both produce and consume
energy. Most of these prosumers are electricity prosumers coming from the power system,
however, an increasing number of heat prosumers are starting to appear in the DH system in

recent years, due to the trend of integrating renewable-based DHSs at the end-user side.

Heat prosumers can be classified into individual prosumers and community prosumers, based
on the scale of connected end-users, i.e., a single building or a cluster of buildings. As shown
with the upper right of Figure 2-1, an individual prosumer has a single building as the end-user.
It may be a building installed with solar panels, a food store with waste heat from the
refrigeration system, or an industrial building with waste heat from the production process.
Individual prosumers facilitate the bidirectional heat flow between these individual buildings
and the central DH network. Consequently, it makes it possible for small heat users to
participate in the activities of the DH system actively, through controlling the heat production

and consumption in real-time.

Similarly, a community prosumer integrates a cluster of buildings as the end-users. These
buildings either belong to the same energy service agency or are geographically close and share
common interests and goals. The block in the lower right of Figure 2-1 illustrates a community
prosumer. The community prosumer may have a single DHS or multiple DHSs, meanwhile, the
type of DHS may be renewable-based heating sources or fossil fuel-based heating plants. Some
examples of DHSs for community prosumers are solar thermal plants, waste heat recovery
facility of a data centre (DC), or micro combine heat and power plant. Different from the
individual prosumer connecting the building to the central DH network directly, the community

prosumer integrates a cluster of buildings into a regional micro-network and connects the
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micro-network to the central DH network via the main substation (MS). Therefore, the
community prosumer can be managed as a whole and act as a single heat participant in the DH
system. The heat flow between the central DH system and the community prosumer is usually
considerable, and hence the activity of the community prosumer may have an enormous impact

on the central DH system.

Individual Prosumers

| | ! |

Building Food store Factory
+Solar panel +Waste heat +Waste heat
Central DH system Community Prosumer

(including central plants and central grid)

|

inAg
.} ..’))

|
DC Micro CHP

MS Buildings

| | | |

Figure 2-1. Schematic illustrates heat prosumers in a DH system (source: Paper 3)

There is a growing interest in heat prosumers in DH systems. Recent research has proposed
methods to design and operate heat prosumers and demonstrated the economic benefits of
introducing prosumers in DH systems. Marguerite et al. introduced a tool to optimize the design
and operation of prosumer [36]. Nielsen et al. [37] and Brand et al. [38] investigated the impacts
of prosumers on DH systems. Huang et al. reviewed the applications of DCs as prosumers in
DH systems [39], and Kauko et al. studied the impacts of DCs and supermarkets as prosumers
in DH systems [40]. Furthermore, some pioneer projects have successfully implemented heat
prosumers in the real world. Open District Heating, led by the Swedish energy company
Stockholm Exergi, is one of the leading projects [41]. In the project, excess heat mainly from

DCs and supermarkets is sold to the central DH network at market prices. GleSYS is one
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customer of the Open District Heating project. Excess heat from GleSYS's DC is delivered to
the central DH network at a capacity of 1 MW, satisfying the heat demand of more than 1,000
apartments nearby. GleSYS makes a considerable long-term profit by selling the excess heat,

meanwhile, it contributes to reducing carbon dioxide emissions in Stockholm, Sweden.

2.2 Heat pricing mechanism in current Scandinavian heating markets

Despite several DH companies providing "open™ markets for customers - such as Stockholm
Exergi who offers market prices for its customers to sell their excess heat under the project
Open District Heating, most of the DH companies still maintain "close” heating markets that
do not support the reverse heat supply from customers to the central DH network. Moreover, in
most cases, heat pricing models applied to heat prosumers are the same as those applied to
general heat users. In this thesis, these "close" heating markets applied to heat prosumers are
called unidirectional heating markets, because they were developed in the conventional DH
systems with unidirectional heat supply and have not been updated to address the new situation

of bidirectional heat supply for heat-prosumer-based DH systems.

Based on the review article [12], the heat pricing models in the Scandinavian countries may
include four components: energy demand component (EDC), load demand component (LDC),
fixed component (FXC), and flow demand component (FDC). The EDC is charged based on
heat users' heat use. It aims to cover the production cost, which mainly refers to the fuel cost.
The LDC is usually charged according to the heat user's peak load. It reflexes DH companies’
investment cost for new facilities, depreciation of existing facilities, and operating cost to
maintain a certain level of heat generation capacity, etc. Generally, the FXC is also charged
according to heat users' peak load. It is the connecting fee for heat users to stay in the heating
network. The FDC is charged based on the volume of the circulating heat carrier, i.e. hot water.
It aims to cover the electricity cost for heat delivery, meanwhile, it stimulates the lower return
temperature. Among these four components, LDC and EDC are crucial, regarding both their
existence and their proportion in a heat pricing model [12]. For example, based on a survey of
heating bills in Sweden as presented in Figure 2-2, all the heating bills have the EDC and about
87% of the heating bills have the LDC. These two components together account for 96% of the
total heating cost on average. In contrast, just about half of the heating bills have FXC and FDC,

and the average share of the two components is less than 4%.
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Average level
EDC: 68% , LDC: 28%
Presence (%) Share (%) FXC&FED: <4%
100 100
75 75
50 50
25 25
0 0
Heating price components Heating price models
Legend
¥ Epc M pc B Fxc " FDC
Cost related Cost related Connection Circulation
to heat use to peak load cost cost

Figure 2-2. Presence and share of price components for investigated heating price models
(source: Paper 4)

Based on the above explanation, the first research question of this thesis can be answered:

Question 1: What are crucial factors that impact heat consumers' heating costs in current

Scandinavian heating markets?

Answer: Heat use and peak load, which determine the EDC and LDC heating cost, respectively.

2.3 Economic boundaries defined by a generalized heat pricing model

To establish generalized and simplified economic boundaries for this study, a generalized heat
pricing model, which incorporates the identified critical factors, is developed. As presented in
Equation (2-1), the generalized heat pricing model includes the EDC and LDC heating costs as:

Crot = Clac + Ceqc (2-1)
where C., is the total heating cost, C;4. and C.q4. are the LDC and EDC heating costs,
respectively.
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The EDC, C,q4., depends on heat use flow rate and real-time heating price as defined in Equation

(2-2):

tr
Coae = f EP(t)- ((t)dt (2-2)
t

0

where Q(t) is the heat flow rate supplied to the heat user and EP(t) is the EDC heating price.

The LDC, C,4., depends on the peak load and price of the peak load as calculated in Equation
(2-3):

Cigc = LP - Qpea (2-3)
where LP is the LDC heating price, and Qpea is the yearly peak load according to [42, 43].
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3 METHODOLOGY

This chapter explains the methodology of the thesis. Section 3.1 introduces the computing tools
used in this study, including modelling language and computing platforms. Section 3.2 proposes
candidate systems for heat-prosumer-based DH systems that featured different TES solutions.
Section 3.3 introduces indicators to evaluate the economic performance of these candidate
systems. Section 3.4 presents the modelling and simulation method that supported the
evaluation and selection of the candidate systems. Section 3.5 introduces the modelling and
optimization method that facilitated the optimal operation and sizing of the selected system.
Finally, Section 3.6 explains the modelling and simulation method that assisted in investigating

the operation of the heating system at the demand side.

3.1 Modelling language and computing platforms

The main tasks of this study were computer-aided design (CAD) and computer-aided operation
(CAO) of heat-prosumer-based DH systems with TESs. The key features of this study are

summarized as follows:

= A wide range of research, covering both the supply and demand sides of the DH system,

as well as their control systems.

= A whole process of study, including concept design, system modelling, simulation,

optimization, system evaluation, and optimal sizing.

To accomplish the above tasks, the selected modelling language and computing platforms
should have the following merits:

= Modelling language: The capability of modelling complex thermal systems, and a given

preference to those modelling languages with relevant libraries.

= Computing platform: The compatibility with the selected modelling language; the
capability to conduct both simulation and optimization; and the ability to compute large-

scale complex dynamic systems using state-of-the-art algorithms.
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= General merits: The interaction with at least one general-purpose programming
language that scripts and automates the compilation, simulation, optimization, results

logging, and data visualization processes.

Based on the above-required merits, Modelica language was chosen as the modelling language,
Dymola was selected as the modelling and simulation environment, JModelica.org was used as
the optimization platform, and Python was applied as the general-purpose programming
language. Meanwhile, the open-source libraries Modelica Standard Library and Modelica
IBPSA Library were used to build the system model. These computing tools are briefly
introduced as follows.

The Modelica language is a non-proprietary, object-oriented, and equation-based modelling
language to model complex physical systems [44]. Its features make it capable of modelling
building energy and control systems. Firstly, Modelica is a high-level modelling language
rather than a conventional programming language. It allows people to focus on high-level
mathematical descriptions of component behaviours without extensive knowledge of computer
science. Secondly, Modelica can model systems in most engineering domains, e.g. hydraulic,
thermal, and control systems. Therefore, the building energy and control systems can be
seamlessly modelled in a single language. Moreover, Modelica has a wide range of open-source
libraries, e.g. Modelica Standard Library developed by the Modelica Association [45] and
Modelica IBPSA Library developed through the organization of IBPSA Project 1 [46],
codifying best practices for modelling building and control systems at both urban and building
scales. Thirdly, Modelica is object-oriented. New models can be built by modifying existing

models, therefore, repetitive work can be avoided when building models for multiple scenarios.

Dymola is a complete environment for model creation, testing, simulation, and post-processing
[47]. The merits of Dymola are listed as follows. Firstly, Dymola's intuitive modelling mode
makes it convenient to model physical systems through drag-and-drop processes. Secondly,

Dymola has high and robust performance for computing Modelica based models.

JModelica.org is a platform for numerically solving large-scale dynamic optimization problems
that are described in Modelica language [48]. Some advantages of JModelica.org are listed as
follows. Firstly, JModelica.org integrates many prominent software packages in the dynamic

optimization platform. It has state-of-the-art techniques to transcribe and solve optimization
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problems. Secondly, JModelica.org supports the interaction with Python. Thus, the
compilation, simulation, optimization, results logging, and data visualization processes can be

scripted and automated in a Python interface.

3.2 Candidate systems for heat-prosumer-based DH systems with TESs

In the candidate system design phase, three types of candidate systems were developed to
integrate TESs into heat-prosumer-based DH systems. These candidate systems offered several
TES solutions, including short-term TES, seasonal TES, and a combination of short-term and
seasonal TES. In this phase, suitable TES technologies were identified through a literature
review. As explained in the report from the International Energy Agency [49], the widely
recognized and commonly used TESs for DH systems are water tank thermal energy storage
(WTTES), borehole thermal energy storage (BTES), pit thermal energy storage, and aquifer
thermal energy storage. In this study, WTTES was chosen as the short-term TES due to its

merits such as:
= Wide applicability that does not subject to geological conditions [50, 51].
= High storage efficiency with well-insulated envelopes [49].

= High-performance on load shifting and peak shaving due to high charging and

discharging heat flow rate [49].
= Small installation space because of the high specific heat capacity of water [49].
Meanwhile, BTES was chosen as the seasonal TES because of the following reasons:
= |t can easily scale up its storage size to adapt to the expansion of DH systems [49].

= |t can be easily integrated with surroundings, e.g. being installed under playgrounds,

under parks, and inside building foundations [14].
= Low specific storage cost, especially for large scale installations [49].

Besides the above candidate systems, a reference system that presented the situation before
introducing any TES was proposed. The reference system was used as a benchmark. Figure 3-1
illustrates the candidate systems and the reference system. A brief description of these systems

is given as follows.
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The reference system REF presented a typical heat-prosumer-based DH system without any
TES. The main components were MS, DHS, and buildings. The MS connected the heat
prosumer's regional DH system with the central DH system, meanwhile, it separated the
hydraulic conditions of these two systems. The MS had two functions. Firstly, it supplemented
the heat supply from the DHS. Secondly, it boosted the supply temperature of the heat
prosumer's regional DH system to the required level. The DHS was a low-temperature heat
source based on renewables or waste heat. It was integrated into the prosumer's regional DH
system by the R2R mode, i.e., extracts the water from the return line and then feeds it back to
the return line after the heating process. The R2R mode was used because it is preferable for
low-temperature heat sources [4]. The buildings, as introduced in Section 2.1, can be a cluster

of buildings or a single building.

The candidate system REF+WT integrated a WTTES into the reference system. The WTTES
functioned as the short-term TES. It aimed to relieve the mismatch between buildings' heat

demand and DHS's heat supply, meanwhile, it serviced for the peak load shaving.

The candidate system REF+BTES integrated a BTES system, including an HP, a heat exchanger
(HE), and a borehole field, into the reference system. The BTES system functioned as the
seasonal TES and it aimed to transfer DHS's surplus heat from the non-heating season to the
heating season. The HE of the BTES system was used to charge the surplus heat into the
borehole field during the non-heating season, while the HP of the BTES system was used to

discharge the stored heat from the borehole field during the heating season.

The candidate system REF+WT+BTES integrated both a WTTES and a BTES system into the
reference system. It took advantage of the two types of TES systems. The following functions
were achieved by this system: relieving the short-term mismatch, shaving the peak load, and

transferring the surplus heat from the non-heating season to the heating season.
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3.3 Economic indicators to evaluate heat-prosumer-based DH system

This section introduces indicators to evaluate the economic performance of the heat-prosumer-
based DH system. These indicators include the initial investment of TESs, the energy bills of

heat prosumers, and the payback period of TESs.

3.3.1 Initial investment for introducing TESs

The initial investment required for a TES system varies with the storage type and strongly
depends on the storage size. Figure 3-2 illustrates the relationship between the initial investment
and the size of a WTTES and a BTES system. The solid black dots in Figure 3-2 represent the
previous projects [49]. Figure 3-2 shows that power functions approximate the relationship very
well, with coefficients of determination (R?) higher than 0.8 and no obvious overfitting. In this

study, the power functions were used to estimate the initial investment for the TES system.

(a)
® [mplemented cases

15 4 —Trend line

v =0.0047-x%6218
10 4 . R? = 0.9907

0.5 1

Investment (million EUR)
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100 1,000 10,000 100,000

Storage volume in water equivalent (m?)

(b)

e [mplemented cases

——Trend line

v =0.0001x°89%8
0.5 A . R2=10.824
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0.0 T ]
1,000 10,000 100,000

Storage volume in water equivalent (m*)

Figure 3-2. Investment for TESs under different storage volume in water equivalent, (a)
WTTES and (b) BTES (source: Paper 2)
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For the BTES system, the initial investment of HP was also considered. The unit cost of the HP
was assumed to be 0.8 million EUR/MW, based on a report that studied large scale HPs for DH
systems [52].

3.3.2 Energy bill for heat-prosumer-based DH system

The energy costs included the heating and electricity bills. The heating bill contains two parts:
EDC and LDC, as presented in Equation (2-1) by the generalized heat pricing model from

Section 2.

Similarly, the electricity bill includes a fixed part and a variable part, while the fixed part in
Norway is determined by electricity use. However, a simplified electricity bill calculation
method was proposed in Equation (3-1). This method assumed that the electricity bill contained
only the variable part, and it was a function of electricity use. The equivalent electricity price
is calculated by dividing the total electricity cost (including fixed and variable parts) by the
electricity use, the value of which was estimated using the national statistics data. The

equivalent electricity cost was calculated as:

Betec = Eetec * Petec (3-1)
where B, is the electricity cost, E,;.. is the electricity use, and P, is the equivalent

electricity price.

3.3.3 Payback period for introducing TESs

The payback period is the time taken to fully recover the initial investment. It is one of the most
commonly used methods for evaluating initial investments [53]. The payback period PB is

calculated using the following equation:

(1+0)PF—1
Sav (1 + ()PB

where By, is the annual energy bill saving. Invt is the initial investment of the TES. i is the

—Invt =0 (3-2)

prevailing interest rate.
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3.4 Modelling and simulation of heat-prosumer-based DH systems with
TESs

This section briefly introduces the method to address the second research question - Question

2: Which TES solution is superior for heat-prosumer-based DH systems? A more

comprehensive description of the methods can be found in Paper 2.

Firstly, detailed Modelica models were developed for the candidate systems and the reference
system proposed in Section 3.2. These models were obtained by connecting model components,
including the MS, buildings, DHS, WTTES, and BTES system. The Modelica Standard Library
[54] and the Modelica Library of IBPSA Project 1 [55] were used to build these model
components. Afterwards, the developed models were simulated in the Dymola environment,
and the results were evaluated using the proposed indicators in Section 3.3. The information on

the model components and the simulation scenarios are presented in the text below.

3.4.1 Main substation model

The MS connected the central DH system to the regional DH system. It had two functions. First,
it supplemented the heat supply when the DHS could not cover the heat demand. Second, it
further boosted the supply temperature when the supply temperature from the DHS was
insufficient for the building system. The MS component was assembled by the following
elements: HE, connecting pipelines of the central DH system, and connecting pipelines of the

prosumer's regional DH system. The model structure is illustrated in Figure 3-3.

To central DH system

To regional DH system

(-
| o

¥ HE

Fromregional DH system <- - E

From central DH system
Legend

——— Water pipeline "‘E" Temperature sensor — — - Informationline

Figure 3-3. Main substation model (source: Paper 2)
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3.4.2 Buildings model

A single-equivalent building model was used to represent the overall performance of all the
buildings. The properties of the equivalent building were obtained by summing or averaging
the properties of individual buildings. For example, the area of the exterior wall of the
equivalent building was calculated by summing the corresponding values for all the buildings,
and the U-value of the exterior wall of the equivalent building equalled the weighted average
value of the corresponding values of all the buildings. The equivalent building model enabled
increased computational efficiency, while maintaining simulation accuracy. As illustrated in
Figure 3-4, the building model contained six modules: building envelope, internal heat gain,

SH system, DHW system, ventilation system, and weather.

Hot water

> » - t Radiator
Heat exchanger N 1
Fresh water 1
= a Solar radiation ! - .
a e a =& == o
£ _ D—sends ~ Al
1S o | s Heat exchanger Pump Pressurization
- ! 2 =
| » a
DHW system 7 i e
|

From DH

1 SH system
Indoor air
. beea

5. g —

Exterior walls and windows ! '»‘
Interior walls
u Internal heat gian

Weather ogo
i -
| ‘ .8
Legend S| :
Heat flow et i . @
Air flow Eae ol Pl e
Water flow ——
Information flow — » — Building envelope Ventilation systen

Figure 3-4. Buildings model (source: Paper 2)

3.4.3 Distributed heat source model

In this study, a waste heat recovery facility for a DC was selected as the example DHS. The
reason for this was because a real DH system with a DC as the DHS is located at the author's
university, and detailed measurement data could be achieved from the university's energy
management platform. The model structure of the DC waste heat recovery system is illustrated
in Figure 3-5. The key components were an HP and a cooling tower. The HP connected DC's
cooling system to the campus DH system. Its evaporator side produced chilled water for the

cooling system, meanwhile, its condenser side fed waste heat into the campus DH system. The
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cooling tower was used to guarantee the safe operation of DC's cooling system. It started to

work when the incoming water temperature at the condenser side exceeded the safety level.

Cooling
tower

| S

Fromregional DH system To regional DH system

To DC cooling system FromDC cooling system
Legend

———  Pipeline % Temperature sensor
Figure 3-5. DC waste heat recovery system model (source: Paper 2)

3.4.4 Thermal energy storage systems model

A WTTES model and a BTES system model were developed. To achieve high charging and
discharging heat flow rate, a direct connected WTTES, without HE to transfer heat between the
water of the DH network and the water inside the tank, was used. As illustrated in Figure 3-6,
the WTTES model used several sections to represent stratification, and the thermal dynamics
of each section were described by the laws of energy conservation.
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Connect to high
temperature side

Connect to low

2
temperature side Ll/

Figure 3-6. WTTES model (based on the user's guide of the AixLib library [56])

In addition, as illustrated in Figure 3-7, the key components of the BTES system model were
HP, water pump, pressurization system, and BTES (borehole field). The borehole field
consisted of parallel-connected U-tube borehole heat exchangers, with a uniform depth and
distance. The borehole field model calculated the thermal dynamics using an axial discretized

resistance-capacitance network.

To regional DH system Fromregional DH system
HP
A Y
Pump %
-

BTES

4’
Pressurization

Legend
——  Pipeline

Figure 3-7. BTES system model (source: Paper 2)
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3.45 Simulation scenarios

Four simulation scenarios were designed, representing the proposed candidate systems and the
reference system in Section 3.2. The system models of these scenarios were built using the
model components described in Sections 3.4.1-3.4.4. The operation strategies of these scenarios

were introduced as follows.

The reference scenario Ref was used as the benchmark. The control system of this scenario
included two levels: the heat source level and the building level. As illustrated in Figure 3-8,
the heat source level was serviced for the MS and the DHS (waste heat recovery facility of the
DC). For the control system of the MS, a proportional-integral (P1) controller was used to track
the reference signal of the secondary side supply temperature by adjusting the primary side
water flow rate. The reference signal of the secondary side supply temperature was generated
by a weather compensation (WC)-based controller. The PI controller in combination with the
WC-based controller performed the tasks using a PI function and a WC function, respectively.
For the control system of the DC, a PI controller was used to track the reference signal of the
evaporator side outlet temperature by adjusting the HP's power input. The reference signal of
the evaporator side outlet temperature was determined by the cooling system of the DC. The
building level control system, as illustrated in Figure 3-9, served for the SH system and the
DHW system inside the building. There was one building substation consisting of two HES, one
was for the SH system and the other one was for the DHW system. For the control system of
the SH system, a Pl controller was used to track the reference signal of the secondary side
supply temperature by adjusting the primary side water flow rate. The reference signal of the
secondary side supply temperature was generated by a WC-based controller. In addition, a Pl
controller was used to track the reference signal of the indoor air temperature by adjusting the
secondary side water flow rate. For the control system of the DHW system, a PI controller was
used to track the reference signal of the tap water side outlet temperature by adjusting the DH

side water flow rate.
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Figure 3-8. Heat source level control system (based on Paper 2)
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Figure 3-9. Building level control system (based on Paper 2)
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Scenario Ref+WT presented the candidate system with the WTTES. Compared with the control
system of the reference scenario, a TES level with the control system for the WTTES was
added. As illustrated in Figure 3-10, the control system of WTTES used a switch controller to
switch the signals between the heating season and the non-heating season. In both the heating
season and the non-heating season, a PI controller was used for shifting the heat load. However,
in the non-heating season, a P1 controller was used to solve the mismatch problem by adjusting
the charging and discharging water flow rate, based on the deviation between the measured
buildings' heat demand and DC's waste heat supply. In the heating season, a Pl controller was
used to shave the peak load above the predefined threshold by adjusting the charging and
discharging water flow rate. In addition, the charging process on the source side and the
discharging process on the user side were not conducted simultaneously i.e. a charging process
on the source side meant no action on the user side and vice versa. These opposite signals were
generated by the control component of the signal processing block by reversing the input signal
to get the output signal.

Scenario Ref+BTES presented the candidate system with the BTES. Compared with the control
system of the reference scenario, a TES level with the control system for the BTES was added.
As illustrated in Figure 3-10, the control system of BTES used a switch controller to switch the
signals between the heating and non-heating seasons. During the heating season, a Pl controller
was used to shave the MS's heat load to a predefined threshold by adjusting the HP's power
input. However, during the non-heating season, the HP was on the OFF status with a power
input of zero. In addition, an ON-OFF controller was used to manipulate the status of HE's
water valves, with the ON and OFF statuses for the non-heating and heating season,
respectively. Meanwhile, a NOT gate controller was used to manipulate the status of HP's water

valves by reversing the status signal coming to the HE's water valves.

Scenario Ref+WT+BTES presented the candidate system with both the WTTES and the BTES
system. Compared with the control system of the reference scenario, a TES level with the
control systems for the WTTES and the BTES was added. The control logic of the TES level
was identical to Scenarios Ref+WT and Ref+BTES, except for the predefined thresholds. As
illustrated in Figure 3-11, the peak load was divided into two parts: the upper and bottom parts.
The upper-part peak load appeared only at peak hours and was shaved by the WTTES; while

the bottom-part peak load could last for several days and was shaved by the BTES system.
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Figure 3-10. TES level control system (based on Paper 2)
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Figure 3-11. Heat load duration curve

3.5 Modelling and optimization of heat-prosumer-based DH systems with
TESs under dynamic heating price market

This section followed the research results of Section 3.4, by which the WTTES was identified

as a preferred TES solution. It introduces the methods to address the third and fourth research

questions- Question 3 and Question 4, which is "What is the economically optimal size for the

selected TES?" and "What is the economically optimal distribution temperature for heat-

prosumer-based DH systems with TES?", respectively. A comprehensive description of the

work is presented in Paper 3 and Paper 4.

Firstly, an economic optimization problem was formulated to minimize the energy cost of heat-
prosumer-based DH systems with WTTESs. Afterwards, the size parameter of WTTES was
swept when solving the optimization problem to obtain the optimal storage size considering the
trade-off between the payback period and the heating cost saving. Finally, the optimal
distribution temperature for the heat-prosumer-based DH system with the WTTES was
investigated. Different from the detailed model used for the simulation task in Section 3.4, this
section developed a simplified Modelica model for optimization, aiming to achieve high
computational tractability and numerical stability. The developed simplified model was
processed in the JModelica.org platform facilitating the optimization task.

3.5.1 Formulation of the optimization problem

As introduced in Section 2.2, the developed generalized heat pricing model included the EDC
and the LDC, which were determined by heat use and peak load, respectively. To optimize

prosumers’ eCONoMic performance, the optimal operation strategy should minimize prosumers’
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heat use from the central DH system by increasing the self-utilization rate of the heat supply
from the prosumer's DHSs, meanwhile, it should minimize the prosumers’ peak load. In
addition, the operation should track the reference indoor temperature by minimizing the
deviation between the simulated indoor temperature and its reference value. To achieve the
above goals, a multi-objective dynamic optimization problem was formulated as Equations
(3-3), (3-4), (3-5), (3-6), and (3-7):

Minimize:
ty ) . tr 2
[ EP@ - 0@t + 1P Qo+ [ a0 - T 0t (3-3)
to to
subject to:
Q(t) = Qpea (3'4)
F(t,z(t)) =0 (3-5)
Fo(to,z(t)) =0 (3-6)
zp < Z(t) <zy (3_7)

where the first and second term of Equation (3-3) is the EDC and the LDC heating cost,
respectively. The last term of Equation (3-3) is the deviation between the achieved indoor
temperature and its reference value, which aims to take the advantage of building thermal inertia
by softening the constraint of the indoor temperature. EP(t) and LP is the heating price for the
EDC and the LDC, respectively. Q(t) is the heat supply flow rate from the central DH system
to the heat prosumer and Q,., is the corresponding peak load. Ty, (t) and T,/ (t) are the
achieved indoor temperature and its reference value, respectively. Equation (3-5) defines the
dynamics of the heat-prosumer-based DH system with WTTES, and Equation (3-6) specifies
the initial conditions of this system. z € R"™z are the time-dependent variables, including the
manipulated variables u € R™u, the differential variables x € R"x, and the algebraic variables
ye RY.z, € [—00,00]" and z;; € [—o0, 0]"z represent the lower bounds and upper bounds,

respectively.

This dynamic optimization problem contained manipulated variables that represented heat-
supply-side and heat-demand-side management. For the heat-supply-side management that
aimed to optimize the DH system's distribution temperature, the manipulated variables were the

supply temperature and the water mass flow rate of the MS. For the heat-demand-side

38



METHODOLOGY

management that responded to the heat-supply-side management, the manipulated variables
were the water mass flow rate of the buildings and the heat flow rate from the radiator to the
buildings. In addition, to conduct the optimal sizing of TES, in Paper 3 different size
parameters for the WTTES were swept and the optimization problem was computed multiple

times.

As introduced above, the optimization problem used a simplified model. The system dynamics
defined in Equation (3-5) included the dynamics of the building, WTTES, and pipelines. The
energy and mass flow exchanged between these components were described by Equations (3-8),
(3-9), (3-10), (3-11), and (3-12) as:

Q) = Qur1 + Quez (3-8)
Quer + Quez + Qous = Qpui + Qres + Quosses + Quosspip (3-9)
Qup1 = € Myg; - (Tug1sup — The1ret) (3-10)
Quez = € Mypa * (Tuez,sup = ThEzret) (3-11)
Qpns = ¢ " Tpys - (Tous,sup = Tous;ret) (3-12)

where mygq, Myg,, and mpyg are the mass flow rates of HE1, HE2, and DHS, respectively.
Oug1, Oyez, and Qpys are the heat flow rates of HE1, HE2, and DHS, respectively. Qpgs is the
charging (positive values) and discharging (negative values) heat flow rate of the WTTES. Qg.;
is the heat demand of buildings. onss,TEs and Qloss,pip are the heat loss from the WTTES and
pipelines, respectively. Tygy sup, ThEz,sup, aNd Tpyssup are the supply water temperature of
HE1, HE2, and DHS, respectively. Tygqrets Tuezrers and Tpysree are the return water

temperature of HEL, HE2, and DHS, respectively. c is the specific heat capacity of water.

The modelling methods of individual components are briefly introduced in the following

sections.

3.5.2 Simplified model for the buildings

The simplified buildings model included two parts: 1) an equality constraint that defined the
correlation between buildings' heating demand, water flow rate, and water temperature as
Equation (3-13); and 2) inequality constraints that defined the bounds of water flow rate and

water temperature as Equations (3-14), (3-15), and (3-16).
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Qpui = ¢ Mpui " Toup — Trer) (3-13)
MpyiL < Mpyi < Mpyiy (3-14)
Tsup,t = Tsup < Tsup,u (3-15)
ATgyip < ATgui = Tsup — Tret < ATpuiy (3-16)

where Qg,; is the buildings' heat demand including demand for the SH and the DHW system.
Mmp,; and ATg,; are the mass flow rate and the temperature difference of the water at the
primary side of the building's substation, respectively. Tg,,, and T are the supply and return
temperature of the water at the primary side of the building's substation, respectively. ATg,; 1,
Tsup,1» and mgy,; ;. are the lower bounds of ATgy;, Ty, and mig,;, respectively. ATgy; i, Tsyp,u:
and g, i are the upper bounds of ATg,;, Tsyp, and 1hg,;, respectively. c is the specific heat

capacity of water.

The lower bound of the supply temperature, Tg,,,, ,, should be high enough for the SH system
and the DHW system to keep a comfortable indoor temperature and avoid hygiene issues, as
defined in Equation (3-17). The lower bound of the supply temperature was defined by Equation
(3-18) for the SH system [57], and the lower bound of the supply temperature for the DHW
system was 60°C as defined in Equation (3-19), which is required by European standard
CEN/TR16355 [58]. In addition, the upper bound for the supply temperature was determined
by the supply temperature of the central DH system, which was deduced through measured
data.

Tsup,, = max(Tsyp su,i> Tsup,oHw,L) (3-17)
Tsup,SH,L =Tia+ 05" (Tsup,SH,des + Tret,SH,des -2 Tia,des)
Tia,des — Toa 1
 (iades 08 /b 4 05 (T
(Tia,des — Toa,des) ( sup,SH,des (3-18)

Tigges — T
- Tret,SH,des) ' (T.Lae#

ia,des — Toa,des

)

Tsup,prw,. = 60°C (3-19)
where Tsyp sp,1 and Teyp puw,., are the lower bound of the supply temperature for the SH and
the DHW system, respectively. T;, and T,, are the indoor and the outdoor temperature,
respectively. Tgp, sy and Tyep sy are the supply and the return temperature of the SH system,

respectively. b is a parameter depending on the characteristic of the radiator. The subscript des

refers to the design conditions.
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The lower bound of the water mass flow rate rig,,; ; is zero, and the upper bound of the water
mass flow rate mp,; ;;y is constrained by the capacity of the distribution system. In this study,
the upper bound of the water mass flow rate rp,,; ; was obtained by the measurement data. In
addition, the characteristics of the system and equipment determine the feasible region of the
water temperature difference as described in Equation (3-16). In this study, the lower bound of
the water temperature difference ATg,;; was zero, and the upper bound of the water
temperature difference ATg,,; y Was obtained by the linear regression using the measured data

as:

ATgyiy = ao + ay * Tsyp (3-20)

where a, and a, are parameters.

The buildings' heat demand, Qp,,;, includes the heat demand for the SH and the DHW system
as calculated in Equation (3-21).

Qsui = Qsu + Qpaw (3-21)
where Qg and Qpyyy are the heat demand of SH and DHW systems, respectively. Qg can be
further divided into the demand for the radiator heating system Q,,, and the demand for the

ventilation system Q,,,,, as described in Equation (3-22).
QSH = Qrad + Qven (3'22)

Considering the thermal inertia of buildings, a simplified-lumped-capacity model derived from
resistance-capacitance networks analogue to electric circuits was used to describe the building
dynamics, as defined in Equations (3-23), (3-24), and (3-25).

dTenv Tia - Tenv Toa - Tenv

C . = -
env " RL, + Ry (3-23)
Cia . dTi — Tma B Tia + Tenv - Ti + Toa B Tia + Toa B Tia + Qrad
dt Ri,m Ri,e Rwin Rven (3-24)
+ Qven + Qin
dTma Tia - Tma
Cma =" -
L T, (3-25)

where C and R represent the heat capacitance and resistance, T is the temperature. Subscripts
env, ia, oa, ma, win, and ven denote building envelopes (including exterior walls and roofs),

indoor air, outdoor air, internal thermal mass, window, and ventilation (including infiltration
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and mechanical ventilation), respectively. In addition, R; . is the heat resistance between the
indoor air and the building envelopes, R, . is the heat resistance between the outdoor air and
the building envelopes, and R; ,, is the heat resistance between indoor air and interior thermal
mass. Q;,, is the internal heat gains. All the introduced heat capacitances, thermal resistances,
temperatures, and heat flow rates in Equations (3-23), (3-24), and (3-25) are marked in Figure
3-13.

— Cia Cna —=—
R

Figure 3-12. Schematic of the simplified-lumped-capacity building model (source: Paper 3)

3.5.3 Simplified model for the water tank thermal energy storage

A one-dimensional and uniform-grid model was used to describe the dynamics of the WTTES.
The model divided the tank into n sections as shown in Figure 3-13. The thermal dynamics of

each section were described as Equations (3-26) and (3-27).

2 A dT;
C:p-Axs: AX dt
=c Myse Ty —T)) + ¢ Mgey * (Tie1 —T)) —U (3-26)
€ Axs
'P'Ax'(Ti_Tamb)"i'W' (Tis1 —2-T; + Tiq)
C.Iloss,TES,i =U-P-Ax - (T; — Tamp) (3-27)

where, T; is the water temperature of the ith node. Axs and P are the cross-sectional area and
the perimeter of the tank, respectively. Ax is the length of each section. ri,,, and m,, are the
water mass flow rate from the heat source side and the user side, respectively. T,,,;, is the

ambient temperature. U is the U-value of the tank wall. € is a parameter representing the
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combined heat transfer effect of water through diffusion, conduction, and mixing due to

turbulent flow. §,,5s TEs,; IS the heat loss of the ith section. p is the density of water.

Msour Tsou,in

Myser Tuse,out

n-1

Heat source side i+l

e Heat user side
i-1

A 4

Msows Tsou,out

2
D S A

le.Se’

use,in

Figure 3-13. Diagram illustrates the spatial discretization for a thermocline tank (source:
Paper 3)
3.5.4 Simplified model for the pipelines

The pipelines model described the heat loss to the ground, including the heat loss from the

supply pipes and return pipes. The model is presented as Equations (3-28), (3-29), and (3-30).

Qloss,pip = Qloss,pip,sup + Qloss,pip,ret (3'28)
—R.- ATpip,ret

. (Rg + Rl) ) ATpip,sup

Qloss,pip,sup =L-m-d- (Rg n Ri)z — Rcz (3-29)
. (Ry+R) "ATyipret — R “ATy,

Qloss,pip,ret =L-m-d- g . plpret . DRTeD (3-30)

(Ry + R)? — R
where Qs pip: Qross,pip,sups ANd Qross pip rer are the total heat loss from pipes, the heat loss
from supply pipes, and the heat loss from return pipes, respectively. L is the route length for the
pair of pipes. d is the outer pipe diameter. R;, R;, and R, are the resistances for insulation,
ground, and coinciding, respectively, and they can be obtained by Equations (3-31), (3-32), and

(3-33). In addition, AT, and ATy ¢ are the temperature difference for the supply pipe

ip,sup
and the return pipe, and can be obtained by Equations (3-34) and (3-35):
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d D
Ri=g7Ing (3-31)
d 4-h
4 3-32
Rg 22 In D ( )
d 2-h
—_— . 2 0.5 3_33
Re=s ()" +D™) (3-33)
ATpip,sup = Ipip,sup — Tgrou (3-34)
ATpip,ret = Tpip,ret - Tgrou (3-35)

where D is the outer insulation diameter, h is the distance between the pipe centres and the
ground surface, s is the distance between pipe centres, and A and A; are the heat conductivity
for the ground and insulation. In addition, Ty, is the ground temperature. Ty, sup aNd Ty ret

are the water temperature in the supply pipe and the return pipe, respectively.

3.5.5 Simulation scenarios

Two groups of simulation scenarios were proposed to address the research questions Question
3 and Question 4, respectively.

To identify the economically optimal size of the WTTES, a group of scenarios were designed
with different storage capacities of WTTES. The storage capacity meant the maximum
discharging time for a WTTES under the discharging heat flow rate equals buildings' annual
average heat demand. Eight scenarios including the reference scenario were proposed as listed
in Table 3-1. The reference scenario, Ref, represented the DH system without any TES. The
other scenarios represented the WTTES solutions with storage capacities ranging from three
hours to one week. The WTTESs were cylinder-shaped. All the tanks had the same height,

while the diameters were modified to provide certain storage capacities.
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Table 3-1. Information for the scenarios with different storage capacities (source: Paper 3)

Scenario abbreviation Storage capacity

(hour)

Ref N/A
3h 3

6h 6
12h 12
1d 24
3d 72
5d 120
7d 168

In addition, to identify the economically optimal distribution temperature of heat-prosumer-
based DH systems with TES, another group of scenarios were designed. These scenarios used
an identical operation strategy proposed in Section 3.5.1, while applying different levels of the
distribution temperatures. The basic information of these scenarios is presented in Table 3-2,
and the corresponding supply temperatures are illustrated in Figure 3-15. The upper bound in
Figure 3-15 was determined by the supply temperature of the central city DH system, and the
lower bound was obtained by Equation (3-17). As presented in Table 3-2, Scenarios H-Temp,
M-Temp, and L-Temp presented the distribution temperature levels of the 2", 3", and 4%
generation DH systems, respectively. These three scenarios were used as the benchmarks. In
contrast, Scenario Op-Temp had the highest flexibility in the distribution temperature, and it
was an improved scenario compared to the benchmark scenarios. Simulation outputs obtained
from the scenario Op-Temp were designed to compare with the benchmark scenarios, and the

comparison results were used to conclude the research.
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Table 3-2. Information for the scenarios with different distribution temperatures (source:

Paper 4)

Abbreviation

Feasible region of the
supply temperature

Note

Region Op-Temp in

This scenario had the largest feasible region with
the highest flexibility in supply temperature. It was

Op-Tem Figure 3-15, rangin . . .
P P g ging an improved scenario that obtained the
from 50°C to 120°C. . . o
Economically Optimal Distribution Temperature.
Region H-Temp in This scenario had a high supply temperature that
H-Temp Figure 3-15, ranging represented 2™ generation DH systems. It was a
from 100°C to 120°C.  benchmark scenario.
Region M-Temp in This scenario had a medium supply temperature
M-Temp Figure 3-15, ranging that represented 3 generation DH systems. It was
from 80°C to 100°C. a benchmark scenario.
. . This scenario had a low supply temperature that
Region L-Temp in h .
L-Tem Figure 3-14. rangin represented 4™ generation DH systems. It was a
P g - fanging benchmark scenario, which obtained the Lowest
from 50°C to 80°C. o
Distribution Temperature.
e Upper bound Bound 1 Bound2 = = Lower bound
120
110 4 H-Temp
E’i 100
o
£ 90 4 M-Temp
= Op-Temp
S 80 4
W ~
O
= ~ L-Temp
= ~
= 60 < ~<
w -
-
50 o TV RS U R S RIS R R PR PRy
40 T T T T T T T T T ]
-20 -l6 -12 -8 -4 0 1 8 12 16 20

Outdoor temperature (°C)

Figure 3-14. Feasible region of supply temperature for the four scenarios (source: Paper 4)
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3.6 Modelling and simulation of space heating systems inside buildings

This section introduces the methods to address the last research question - Question 5: How
can rule-based control strategies be used to operate heating systems inside buildings? A

comprehensive description of the work is presented in Paper 5.

Firstly, a detailed Modelica model was developed to support the simulation of the demand side.
The model components included building envelopes and an SH system. The Modelica Standard
Library [54] and the Modelica Library of IBPSA Project 1 [55] were used to build these model
components. Afterwards, simulations were conducted in the Dymola environment, and the
simulation results were used to map the correlation between the supply temperature and the

return temperature of the SH system. The following parts will briefly introduce the above steps.

3.6.1 Building envelope model

The building envelope model described the dynamics of building envelopes, including heat
transfer between neighbouring rooms, heat gain from solar radiation, heat gain from radiators,
heat loss to the outdoor environment, and heat loss from infiltration. The model is illustrated in
Figure 3-15. In this model, the apartment was assumed of 70 m? and with five rooms, including
a living room, a children room, a bedroom, a bathroom, and a kitchen. Detailed information on

these assumptions is explained in Section 4.2.
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Figure 3-15. Building envelopes model (source: Paper 5)

3.6.2 Space heating system model

The SH system model defined the dynamics of the SH system inside buildings. The main
components included radiators, thermostatic valves, and pipelines. The model structure is
illustrated in Figure 3-16. In the model, the supply water from the building substation went
through the radiators, afterwards, the return water from the radiators went back to the building

substation. The thermostatic valves received the indoor air temperature signal and adjusted their

opening.
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Figure 3-16. SH system model (source: Paper 5)

3.6.3 Simulation scenarios

To test different control strategies and map the correlation between the supply temperature and
the return temperature of the SH system, six simulation scenarios that aimed at different goals,
i.e., achieving the low supply temperature or the low return temperature, were developed. The
control frameworks of these scenarios were divided into two levels: the building level and the
room level. The building level control was to provide the setting value for the secondary side
supply temperature of the building substation. The room level control aimed to maintain the
reference indoor temperature by adjusting the water mass flow rate of the radiator. All these
control strategies kept a constant pressure difference at the secondary side of the building

substation. The control strategies of these scenarios are briefly explained as follows.
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The control strategy of Scenario TS_PI_NL is illustrated in Figure 3-17. For the building level
control, a Pl controller was used to track the reference signal of the indoor temperature by
adjusting the secondary side supply temperature. For the room level control, a Pl controller was
used to track the modified reference signal of the indoor temperature by manipulating the
opening of the water valve of the radiator. The modified reference indoor temperature used in
the room level control was slightly higher than the one used in the building level control,
therefore, the setting temperature at the secondary side of the building substation was always
insufficient for the radiator, and hence the radiator water valve was kept fully open during the
whole process. This scenario featured the lowest possible supply temperature accompanied by

the highest possible water flow rate.

Building Level Control Room Level Control
M) IR
V\ T @ Ti n_air_ref V .
PI controller Wi e O PI controller .i‘
— <
&
TZ cd_sup_set Oval_set =

i

Substation Rooms
Legend:
Tin_awrrer reference signal of the indoor air temperature
Tin air re 7 modified reference signal of the indoor air temperature
Tin_awr_mea measured value of the indoor air temperature
Taca sup. set sefting signal of'the secondary side supply temperature of the

building substation

Oyal set sefting signal of'the opening of the water valve

Figure 3-17. Control strategies for Scenarios TS_PI_NL and TS_PI_WL (based on Paper 5)
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The control strategy of Scenario TS_TC_NL is illustrated in Figure 3-18. Different from the
building level control of Scenario TS_PI_NL using a feedback controller, it applied a
feedforward controller to compute the setting signal of the secondary side supply temperature.
The feedforward controller, namely the WCC-based controller, calculated the theoretical lowest
supply temperatures under different outdoor temperatures based on a function that considered
the behaviours of the building and radiators. In addition, different from the room level control
of Scenario TS_PI_NL using the modified reference indoor temperature, this scenario used the
original reference indoor temperature. Therefore, the opening of the water valve was adjusted
according to the measured indoor temperature. This scenario featured the theoretical lowest
supply temperature with a high water flow rate. However, since the WCC-based controller
considered neither building dynamics nor internal/solar heat gain, the theoretical lowest supply

temperature was always higher than the one observed in Scenario TS_PI_NL.

Building Level Control Room Level Control
+ —_
)
J ) 1 v u
WCC-based g
T, ; Tin ai PI controller !
controller aut_air in_air_ref ,E‘
=
\l/ TZCd,sup,set Oual_set =

i

Substation Rooms
Legend:
Tout air outdoor air temperature
Tin_air rer reference signal of the indoor air temperature
Tin_air mea measured value of the indoor air temperature
Tacq sup set setting signal of the secondary side supply temperature of the
building substation
Oyai set sefting signal of the opening of the water valve

Figure 3-18. Control strategies for Scenarios TS_TC_NL and TS_TC_WL (based on Paper 5)
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The control strategy of Scenario TR_PI TC is illustrated in Figure 3-19. Similar to the building

level control of Scenario TS PI NL, it used a feedback controller to compute the setting signal

of the secondary side supply temperature. However, the controlled variable was the return

temperature. This control strategy aimed to achieve low return temperatures by using low

reference values. In addition, for the room level control, it was identical to Scenario 7S _TC NL

that used a PI controller to track the reference indoor temperature. This scenario featured a low

return temperature.

Building Level Control

Room Level Control

T 1 (1 u
£
PIcontroller | |T2ca retref Tin_airres || PIcontroller il
S
!
Tch_sup_set Oval_set =
1'.> !ﬂ °
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i 2cd_ret_mea
Legend:
Toca ret ref reference signal of the secondary side return temperature of the
building substation
T. S afaranca cional AfFtha indAanr air famnarafiiera
Snm_awrej ACiICICLIVG D1 1dl U1 Ui aiuvvulL an \cujyclauuc

Tin_air mea

measured value of the indoor air temperature

TZ cd_sup_set

setting signal of the secondary side supply temperature of the
building substation

Oval_set

setting signal of the opening of the water valve

Figure 3-19. Control strategies for Scenarios TR_PI TC and TR_PI TV (based on Paper 5)

The control strategy of Scenarios 7S PI WL and TS TC WL was identical to that of Scenarios

TS PI NL and TS TC NL, respectively, except that a lower bound was added to restrict the

setting signal of the secondary side supply temperature in the building level control. This lower

bound was defined based on the European standard CEN/TR16355 [58], which requires the
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minimum supply temperature to avoid legionella issues of the DHW system. In addition, the
control strategy of Scenario TR_PI_WC was identical to that of Scenario TR_PI_NC, except
that the reference return temperature was adjusted from a constant value to a variable that was

negatively correlated to the outdoor temperature.
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4  CASESTUDY

This chapter briefly introduces the case studies of the thesis. Firstly, the case study of a DH
system at a university campus in Norway is introduced. This campus DH system was used for
the study of the supply side of heat-prosumer-based DH systems. Afterwards, the case study of
a typical SH system for Norwegian apartments is described. This typical SH system was used
for the study of the demand side of heat-prosumer-based DH systems.

4.1 DH system at a university campus

A campus DH system in Trondheim, Norway, was chosen as the case study. As illustrated in
Figure 4-1, the campus DH system is a prosumer with DHS and heat users. The DHS is the
university DC, which recovers the condensing waste heat from its cooling system. The heat
users are buildings at the campus with a total building area of 300,000 m?. The campus DH
system is connected to the central DH system via the MS. According to the measurements from
June 2017 to May 2018, the total heat supply for the campus DH system was 32.8 GWh. About
80% of the heat supply came from the central DH system through the MS. The other 20% came

from the waste heat recovery from the DC.

The campus DH system demonstrates the potential of heat-prosumer-based DH systems that
utilize DCs' waste heat, which reaps significant economic and social benefits. However, the
system is facing the following problems: 1) the mismatch between the heat supply from DC
and the heat demand of buildings; and 2) high peak load, which results in a large amount of
money paid for it. As shown in Figure 4-2 (a), the building heat demand fluctuated between 0
MW to 14 MW for the studied year, in contrast, the waste heat recovery was more stable with
an almost constant heat flow rate of 1 MW. The mismatch between the waste heat recovery and
the building heat demand results in surplus waste heat recovery that cannot be utilized by the
campus DH system, especially during the warm period. As shown in Figure 4-2 (b), about 1.7
GWh out of 8.7 GWh recovered waste heat became surplus heat supply, accounting for 20% of
the total waste heat recovery. The surplus waste heat is supplied to the central DH system
through the MS, however, the university does not get any benefit from this heat supply, because
the local heat pricing models have not yet supported the reverse heat supply from heat users to
the central DH system. In addition, as shown in Figure 4-2 (a), the building heat demand was

not equally distributed and there were peak loads. The maximum building heat demand was 14
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MW and it was about four times higher than the annual average level. The heat pricing model
used by the local DH company considers the peak loads, and about 20% of the university's

heating cost is linked to the peak load.

Considering the above facing problems, this thesis provides solutions to improve the economic
performance of the campus DH system, by introducing TES and optimizing the operation of
the campus DH system as described in Chapter 3. Detailed information on this campus DH
system, including the building properties and the local heat pricing model, can be found in

Paper 2, Paper 3, and Paper 4.
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Figure 4-1. Campus district heating system (source: Paper 2, Paper 3, and Paper 4)
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Figure 4-2. Heat demand and waste heat supply (source: Paper 4)

4.2 Typical space heating system under Norwegian conditions

To study the demand side, a typical SH system was proposed based on the conditions of the
Norwegian apartments. The following two steps were conducted to design this typical SH
system. Firstly, a reference apartment was developed. Based on the data from Statistics Norway
[59], the Norwegian statistics bureau, an apartment built around the 1970s or 1980s, of 60-79
m?, and with 4-6 rooms can represent the conditions of a typical apartment in Norway [60, 61].
Therefore, the reference apartment was assumed of 70 m? and with five rooms, including a
living room, a children room, a bedroom, a bathroom, and a kitchen. In addition, the thermal
properties of the reference apartment were set according to the Norwegian building code
TEK®69. Secondly, a typical SH system was developed to service the reference apartment. The
principles to design this typical SH system were 1) each room had one radiator located under
the exterior window of the room, and 2) the radiators were sized with oversizing ranging from

15% to 25% according to the investigation research [27].

The reference apartment and the typical SH system are illustrated in Figure 4-3. The rooms'
heat loads under the design outdoor temperature and the radiators' heating capacities under the
design condition are presented in Table 4-1. More detailed information on the typical SH

system and the reference apartment can be found in Paper 5.
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Figure 4-3. Reference apartment (based on Paper 5)

Table 4-1. Heat loads of rooms and heating capacities of radiators.

Room Heat load under design Radiator's heating capacity Radiator
outdoor temperature under design conditions oversizing
(W) W) (%)
Living room 770 874 14
Children room 520 608 17
Bedroom 520 608 17
Bathroom 352 431 22
Kitchen 360 415 15
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S) RESULTS AND DISCUSSION

This chapter explains the key findings of the thesis, moreover, research questions from
Question 2 to Question 5 are answered. The findings addressed optimal design and operation
of heat-prosumer-based DH systems, taking into account both the supply and demand sides.
Therefore, a whole package of solutions that aimed to improve heat-prosumer-based DH

systems' economic performance under unidirectional heating markets is presented.

5.1 Superior TES solution for heat-prosumer-based DH systems

This section summarizes the key findings of the research in Section 3.4 on the economic
performance of the candidate systems. To begin, the peak loads and energy uses of the four
scenarios introduced in Section 3.4.5 are compared. These scenarios included the reference
scenario, Ref, that represented the system before introducing any TES, and three improved
scenarios, Ref+WT, Ref+BTES, and Ref+WT+BTES, that represented the systems after
integrating a WTTES, a BTES system, and both a WTTES and a BTES system, respectively.
Following this, the results on the economic performance of these scenarios are investigated,
assisting the analysis of the impacts of the TES solutions on the performance of heat-prosumer-
based DH systems. Finally, this section answers the second research question of this thesis-
Question 2: Which TES solution is superior for heat-prosumer-based DH systems? More

detailed results can be found in Paper 2.

5.1.1 Candidate systems' energy performance on peak load and energy use

Figure 5-1 presents the heat load duration curves for the four scenarios, which is used for the
analysis of the peak load. Figure 5-2 illustrates the energy use of the four scenarios, which is

for the analysis of the energy use.

From Figure 5-1, it can be found that compared with the reference scenario (Ref), the scenario
that introduced a WTTES (Ref+WT) shaved the peak load significantly from 11.7 MW to 8.2
MW, a shaving of 30%. However, as shown in Figure 5-2, introducing a WTTES did not bring
any benefit on energy use saving, as observed that there was no obvious difference in annual
heat use and electricity use between Scenario Ref+WT and Ref. In contrast, it can be found that
introducing a BTES system reduced the annual heat use from 25.1 GWh to 22.8 GWh, a saving

of 9% when comparing Scenario Ref+BTES to Scenario Ref. However, Scenario Ref+BTES
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achieved less peak load shaving effect than Scenario Ref+WT, with a peak load shaving of 14%
from 11.7 MW to 10.0 MW. Moreover, introducing the BTES system caused an extra electricity
use of 0.9 GWh per year due to the introduction of the ground source HP. In addition, Scenario
Ref+WT+BTES achieved high performance on both the peak load shaving and heat use saving.
Compared to Scenario Ref, it shaved the peak load from 11.7 MW to 7.5 MW, a shaving of
36%, which was the best peak load shaving effect among all the scenarios with TES.
Meanwhile, it reduced the annual heat use from 25.1 GWh to 23.0 GWh, a saving of 9%, which
was the second-best heat use saving effect after Scenario Ref+BTES. However, same as
Scenario Ref+BTES, introducing the BTES system increased the annual electricity use by 0.9
GWh due to the introduction of the ground source HP.
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Figure 5-1. Heat load duration diagram for the four scenarios (source: Paper 2)
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Figure 5-2. Annual heat and electricity use for the four scenarios (source: Paper 2)

5.1.2 Candidate systems' economic performance on energy cost and payback period

The initial investment of different TES solutions is shown in Figure 5-3. The resulting energy
bills of the four scenarios are presented in Figure 5-4, and the payback periods for different
TES solutions are shown in Figure 5-5. From Figure 5-3, it can be found that introducing a
WTTES had the lowest investment of 11.9 million NOK®. Introducing a BTES system would
increase the investment to 18.6 million NOK, an increase of 56% compared to the WTTES.
The scenario with both the WTTES and the BTES system had the highest investment of 30.6

million NOK, an increase of 156% compared to the WTTES scenario.

Moreover, as shown in Figure 5-4, both the WTTES and the BTES system could save energy
bills. Scenario Ref+WT saved 5% of the annual energy bill compared to the reference scenario
(Ref). This saving arose only due to the reduction of the LDC heating cost, which was brought
by the peak load shaving effect of the WTTES. Similarly, Scenario Ref+BTES saved 6% of the
annual energy bill. This bill saving came from the reduction in both the LDC and EDC of the
heating cost, which was caused by the peak load shaving and mismatch reliving effects of the

BTES system, respectively. Moreover, Scenario Ref+WT+BTES achieved the highest energy

1 The currency rate between NOK and EUR can be found from https://www.xe.com/, in this study 1 EUR=10
NOK.
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bill saving, reducing the bill by 8%, due to the full use of the advantages of both the WTTES
and the BTES system.

35 -
&30 -
z
o 25 1
8
= 20 -
g
g 15 4
g
g 10 1
=4
g 5|

0 T T

Ref+tWT Ref+BTES Ref+WT+BTES
Figure 5-3. Investment for TES scenarios (based on Paper 2)
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Figure 5-4. Annual heat and electricity bills for the four scenarios (source: Paper 2)

In addition, as shown in Figure 5-5, Scenario Ref+WT had the shortest payback period of 12
years. In contrast, Scenario Ref+BTES and Ref+WT+BTES had longer payback periods of 17
and 20 years, respectively, although they had better annual energy bill savings. These long

payback periods were due to the high initial investment of the BTES system.
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Figure 5-5. Payback period for the three TES scenarios (source: Paper 2)

5.1.3 Answer to Question 2

Based on the above findings, the overall economic performance of different scenarios is

presented in Figure 5-6. Accordingly, the second research question can be answered.
Question 2: Which TES solution is superior for heat-prosumer-based DH systems?

Answer: The superior TES solution is determined by the economic conditions as well as the
economic strategies of the heat prosumer. For the situation with limited investment and a
propensity for a short payback period, introducing a WTTES may be a superior TES solution.
However, for the situation with ample investment and a propensity for low operating cost,
introducing both a WTTES and a BTES system may be a superior TES solution. Moreover,
introducing a BTTS system may be a compromised solution that could reduce the energy cost
considerably, while demanding a moderate amount of investment and recovering the

investment within 20 years as well.

This study preferred the solution that demanded less investment, while receiving a considerable
amount of energy-cost-saving, therefore, the candidate system with WTTES, Ref+WT, was

selected.
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Figure 5-6. Economic performance of different scenarios (based on Paper 2)

5.2 Economically optimal size for the selected TES

This section summarizes the key findings of the research in Section 3.5 on the economic
performance of the selected candidate system, Ref+WT, under different storage sizes. To begin,
the peak loads and energy uses of the eight scenarios mentioned in Table 3-1 are compared.
These scenarios included the reference scenario, Ref, that represented the system before
introducing any TES, and seven improved scenarios, 3h, 6 h, 12h, 1d, 3d, 5d, and 7 d, that
represented the systems after integrating a WTTES with a storage capacity ranging from three
hours to seven days. Following this, the results on the economic performance of these scenarios
are investigated, assisting the analysis of the impacts of the storage size on the performance of
heat-prosumer-based DH systems. Finally, this section answers the third research question of
this thesis - Question 3: What is the economically optimal size for the selected TES? More

detailed results can be found in Paper 3.

5.2.1 WTTES's energy performance under different storage size

Figure 5-7 presents the heat load duration of the selected candidate system, Ref+WT, under
different storage sizes. This figure is used for the analysis of the peak load. Figure 5-8 illustrates

the corresponding heat uses, which is for the analysis of the heat use.

From Figure 5-7, it can be found that compared to the reference scenario, Ref, part of the heat
load for the scenarios with WTTES was shifted from the peak hours (the area highlighted with

64



RESULTS AND DISCUSSION

red colour) to the non-peak hours (the area highlighted with green colour). This load shifting
contributed to the peak load shaving effect. Therefore, all the scenarios with WTTES had a
lower peak load compared to the reference scenario. Furthermore, the load shifting effect was
more significant for the scenarios with the larger WTTES. The maximal peak load shaving
effect was achieved with Scenario 7 d, which had the largest WTTES. The peak load was shaved
from 10.8 MW to 6.6 MW, a reduction of 39%. In contrast, the scenario with the smallest

WTTES, 3 h, had minimal peak load shaving, a reduction of only 4%.

Ref ----3h 6h ----12h ——14d -3d 5d —7d

Area shaves heat load Area receives the shaved heat load

12 -
Load shifting

0 | ———)
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0 e
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Time (hours)

Figure 5-7. Heat load duration diagram for the WTTES scenarios with different storage sizes

(source: Paper 3)

In addition, as shown in Figure 5-8, results revealed that the scenarios with the medium size
WTTES (3 h, 6 h, 12 h, and 1 d) had minimal heat use, about 26.1 GWh, a heat use saving of
0.4 GWh compared to the reference scenario, Ref. However, the scenarios with the larger
WTTES (3 d, 5d, and 7 d) had higher heat use and hence less heat use saving. These results
were due to the larger WTTES showing better performance on the mismatch relieving, and the
waste heat self-utilization rate was increased. However, the larger WTTES had higher heat loss
to the environment because of its larger heat transfer area. The overall heat use saving

performance of the WTTES depended on the sum of the above two effects. For the smaller
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WTTES, the mismatch relieving effect dominated the overall heat use performance. In contrast,
for the larger WTTES, the heat loss effect dominated the overall heat use performance.
Consequently, in this study, the WTTESs with three hours to one day's storage capacity were
the optimal storage size in terms of heat use saving.
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Figure 5-8. Annual heat use for the WTTES scenarios with different storage sizes (source:
Paper 3)

5.2.2 WTTES's economic performance under different storage size

The initial investment of WTTESs with different storage sizes is shown in Figure 5-9. The
resulting heating bills are given in Figure 5-10, and the payback periods of WTTESs under
different storage sizes are shown in Figure 5-11.

From Figure 5-9, it can be observed that the initial investment of WTTESSs increased with the
increasing storage size. From Scenario 3 h to Scenario 7 d, the initial investment increased from

1.3 million NOK to 16.2 million NOK, an increase of more than tenfold.
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Figure 5-9. Investment for the WTTESs with different storage sizes (based on Paper 3)

In addition, from Figure 5-10, it can be found that: 1) the heating cost saving mainly came from
the LDC, and 2) the larger WTTES brought more significant heating cost savings. The annual
EDC heating costs for the proposed scenarios were 15.440.1 million NOK, and the difference
among these scenarios were less than 1%. In contrast, the annual LDC heating cost ranged from
4.7 million NOK to 2.8 million NOK with the increasing storage capacity of the WTTES,
meaning a maximum difference of 39%. This significant reduction in the LDC contributed to
the total heating cost saving. As increasing the storage capacity of the WTTES, the annual
heating cost saving increased from 0.4 million NOK to 1.9 million NOK, meaning a saving of
2%-9%. In this study, despite the waste heat self-utilization rate was increased, the relieving
mismatch problem played a limited role in heating cost saving due to the original high waste
heat self-utilization rate. However, for other cases with lower waste heat self-utilization rates,

the relieving mismatch problem may contribute more to heating cost savings.
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Figure 5-10. Annual heat bills for the WTTES scenarios with different storage sizes (source:

Paper 3)

Moreover, from Figure 5-11, it can be seen that the payback periods ranged from four years to
ten years with the increasing WTTES storage size. Although the scenario with the largest
WTTES needed the longest payback period, it achieved the highest heating cost saving. In
contrast, the scenario with the smallest WTTES saved the lowest heating cost, while its payback
period was the shortest. Therefore, the prosumer should make a trade-off between the payback

period and the heating cost saving based on its own economic situation.
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Figure 5-11. Payback period for the WTTESs with different storage sizes (source: Paper 3)

5.2.3 Answer to Question 3

Based on the above findings, the overall economic performance of the selected candidate
system Ref+WT under different storage sizes are presented in Figure 5-12. Accordingly, the

third research question can be answered.
Question 3: What is the economically optimal size for the selected TES?

Answer: There is a trade-off between increasing investment (payback period) and reducing
operating costs. Therefore, the optimal storage size is impacted by the weighting of these two
sides. On one hand, larger WTTESs lead to lower operating costs, but they demand more initial
investments and thus longer payback periods. On the other hand, smaller WTTESs require less
initial investments and have shorter payback periods, but they are less effective in cutting

heating costs.

This study preferred a compromise strategy that took into account the investment (payback
time) and the operational costs equally. As a result, the medium storage size of twelve-hour

storage capacity was chosen.

69



RESULTS AND DISCUSSION

s
es
Ref
3h The selected storage size
= for WITES ofthis study
flal
T 6h
b
8
o 1d
£
& 3d
=3
o
5d
7d
High/long
7

Investment/payback period of WTTES

Figure 5-12. Economic performance of the WTTES scenarios with different storage sizes

(based on Paper 3)

5.3 Economically optimal distribution temperature for heat-prosumer-
based DH systems with TES

This section summarizes the key findings of the research in Section 3.5 on the economic
performance of the candidate system Ref+WT under different distribution temperatures. To
begin, the optimal distribution temperatures of the four scenarios mentioned in Table 3-2 are
compared. These scenarios included three benchmark scenarios, H-Temp, M-Temp, and L-
Temp, that represented the distribution temperature levels of the 2", 3", and 4™ generation DH
systems, respectively; and the improved scenario, Op-Temp, that had the highest flexibility in
the distribution temperature crossing all the benchmark scenarios. Following this, the results on
the energy and economic performance of these scenarios are investigated, assisting the analysis
of the impacts of the distribution temperature on the performance of heat-prosumer-based DH
systems with TES. Finally, this section answers the fourth research question of this thesis -
Question 4: What is the economically optimal distribution temperature for heat-prosumer-
based DH systems with TES? More detailed results can be found in Paper 4.
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5.3.1 Optimal distribution temperatures for different generation DH systems

The optimized operation trajectories, including the water mass flow rates and water
temperatures, of the campus DH system under different scenarios, can be found in Paper 4.
The following common phenomena were observed: 1) for the campus DH system, low supply
and low return temperatures were preferred and high temperatures only existed during the peak
periods; 2) for the WTTES during the warm periods, which were from June to October of 2017
and from April to June of 2018, the WTTES served for the mismatch relieving, while the
charging and discharging processes were controlled based on the states and degree of the
mismatch; and 3) for the WTTES during the cold period, which was from October of 2017 to
April of 2018, the WTTES served for the peak load shaving, and the charging process mainly
happened at the beginning of the peak periods. The first phenomenon can be explained by that
the low supply and return temperatures could reduce the distribution heat loss of the campus
DH system. The second phenomenon was due to the warm period only suffered the mismatch
problem and relieving the mismatch could bring heat use saving for the campus DH system.
The last phenomenon was due to charging at the beginning of the peak periods could serve for
the peak load shaving, meanwhile, keeping the low storage temperatures during non-peak

periods could reduce unnecessary storage heat loss.

Despite the above-mentioned shared phenomena, the optimized distribution temperatures
achieved by these scenarios varied substantially in terms of the supply temperature. Firstly, it
can be observed from Figure 5-13 that compared to the benchmark scenarios, H-Temp, M-Temp,
and L-Temp, the improved scenario, Op-Temp, had the widest distribution range on the supply
temperature, ranging from 120°C to 50°C and crossing all the benchmark scenarios. This wide
distribution can be explained by that Scenario Op-Temp took full advantage of its high
flexibility on the supply temperature to obtain optimal economic performance. Moreover, it can
be found in Figure 5-14 that the annual average supply temperatures varied substantially among
scenarios, ranging from 109°C to 59°C. However, different from the supply temperature, the
return temperatures were highly consistent among scenarios, ranging from 40°C to 60°C and

with an annual average value of about 45°C.
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Figure 5-13. Duration diagram of the distribution temperature of the four scenarios, the
supply temperature means the one with higher values among the supply temperature of HE1

and HE2 (source: Paper 4)
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Figure 5-14. Annual average distribution temperatures of the four scenarios, scenarios were
sorted based on the annual average supply temperature from the highest to the lowest from the
left side to the right side (source: Paper 4)
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5.3.2 Heat-prosumer-based DH systems' energy performance in different distribution
temperature

Section 5.3.1 showed that the distribution temperatures for different scenarios can be
distinguished by their supply temperatures. Therefore, figures in the following Sections 5.3.2
and 5.3.3 sort the scenarios based on the annual average supply temperature, from the highest
to the lowest, i.e. with the order H-Temp, M-Temp, Op-Temp, and L-Temp from the left side to
the right side. Figure 5-15 presents the heat load duration for the campus DH system under
different scenarios. Figure 5-16 illustrates the corresponding heat uses.

In Figure 5-15, the results show that decreasing the distribution temperature reduced the peak
load shaving effect of the WTTES, and thus increased the peak load of the benchmark scenarios.
As shown by the area highlighted with pink colour in Figure 5-15, the peak load of the
benchmark scenarios presented a rising trend from 10.8 MW to 11.5 MW from Scenarios H-
Temp and M-Temp to Scenario L-Temp. However, this reduced peak load shaving effect was
effectively avoided by the improved scenario, Op-Temp. Even with a low distribution
temperature, the peak load of Scenario Op-Temp was around 10.5 MW, which was the lowest
of all the scenarios.
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Figure 5-15. Heat load duration diagram for the scenarios with different distribution
temperatures (source: Paper 4)
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In addition, as shown in Figure 5-16, it can be found that the total annual heat use decreased
from 31.1 GWh to 30.4 GWh with the decreased distribution temperature. Moreover, the
improved scenario, Op-Temp, had the least heat use, which was the same as the scenario with

the lowest distribution temperature, L-Temp.
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Figure 5-16. Annual heat use for the scenarios with different distribution temperatures

(source: Paper 4)

5.3.3 Heat-prosumer-based DH systems' economic performance in different
distribution temperature

The resulting heating bills for the scenarios with different distribution temperatures are
presented in Figure 5-17. Results showed that the decreasing distribution temperature increased
the annual LDC heating cost of the benchmark scenarios, with a rising from 4.6 million NOK
to 4.9 million NOK from the high-temperature scenario, H-Temp, to the low-temperature
scenario, L-Temp. However, this rising trend was effectively avoided by the improved scenario,
Op-Temp. Even with a low distribution temperature, the annual LDC heating cost of Scenario
Op-Temp was 4.5 million NOK, which was the lowest of all the scenarios. The obtained results
on the annual LDC heating cost can be explained by the conditions of the peak load observed
in Section 5.3.2 due to the positive correlation between them. In addition, the annual EDC
heating cost decreased from 18.2 million NOK to 17.7 million NOK when decreasing the
distribution temperature. Meanwhile, the improved scenario, Op-Temp, had the lowest annual

EDC heating cost, which was the same as the scenario with the lowest distribution temperature,
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L-Temp. Similarly, the obtained results on the annual EDC heating cost can be explained by the
conditions of the annual heat use observed in Section 5.3.2 due to the positive correlation
between them.

In addition, the improved scenario, Op-Temp, achieved the best performance with the lowest
annual total heating cost of 22.2 million NOK. The scenario with the medium distribution
temperature, M-Temp, followed this performance with a higher annual total heating cost of 22.6
million NOK. In contrast, the high-temperature scenario, H-Temp, and the low-temperature
scenario, L-Temp, had the highest annual total heating costs of 22.8 and 22.7 million NOK,
which were 0.6 and 0.4 million NOK higher than Scenario Op-Temp, accounting for an increase
of 2% and 3%, respectively.
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Figure 5-17. Annual heat bills for the scenarios with different distribution temperatures

(source: Paper 4)

5.3.4 Answer to Question 4

Conclusions driven from the above analysis are as follows. Firstly, the distribution temperature
could be distinguished by the supply temperature, because the supply temperature showed
significant differences among scenarios in terms of the distribution range as well as the annual
average value. In contrast, the corresponding conditions of the return temperature were highly
consistent among scenarios. Secondly, as illustrated in Figure 5-18, for the benchmark

scenarios, which represented the temperature levels from the 2™ to the 4™ generation DH
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systems, the annual average distribution temperature was negatively correlated with the peak
load as well as the LDC heating cost, meanwhile, it was positively correlated with the heat use
and the EDC heating cost. These correlations meant decreasing the annual average distribution
temperature would reduce the heat use and save the EDC heating cost, while this decreased
temperature may lead to higher peak load and more LDC heating cost. However, for the
improved scenario, which had the highest flexibility in the distribution temperature, these two
correlations disappeared. With an annual average distribution temperature between the
scenarios that represented the 3 and 4" generation DH systems, the improved scenario
achieved the best energy performance with the lowest peak load and the least heat use, and thus

the best economic performance with the lowest heating cost.
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Figure 5-18. Performance of the campus DH system under different distribution temperatures

(based on Paper 4)
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Based on the above findings, the fourth research question can be answered.

Question 4: What is the economically optimal distribution temperature for heat-

prosumer-based DH systems with TES?

Answer: A wider feasible region on the distribution temperature guarantees a better economic
outcome for heat-prosumer-based DH systems with TES. Therefore, to improve the system's
economic performance, the highest flexibility on the distribution temperature should be
provided, unlocked by available DH technologies, i.e., the 2", 3 and 4™ generation DH

technologies for DH systems using hot water as the medium.

This study had an economically optimal distribution temperature distributed crossing the 2",
3 and 4" generation DH systems, with an annual average supply temperature between the 3

and 4™ generation DH systems.

5.4 Rule-based control strategies to operate the heating system on the
demand side
This section summarizes the key findings of the research in Section 3.6 on the operation of the
SH system inside buildings. To begin, the supply and return temperatures of the six scenarios
mentioned in Section 3.6.3 are compared. These scenarios included Scenarios TS_PI_NL and
TS_PI_WL using PI controllers to approach the lowest possible supply temperature, Scenarios
TS_TC_NL and TS_TC_WL using WCC-based controllers to calculate the theoretical lowest
supply temperature, and Scenarios TR_PI_TC and TR_TC_WL using PI controllers to obtain
the low reference return temperature. Following this, the results assisted to map the correlation
between the supply temperature and the return temperature of the SH system. Finally, this
section answers the last research question of this thesis - Question 5: How can rule-based
control strategies be used to operate heating systems inside buildings? More detailed results can
be found in Paper 5.

5.4.1 Correlation between the supply and return temperature of the SH system

The obtained results on the supply and return temperatures are presented in Figure 5-19, and
the boxplot for these temperatures is given in Figure 5-20. Based on the results in Figure 5-19
and Figure 5-20, it was discovered that the four scenarios aiming for the low supply

temperatures achieved expected results, with medians below 60°C and just a few occasions
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above 70°C. These scenarios were associated with relatively high return temperatures, with
medians of around 45°C. In contrast, the two scenarios aiming for the low return temperatures
achieved low return temperatures of lower than 40°C for most of the time, with medians of
30°C and 37°C, respectively. However, these scenarios had extraordinarily high supply
temperatures, with medians of 94°C and 72°C, respectively, and maximums of 130°C and

111°C.
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Figure 5-20. Boxplot for the supply and return temperature (based on Paper 5)

The above analysis reveals a negative correlation between the supply temperature and the return
temperature, which is further illustrated in Figure 5-21. It was discovered that a second-order
polynomial equation could accurately represent the correlation, with an R? of 0.9996 and no
evident overfitting in the plot. This negative correlation can be explained by Equations (5-1)
and (5-2) from the standard EN 442-2 [35]. As shown by Equation (5-1), the mean water
temperature should be constant to maintain the radiator's thermal output at a certain level, when
the indoor air temperature is fixed. As a result, a decrease in the supply temperature would be
offset by an increase in the return temperature, as shown by Equation (5-2).

Qrad =K' (Tnea — Tia)" (5-1)
Toup + T,
Tou = sup - ret (5-2)

where K,,, and n are parameters that are determined by the characteristics of the radiator. Ty,
is the mean water temperature.
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Figure 5-21. Correlation between the average supply and return temperature (based on Paper
5)

5.4.2 Answer to Question 5

Based on the above findings, the temperature performance of different operation strategies is

presented in Figure 5-22. Accordingly, the last research question can be answered.

Question 5: How can rule-based control strategies be used to operate heating systems
inside buildings?

Answer: There is a trade-off between reducing the supply temperature and increasing the return
temperature. Using the PI controller or the WCC-based controllers to approach the lowest
possible supply temperature can achieve low supply temperatures, while it results in relatively
high return temperatures. In contrast, using the PI controllers to track the reference low return
temperatures can achieve low return temperatures. However, these strategies may result in

extremely high supply temperatures.
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This study preferred the former group of strategies, which used the Pl and WCC-based
controllers to approach the lowest possible supply temperatures because they can achieve the

low supply temperatures while maintaining acceptable return temperatures.
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Figure 5-22. Temperature performance of different operation strategies (based on Paper 5)

81



RESULTS AND DISCUSSION

82



CONCLUSIONS

6 CONCLUSIONS

This chapter summarizes the key findings of this thesis. The main conclusions are presented in
Section 6.1. The limitations of the studies are acknowledged in Section 6.2. Recommendations

for future research are given in Section 6.3.

6.1 Concluding remarks

This thesis aimed to improve heat prosumers' economic performance under current
unidirectional heating markets. With a specific focus on DH systems in Scandinavia, this study
addresses economic and technological issues, proving solutions on optimal design and
operation, involving heating systems on both the supply and demand sides. The following are

the most important conclusions:

Firstly, heat use saving and peak load shaving are two possible and effective solutions that
improve heat prosumers' economic performance in terms of reducing heating costs, because
heat use and peak load were identified as the most crucial factors that impact heat users' heating

costs in the current heat pricing models in the Scandinavian countries.

NOTE:

The identified components of heat pricing models in the Scandinavian countries include
EDC, LDC, FXC, and FDC. EDC and LDC, which are determined by heat users' heat use or
peak load, play the most significant roles in heat pricing models. These two components
combined may account for up to 95% of heat users' total heating costs. In contrast, FXC and
FDC, which are linked to other factors such as circulating water flow rate, are less important.
These two components may account for less than 5% of heat users' total heating costs.

Secondly, a systematic approach, including optimal selection and sizing of TESs as well as
optimal operation of the heat-prosumer-based DH system with TES, may improve heat
prosumers' economic performance under current unidirectional heating markets, thus prompt
heat prosumers' development in the transition period of the DH system. The case study indicated
that introducing the WTTES could cut the heating cost by 2%-9%, with acceptable payback

periods ranging from 4 years to 10 years depending on the storage capacity of TESs.

NOTE:
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Regarding the selection of TESs, the WTTES may be preferable to BTES. In comparison to
the latter, the former requires a smaller initial investment but achieves the same level of
heating cost savings. Furthermore, whereas the latter has extremely long payback periods of
up to 20 years, the former has far shorter and more acceptable payback periods, less than 10

years under optimal operation.

Regarding the sizing of the WTTESs, heat prosumers must make a trade-off between
increasing the investment (payback period) and reducing the operating costs, considering
their economic conditions and strategies. Medium storage sizes, with storage capacities
ranging from 12 hours to one day, might be a good compromise, providing considerable
improvements on heat prosumers' energy and economic performance without requiring a high

initial investment.

Thirdly, the economically optimal distribution temperature of the heat-prosumer-based DH
systems with TES distinguishes from the lowest distribution temperature featured by the 4™
generation DH systems. Decreasing the distribution temperature will reduce the distribution
heat loss thus improving the energy efficiency and cutting the heat-use-related heating costs.
However, it may reduce the peak load shaving effect of the TESs, resulting in higher peak-load-
related heating costs for heat prosumers. Therefore, the economically optimal distribution
temperature, which facilitates the minimized total heating cost, makes a trade-off between these
two sides. The case study showed that, compared to the lowest distribution temperature, the
economically optimal distribution temperature had a higher annual average supply temperature
of 70°C. Moreover, this supply temperature had the highest flexibility, crossing the temperature

levels of the 2", 3", and 4™ generation DH systems.

NOTE:

Higher flexibility in distribution temperature ensures higher economic performance for the
heat-prosumer-based DH systems with TESs. In the future, DH systems should be designed
and operated more intelligently. Firstly, the system design should take advantage of the
current DH technologies to enable great flexibility in the distribution temperature, including

the supply and return temperature. The system operation should then optimize the heating

system's conditions in real-time, making the most of the provided temperature flexibility.

Lastly, to operate SH systems inside buildings, it is better to apply operation strategies that aim

at low supply temperatures rather than at low return temperatures. Otherwise, extremely high
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supply temperatures are required to achieve the low return temperature. The case study found
that using the PI and WCC-based controllers to approach the lowest possible supply
temperature achieved expected results, with the median supply temperature below 60°C and
just a few occasions above 70°C, meanwhile, the obtained return temperatures were acceptable

with medians of about 45°C.

NOTE:

Reducing the supply temperature and reducing the return temperature are contradictory goals.
This dilemma makes it impossible to find proper solutions without broadening the scope into
the entire DH system. The operating conditions on the demand side (heating systems inside
buildings) impact the conditions on the supply side (the connected DH system). Therefore,
evaluating the supply side's energy and economic performance may guide finding the optimal

supply and return temperature at the demand side.

6.2 Limitation

The first limitation comes from the economic boundary. The optimization problem in Section
3.5 only applies to heat pricing models that calculate the LDC heating cost using the measured
peak load. However, DH companies may use another variable, i.e. flow capacity, to calculate
the LDC heating cost instead of peak load [62, 63]. Equation (6-1) presents one widely used
method to calculate the flow capacity, in which the flow capacity is obtained by dividing the
heat use over a certain period by a predefined category number [62]. The period might be a
whole year, in which case the flow capacity represents heat users' annual heat use; alternatively,
the period could be the winter season, in which case the flow capacity reflects heat users' peak
load. However, due to the installation of smart meters and the trend of digitalization, an
increasing number of DH companies are starting to utilize real-time measurement for charging
heat bills. Therefore, the developed method in this research adopted the heat pricing models

using the measured peak load to calculate heat users' LDC heating cost.

heat use over a certain period

low capacity = 6-1
f pactty category number D
Moreover, the specified conditions of the case study may limit the applicability of the research,
especially for the findings on the economic optimal distribution temperature. The conditions of

DH systems vary from case to case, and some changing factors may impact the results
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significantly. As discussed in Paper 4, the share of the LDC heating cost in the heat pricing
model and the linear heat density of the DH system are two crucial factors needed to be
considered, when investigating the economically optimal distribution temperature. Raising the
share of the LDC heating cost motivates heat users to shave their peak load, and thus increases
the economically optimal distribution temperature, because the TESs need higher charging
temperatures to achieve larger peak load shaving capacities. In addition, decreases in the linear
heat density would be detrimental to the heat distribution and result in higher distribution heat
loss, consequently, the economically optimal distribution temperature should be reduced to
maintain the same level of the heating cost. Figure 6-1 illustrates how these two factors drive
the economically optimal distribution temperature. The orange rectangles in the upper left
corner and the green rectangles in the bottom right corner locate the situations with the high
and the low economically optimal distribution temperatures, respectively. The current DH
systems mainly use hot water as the medium, therefore the high and low distribution
temperatures in Figure 6-1 may belong to the 2" and the 4™ generation DH system, respectively.
The blue rectangles represent the situations with medium economically optimal distribution

temperatures, which may belong to the 3 generation DH system.
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Figure 6-1. Roadmap for the economically optimal distribution temperature (based on Paper
4)
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Last but not least, thermal couplings between the supply and demand sides should be handled
more meticulously by the optimization problem. The supply and demand sides of DH systems
each have their individual goals, but their operation should be coordinated to achieve global
optimums for the entire DH systems. Precisely describing thermal couplings between these two
sides is crucial to facilitate this coordination process in an optimization framework. To represent
these thermal couplings, the optimization problem in Section 3.5 used a simplified technique,
i.e., utilizing bounds to constrain the supply side's supply temperature and temperature
difference. Using bounds to constrain these temperatures, however, is insufficient to describe
the thermal couplings. These couplings, as shown in Figure 6-2, are the results of a complicated
heat transfer process that is influenced by operating variables on both sides, such as water
temperatures and flow rates. Nonlinear equations are required to describe this process, such as
using the Number of Thermal Units Method. These nonlinear equations, on the other hand, may
reduce computationally efficiency and cause numerical instabilities for the optimization
problem. Moreover, obtaining the variables on the demand side used by these nonlinear
equations, which must take into account weather conditions as well as thermal dynamics of
buildings and heating systems as illustrated in Figure 6-2, might add to the optimization

problem's complexity.
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6.3 Future research

Based on the presented research findings and acknowledged limitations, possible future studies
are recommended as follows.

Firstly, given the importance of distribution temperature in the development of DH systems, an
elaborated roadmap that illustrates the correlations between the economically optimal
distribution temperature and crucial factors is needed. The roadmap will assist the design and
operation of heat-prosumer-based DH systems, as well as provide individual guidelines for heat
prosumers in specific situations. Furthermore, the roadmap might aid DH companies in
developing new heat pricing models, promoting the development of heat prosumers, and

facilitating the transition to future DH systems.

In addition, a multi-level optimization framework is also demanded, in which the optimization
of the entire DH system is divided into three levels: heat sources, TESs, and buildings. The

multi-level optimization framework minimizes the total energy cost, while satisfying individual
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demands and restrictions. It makes a significant contribution by overcoming the disadvantages

of the centralized optimization framework developed in this thesis, such as high computational

burden and limited flexibility and scalability.
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Abstract

The 4™ generation district heating (DH) will be available in the coming years. However, the transition from the current
2" or 3" generation DH is a challenging task. This article reviewed the technical issues associated with the transition:
supplying low temperature to buildings, integrating various heat sources and thermal storages, and developing smart
DH systems. Possibilities, bottlenecks, and challenges of the transition were discussed. The conclusion was that the
transformation should be conducted carefully and gradually. Comprehensive consideration such as the energy status,
system conditions, and operation customs must be taken into account.

© 2018 The Authors. Published by Elsevier Ltd.

This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0/)

Selection and peer-review under responsibility of the scientific committee of the 16th International Symposium on District Heating
and Cooling, DHC2018.

Keywords: 4™ generation distrcit heating, transition, challenges, low temperature district heating, various heat sources, thermal storage, smart
district heating system;

1. Introduction

District heating (DH) is an energy service, which moves the heat from available heat sources to customers. The
fundamental idea of DH is to use local fuel or heat resources, which would otherwise be wasted, to satisfy local
customer heat demands, by using heat distribution networks [1].
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In historical development of DH, three generations of DH developed successively. The 1% generation DH systems
used steam as the heat carrier. Typical components were steam pipes in concrete ducts, steam traps, and compensators.
Almost all DH systems established until 1930 used this technology. The 2" generation DH systems used pressurized
hot water as the heat carrier, with supply temperatures mostly higher than 100°C. Typical components were water
pipes in concrete ducts, large tube-and-shell heat exchangers, and material-intensive, large, and heavy valves. These
systems emerged in the 1930s and dominated all new systems until the 1970s. The 3" generation DH systems still use
pressurized water as the heat carrier, but the supply temperatures are often below 100 °C. Typical components are
prefabricated, pre-insulated pipes directly buried into the ground, compact substations using plate stainless steel heat
exchangers, and material lean components. The systems was introduced in the 1970s and took a major share of all
extensions in the 1980s and beyond [2].

The direction of development for these three generations has been in favor of lower distribution temperature,
material-lean components, and prefabrication. On the basis of the trends identified above, the future DH technology
should include lower distribution temperatures, assembly-oriented components, and more flexible materials [1]. The
revolutionary temperature level, with supply temperature below 50~60°C, will become the most important feature of
the 4™ generation DH. The energy supply system, end users, and occupants will benefit from the low temperature
level. A brief summary of those benefits are shown in Table 1.

Table 1. Major advantages with lower distribution temperatures.

Objects Advantages References

Flue gas condensation from combustion ~ Higher output capacity (25~40%) from direct condensation of the fuel [1]

of biomass and waste moisture in biomass fuels and waste

Geothermal energy and industrial Higher output capacity (50~100%) from available medium-temperature [1]

residual heat with medium temperature (70~100°C) water flow

Solar energy Higher output capacity from connected solar heat collectors [1

Steam based combined heat and power Higher power-to-heat ratios in the same CHP plant design, results more [1]

(CHP) plant electricity generation at the same heat demand

Heat pump (HP) Higher coefficient of performance, since both pressure and temperature can ~ [3]
be lower in the HP condenser

Heat storage Increased capacities in water-based heat storages managing both supply [1,3]
and demand variations, reduce heat losses from thermal storage units

Network Higher distribution efficiency due to less heat loss from the network [3]

Network Lower risk of pipe leakages due to thermal stress, and the corresponding [3]
maintenance costs are reduced as well

Network Possibility to use plastic pipes in distribution areas with low pressures [3]

Network Lower risk of water boiling in the network, which means lower risk of two-  [3]
phase-flow in pumps and fast moving water walls

Building Better match the future building heat demand and heat temperature [3]
requirement

Occupant Eliminate the potential risk of scalding human skin due to water leakages [3]

In addition, the 4™ generation DH will take advantage of various heat sources, different level thermal storages,
modern measuring equipment, and advanced information technology, to make itself more flexible, reliable, intelligent,
and competitive.

This article reviews the technical issues associated with transition to the future DH. The studies on transition to the
low temperature DH (LTDH) systems are summarized in Section 2.1. The knowledge of integrating various heat
sources and thermal storages are presented in Section 2.2 and Section 2.3, respectively. The idea of smart DH system
is shown in Section 2.4. Further, some facing challenges and possible solutions for the future DH are discussed in
Section 3. Finally, the conclusions for transition to the future DH are proposed in Section 4.
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2. Transition to the future district heating

Characterized by low temperature, various heat sources, thermal energy storage (TES), intelligent management,
and integration with smart energy system, the 4™ generation DH will be available in the coming years. However, the
transition from the current 2" or 3" generation DH to the future 4™ generation DH is a challenging task. This section
reviews the following technical issues associated with transition to the 4" generation DH: suppling low temperature
to new and existing buildings, integrating various heat sources including renewable sources and recycled sources,
different TES technologies, and smart DH systems. In addition, the bottlenecks and challenges of the transition are
presented together with potentials solutions.

2.1. Transition to the low temperature district heating system
2.1.1. Temperature level of the current system

For the DH system using pressurized hot water as the heat carrier, the water is heated up to the supply temperature
at the heat supply units, and cooled down to the return temperature at the customer substations. The supply temperature
is decided by the heat provider, while the return temperature is the aggregated result from all cooling processes at the
customer substations. The supply and return network temperatures are not standardized, they will depend on the local
conditions [1].

An overview of annual average temperature level of 142 Swedish and 207 Danish DH systems is provided in Fig.
1 [4]. Fig. 1 shows that Swedish and Danish DH systems can be regarded as the 3™ generation DH system with respect
to their temperature levels. The average network temperatures in Sweden and Denmark are compared with six other
European DH systems in Fig. 2. Fig. 2 shows that the temperature levels of Riga, Warsaw, and Poznan DH systems
are similar to the Swedish and Danish systems and they can be also classified as the 3™ generation DH system.
However, for Geneva and Brescia systems, the temperature level are relative high, with annual average supply
temperatures close to or above 100°C, and with return temperatures range from around 60°C to 80°C. Therefore, these
systems may be regarded as the 2" generation DH system [5].
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Fig. 1. Overview of heat distribution temperatures in different DH systems. (a) 142 Swedish DH systems, (b) 207 Danish DH systems [4]
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Fig. 2. Typical distribution temperatures for various systems
2.1.2. Transition to the low temperature district heating system

The possibilities to achieve lower temperature level are summarized in the final report of International Energy
Agency Technology Collaboration on District Heating and Cooling including Combined Heat and Power (IEA DHC)
Annex XI - Transformation Roadmap from High to Low Temperature District Heating Systems [S5] . In this report,
the transition processes to the low temperature DH are explained in two steps. In the first step, the temperature potential
of the current DH system will be fulfilled, with the measures of eliminating system errors and improving system
control. In the second step, the temperature level will be further reduced, by the means of enhancing the heat transfer
performance of heat exchangers, and improving the design of substations. The renovation of buildings will be
conducted along the two steps when it is necessary. These necessary actions for the transition are explained in the text
below.

Eliminating system errors and improving system control is a highly important task to reduce the temperature in a
DH system. The green bar at the left of Fig. 1 (a) shows the theoretical annual supply and return temperatures of 69
and 34°C for a typical error-free substation with the current substation technology [1]. During 2009, the Marstal DH
system in Denmark had an annual average supply and return temperature of 74 and 36°C, very near to the theoretical
temperature level. The Marstal DH management has thus proved that it is possible to operate a DH system very near
to the theoretical supply and return temperatures [1]. However, Most Swedish DH systems have substantially higher
return temperature than their potentials, especially the systems located to the right of Fig. 1 (a). The causes and possible
solutions for the difference between actual and theoretical return temperature are summarized in Table 2.

Table 2. Causes and possible solutions for the difference between actual and theatrical return temperature.

References

[1.6]

Causes Possible solutions

Short-circuit Intentional short-circuit flows to maintain a Suitable controlled by thermostatic valves,

flows minimum supply temperature, or to avoid network or introduce innovative systems to avoid

work freezing bypass flow

Unintentional short-circuit flows from remnants of Improve the construction quality

construction, or from the connection mistake
Low supply Substation control with high flows to compensate the ~ Apply intentional short-circuit flows, oruse [, 5]
temperature low supply temperature three pipe system with two supply pipes

and one return pipe

Errors in Missing thermostatic valves in space heating (SH) Add thermostatic valves in SH system, put [1,5]

customer heating
systems

system, missing hot water circulation in domestic hot
water (DHW) system, and using three-way diverting
valves in the SH system

the temperature sensor of DHW near or in
the heat exchanger, and replace three-way
diverting valves with two-way valves
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Causes Possible solutions References
Too small heat emitting surfaces in SH, ventilation Choose suitable heat emitting surfaces
and DHW system, which results in a large flow and
low cooling
Errors in Set point errors, sometimes the secondary set point Intelligent control which can ignore [1,4,7]
customer temperature is higher than the primary supply impossible control situations

substations

temperature, giving full primary flow

Malfunction errors, such as leaking valves, defective
valve motors, and malfunctioning temperature
transmitters, fouled heat transfer areas for heat
exchangers

Design errors, such as too large valves, wrongly
assembled temperature transmitters, and wrong valve

Use high quality equipment, apply fault
detection technology, and regular
maintenance

Improve the design quality, apply the
prefabricated equipment

487

motors chosen, parallel flow installations for heat
exchangers, and wrong heat exchanger size chosen,
deviations from recommended substation
configurations

Domestic hot water (DHW) preparation requires certain temperature levels and thereby influence the substation
layout and component sizes. The Number of Thermal Units (NTU) indicates the heat transfer ability of heat
exchangers. With a fixed heat exchange capacity, larger NTU allows a heat exchanger to operate with lower
temperature difference. Meanwhile, larger NTU implies an increased heat exchanger area, which leads to an increased
investment cost. For a heat exchanger for DHW preparation, the NTU value is 3.2, with the primary and secondary
inlet/outlet temperature as 60°C/25°C and 10°C/50°C, which are recommended by Euroheat and Power [8]. For the
low temperature systems with the primary and secondary inlet/outlet temperature as 50°C/20°C and 14°C /47°C, the
NTU value should be doubled to 7.6 [5].

For the ultra-low-temperature DH systems, whose supply temperature can be 46°C most of the year, supplementary
heating devices are recommended to guarantee comfortable and hygienic DHW [9-11]. Some examples for such
application are shown in Fig. 3. In Fig. 3 (a), the DHW is stored in the storage tank and used directly. The DHW is
preheated by the DH and further heated by the electric heater. The layout difference between Fig. 3 (a) and Fig. 3 (b)
is that Fig. 3 (b) has a heat exchanger after the storage tank, and the DH water is stored in the tank. In Fig. 3 (c), the
DHW is preheated by DH through a heat exchanger. The temperature could be comfortable for taking a shower, but
considering the requirement for hotter DHW for washing purposes in the kitchen, an instantaneous electric heater is
installed on the DHW pipe to the kitchen taps. Fig. 3 (d) has the same layout as Fig. 3 (c), except that an electric heater
is used to heat up the total DHW flow. In Fig. 3 (e), a micro HP and a storage tank are installed before the heat
exchanger, and one stream of the DH supply is used as the heat source for the HP.
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Fig. 3. Different layouts of substations for DHW with supplementary heating devices. (a) substation with tank, (b) substation with tank and heat
exchanger, (c) substation with heat exchanger and supplementary heater for kitchen use, (d) substation with heat exchanger and supplementary
heater for the total DHW flow, (e) substation with HP, tank and heat exchanger [10].

Building space heat (SH) demand will change in the future and thereby the temperature requirements will change.
For newly built buildings and future buildings, 50°C supply temperature to the SH system is enough, with floor heating
or low-temperature radiators, and there is still the option to boost the supply temperature during the coldest periods.
In fact, the DH supply temperature can be even lower, but it needs supplementary heating system to heat up DHW as
explained previously [12].

Low-energy buildings comprise only a small share of the building stock, while the majority are older buildings
with considerably higher heat demand. The older buildings will continue to make up a large share of the building
stock for many years (for Denmark and Norway, the share will be about 85-90% [13] and 50% [14] in 2030,
respectively). Existing buildings are usually equipped with SH systems designed with supply temperatures around
70°C or higher and thereby a reduction of the supply temperature would be expected to cause discomfort for the
occupants [12]. However, studies show that houses from the 70s or 80s without any renovation are possible to be
heated with the low supply temperature of 50°C most of the year, and only limited time the supply temperature has to
be above 60°C. If original windows of the houses are replaced, it is possible to decrease the supply temperature below
60°C for almost the entire year. Further, when the renovated houses replace their SH systems with low-temperature
radiators, they may be supplied year around with the supply temperature of S0°C [12, 15].
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2.2. Integrating various heat sources into district heating system

There is a huge potential to supply DH systems with heat from various renewable sources, such as industrial waste
heat (IWH), solar thermal energy, and geothermal energy. The main advantage of LTDH system is its easier
integration and higher efficiency when utilize renewable energy and waste heat (REWH). When the temperature of
REWH is higher than the return temperature of a DH system, the resource can be used directly, otherwise the
temperature must be upgraded with a HP [16].

Availability is one critical aspect of REWH. Some resources, such as solar and wind, are intermittent and not
dispatchable. The hourly and seasonal distribution of those resources may be counter to the distribution of heat
demands. In addition, some resources, such as IWH, may be subject to interruptions due to the operating hours of
industrial facilities [16]. One common solution is to combine REWH with TES and dispatchable heat sources [1, 17-
19].

2.2.1. Methods for heat sources feed-in

There are mainly three ways to feed-in heat sources into DH grids: 1) extraction from the return line and feed-in
into the supply line, 2) extraction from the return line and feed-in into the return line, and 3) extraction from the supply
line and feed-in into the supply line. The features, advantages, and disadvantages of those variants are summarized in
Table 3 [14].

Table 3. The features, advantages and disadvantages of various connection variants.

Connection variants Features Advantages Disadvantages
Extraction from the The temperature difference is The return temperature is unchanged, — High energy demand for the
return line and feed- dependent on operating conditions and ~ which avoids temperature the strain mandatory feed-in pumps
in into the supply line  grid operator. The pressure difference on return pipes, and the influence of
is high, and depends on the actual heat extraction efficiency of other
location in the grid heat sources
Extraction from the The temperature rise is commonly set It is preferable for heat sources with The return temperature is raised,
return line and feed- by the DH operator, the pressure high efficiencies for lower which increases the grid heat
in into the return line  difference is relatively low temperatures loss, and influence the efficiency
of other heat sources
Extraction from the The temperature increase is prescribed ~ — The supply temperature is raised,
supply line and feed- by the grid operator, the pressure which increases the grid heat
in into the supply line  difference is relatively low loss, and influence the efficiency

of other heat sources

2.2.2. Heat recycling from industrial processes

Recycling heat from industrial processes represents one of the main strategic opportunity for DH, in line with the
basic idea of using heat that would otherwise be wasted. In Sweden, recycling of IWH makes up around 6% of the
total energy supply to DH networks in 2010. For Danish DH systems, the proportion is about 2%~3%. The DH system
in Gothenburg, Sweden, obtains 1112 GWh waste heat from two oil refineries. This gave approximately 27% of
heating demand in 2010 [1].

The IWHs are heterogeneous and of various grades. The high-grade IWHs, such as steam and combustible gas,
mostly be exploited within the factory, for power generation. However, the low-grade IWHs, with the temperature
mostly between 30°C and 200°C, are likely discarded into the environment. There are several technical issues for
recycling IWH for DH use: the long distance delivery of IWH to end users, and peak load-shaving of DH system [20].

Long distance delivery for waste heat: Industrial plants are usually far away from DH users, the recommended
radius for IWH based DH is 5~10 km for a small-scale town and 20~30 km for a large-or-medium-scale city, due to
the investment of transmission network and heat loss during the transmission. However, such a radius might vary with
different economic conditions [21].
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To decrease the energy use of distribution pumps and thereby the distribution losses, the temperature difference
between the supply and return temperature should be increased. As the advantages of LTDH, the reasonable solution
is to reduce the return temperature. Several potential techniques to obtain higher temperature difference are shown in
Fig. 4, which includes cascade heating technology, absorption heat pump (AHP) technology, and HP technology.
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Fig. 4. Scheme of different IWH transition techniques. (a) typical cascade heating system, (b) substation/building entrance AHP system, (c)
substation/building entrance electrically driven HP system [20].

In Fig. 4 (a), cascade heating technology supplies heat to the indirectly connected radiators, directly connected
radiators, and directly connected low-temperature heating terminals (e.g. floor heating), in sequence. Commonly, the
return temperature can be reduced to 30°C or even less by this technology. In Fig. 4 (b), water on the primary side
firstly flows into AHP to drive the machine, AHP extracts heat from return water of heat exchanger. After AHP, the
water go through the heat exchanger and AHP successively. The final return water can be 25°C. The limitation of this
technology is the supply temperature should be high enough to drive AHP. In Fig. 4 (c), supply water firstly transfers
heat to heating radiators through a heat exchanger, afterword, the water provides heat to several low-temperature
heating terminals by HPs, until the final return temperature become 20°C or even lower [21].

Peak load-shaving in DH systems: An IWH based DH system is complex with respect to the coordination between
IWH productions and DH heat demands. Waste heat from industrial processes is constantly fluctuating, and may even
come to a temporary stop, depending on the production schedules [21]. However, the heat demand of a DH system
changes continuously and smoothly according to the weather conditions [21] and the occupant behaviors [22].

For the above reason, IWH can never serve as the sole heat source, specific control and peak load-shaving strategies
should be applied, as shown in In Fig. 5. In Fig. 5 (a), IWH is able to serve the maximum heat load, and cooling towers
(CTs) have to operate all the time except the coldest days to release heat to the environment. Opposite, in Fig. 5 (c),
IWH serves as the base load. Thus, the peak load-shaving strategies have to be implemented to make up the difference
between the total load and the base load. Fig. 5 (b) illustrates a case between these extremes, in which both the CTs
and peak-shaving strategies are necessary. To achieve a high IWH recovery ratio, it is appropriate for the IWH to
serve as the base load as in Fig. 5 (¢). Fig. 5 (d) shows an ideal operation strategy, which takes the fluctuation of IWH
into consideration. In this case, IWH together with other heat sources provide the base load, and the peak load-shaving
strategy works at the coldest time in winter [21].
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2.2.3. Solar district heating

In an international context, solar DH is still in development stage, and it is difficult to ascertain its long-term
prospects. There have been interesting developments in a number of countries in Europe, especially in Austria,
Denmark, Germany, and Sweden. Recently, companies from these countries have succeeded in contracting for large
plants in Asia [1].

The contribution of solar heat to the total heat load can be various from system to system. A large solar thermal
plant can be used as a preheater with solar fraction up to 5%. A 100%-coverage of the summer heat load is usually
reached with a solar fraction of about 15% on an annual basis. Solar fraction of up to 50% of the annual heat load
have been demonstrated for systems using large seasonal heat storages, charging the summer solar heat for the heating
period in winter [23].

Solar DH can be provided in a centralized manner with a large array of ground-based collectors, or in a
decentralized manner with rooftop-mounted collectors on the buildings that are connected to a DH network, mixed
alternatives are also possible, depend on the situation of the projects [1, 19]. Several typical applications of solar DH
are presented in Table 4.

Table 4. Typical applications of solar DH.

Location Solar fraction/  Other heat sources DH supply/return Thermal storage Type of Reference
Solar capacity temperature integration
(%/MWin) (°C)

Vallda Heberg ~ 10~20/ Wood-pellet boiler — Buffer storage tank Centralized [23]

(Sweden) 0.2~2

Crailsheim 20~50/ Main DH system 65/40 Inter-seasonal borehole Centralized [23]

(Germany) 2~20 heat storage

Gothenburg 100/ Main DH system 65~100/- No heat storage Decentralized — [23]

(Sweden) 0.2~2

Biisingen 15~20/ Biomass boiler 75~80/50 — Centralized [23]

(Germany) 0.5~50

Braedstrup 10~50/ CHP, HP and electro- 70~75/30 Multifunctional heat Centralized [23]

(Denmark) 0.5~50 boiler storage

Wels 10/ Main DH system 70~120/- No heat storage Decentralized  [23]

(Austria) 0.5~10

Marstal 30/ Oil boiler — Two small and one large ~ Centralized [1]

(Denmark) 13 buffer storages
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Location Solar fraction/  Other heat sources DH supply/return Thermal storage Type of Reference
Solar capacity temperature integration
(%/MWy) (W)
Lyckebo -/ Biomass boiler — Rock cavern hot water Centralized [1]
(Sweden) 3 storage

The major technical limitation for solar DH is the low energy production density, which means the large areas for
placing the solar collectors. In the future, solar thermal energy will continue to be a complementary option [23].
However, the developing technology will bring some possibilities for DH. In the decentralized solar DH systems,
there is a possibility that buildings can be either ‘importers’ or ‘exporters’ of solar heat energy, or both, depending on
the time of the year. Flexibility in this respect offers a prospect for maximizing the use of solar energy, but makes its
management difficult. There is another possibility that a large, inter-seasonal storage can be combined with the
decentralized solar energy, so that in the summer season all (or most) connected buildings act as ‘exporters’.

2.2.4. Geothermal district heating

Geothermal energy has enormous potentials; meanwhile, utilization of geothermal energy produces minimal
environmental impact. To varying degrees, exploitable geothermal energy is available all around the world. In spite
of the impressive size of this energy source, it currently accounts for only a small fraction of the word energy supply.
Intensive initial cost, exploration risk, and human-induced earthquakes are the major obstacle to utilize geothermal
energy. In addition, there is also the resource problem- once a geothermal well is set up at a given location, the amount
of extracted heat tends to decay gradually, makes it felt to a significant degree after one or few decades, while the DH
network is still functioning [1].

Deep geothermal systems use heat from 500~5000 m depth; shallow geothermal systems provide heat from less
than 300 m depth. High temperature geothermal energy can be used in conventional ways for electricity generation
and for direct heat utilization. Ambient heat stored at shallow depths, and aquifer thermal energy stores in ground
water layers can be extracted with ground source heat pump (GSHP) and applied for SH and DHW [24].

Several typical applications of geothermal DH are presented in Table 5.

Table 5. Typical applications of geothermal DH.

Location  Type of system Geothermal fraction ~ Other heat sources Geothermal or Reference
/Geothermal capacity DH temperature
(%/MW4) (W)
Paris 1.5~1.8 km depth wells -/ Fossil fuel boilers Geo: 70 [25]
(France) 250
Ferrara 1 km depth wells 80/ Waste-to-energy plant, backup stations, solar ~ Geo: 100~105 [25]
(Italy) 14 heating station, thermal storage, and organic
rankine cycle electricity generation
Beijing 3 km depth wells 100/ No other heat source Geo: 75 [25]
(China) -
Ontario 213 m depth boreholes — — — [26]
(Canada)
Malmé 90 m depth wells -/ GSHP, boiler — [26]
(Sweden) 13
Bucharest 70 and 170 m depth 100/ GSHP DH: 40/35 [26]
(Romani) wells 0.39

2.3. Thermal energy storages in district heating system

TES can be divided into inter-seasonal storage and short-term storage. Inter-seasonal storage is still in a
development phase, while, short-term storage can be made with well-proven technology. However, the dividing line
is not sharp; the largest facilities used for short-term storage in large networks could provide inter-seasonal storage in
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small systems [1]. In addition, as the end users of DH systems- buildings can also function as TES, due to their thermal
inertia. Sometimes, building inertia TES is able to moderate short-term daily net load variations to the same degree
compared with hot water tank, while, with much lower investment cost [27].

One purpose of short-term storage is to shift loads away from peak demand hours to lower demand hours. Another
purpose is to provide rapid heat or cold supply to meet sudden load changes, which is not capable for heat generating
equipment, or to avoid losses associated with quick starts and stops of the generating equipment. A further function
of short-term heat storage is to allow for boosted electric power output from some type of CHP plants, which are
characterized by a reduced output at increased heat extraction [1, 28].

The objective of inter-seasonal storage is usually either to store collected solar heat for winter heating, or to act as
the heating and cooling source as well as thermal storage for GSHP [29].

There are three available technologies for TES: sensible heat storage, latent heat storage, and chemical storage.
Sensible heat storage is a comparatively mature technology that has been implemented and evaluated in many large-
scale demonstration projects. Latent heat and chemical storage have much higher energy storage densities than
sensible storage, and seldom suffer from heat loss problems. However, the latter two technologies are currently still
in the stages of material investigations and lab-scale experiments [30]. The detail comparison of those three
technologies are shown in Table 6.

Table 6. Comparison of the three available technologies for TES [30].

Sensible

Latent

Chemical

Storage medium

Type
Advantage

Disadvantage

Present status

Future work

Water, gravel, pebble, soil...
Water, rock, and ground based system

Environmentally friendly, cheap
material, relative simple system, easily
control, and reliable

Low energy density, huge volumes
required, self-discharge and heat losses
problem, high cost of site construction,
and geological requirements

Large-scale demonstration projects

Optimization of control strategy to
advance the solar fraction and reduce
the power consumption, optimization of
storage temperature to reduce heat
losses, and simulation of ground based
system with the consideration of
affecting factors

Organics, inorganics
Active and passive storage

Higher energy density than sensible heat
storage, and provide thermal energy at
constant temperature

Lack of thermal stability, crystallization
corrosion, and high cost of storage material

Laboratory-scale prototypes

Screening for better suited phase change
material materials with higher heat of
fusion, optimal study on store process and
concept, and further thermodynamic and
kinetic study, noble reaction cycle

Metal chlorides, metal hydrides...
Thermal sorption and chemical reaction

Highest energy density, compact
system, and negligible heat losses

Poor heat and mass transfer property
under high density condition, uncertain
cyclability, and high cost of storage
material

Laboratory-scale prototypes

Optimization of the particle size and
reaction bed structure to get constant
heat output, optimization of
temperature level during
charging/discharging process, screening
for more suitable and economical
materials, and further thermodynamic
and kinetic study, noble reaction cycle

2.4. Smart district heating system

The transformation toward the future renewable energy system poses challenge for all the sub-systems. Facing the
challenge, all the sub-systems should benefit from the use of modern information and communication technologies,
and uprated themselves to become smart systems [31].

The smart DH system consists of three essential parts: physical network (PN), internet of things (IoT), and

intelligent decision system (IDS). PN includes pipes, heating equipment, local meters, and control devices. 10T is the
network of sensors, data collecting and transmission devices, and other items, which enables these objects to be
connected and exchange data. IDS makes the optimal decisions based on collected data, heat demands, and system
responds [32]. One example for the smart DH concept is shown in Fig. 6.
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Fig. 6. Concept of smart DH system [33].

The final goal of the smart DH system is to become an essential part of the future smart and renewable energy
system. In the future energy system, the focus is on the integration of the electricity, heating, cooling, and transport
sectors, and on the use of flexibility in demands and various storages of different sectors. To enable this, the smart
DH system must be able to coordinate with other sectors in the energy system [2, 34].

3. Facing challenges for the future district heating system
3.1. Heat losses through distribution network

Reducing heat losses in DH networks is one of the main challenges for the future DH system, because it will reduce
the primary energy use and infrastructure investments. Heat loss in DH networks accounts for a relatively high share
of heat supply [35], and it will become more significant for the future DH with decreased heat demand.

Real measurement data for heat losses for several DH systems are organized in Table 7. Except the three Swedish
cases, all the cases are LTDH demonstration projects. From Table 7, it is obviously that the heat loss in DH networks
should not be underestimated, even for the systems with the low temperature and newly upgraded networks. Ten of
thirteen systems have a heat losses over 15%, and seven systems have a heat losess over 20%. For the system in
Rotskér, the heat losses are up to 32%.

Table 7. Heat losses and detail information of several DH systems.

Location Construction or ~ Linear heat density ~ Supply/Return temperature ~ Heat loss share Reference
upgrade year MWh/(m-a) (°C) (%)

Slough (UK) 2009~2010 0319 52/32 28 [14]

Taastrup (Denmark) 2012 — 55/40 13~14 [14]

Lystrup (Denmark) 2008~2009 0.31 55/25 17 [36]

Samsg island (Denmark) 2005 — — 20~24 [36]

Spjald (Denmark) 1998 0.57 65/32~39 26 [5]

Tarm (Denmark) 1995 0.66 65 /36 17 [5]
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Location Construction or  Linear heat density ~ Supply/Return temperature ~ Heat loss share Reference
upgrade year MWh/(m-a) (°C) (%)
Bramminge (Denmark) — — 68/- 20 [5]
Middelfart (Denmark) — 0.72 68/44 19 [5]
Munich (Germany) 2006 1.43 55/30 3 [3]
Okotok (Canada) 2005~2007 0.7 40/35 5~13 [3]
Préstmarken (Sweden) 1995~2004 0.5 75/50 24 [37]
Munksundet (Sweden) 1997 0.84 70/40 22 [37]
Rotskir (Sweden) 2002 0.49 80/- 32 [37]
Some potential solutions to reduce the distribution heat loss are summarized in Table 8.
Table 8. Potential solutions to reduce the distribution heat loss.
Object Solutions Limitation Project applications  Reference
Network Install pipes inside buildings, to decrease the Not welcomed by DH companies Peter Freuchenvej [37]
length of network and utilize heat loss for SH and customers
Network House-to-house connection, to decrease the length  Not welcomed by DH companies Cederborg, Nordgren, [37]
of service pipes and customers Gudmundsson
Network Three or four media pipes, to shut down one or — Experiment in [37]
two pipes in summer Nykebing Falster
Network Use booster pumps, to reduce the dimension of — Widely used [37, 38]
pipes
Network Apply branched network with bypass units instead Results in high return Widely used [38]
of looped network temperature
Pipe Improve the insulation of pipes — Widely used [37]
Pipe Pre-insulated twin pipes or triple pipes — Widely used [1,37,39]
Pipe Prevent over dimensioning of pipes — Widely used [38]
Pipe Use buffer tanks for DHW production, to reduce Legionella problem with LTDH ~ Widely used [38]
the dimension of pipes system
DH system Leakage detection to avoid hot water loss — Widely used [40]
Substation Fault detection to avoid any malfunction — Widely used [1,4,7]

3.2. Decreased heat demands in the future district heating

The competitiveness of DH systems may be decreased when heat demands are expected to decrease in the future.
One study, based on 83 DH systems in European cities shows that there is a lower risk for reduced competitiveness
for large cities and inner city areas, however, the areas with low heat density will lose competitiveness in the future

[41].

The experiences gained from different projects show that DH systems with low heat demand density require careful
plan and design to achieve good economy. In some cases, innovative solutions have been applied and gained extra
rewards. With those solutions, it is believed that DH may supply the areas with heat density of 10 kWh/(m?-a), or
linear heat density of 0.3 MWh/(m-a) [37]. Some potential measures to apply DH in low heat density areas are shown

in Table 9.

Table 9. Potential measures to apply DH to low heat density areas.

Classification Solutions Limitation Reference
Heat source Use IWH, waste incineration and other cheap heat sources — [41]
System design Optimized network layout with less pipeline length, to get — [42]

higher linear heat density
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Classification Solutions Limitation Reference

System design Low pressure and low temperature systems with direct Hydraulic interaction between DH system [1, 37]
connection of SH system and SH system

System design Reduce pipe dimensions by applying DHW tanks Legionella problem with LTDH system [37]

System design Reduce pipe dimensions by applying booster pumps — [37]

System design House-to-house connection to decrease the length of service ~ Not welcomed by DH companies and [37]
pipes customers

System design Three or four media pipes, to shut down one or two pipes in ~ — [37]
summer

System design Install pipes inside the buildings, to decrease the length of Not welcomed by DH companies and [37]
network and utilize heat loss for SH customers

System design Increase the degree of connection [37]

Pipe Improve the insulation of pipes [37]

Pipe Pre-insulated twin pipes or triple pipes [37]

Pipe Prevent over dimensioning of pipes [38]

DH system Leakage detection to avoid hot water loss [40]

Substation Fault detection to avoid any malfunction [1,4,7]

Civil works Reduce the ground cover [37]

New loads Supply household equipment previously supplied by Conlflict with traditional practices [37]
electricity

4. Conclusion

Transition to the 4™ generation DH is a challenge issue. The process requires the upgrades of DH system and the
collaboration with other energy systems. In addition, buildings may also need some refurbishment to coordinate the
changes of those systems. The final goal of the transition is to make the future DH system more flexible, reliable,
intelligent, and competitive, and become an essential part of the future smart and renewable energy system.

The upgrades of DH system involve the physical system as well as the virtual system. For the physical system, the
transition will focus on lowering the system temperature levels, and integrating various heat sources and thermal
storages. Two steps will be conducted to lower the temperature level. The first step is to achieve the temperature
potentials of the current DH system by the means of eliminating system errors and improving system control. The
second step is to further reduce the temperature levels through enhancing heat transfer performance of heat exchangers
and improving system design. The renovation of buildings may also be conducted through those two steps when it is
necessary. Various heat sources and different level TESs will be integrated into the future DH system. Transition to
4™ generation DH should take into consideration all the consisting issues such as way of heat feed-in, type of heat
sources and TESs, distribution heat losses, the design of DH system, and operation strategies. Finally, the decisions
should be made depending on the local natural and economic conditions.

For the virtual system, transition to 4™ generation DH will be based on the intelligent physical system, which is
able to measure, transmit information, collect data, and control. In addition, IDS will become more powerful with
advanced functions in the future DH system, such as the reliability assessment, accident analysis, accident alarm,
operation evaluation, operation supervision, and operation optimization.

The large share of distribution heat loss and the decreasing heat demand are two challenges the future DH systems
are going to face. The potential solutions involve innovating system design, upgrading physical and virtual system,
integrating cheap heat sources, and introducing new heat loads.

The conclusion of this study is that even enjoying the developing trend of the 4th generation DH, transition to 4"
generation DH should be conducted carefully and gradually. Comprehensive consideration must be took into, focus
on the energy status, condition of existing systems, and the operation custom in different areas or countries. In addition,
the technologies for the future system need further development, and the operation as well as management strategies
should be innovated.
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ABSTRACT

Data centres produce waste heat, which can be utilized in district heating systems. However, the
mismatch between data centres’ heat supply and district heating systems’ heat demands limits its uti-
lization. Further, high peak loads increase the operation cost of district heating systems. This study aimed
to solve these problems by introducing thermal energy storages. A water tank and a borehole thermal
energy storage system were selected as the short-term and long-term thermal energy storage, respec-
tively. Energy, economic, and environmental indicators were introduced to evaluate different solutions.
The case study was a campus district heating system in Norway. Results showed that the water tank
could shave the peak load by 31% and save the annual energy cost by 5%. The payback period was lower
than 15 years when the storage efficiency remained higher than 80%. However, it had no obvious benefits
in terms of mismatch relieving and CO, emissions reduction. In contrast, the borehole thermal energy
storage increased the waste heat utilization rate to 96% and reduced the annual CO; emissions by 8%.
However, the payback period was more than 17 years. These results provide guidelines for the retrofit of
district heating systems, where data centres’ waste heat is available.

© 2020 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The fundamental idea of district heating (DH) is to utilise local
resources that would otherwise be wasted to satisfy local heat
demand [1]. Suitable resources include waste incineration,
geothermal energy, solar thermal energy, and waste heat [2—8].
Among these, waste heat plays an important role in current DH
systems. In the countries of the European Union, about 72% of the
heat supply comes from waste heat [9]. Moreover, the current DH
systems are facing a transformation to the fourth generation DH,
which will decrease temperature levels dramatically. The decrease
in temperature will bring huge potential for waste heat utilization
in DH systems [10—14].

Waste heat can come from industrial processes, combined heat
and power plants, and large electricity users [15—17]. Waste heat
from data centres (DCs) is a promising heat resource, especially for
the Nordic countries [18]. First, DCs are energy-intensive facilities

* Corresponding author.
E-mail address: haoranli@ntnu.no (H. Li).

https://doi.org/10.1016/j.energy.2020.119582

and the amounts of electricity used globally by DCs have grown
significantly in recent years. Up to 2010, DCs accounted for 1.3% of
the world’s electricity use. However, this proportion is increasing,
with an annual growth rate of 25% [19]. Second, a large proportion
of this electricity is converted into waste heat [20,21]. For a typical
DC, about half of the electricity used ultimately becomes waste
heat. Third, the equally spread load profile and waste heat gener-
ation make DCs a reliable heat source [17]. Finally, many DCs are
built close to an existing DH network. Therefore, it is possible to
feed the DCs’ waste heat into the nearby DH networks [18].
Studies have showed that it is technically and economically
feasible to recycle waste heat for DH systems usage. According to a
review by Ebrahimi et al., techniques for recycling waste heat from
aDCinclude absorption cooling, electricity generation, and DH [22].
Wahlroos et al. studied one Finnish DH system with waste heat
recovery from a DC. The results showed that operation cost savings
of 0.6—7.3% could be made after recycling waste heat from the DC
[17]. Similarly, Davies et al. investigated a DH system in London. The
results showed that waste heat recovery from a DC reduced the
annual operational cost by $373,634-$876,000 [23]. Kauko et al.
studied a Norwegian DH system. Their results showed that heat
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Nomenclature

BTES Borehole thermal energy storage
corP Coefficient of performance
CT Cooling tower

DH District heating

DHW Domestic hot water

DC Data centre

HP Heat pump

MS Main substation

SH Space heating

TES Thermal energy storage
WT Water tank

demand was reduced by 13% by recycling waste heat from a DC and
two food stores [24]. However, there are some challenges hindering
the utilization of waste heat from DCs for DH systems. One is the
mismatch between DCs’ waste heat supply and DH systems’ heat
demand [25]. The available waste heat from a DC depends on its
load profile, which is usually spread equally. Therefore, the waste
heat generated by DCs is at almost a constant rate [17,26]. In
contrast, the heat demand in buildings is related to outdoor air
temperature and occupant behaviour, which is full of fluctuations
and uncertainties [27]. The resulting heat demand varies with the
season, and even changes within one day. The difference between
waste heat generation and heat demand leads to a mismatch be-
tween heat supply and heat demand. The mismatch problem would
reduce the waste heat utilization rate and limit the economic and
environmental benefits of utilizing DCs’ waste heat [18].

One way to solve the mismatch in a DH system is to introduce
thermal energy storage (TES). In a review by Shah et al., borehole
thermal energy storage (BTES) was found to be an appropriate
solution to solve the mismatch for solar DH systems in cold cli-
mates [28]. Rohde et al. studied an integrated heating and cooling
system in Norway. BTES was proposed to solve the mismatch be-
tween heat supply (from solar collectors and the condensing heat)
and heat demand [29,30]. Kofinger et al. studied a DH system with
industrial waste heat recovery in Austria. Pit thermal energy stor-
age was used to shift industrial waste heat from summer to autumn
or winter, and supplied heat during peak hours [31]. Similarly,
Moser et al. explored the use of large-scale (seasonal) heat storage
to shift industrial waste heat from summer to winter and thereby
made the feed-in of waste heat economically more attractive [32].
Tian et al. studied a hybrid solar DH system with both TES and back
up boilers in Denmark. A water tank (WT) was applied as a short-
term TES to relieve the mismatch between the heat supply from a
solar heating plant and the heat demand in buildings [6].

Finally, peak load is an important issue in DH systems. Higher
peak load will increase the initial investment and operation cost of
a DH system. A survey shows that 87% of the current heating price
models in Sweden take into account heat users’ peak load [33].
These price models divide the heating bill into two parts: fixed and
variable [34—37]. The fixed part is charged based on the peak load,
and it accounts for 10—50% of the total heating bill [33]. Therefore,
shaving the peak load will bring significant economic benefits for
heat users.

Introducing TES is one way to shave the peak load in a DH
system. Verda et al. studied the idea of using a WT to shave the peak
load of a DH system in Italy. The WT was charged at night and
shaved the peak load in the morning. The results showed that peak
load shaving led to a reduction of 12% and 5% for the annual fuel use
and fuel cost, respectively [38]. Harris investigated the DH systems
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in Sweden and found that almost all heating plants used WTs to
shave the peak load. This measure reduced the installed capacity
and improved the operation efficiency of heating plants [39]. Ver-
rilli et al. proposed an optimal control strategy to reduce the
operation and maintenance cost of a DH plant in Finland. The
control strategy took advantage of the load shifting effect of WT and
saved the cost by 8% [40]. Jebamalai et al. investigated the benefits
of placing WTs in a DH system to decrease its peak load. The results
showed that the centralized WT could reduce the total network
investment cost by 4%, the substation level WT could reduce the
costs by 5%, and the building level WT could reduce the costs up to
7% [41].

In summary, introducing TES is an effective way for mismatch
relieving and peak load shaving in DH systems. However, to the
best of the author’s knowledge, there is limited research consid-
ering the two performance indicators of TES at the same time,
especially for the DH systems with heat supply from DCs. Further
research is needed to evaluate the system performance in terms of
energy, economic, and environmental indicators after introducing
TESs. Therefore, this study aimed to solve the mismatch problem
and shave the peak load for the DH systems, where DCs supply
waste heat, by introducing TESs. Different scenarios with the short-
term or long-term TESs were proposed. Energy, economic, and
environmental indicators were introduced to evaluate the system
performance. The novelty of this study is summarized as followed:
1) This research focused on improving the utilization of DCs’ waste
heat in DH systems by introducing TESs, which is rarely addressed
by existing studies. 2) Considering pricing schemes of DH, joint
management of mismatch relieving and peak load shaving of TESs
were investigated to optimize the economic performance. 3) For
completeness of performance evaluation, research into both short-
term and long-term TESs was conducted from aspects of energy
efficiency, economic profits, and environmental impacts. 4) Sensi-
tivity study of thermal storage efficiency was conducted to draw
generalized conclusions on utilizing various TESs for waste heat
supply from DCs.

The remainder of this article is organised as follows. Section 2
introduces the case study as the background for the system
model. Section 3 presents the analysed scenarios, modelling
approach, and methods used for economic and environmental
analysis. Section 4 shows the model validation and simulation re-
sults. Section 5 presents the sensitivity analysis to investigate the
impacts of TES storage efficiency. Finally, in Section 6, conclusions
are presented.

2. Description of the case study

A campus DH system in Norway was chosen as the case study.
The topology of the system is presented in Fig. 1. The system sup-
plies heat to a total building area of 300,000 m?, and the main
functions of these buildings are education, offices, laboratories, and
sports [42,43]. The campus DH system is connected to the city DH
system by the main substation (MS). Apart from the heat supply
from the city DH system, part of the annual heat supply comes from
waste heat recovered from the university’s DC. The current campus
DH system faces two problems: 1) the mismatch between the heat
supply from DC and the heat demand in buildings; 2) the higher
peak load, which results in a large amount of money paid for it.

Fig. 2 shows the hourly mismatch between building heat de-
mand and DC waste heat supply. During the non-heating season,
the building heat demand came only from the domestic hot water
(DHW) system. The heat demand ranged from 0.2 to 3.1 MW, which
depended on occupant behaviour. During the heating season, the
building heat demand came from both DHW needs and space
heating (SH) system, which was negatively correlated with the
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Fig. 2. Hourly building heat demand and data centre waste heat supply for the year 2017—-2018.

outdoor temperatures. The heat demand ranged from 0.2 to

12.6 MW. In contrast, the DC waste heat supply was stable

throughout the year, around 0.9 MW, see the red line in Fig. 2.
Fig. 3 illustrates the seasonal mismatch between building heat

demand and DC waste heat supply. During the non-heating season,
the supplied waste heat exceeded the heat demand. The total DC
waste heat supply was 3.4 GWh, which was 1.4 GWh higher than
the building heat demand, as shown in Fig. 3 at the left hand side.



H. Li, . Hou, T. Hong et al.

® Building heat demand = Waste heat from DC

30 -
E 25 B
=
o
T 20
3
=
s 15 A
S
10 4
5 -4
iy 34 | &l
0 ‘

Non-heating season Heating season

Fig. 3. Total building heat demand and data centre waste heat supply for the year
2017-2018.

During the heating season, the DC waste heat supply was far from
satisfying the building heat demand. The waste heat supply was
4.7 GWh, while the building heat demand was 29.3 GWh, as shown
in Fig. 3 at the right hand side.

In addition, as shown in Fig. 2, the building heat demand was
not equally distributed and there were peak loads for both the
heating and non-heating seasons. The maximum building heat
demand was 12.6 MW during the heating season, which was about
two times higher than the average value of 5.5 MW. Similarly, the
maximum building heat demand was 3.1 MW during the non-
heating season, which was about five times higher than the
average value of 0.6 MW. The local DH company charges for heating
based on heat use and peak load. The university pays about 4.7
million NOK' for the peak load each year. The money paid for the
peak load accounts for 23% of the total heating bill.

3. Method

Three TES configurations were proposed to solve the mismatch
problem and shave the peak load for the DH system, where the
waste heat from the DCs was available. In addition, a reference
scenario presenting the current campus DH system, was used as the
benchmark to evaluate the system performance of the three TES
scenarios. In total, the four scenarios were simulated in the Dymola
platform. Finally, their system performance was evaluated and
compared in terms of energy, economic, and environmental in-
dicators. Detailed information on the research scenarios, modelling
approach, and economic and environmental analysis methods are
introduced in this section.

3.1. Suggested scenarios to include TESs

Fig. 4 shows schematics of the four scenarios. The reference
scenario, Ref, presented the current campus DH system, see Fig. 4
a). In this scenario, the city DH system acted as the basic heat
source and supplied heat through the MS. Meanwhile, the DC
functioned as an additional heat source. The condensing heat of the
DC cooling system was fed into the return line of the campus DH
ring. This scenario suffered from the mismatch and high peak load
problems, as introduced in Section 2.

The scenario Ref + WT integrated a WT into the reference sce-
nario Ref, see Fig. 4 b). The volume of the WT was chosen as
8,000 m°, which was able to supply heat to the campus DH system
for two days. The WT functioned as the short-term TES. It aimed to

! The currency rate between NOK and EUR can be found from https://www.xe.
comy/, in this study 1 EUR = 9.5 NOK.
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relieve the mismatch between the DC waste heat supply and the
building heat demand during the non-heating season. The WT
operated in charging mode when the DC waste heat supply was
higher than the building heat demand, otherwise, it operated in
discharging mode. During the heating season, the WT was used to
shave the peak load. It operated in discharging mode during the
peak load hours, otherwise, it operated in charging mode.

The scenario Ref + BTES integrated a BTES system, that included
a heat pump (HP) and a borehole field, into the reference scenario
Ref, see Fig. 4 c). The borehole field contained 240 single U-tube
boreholes. The depth of the boreholes was 55 m, and the distance
between each borehole was 3 m. All boreholes were connected in
parallel. The borehole field was sized with a charging rate of
1.1 MW, which was 80% of the maximum heat rate of the waste heat
supply [44]. During the non-heating season, the BTES system
operated in charging mode, storing the surplus waste heat supplied
by the DC. In charging mode, the HP was not in operation, and the
BTES system and DC were connected in series. During the heating
season, the BTES system switched to discharging mode. However, it
operated only during the peak load hours. In discharging mode, the
long-term TES system and the DC were connected in parallel,
working together to supply heat to the campus DH system.

The scenario Ref + WT + BTES integrated both a WT and a BTES
system into the reference scenario Ref , see Fig. 4 d). During the
non-heating season, the WT was used to solve the hourly mismatch
problem. In addition, the BTES system operated in charging mode
to solve the seasonal mismatch problem. As presented in Fig. 3,
about 1.4 GWh excess waste heat was supplied during the non-
heating season. The BTES system was used to shift this part of
waste heat to the heating season. During the heating season, the
WT and BTES worked together to shave the peak load. The charging
and discharging strategies were the same as in scenarios Ref + WT
and Ref + BTES.

3.2. Modelling approach for the campus DH system

The Dymola model of the campus DH system is presented in
Fig. E1 of Appendix E. The model has the following components:
buildings, DC, WT, BTES, and MS. The approach used to model these
components is explained in this section and the key parameter
settings are presented in Table A1, B.1, C.1, C.2, C.3 and D.1 of
Appendices A-D.

3.2.1. Building model

A single-equivalent building model was used to represent the
overall performance of all the buildings on campus. The properties
of the equivalent building were determined by summing or
weighting the average properties of individual buildings. For
example, the area of the exterior wall of the equivalent building
was calculated by summing the corresponding values for all the
buildings, and the U-value of the exterior wall of the equivalent
building equalled the weighted average value of the corresponding
values of all the buildings. The equivalent building model enabled
increased computational efficiency, while maintaining high simu-
lation accuracy. As shown in Fig. 5, the building model contained
six modules: building envelope, internal heat gain, SH system,
DHW system, ventilation system, and weather.

The building envelope module was developed based on the
TwoElements component of the Buildings library [45]. It used an RC
thermal network to represent the thermal process. Detailed infor-
mation about this component can be found in Ref. [46]. The internal
heat gain module defined the heat rate of the internal heat gain
from the building’s equipment, lighting, and occupants. The
ventilation system module represented the building’s ventilation
system and specified its airflow rate and heat recovery efficiency.
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Fig. 4. Schematics of the four scenarios.

The SH and DHW system modules represented the SH and DHW
systems of the buildings. The main components of these modules
included radiator, pumps, heat exchangers, water taps, and pres-
surization systems. All these components came from the Modelica
Standard Library [47] and libraries from IBPSA Project 1 [48].

3.2.2. Data centre model
The DC model is shown in Fig. 6. The key components were the

HP and the cooling tower (CT). The HP connects the DC cooling
system to the campus DH system. Its evaporator side produces
chilled water for the cooling system, while its condenser side feeds
waste heat into the campus DH system. The HP model was built
based on the Carnot_y component in the IDEAS library [49]. This
calculates the coefficient of performance (COP) based on the
nominal COP, Carnot efficiency, and part-load efficiency. Detailed
information on the Carnot_y component can be found in Ref. [50].
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Fig. 5. Building model.

The CT is used to guarantee the safe operation of the DC cooling
system. It starts to work when the incoming water temperature at
the condenser side exceeds the safety level.

3.2.3. Water tank and borehole thermal energy storage system
model

The WT model came from the StratifiedEnhanced component of
the AixLib library [51]. The model used several sections to represent
stratification, and the thermal process of each section was
described by the laws of energy conservation. Detailed information
about the model can be found in Ref. [52].

The BTES system model is shown in Fig. 7. Its key components
were BTES and HP. The BTES model was developed based on the
OneUTube component of the IDEAS library. The model calculated the

From campus DH system

To DC cooling system

Legend

thermal processes using an axial discretized resistance-capacitance
network. Detailed information on the BTES model can be found in
Ref. [53].

3.2.4. Main substation model

The MS connects the city DH system to the campus DH system.
The MS has two functions. First, it supplements the heat supply
when waste heat cannot cover the heat demand. Second, it further
boosts the supply temperature when the supply temperature from
the DC is insufficient for the building system. As shown in Fig. 8, the
key component of the MS model was the heat exchanger. The heat
exchanger model was based on the BasicHX component of the
Modelica Standard Library [54].

L
To campus DH system

From DC cooling system

Water flow E Temperature sensor

Fig. 6. Data centre model.
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Fig. 7. Borehole thermal energy storage system model.

3.3. Method for economic analysis

3.3.1. Initial investment for a TES system

The initial investment required for a TES system varies with the
storage type and depends strongly on the storage size. Fig. 9 illus-
trates the relationship between initial investment and size fora WT
and a BTES system. The solid black dots in Fig. 9 represent previous
projects [55]. The figure shows that power functions approximate
the relationship very well, with coefficients of determination (R?)
higher than 0.8 and no obvious overfitting. In this study, the power
functions were used to estimate the initial investment for the TES
system. For the BTES system, initial investment in the HP was also
considered. The unit cost of the HP was assumed to be 0.8 million
EUR/MW, based on a report that studied large scale HPs for DH
systems [56].

3.3.2. Calculation of energy bill
The energy bill includes the heating and electricity bills, which

To city DH system

From campus DH system

——— Water pipe line

T
,_t,. Temperature sensor
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are explained as follows.
The heating bill contains two parts: fixed and variable, as pre-
sented in Eq. (1).

Bhear(to[) = Bheat(ﬁx) + Bheat(var) (1)

where By (or) 1S the total heating cost, Bpege(sy) is the fixed part,
and Biegt(var) is the variable part.
The fixed part is calculated in Eq. (2) as follows:

Bheat(ﬁx):Qpeak.sumpheut(ﬁx,sum) + Qpeak,winpheat(ﬁx.win) (2)

where Qpeak,sum and Qpea,(_w,-n are the peak load for the summer and
winter seasons, respectively. Phi;(fixsum) and Pheqt(fix,win) are the unit
fixed heating price for the summer and winter seasons,
respectively.

The variable part is calculated in Eq. (3) as:

Bheat(var):QheatPheat(var) (3)

where Qpeq, is the total heat use, and Pyeq¢(qr) is the variable heating
price. The unit fixed and variable heating price was obtained from
the local DH company, Statkraft Varme, in Trondheim [57,58].

The electricity bill includes also a fixed part and a variable part.
However, the fixed part in Norway is determined by the electricity
use. However, a simplified electricity bill calculation method was
proposed in Eq. (4). This method assumed that the electricity bill
contained only the variable part, and it was a function of electricity
use. The equivalent electricity price was calculated as:

Belec = EelecPelec (4)

where B, is the electricity cost, E, is the electricity use, and P,y
is the equivalent electricity price. The equivalent electricity price is
equal to the total electricity cost (including the fixed and variable
parts) divided by the electricity use. In this study, the equivalent
electricity price was 1.07 NOK/kWh.

3.3.3. Calculation of the payback period

The payback period is the time taken to fully recover the initial
investment. It is one of the most commonly used methods for
evaluating initial investments [59]. The payback period PB is
calculated using Eq. (5):

To campus DH system

From city DH system

— — - Information line

Fig. 8. Main substation model.
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—Inwt =0 (5)

where By, is the annual energy bill saving. Invt is the initial in-
vestment. i is the prevailing interest rate, for which 2% was used in
this study [60].

3.4. Method for environmental analysis

The increase in global average temperatures is attributed to an
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Fig. 10. Simulated and measured hourly building heat demand plotted against outdoor
temperature, (a) original simulated and measured data, and (b) medians with an in-
terval of 5 °C and their trend lines.

Energy 219 (2021) 119582

(a)

* Data_Meas
* Data_Simu

Ccor

Average temperature of the condenser side (°C)
(®)

45 ~ A -Median_Meas
) —B -Median_Simu

cop

40 45 50 55 60 65

Average temperature of the condenser side (°C)

Fig. 11. Simulated and measured COP plotted against the average water temperature of
the condenser side, (a) original simulated and measured data, and (b) medians with an
interval of 5 °C and their trend lines.

increase in greenhouse gas emissions, especially CO; [61]. There-
fore, this study used CO, emissions as an indicator to evaluate
environmental impact.

As shown in Eq. (6), a CO, emission factor is used to calculate
CO, emissions as:

EMcoy =E x EF (6)

where EM(q,is the CO; emission, E is heat or electricity use, and EF
is the CO, emission factor for heat or electricity.

The reference value for the CO, emission factor for heat was
obtained from the local DH company as 51.8 g/kWh [57]. This value
considers the entire life-cycle emissions of all types of fuel,
including waste incineration, biomass, liquefied petroleum gas, etc.
The reference value for the CO, emission factor for electricity was
18.9 g/kWh [62]. This low value is attributed to the high proportion
of renewable electricity in Norway. About 98% of electricity is from
hydropower and wind power.

4. Results

This section first presents the model validation, then evaluates

12 ——Ref
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o
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Fig. 12. Heat load duration diagram for the four scenarios.
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Fig. 16. Payback period for the three TES scenarios.

the three TES scenarios based on energy, economic, and environ-
mental analyses.

4.1. Model validation

The building and HP models were validated by the measured
data from the campus energy management platform. The valida-
tion of the building model is presented in Fig. 10. The simulated and
measured hourly building heat demands exhibited a similar
pattern. During the heating season, the building heat demand was

Fig. 17. Annual CO, emissions for the four scenarios.

negatively correlated with the outdoor temperature. However, this
correlation disappeared during the non-heating season. In addition,
the median of the simulated building heat demand matched the
measured value at the same interval. The errors of these medians
were within +4%. Similarly, the simulated total building heat de-
mand also matched the measured data, which were 31.3 GWh and
31.4 GWh, respectively. The error in the total building heat demand
was within +1%.

For a typical water source HP, the COP is a function of conden-
sation and evaporation temperatures. These cannot be measured
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Table 1
Scenarios of sensitivity analysis.

Name WT efficiency (%) BTES efficiency (%)
Ref + WT 100 —
Ref + WT9 90 -
Ref + WT8 80 -
Ref + WT7 70 -
Ref + WT6 60 -
Ref + WT5 50 -
Ref + BTES - 100
Ref + BTES9 - 90
Ref + BTES8 - 80
Ref + BTES7 - 70
Ref + BTES6 - 60
Ref + BTES5 - 50

directly, but the water temperatures on the condenser and evapo-
rator sides can be used instead. In this study, the influence of the
evaporation temperature was ignored because the water temper-
ature on the evaporator side remained approximately constant
(with inlet and outlet temperatures of 11 and 7 °C, respectively).
Therefore, the relationship between the COP and the water tem-
perature at the condenser side was used to validate the HP model.
Fig. 11 presents the validation of the HP model. Please note that the
average water temperature at the condenser side refers to the
average value of the inlet and outlet water temperatures. The
simulated COP agreed very well with the measured COP. They
exhibited the same trend, with the COP decreasing when the water
temperature increased at the condenser side. Meanwhile, the me-
dian of the simulated and measured COP was calculated at the same
interval. The errors of those medians were within + 5%.

4.2. Evaluating the TES scenarios by energy analysis

This section evaluates the TES scenarios based on energy anal-
ysis. Fig. 12 illustrates the heat load duration curves of the campus
DH system, which was used to evaluate the peak load shaving ef-
fect. Fig. 13 and Fig. 14 show the heat balance and energy use, which
were used to evaluate the mismatch reliving effect. Please note that
the heat load refers to the heat rate of heat supply from the MS. The
heat loss refers to the amount of heat removed by the CT as a result
of the mismatch problem. During the non-heating season, more
waste heat was supplied than the building heat demand, and this
surplus waste heat would ultimately become heat loss. In addition,
the additional pumping electricity use for TESs was not accounted
for in this study, because it was negligible compared to the HP
electricity use. For a typical DH system, the demand for electricity
for pumping is only about 0.5% of the heat delivery [1].

As shown in Fig. 12, the WT contributed to a significant peak
load shaving effect. The peak load of the scenario Ref + WT dropped
to around 8.1 MW, a reduction of almost 30% compared to the
reference scenario Ref. However, introducing the WT did not
relieve the mismatch problem and consequently did not reduce the
MS heat supply. As shown in Figs. 13 and 14, the scenario Ref+ WT
even showed a slightly higher heat loss than the reference scenario
Ref. This was because the DC waste heat supply increased with the
introduction of the WT. During the WT charging process, the outlet
water from the WT and the return water from the building mixed
together, and then became the inlet water for the HP of the DC. The
outlet temperature from the WT was usually higher than the return
temperature from the building, so the WT charging process
increased the inlet temperature of the HP. This increased temper-
ature led to a higher condensation temperature and a lower COP for
the HP. Therefore, more waste heat was generated to produce the
same amount of cooling.
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However, the BTES system almost solved the mismatch problem
and saved a considerable amount of MS heat supply. As shown in
Fig. 13, the scenario Ref + BTES reduced the heat loss by 83%
compared to the reference scenario Ref. The surplus waste heat was
stored by the BTES system during the non-heating season and then
supplied to the building during the heating season. This long-term
heat storage shifted the waste heat from non-heating season to
heating season, and thus increased the waste heat utilization rate
from 77% to 96%. Consequently, as shown in Fig. 14, the annual heat
supply from MS was reduced by 10%. In addition, the BTES system
also brought a remarkable peak load shaving effect, although this
was less significant than in the case of the WT. As shown in Fig. 12,
the peak load of the scenario Ref + BTES was 15% lower than the
reference scenario Ref.

The scenario Ref + WT + BTES, which combined a WT and a BTES
system, had the most complex system, as shown in Fig. 4. The peak
load shaving effect achieved the best performance due to the
combination of WT and BTES, a reduction of 37%, as illustrated in
Fig. 12. However, the mismatch relieving effect was worse than the
scenario Ref + BTES. The heat loss and the MS heat supply were
reduced by 68% and 9%, respectively, as presented in Fig. 14.

In addition, both the WT and BTES scenarios used more elec-
tricity than the reference scenario. As shown in Fig. 14, the scenario
Ref + WT increased electricity use by 12%. This was because the WT
charging process led to a higher condensation temperature for the
HP in the DC, and thus increased HP electricity use, as explained
above. Similarly, the Ref + BTES scenario increased electricity use
by 30%. This was caused by the additional electricity use of the HP
in the BTES system, which was 0.9 GWh per year. The scenario
Ref + WT + BTES resulted in the largest increase in electricity use,
amounting to 40%. This was because it not only increased electricity
use from the HP in the DC but also resulted in additional electricity
use by the HP in the BTES system.

4.3. Evaluating the TES scenarios by economic analysis

This section evaluates the TES scenarios based on economic
analysis. As shown in Fig. 15, both the WT and the BTES system
could save energy bills. The scenario Ref + WT saved 5% of the
annual energy bill compared to the reference scenario Ref. This
saving arose only due to the reduction in the fixed part of the
heating bill, which was brought by the peak load shaving effect of
the WT. Similarly, the scenario Ref + BTES saved 6% of the annual
energy bill. This bill saving came from the reduction in both the
fixed and variable parts of the heating bill, which was caused by the
peak load shaving and mismatch reliving effects of the BTES. In
addition, the scenario Ref + WT + BTES achieved the highest en-
ergy bill saving, reducing the bill by 8%. This was because it made
full use of the advantages of both the WT and BTES.

Fig. 16 presents the payback period of the three TES scenarios.
The scenario Ref + WT had the shortest payback period of 12 years.
In contrast, the Ref + BTES and Ref + WT + BTES scenarios pre-
sented longer payback periods of 17 and 20 years, respectively,
although they had better annual energy bill savings. These long
payback periods were due to the high initial investment.

4.4. Evaluating the TES scenarios by environmental analysis

This section evaluates the TES scenarios based on environmental
analysis. As shown in Fig. 17, the BTES system effectively reduced
CO, emissions. The Ref + BTES and Ref + WT + BTES scenarios
reduced the annual CO, emissions by 8% and 7%, respectively. This
significant reduction was for two reasons. First, the BTES system
almost solved the mismatch problem and consequently saved a
considerable amount of MS heat supply. Second, the CO; emission
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Fig. 18. Annual energy use for the water tank scenarios (a) and the borehole thermal energy storage scenarios (b).
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Fig. 21. Annual CO, emission for the water tank scenarios (a) and the borehole thermal energy storage scenarios (b).

factor for electricity was much smaller than that for heat, even 5. Sensitivity analysis of thermal energy storage efficiency
though electricity use increased with the introduction of BTES.

Therefore, the decrease in the CO, emissions from heat was much The results from Section 4 assumed that the TES has a storage
larger than the increase in CO, emissions from electricity. In efficiency of 100%. However, the storage efficiency ranges from 50%
contrast, the WT did not bring any benefits in terms of reducing CO, to 100% for the WT and BTES, based on a report from the Interna-
emissions, because it had no obvious heat-saving effect. tional Energy Agency on large scale TESs [55]. The storage efficiency
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of TESs differs from case to case and even changes with time. For
example, the storage efficiency of BTES is highly related to its local
geological condition. The storage efficiency of WT may reduce after
several years’ operation due to the moistened insulation. Therefore,
it is necessary to conduct a sensitivity study to investigate the
impacts of storage efficiency on different TESs, and thus provide
more generalized suggestions on choosing different TESs. This
section conducts a sensitivity analysis of storage efficiency. The
study was conducted based on the principle of energy balance,
which meant that heat loss from the TES would be supplemented
by the MS. The annual MS heat supply and electricity use for the
Ref + WT and Ref + BTES scenarios was used as the benchmark,
which is presented in Fig. 14.

Table 1 presents the scenarios used for sensitivity analysis. The
sensitivity analysis did not include the scenario with both the WT
and BTES. The scenario Ref + WT + BTES did not achieve the best
performance in terms of energy saving and CO, emissions reduc-
tion, even though it had the most complex system and the highest
initial investment.

Fig. 18 shows the variation in the annual energy use as the
storage efficiency of the TES varies. The MS heat supply increased
with the decreased storage efficiency of the WT and BTES. In the
WT scenarios, the annual MS heat supply would increase by 0.6% if
the storage efficiency decreased by 10%. When the storage effi-
ciency declined to less than 90%, the WT scenarios would require
more MS heat supply than the reference scenario. In the BTES
scenarios, the annual MS heat supply increased by 1.1% when the
storage efficiency decreased by 10%. However, the BTES scenarios
still had 5% less MS heat supply than the reference scenario, even
when the storage efficiency dropped to 50%. In addition, the lower
storage efficiency could reduce the electricity use for the BTES
scenarios, because less stored heat was recovered by the HP of the
BTES system.

Fig. 19 presents the variation in the annual energy bill as the
storage efficiency of the TES varies. The annual energy bill would
increase by 0.4% when the storage efficiency of the WT and BTES
declined by 10%. However, the annual energy bills were still saved
by 3—4%, even when the storage efficiency of the WT and BTES
dropped to 50%. The increased annual energy bill led to a longer
payback period for both the WT and BTES scenarios. As illustrated
in Fig. 20, the payback period would increase by 2—4 years when
the storage efficiency of the WT and BTES decreased by 10%. The
WT scenarios would have a reasonable payback period of fewer
than 15 years, if the storage efficiency remained higher than 80%. In
contrast, the BTES scenarios presented a longer payback period of
more than 17 years. The payback period could even be up to 30
years if the storage efficiency dropped to 50%.

Fig. 21 presents the variation in the annual CO, emissions as the
storage efficiency of the TES varies. The lower storage efficiency
increased the CO, emissions in both the WT and BTES scenarios.
When the storage efficiency decreased by 10%, the increase was
about 0.5% for the WT scenarios and 0.9% for the BTES scenarios.
However, the BTES scenarios could always maintain lower CO,
emissions compared to the reference scenario. The reduction of CO,
emissions was around 4%, even when the storage efficiency drop-
ped to 50%.
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6. Conclusion

Three TES scenarios were proposed to address the mismatch
problem and shave the peak load for the DH system, where the
waste heat from data centre was available. The system performance
was evaluated in terms of energy, economic, and environmental
indicators. A campus DH system in Norway was selected as the case
study.

The WT scenario was able to shave the peak load by up to 31%,
which saved the annual energy bill by 5%. Meanwhile, the payback
period was fewer than 15 years when the storage efficiency
remained higher than 80%. However, introducing the WT had no
obvious benefits in terms of mismatch relieving and CO, emissions
reduction.

In contrast, the BTES scenario was able to improve the system
performance substantially in terms of mismatch reliving and CO,
emissions reduction. The waste heat utilization rate was increased
from 77% to 96%, and the CO, emissions was reduced by up to 8%. In
addition, the BTES also shaved the peak load by 15%, although this
was less remarkable than the reduction achieved by the WT.
Consequently, the annual energy bill was saved by 6% due to the
mismatch reliving and peak load shaving. However, the BTES sce-
nario presented a longer payback period of more than 17 years.

The scenario with both the WT and the BTES, had the most
complex system and the highest initial investment. However, the
system did not achieve the best performance in terms of energy
saving and CO, emissions reduction. In addition, it had the longest
payback period of 19 years, even without considering any heat loss.

These results provide guidelines for the retrofit of district
heating systems, where data centres’ waste heat is available.
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Appendix A. Parameters for the building model
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Table A1
Key parameters for the building model.
Category Parameter Value
Areas of building envelope (m?) Exterior wall 102,600
Roof 75,400
Ground floor 75,900
Window 40,700
U-value of building envelope (W/(m?-K)) Exterior wall 0.48
Roof 0.41
Ground floor 0.17
Window 2.07
Ventilation system Air change rate (1/h) 245
Heat recovery efficiency (%) 58
Building air volume (m?) 1,054,600

Appendix B. Parameters for the DC model

Table B.1
Key parameters for the heat pump component in the data centre model.
Category Parameter Value
Annual average Temperature difference on the evaporator/ —4/
conditions condensation side (K) 12
Nominal mass flow rate on the evaporator/ 18/
condensation side (kg/s) 36
Baseline Carnot effectiveness 0.4
Maximum capacity Nominal compressor power (kW) 850

Appendix C. Parameters for the WT and BTES system model

Table C.3
Key parameters for the heat pump component in the borehole thermal
energy storage system model.

Category Parameter Value
Annual average Temperature difference on the evaporator/ —4/
conditions condensation side (K) 12
Nominal mass flow rate on the evaporator/ 14/
condensation side (kg/s) 28
Baseline Carnot effectiveness 0.4
Maximum Nominal compressor power (kW) 680
capacity

Appendix D. Parameters for the MS model

Table D.1
Key parameters for the main substation model.
Parameter Value
Table C.1 >
Key parameters for the water tank model. Heat transfer area (m?) 420
Design capability (MW) 15.6
Parameter Value
Height (m) 15
Volume (m?) 8,000
Table C.2
Key parameters for the borehole thermal energy storage model.
Category Parameter Value
Bore field Length/width (m) 69/27
Number of boreholes 240
Distance between two boreholes (m) 3
Borehole Height (m) 55
Radius (m) 0.063
Tube Type Single U
Radius (m) 0.0167
Thermal conductivity (W/(m-K)) 0.39
Thickness (m) 0.003
Filling material Thermal conductivity (W/(m-K)) 1.15
Specific heat capacity (J/(K-kg)) 800
Density (kg/(m?)) 1,600
Soil Thermal conductivity (W/(m-K)) 2.7 [63]
Specific heat capacity (J/(K-kg)) 840 [63,64]
Density (kg/m?) 2,800 [63,64]
Temperature (°C) 5.0
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ABSTRACT

Due to heat prosumers' dual roles of heat producer and heat consumer, the future district heating (DH)
systems will become more flexible and competitive. However, the current heating price models have not
yet supported the reverse heat supply from prosumers to the central DH system, which means the
prosumers would gain no economic benefit from supplying heat to the central DH system. These uni-
directional heating price models will reduce interest in prosumers, and thus hinder the promotion of
prosumers in DH systems. This study aimed to optimize prosumers' economic performance under the
current heating price models by introducing water tank thermal energy storage (WTTES). A dynamic
optimization problem was formulated to explore prosumers' economic potentials. The size parameter of
WTTESs was swept in prosumers to obtain the optimal storage size considering the trade-off between
the payback period and the heating cost saving. The proposed method was tested on a campus DH
system in Norway. The results showed that the prosumer's annual heating cost was saved up to 9%, and
the investment of WTTES could be recovered in less than ten years. This study could provide guidelines
on improving prosumers' economic performance and promote the development of prosumers during the
transformation period of DH systems.

© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Buildings account for a large share of total energy use and
contribute to global warming considerably. In the European Union
(EU), buildings are responsible for approximately 40% of total en-
ergy use and 36% of greenhouse gas emissions [1]. Space heating
(SH) and domestic hot water (DHW) systems, as essential parts of
building energy systems, play an important role in buildings' en-
ergy use. For example, in the residential sector of the EU countries,
about 80% of the energy use is for SH and DHW [2,3]. District
heating (DH) systems can satisfy buildings' heat demand in an
energy-efficient and environment-friendly way [4]. Due to these
merits, DH systems are competitive compared with alternative
heating technologies, especially for urban areas with concentrated
heat demand. Currently, more than four thousand DH systems are
working successfully in Europe [5], and the national heat market

* Corresponding author.
E-mail address: haoranli@ntnu.no (H. Li).

https://doi.org/10.1016/j.energy.2021.122103

share for DH systems can reach 60% for some areas [6—8]. However,
DH systems' competitiveness is weakened by several challenges,
such as the considerable distribution heat loss caused by high
distribution temperature and the shrinking heat market due to the
improving building efficiency [4]. To deal with these challenges and
stay competitive, the current second and third generation DH sys-
tems are transforming to the fourth and fifth generation DH sys-
tems [9—12]. The transformation includes decreasing distribution
temperature and upgrading infrastructure, and hence reduces the
distribution heat loss and opens the door to more free heat such as
renewables and waste heats.

For the future DH systems, renewables and waste heats may be
integrated into the user side as distributed heat sources (DHSs)
besides the central DH system. These end-users with DHSs are
called heat prosumers due to their dual roles of producer and
consumer. Fig. 1 illustrates examples of heat prosumers in a DH
system. The block Individual Prosumers in the upper right of Fig. 1
shows different types of individual prosumers that integrated
into the central DH system, these prosumers maybe a building
installed with solar panels, a food store with waste heat from the

0360-5442/© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Nomenclature

CHP Combine heat and power plant

CV(RMSE) Coefficient of variation of the root mean square
error

DC Data centre

DH District heating

DHW Domestic hot water

DHS Distributed heat source

EDC Energy demand component

FDC Flow demand component

FXC Fixed component

HE Heat exchanger

LDC Load demand component

MS Main substation

NLP Nonlinear programming

NMBE Normalized mean bias error

R2R Extraction from the return line and feed into the
return line

R2S Extraction from the return line and feed into the
supply line

S2S Extraction from the supply line and feed into the
supply line

SH Space heating

TES Thermal energy storage

WTTES  Water tank thermal energy storage
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refrigeration system, or a factory with waste heat from the pro-
duction process. In addition, the block Community Prosumer in the
lower right of Fig. 1 presents a community prosumer with end-
users and DHSs. These end-users are a cluster of buildings that
may contain residential buildings and commercial buildings, and
the DHSs may be a data centre (DC) with waste heat from its
cooling system and a micro combine heat and power plant (CHP).
Different from the individual prosumers connecting to the central
DH system directly, the community prosumer is connected to the
central DH system via the main substation (MS), and hence the
management of the community DH system can be separated from
the central DH system. For both the individual prosumers and the
community prosumers, it allows bidirectional heat flow between
the prosumers and the central DH system. Therefore, the pro-
sumers may be supplied with heat from the central DH system
during high heat demand periods, and feed surplus heat from their
DHSs to the central DH system during low heat demand periods.
There is a growing interest in prosumers in DH systems. Nord
et al. [13] and Licklederer et al. [14] proposed methods to model
heat prosumer-based DH systems. Marguerite et al. introduced a
tool to optimize the design and operation of prosumers [15]. Pipi-
ciello et al. developed a new type of substation for heat prosumers
in DH systems [16]. Nielsen et al. [17], Brand et al. [18], and Gross
et al. [19] investigated the impacts of prosumers on DH systems.
Huang et al. reviewed the applications of DCs as prosumers in DH
systems [20], and Kauko et al. studied the impacts of DCs and su-
permarkets as prosumers in DH systems [21]. Previous research has
proposed the methods to design and operate prosumers and
demonstrated the economic benefits of introducing prosumers in

Individual Prosumers

|

WA

I ]

Jinas
@DDDDD@
tm] am|y

ooo

Building Food store Factory
+Solar panel +Waste heat +Waste heat

Central DH system
(including central plants and central grid)

Community Prosumer

Micro CHP

Buildings

Fig. 1. Schematic illustrates examples of prosumers in a DH system.
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DH systems. However, there is limited research focusing on opti-
mizing prosumers' economic performance, especially under the
current heating price models. During the transformation period of
the DH system, despite some successful projects with bidirectional
heating price models, the widely used heating price models have
not supported the reverse heat supply from the heat prosumers to
the central DH system, which means the prosumers would gain no
economic benefit from supplying heat to the central DH system
[22]. These unidirectional heating price models are reducing peo-
ple's interest in heat prosumers, and thus hindering the promotion
of prosumers in DH systems. Therefore, further research is needed
to optimize prosumers' economic performance under the current
widely used heating price models during the transformation period
of the DH system.

The current widely used heating price models charge the
heating cost of heat prosumers based on both the heat use and the
peak load [22]. Therefore, the two possible ways to optimize heat
prosumers' economic performance are: 1) increasing the self-
utilization rate of heat supply from prosumers' DHSs, and hence
reducing the heat supply from the central DH system, and 2)
shaving prosumers' peak load by shifting parts of central DH sys-
tem's heat supply from peak hours to non-peak hours. Thermal
energy storages (TESs) have been proven to be good at achieving
the above goals. Firstly, TESs may be used to relieve the mismatch
between prosumers' heat supply from DHSs and buildings' heat
demand [23—27]. Consequently, less heat is fed to the central DH
system when surplus heat exists, and the self-utilization rate of the
heat supply from prosumers' DHSs is increased. Secondly, TESs may
shift the central DH system's heat supply from peak hours to non-
peak hours, thereby shaving the peak load of the heat prosumers
[28—30]. However, one barrier to the integration of TESs into pro-
sumers is their high investment costs and the economic risk of long
payback periods. Therefore, further research is needed to explore
the economic feasibility of introducing TESs to prosumers under
current heating price models.

This study aimed to break the above economic barrier through
the optimal operation of heat prosumers with TESs and the optimal
sizing of TESs. Firstly, a water tank thermal energy storage (WTTES)
was chosen as short-term TES and integrated into a prosumer. Af-
terwards, a dynamic optimization problem was formulated aiming
to explore the economic potential of the heat prosumer with TES.
The economic performance of the prosumer with TES was evalu-
ated in terms of heating cost saving and payback period. Finally, the
size parameter of WTTES was swept to obtain the optimal storage
size considering the trade-off between the payback period and the
heating cost saving. The proposed method was tested on a campus
DH system in Norway, which received heat from the central DH
system, meanwhile, had its own DHS with waste heat recovery
from the university DC. The main contributions of this study are
summarized as the following. Firstly, the technical contribution is
to support the transformation of current DH systems towards
completely renewable-based DH systems with DHSs by optimizing
prosumers' economic performance under the current heating price
models, which is a practical but rarely addressed problem. Sec-
ondly, the scientific contribution is to use the technique of
combining dynamic optimization and parameter’ sweeping to
explore prosumers' economic potentials considering the economic
feasibility after introducing TESs. Thirdly, the practical contribution
is to provide more comprehensive recommendations for heat
prosumers and DH companies to understand the effect of the peak
load definition on the economic performance of heat prosumers.
This study provides guidelines on improving prosumers' economic
performance during the transformation period of the DH system,
and thus promote the development of the heat prosumers in DH
systems.

Energy 239 (2022) 122103

The remaining of the article is organized as follows. Section 2
proposes a generalized heating price model based on the current
widely used heating price models, afterwards introduces the sys-
tem design and operation strategy aiming to optimize prosumers'
economic performance under the generalized heating price model
by using short-term TESs. Section 3 introduces the background of
the case study, meanwhile provides information on research sce-
narios and simulation settings. Section 4 investigates and compares
different scenarios' performance in terms of energy and economic
indicators. Section 5 discusses the effects of the peak load definition
on prosumers' economic performance and investigates the
WTTESs' thermoclines during charging and discharging processes.
Section 6 concludes this study.

2. Method

This section introduces the method to optimize prosumers'
economic performance under current heating price models by us-
ing WTTESs. Firstly, a generalized heating price model is proposed
based on the current widely used heating price models. Afterwards,
considering the generalized heating price model, the system design
for prosumers with the WTTESs and the optimization problem
aiming to minimize the prosumers' heating cost are given. Mean-
while, the models and constraints used in the optimization prob-
lem are presented. Finally, the economic indicators used to evaluate
prosumers' performance are introduced.

This study was based on numerical simulation. The DH system
model was built using the Modelica language, which is an object-
oriented language to conveniently model physical systems [31].
The optimization was performed with JModelica.org, which is an
open-source platform for the simulation and optimization of
complex dynamic systems [32]. For the optimization process based
on the JModelica.org platform, the formulated infinite-dimensional
optimization problem was transcribed into a finite-dimensional
nonlinear programming (NLP) problem through Direct collocation
[33]. Afterwards, the obtained NLP problem was solved by NLP
solvers in the following steps. Firstly, the inequality constraints in
the NLP problem were eliminated using the interior-point method
[34]. Then a local optimum for the NLP was achieved by solving the
first order Karush-Kuhn-Tucker condition, using iterative tech-
niques through Newton's method.

2.1. Generalized heating price model

Although heating price models vary with local DH companies, a
generalized heating price model was defined and was used in the
optimization of prosumers' economic performance. This general-
ized heating price model was defined as suggested in the review
paper of [22], where the current heating price models may include
four components: fixed component (FXC), flow demand compo-
nent (FDC), energy demand component (EDC), and load demand
component (LDC). The FXC is paid to connect to the central DH
system. The FDC is charged based on the volume of the hot water
used to deliver heat and is intended to motivate the low return
temperature. The LDC covers the DH companies' cost to maintain a
certain level of capacity for the peak load, the initial investment of
new facilities, depreciation, etc. It is charged based on the peak load
of the end-users. The EDC covers the fuel cost and is charged based
on the total heat use of end-users.

Based on the review article of [22], the existence and the average
share of each component for the Swedish DH systems are illus-
trated in Fig. 2. About half of the heating price models include the
FXC (60%) and the FDC (50%), however, they only account for 1—2%
of the total heating cost. In contrast, the LDC and the EDC are the
most commonly used components. About 87% of the current
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Fig. 2. The existence (a) and average share (b) of each component in investigated heating price models [22].

heating price models have the LDC, and all the current heating price
models have the EDC. They together account for 96% of the total
heating cost. There are technical-economic reasons for the config-
uration of a heating price model. All the DH companies want to
cover their production cost and therefore the EDC is always
included. For newer DH companies that may be oversized than the
current heat demand, the most important component to charge the
customers is the EDC. In addition, for existing DH companies that
may have issues in further capacity increase, more effective utili-
zation of the existing capacities is crucial and therefore the LDC is
becoming very important and valuable. According to the above
discussion, a generalized heating price model was proposed
considering only the LDC and EDC as shown in Equation (1). The
introduced generalized heating price model is just a theoretical
suggestion and DH companies may organize their models based on
their needs.

Ctot = Cldc + Cedc (1)

where G is the total heating cost, Gy is the LDC, and Cq, is the
EDC.
The LDC, ., was calculated as Equation (2):

Cldc =LP- Qpea (2)

where LP is the LDC heating price, and Qpeﬂ is the yearly peak load
according to Refs. [35,36].
The EDC, C,q4,, was calculated as Equation (3):

b
EP(t)-Q(t)dt 3)

fo

Cedc =

where Q(t) is the heat flow rate supplied to the heat user and EP(t)
is the EDC heating price.

2.2. System design for a heat prosumer with WTTES

As introduced in Section 1, WTTES may be integrated into a heat
prosumer to improve the economic performance of the heat pro-
sumer under the current heating price models. Fig. 3 illustrates the
proposed system design for a prosumer with WTTES, which may
increase the self-utilization rate of the heat supply from the pro-
sumer's DHSs and shave the prosumer's peak load. In the system,
the DHS may be low-temperature heat sources from renewables or
waste heat. There are mainly three configurations to integrate the

DHSs into DH grids: 1) extraction from the return line and feed into
the supply line (R2S), 2) extraction from the return line and feed
into the return line (R2R), and 3) extraction from the supply line
and feed into the supply line (S2S). In this study, the R2R mode was
chosen, because it is preferable for low-temperature heat sources
[4].

In addition, the MS connects the prosumer with the central DH
system. The heat exchanger 1 (HE1) in the MS is connected to the
TES and used for the heat charging of the WTTES. During the warm
period with lower heat demand, the HE1 may supplement the heat
supply from the prosumer's DHS. During the cold period with
higher heat demand, the HE1 contributes to the peak load shaving,
because it may charge the TES at non-peak hours and thus the
stored heat can be used at peak hours. Heat exchanger 2 (HE2) is
connected to the prosumer's distribution system directly and acts
as a high-temperature heat source. It boosts the supply tempera-
ture of the prosumer to the required level after the preheating by
low-temperature DHSs.

Moreover, the WTTES in the system is a short-term TES. As
described in Section 1, it has two key functions. Firstly, it relives the
mismatch problem between the DHS's heat supply and the build-
ings' heat demand during the warm period. When the DHS's heat
supply is higher than the buildings' heat demand, the surplus heat
supply from the DHS is stored in the WTTES instead of being fed
into the central DH system. When the DHS's heat supply is lower
than the buildings' heat demand, the stored heat in the WTTES
together with the heat from DHS is supplied to the buildings.
Secondly, the WTTES shaves the prosumer's peak load during the
cold period. The WTTES is charged at non-peak hours and dis-
charged at peak hours, therefore part of the central DH system's
heat supply is shifted to non-peak hours and the peak load is
shaved.

Finally, the heat-users in the system are buildings. As illustrated
in Fig. 1, the heat-user may be one building when the prosumer is
an individual prosumer or a cluster of buildings when the prosumer
is a community prosumer.

2.3. Optimal operation for a prosumer with WTTES

To optimize prosumers' economic performance, the optimal
operation strategy should minimize prosumers' heat use from the
central DH system by increasing the self-utilization rate of the heat
supply from prosumer's DHSs, minimize the prosumers' peak load.
In addition, the operation should track the reference indoor tem-
perature by minimizing the deviation between the simulated in-
door temperature and its reference value. To achieve the above
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Fig. 3. Schematic illustrates the system design for a prosumer with WTTES.

goals, a multi-objective dynamic optimization problem was
formulated as Equations (4), (5), (6), (7), and (8):

Minimize:
i & 2
JEP(t)~Q(t)dt + LP-Qpeq + W+ J(Tm(t) ~T () -dt )
to to

subject to:
Q(t) < Qpea (5)
F(t,z(t))=0 (6)
Fo(to, 2(to)) =0 (7)
z1<z(t)<zy (8)

where Q(t) is the heat flow rate supplied from the central DH to the
prosumer. Qpea and LP are the peak load and the LDC heating price,

respectively. EP(t) is the heating price for the EDC. T, (t) and Tir:f (t)
are the simulated indoor temperature and its reference value at
time t. zeR™ represents the time-dependent variables, which in-
cludes the manipulated variable uR™ to be optimized, the dif-
ferential variable xR™, and the algebraic variable ye RW.
Equation (6) defines the system dynamics and Equation (7) is the
initial conditions of the system. z; €[, 0]™ and zy € [~o0, o0]™
are the lower and upper bounds, respectively.

The system dynamics defined in Equation (6) included the dy-
namics of the MS, TES, DHS, buildings, and pipelines, as illustrated

in Fig. 3. The energy and mass flow exchanged between these
components were described by Equations (9), (10), (11), (12), and
(13).

Q(t)=Qpug1 + Quez (9)

Qi1 + Quez + Qpas = Qpui + Qres + Quoss, 165 + Quoss, iy~ (10)

Quer = ¢ ipgr * (THEL sup — THEL ret) (11)
Quz = ¢z * (THE2.5up — THE2 ret) (12)
Qpns = c*Mpps+ (Tous sup — Toms ret) (13)

where mygq, Mygy, and mpys are the mass flow rate of HE1, HE2, and
DHS, respectively. Qpgq, Qpez, and Qpys are the heat flow rate of
HE1, HE2, and DHS, respectively. Qg is the charging (positive
values) and discharging (negative values) heat flow rate of WTTES.
Qpyi is the heat demand of buildings. Qjyss 7es and Qpogs, pip are the
heat loss from WTTES and pipelines, respectively. Tre1 sup, THE2 sup»
and Tpyssyp are the supply water temperature of HE1, HE2, and
DHS, respectively. Tygq rer, TrE2 ret» and Tpys re¢ are the return water
temperature of HE1, HE2, and DHS, respectively. c is the specific
heat capacity of water.

In this study, the manipulated variables, u in Equations (6), are
the supply water temperature of HEs in the MS (Tygisyp and
ThE2 sup), the mass flow rate of HEs and buildings (mfpg1, Mygz, and
mpyi), and the heat supply flow rate from the radiator to the
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building (Q,4q). The heat flow rate of a prosumer, Q(t) in Equation
(4), means the total heat flow rate of the two HEs in MS (Qpg; and
Quez) as shown in Equation (9). In addition, the variables Qrgs,
Quoss, 1Es» Qpuir and Qg pip are described in the models of WTTES,

buildings, and pipelines, which are explained in Sections 2.3.1-
2.3.3.

2.3.1. Model for short-term WTTES

WTTES was chosen as the TES in this research because it is easily
applied [37,38] and economically reasonable [39] for DH systems. A
one-dimensional WTTES model was used to describe the dynamics
of the thermocline tank. The model can be represented as a single
partial differential equation as Equation (14) [40]:

oT . . oT
C- p'Axg'a = C+(Msou — muse)’& —U-P-(T(t,x) — Tamp)
T

0
+ e-Axs-axz

(14)

where T is the water temperature in the tank. x is the height of the
tank. t is the time. p is the density of water. Axs and P are the cross-
sectional area and the perimeter of the tank, respectively. mso, and
Myse are the water mass flow rate from the heat source side and the
user side, respectively. T,,; is the ambient temperature. U is the U-
value of the tank wall. ¢ is a parameter representing the combined
heat transfer effect of water through diffusion, conduction, and
mixing due to turbulent flow.

To solve Equation (14) by using numerical methods, spatial
derivatives were approximated by discretizing the tank into n
nodes. Using the discretization scheme shown in Fig. 4 and
computing energy balances on each node, Equation (14) was con-
verted into a set of ordinary differential equations. The ordinary
differential equation for the ith node is shown in Equation (15) [40].
Therefore, the heat loss and the heat flow rate of the ith node are
obtained by Equations (16) and (17), and the total heat loss and
heat flow rate of WTTES was calculated as Equations (18) and (19).
In addition, the parameter ¢ has two different types of values rep-
resenting the situations without and with buoyant mixing effect.
When the temperature of a node is lower than the node above it, ¢
has lower values. Otherwise, the values become several orders of
magnitude higher due to the buoyant mixing effect [40].

Msous Tsmt,in

Myse, Tuse,out

n
n-1
Heat source side i+l
Maown 1__ My Heat user side
i-1
A

msawTsDu,ou! 2
< 1

Myse, Tuse,in

Fig. 4. Diagram illustrates the spatial discretization for a thermocline tank.
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dT; . .
c: ﬂ'AXS'AX'T; = Ctyse* (Ti_1 = T;) + c+Msou*(Ty1 = Th)

= U+P+4x+(T; — Tgmp)

eA
A;(S'(Tm =2-Tj+Ti 1)
(15)
QIoss, TES, i = U-P-4x- (Ti - Tamb) (16)
qresi = C*Msou* (Tiy1 — Th) (17)
. n—1 .
Quoss, TEs = ) _ Gloss, TES, i (18)
i1
) n-1 )
Qres = Z ArEs,i (19)

i=1

where 4x is the length of the node, and T; is the water temperature
of the ith node. qjyss 7£s ; and grgs; are the heat loss and heat flow
rate of the ith node, respectively.

2.3.2. Model for buildings

To improve computational efficiency, a single-equivalent
building model was used to represent the overall performance of
all the buildings in this study. This simplification has been proved
feasibility by previous research [39,41]. After these simplifications,
Equation (20) is used to describe the thermal behaviours of all the
buildings connected to the prosumer’ heating system, and Equa-
tions (21)—(23) are the inequality constraints for the variables
ATgy;, Tsup, and mgy;.

Qi = C+Mpy;* (Tsup — Tret) (20)
ATpy; | < ATpy; = Tsup — Trer < ATpyiy (21)
Toupr <Tsup < Tsupu (22)
Mpyi | <Mpy; < Mpyi y (23)

where Qg,; is the buildings' heat demand including demand for the
SH and the DHW system. mp,; and 4Tg,; are the mass flow rate and
temperature difference of water at the primary side of the build-
ing's substation, respectively. Tsyp and Ty are the supply and return
temperature of water at the primary side of the building's sub-
station, respectively. ATgy; 1, Tsyp 1, and migy; | are the lower bounds
for ATgy, Tsup, and mpy;, respectively. ATgy; y, Tsup,u, and mpy; y are
the upper bounds for ATgy;, Tsyp, and npy;, respectively.

The lower bound of the supply temperature, Ty, should be
high enough for the SH system and the DHW system to keep a
comfortable indoor temperature and avoid hygiene issues, as
defined in Equation (24). The lower bound of the supply temper-
ature was defined by Equation (25) for the SH system [42], and the
lower bound of the supply temperature for the DHW system was
60 °C as defined in Equation (26), which is required by European
standard CEN/TR16355 [43]. In addition, the upper bound for the
supply temperature was determined by the supply temperature of
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the central DH system, which can be deduced through measured
data.

TsupL = maX(Tsup,SH,La Tsup, DHW.L) (24)
Tsup,SH,L = Tia

Tia.des — Toa.des

T; des — Toa e
+0.5- (Tsup.SH.des + Tret,SH,des -2 Tia,des) * (L>

Tia,des — Toa )

Tia‘des — Yoa,des

+0.5- (Tsup‘SH‘des - rer,SH,des) ° (

(25)

Tsup, pHw.L =60 (26)

where Tgyp sy and Tgyp, ppw . are the lower bound of the supply
temperature for the SH and the DHW system, respectively. T;, and
Toq are the indoor and the outdoor temperature, respectively.
Tsup st and Tyt sy are the supply and the return temperature of the
SH system, respectively. b is a parameter depending on the char-
acteristic of the radiator. The subscript des refers to the design
conditions.

The lower bound of the water mass flow rate mgy;; is zero, and
the upper bound of the water mass flow rate mgy; ; is constrained
by the capacity of the distribution system. In this study, the upper
bound of the water mass flow rate mp,;; was obtained by the
measurement data. In addition, the characteristics of the system
and equipment determine the feasible region of the water tem-
perature difference as described in Equation (21). In this study, the
lower bound of the water temperature difference 4Tg,; | was zero,
and the upper bound of the water temperature difference 4Tg,;y
was obtained by the linear regression using measured data as
Equation (27).

ATgyjy =ao + a1+ Tsup (27)

where ag and a; are parameters.

The buildings' heat demand, Qg,;, includes the heat demand for
the SH and the DHW system, as in Equation (28).

Qpui = Qs + Qpuw (28)

where Qg and Qpyyy are the heat demand of the SH and the DHW
systems, respectively. Qg can be further divided into the demand
for the radiator heating system Q4 and the demand for the
ventilation system Q,cp, as described in Equation (29).

QSH = Qrad + Quen (29)

Considering the thermal inertia of buildings, a simplified-
lumped-capacity model derived from resistance-capacitance net-
works analogue to electric circuits was used to describe the
building dynamics, as defined in Equations (30)—(32).

_ Tia — Tenv | Toa — Tenv
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dT; Tma—Tia  Tenv —Tiq  Toa —Tig = Toa — T :
C, . otia _ Ima ia , ‘e ia | loa ia , “oa L
! dt Ri.m Ri.e Rwin Ryen Qrud
+ Quen + Qin
(31)
dTma  Tig — Tma
Crna * — fia_—‘ma (32
e de Rim )

where C and R represent the heat capacitance and resistance, T is
the temperature. Subscripts env, ia, oa, ma, win, and ven denote
building envelopes (including exterior walls and roofs), indoor air,
outdoor air, internal thermal mass, window, and ventilation
(including infiltration and mechanical ventilation), respectively. In
addition, R;, is the heat resistance between the indoor air and the
building envelopes, Ry is the heat resistance between the outdoor
air and the building envelopes, and R;, is the heat resistance be-

tween indoor air and interior thermal mass. Q;, is the internal heat
gains. All the introduced heat capacitances, thermal resistances,
temperatures, and heat flow rates in Equations (30)—(32) are
marked in Fig. 5.

2.3.3. Model for pipelines
The pipeline model representing the heat loss from the pipe-
lines was described as the following Equations (33)—(35) [44]:

Qlass. pip = Qlass. pip.sup + Qloss. pip,ret (33)

(Rg + R,‘) ’ATpip‘sup — Rc‘ATpip‘ret
(Rg + Ri)2 - R?

Qlass. pip,sup =L-m-d- (34)

(Rg + Ri) 'ATpip,ret - RC'ATpip,sup

35
(Rg + Ri)* — R2 G

Qloss, pip,ret = Lew-d-

where Qjogs, pips Qloss, pip,sup» A0d Qiogs pip.rer are the total heat loss
from pipes, the heat loss from supply pipes, and the heat loss from
return pipes, respectively. L is the route length for the pair of pipes.
d is the outer pipe diameter. R;, Rg, and R. are the resistances for
insulation, ground, and coinciding, respectively, and they can be
obtained by Equations (36)—(38). In addition, 4Ty sy and ATyip rer
are the temperature difference for the supply pipe and the return
pipe, and can be obtained by Equations (39) and (40):

Fig. 5. Schematic of the simplified-lumped-capacity building model.
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Rizzil_-lng (36)
Rg:;.’k-ln‘ll')h 37)
R :213 o (2;11) (2;11) (2;;,)2 . 1>0.5> -
ATpip-sup =Tpip,sup — Tgrou 39)
ATpip ret = Tpip,ret — Tgrou (40)

where D is the outer insulation diameter, h is the distance between
the pipe centres and the ground surface, s is the distance between
pipe centres, and 4 and /; are the heat conductivity for the ground
and insulation. In addition, Tgroy is the ground temperature, which
was obtained from Equations (41)—(43). Tyip sup and Tpip r; are the
water temperature in the supply pipe and the return pipe,
respectively.

2.3.4. Model for the ground

In this study, the WTTES model and pipelines model used the
ground temperature to calculate the heat losses. Equations
(41)—(43) were applied to estimate the ground temperature as
follows [45]:

_Zey /) w
Tgrou(2,t) = Toa.aver — Tpeak = €~ \/:«-cos<w~t—¢—z- )

2-a
(41)
2.
W= 42
Tpert (42)
k
a:p.—c (43)

where Tgrou(z, t) is the ground temperature in the depth z and at
time t. Tog aver is the annual average temperature of the outdoor air.
Tpeak is the peak deviation of the function from zero. w is the
angular frequency, Tpr; is the period of the temperature cycle, and ¢
is the phase. «, k, p, and C are the thermal diffusivity, thermal
conductivity, density, and heat capacity of the ground, respectively.

2.4. Indicators to evaluate the economic performance

In this section, the economic indicators including the initial
investment cost and the payback period are introduced to evaluate
the economic performance of the heat prosumers with TESs. The
initial investment cost required for the WTTES depends strongly on
the storage size. Fig. 6 illustrates the relationship between the
initial investment cost and the size of WTTESs that with storage
volumes larger than 200 m>. The black dots in Fig. 6 present pre-
vious projects [52]. Fig. 6 shows that a power function approxi-
mates the relationship very well, with a coefficient of
determination (RZ) of 0.99 and without obvious overfitting. In this
study, the power function in Equation (44) was used to estimate the
initial investment cost for large scale WTTESs in DH systems.

Invt =0.0047.-v06218 (44)
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Fig. 6. The initial investment cost for WTTES.

where Inut is the initial investment cost and V is the storage volume
of WTTES.

The payback period is the time taken to fully recover the initial
investment cost. It is one of the most commonly used methods for
evaluating the economic performance of a system [47]. The payback
period, PB, was calculated by using Equation (45):

1+ -1

—Invt =0 45
i-(141) (43)

Bsay *

where Byg, is the annual energy bill saving and i is the prevailing
interest rate.

3. Case study

The proposed method in Section 2 was tested on a campus DH
system in Norway. The background of the case study, research
scenarios, and simulation settings are introduced below.

3.1. Background for the case study

A campus DH system in Trondheim, Norway, was chosen as the
case study. As illustrated in Fig. 7, the campus DH system is a
prosumer with DHS and heat users. The DHS is the university DC,
which recovers the condensing waste heat from its cooling system.
The heat users are buildings at the campus with a total building
area of 300,000 m?. The campus DH system is connected to the
central DH system via the MS. Detailed information on the campus
DH system can be found in Refs. [48,49]. According to the mea-
surements from June 2017 to May 2018, the total heat supply for the
campus DH system was 32.8 GWh. About 80% of the heat supply
comes from the central DH system through the MS. The other 20%
comes from the waste heat recovery from the DC.

Fig. 8 plots the heat demand for buildings and waste heat from
the DC for the year 2017—2018. As shown with the green line in
Fig. 8, the waste heat supply from the DC was around 1.0 MW
throughout the year. However, as shown with the black line in
Fig. 8, the building heat demand fluctuated from 0.2 MW to
13.8 MW. The mismatch between the waste heat supply and the
building heat demand resulted in the surplus waste heat supply,
especially for the period between June to October, as shown with
the red line of Fig. 8. This surplus waste heat supply was fed into the
central DH system via the MS. However, the university got no
economic benefit from this surplus waste heat fed in, because as
introduced in Section 1, the current heating price models do not
support the reverse heat supply from the end-users to the central
DH system.

In addition, the building heat demand was not equally distrib-
uted and there were high peak loads during the period from



H. Li, J. Hou, Z. Tian et al.

Energy 239 (2022) 122103

Idrettsbygget

Infohuset

ElektroC

ElektroA

Gamle fygikk

IT-bygget, syd\e

Kjemi sydN\ey

Main substation

Data center

o X %

Building

Network

Geologl

Materialtékniske
laboratorier

Driftssentralen

ggtekniske
labgratorier

Fig. 7. Campus district heating system.

November to March, as shown with the black line of Fig. 8. The local
DH company charged the heating bill also considering the peak
load and the university paid about 5.3 million NOK' for the peak
load each year, which accounted for 26% of the total heating bill.

3.2. Scenarios and simulation settings

To explore the economic feasibility after introducing a WTTES to
the prosumer, different research scenarios were proposed based on
the storage capacity of WTTES. The storage capacity meant the
maximum discharging time for a WTTES under the discharging
heat flow rate equals buildings’ annual average heat demand. Eight
scenarios including the reference scenario were proposed as listed
in Table 1. The reference scenario, Ref, represented the current
campus DH system without any TES. The other scenarios repre-
sented the WTTES solutions with storage capacities ranging from
three hours to one week. The WTTESs were cylinder-shaped. All the
tanks had the same height of 15 m, while the diameters were
modified to provide certain storage capacities.

This research was conducted through three steps. Firstly,

! The currency rate between NOK and EUR can be found from https://www.xe.
com/, in this study 1 EUR = 10 NOK.

WTTESs with different storage capacities were integrated into the
prosumer's campus DH system, respectively, as introduced in Sec-
tion 2.2. Secondly, the optimal operation trajectories for the pro-
sumer's campus DH system with the different storage capacities
were obtained through the method provided in Section 2.3. Finally,
these operation trajectories were evaluated in terms of economic
indicators explained in Section 2.4. This study was based on the
conditions of the year 2017—2018, and the detailed settings for the
simulations are explained as follows. The used buildings' heat de-
mand and the DC's waste heat came from the measured data as
shown in Fig. 8. The key parameter settings are presented in Table A
1 in Appendix A. Among them, the parameters for the WTTES
model were set according to the research [50], and the parameters
of the pipeline model were set based on the book [44]. In addition,
the heating prices were obtained from the website of the local DH
company [51]. The local DH company used the monthly EDC
heating price as shown in Fig. A 1 in Appendix A. Meanwhile, the
used LDC heating price was 33 NOK/kW/month. Measured air
temperature and estimated ground temperature of the simulation
year are presented in Fig. A 2 in Appendix A.

4. Results

This section firstly presents the model validation results and
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Table 1
Information for the scenarios.

Scenario abbreviation ~ Storage capacity ~ Storage volume  Tank diameter

(hour) (m?) (m)
Ref N/A N/A N/A
3h 3 200 4.1
6h 6 400 5.8
12h 12 900 8.7
1d 24 1700 12.0
3d 72 5200 21.0
5d 120 8600 27.0
7d 168 12,000 319

then evaluates the proposed scenarios in terms of energy and
economic analyses.

4.1. Model validation

As introduced in Section 2.3, the system model includes the
following components: the WTTES, the building, and pipelines. In
this study, the current campus DH system does not have any
WTTES, and there is no measured data for the heat loss from the
pipelines as well. Therefore, the WTTES and the pipeline model
were validated according to the reference values from technical
reports and textbooks instead of measured data. In a report from
the International Energy Agency on large scale TESs [52], the
reference storage efficiency for a WTTES is 50—90%. In this study,
the corresponding value was about 90%, which was within the
reference range. In practice, the low storage efficiency is caused by
moistened insulation, because these WTTESs' envelopes are often
deficient to protect against moisture penetration. However, it was
assumed that the WTTES's envelope had a good quality to protect
moisture penetration. Therefore, the WTTES used in this research
had high storage efficiency.

According to the textbook District Heating and Cooling [44], for
the DH systems in high heat density areas, the reference values for
pipeline heat loss is 5—8% of the total heat supply. In this study, the
corresponding value was close to 5%. This low pipeline heat loss
was caused by two reasons. Firstly, compared to the typical DH
systems with linear heat densities lower than 20 MWh/(m-a), the
studied campus DH system had a higher linear heat density of
22 MWh/(m-a). The higher linear heat density made it more effi-
cient during the distribution process and hence led to less pipeline
heat loss. Secondly, the studied campus DH system had an annual
average supply temperature of 65 °C that was lower than the

typical DH system with 70—80 °C. Therefore, the low-temperature
difference between the pipelines and the ground led to low pipe-
line heat loss.

The building model proposed in Section 2.3.2 was validated
against the measured data. To quantify the deviation of the simu-
lated data from the measured data, two indicators, i.e. coefficient of
variation of the root mean square error (CV(RMSE)) and normalized
mean bias error (NMBE), were used to evaluate the prediction
performance of building model according to ASHRAE Guideline
14—2014 [53]. The validation criteria required in ASHRAE Guideline
14—-2014 is within +30% for CV(RMSE) and within +10% for NMBE
when using hourly data [53]. Fig. 9 shows the hourly simulated and
measured building heat demand. As shown in Fig. 9, the values of
the two indicators satisfied the requirements. In addition, Fig. 9
shows that the simulated building heat demand captured the
trend in the measured data very well, with coefficients of deter-
mination (R?) higher than 0.9 and no obvious overfitting.

4.2. Peak load shaving and heat use saving

The heat load duration diagram for the proposed scenarios is
illustrated in Fig. 10, and the corresponding peak load is presented
in Fig. 11. As shown in Fig. 10, compared to the reference scenario,
Ref, part of the heat load for the scenarios with WTTES was shifted
from the peak hours (the area highlighted with red colour) to the
non-peak hours (the area highlighted with green colour). This load
shifting contributed to the peak load shaving effect. As shown in
Fig. 11, all the scenarios with WTTES had a lower peak load
compared to the reference scenario. Furthermore, the load shifting
effect was more significant for the scenarios with the larger WTTES.
The maximal peak load shaving effect was achieved by scenario 7 d,
which had the largest WTTES. The peak load was shaved from
10.8 MW to 6.6 MW, a reduction of 39%. In contrast, the scenario
with the smallest WTTES, 3 h, had minimal peak load shaving, a
reduction of only 4%.

Fig. 12 presents the annual heat use for the proposed scenarios.
As introduced in Section 2.3, the prosumer's heat use means the
heat supply from the central DH system via the MS. As shown in
Fig. 12, the scenarios with the medium size WTTES (3h, 6 h, 12 h,
and 1 d) had minimal heat use, about 26.1 GWh, a heat use saving of
0.4 GWh compared to the reference scenario, Ref. However, the
scenarios with the larger WTTES (3 d, 5 d and 7 d) had more heat
use and hence less heat use saving. These results may be explained
by Fig. 13. As shown by the columns filled with the orange colour in
Fig. 13, the larger WTTES showed better performance on the
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Fig. 10. Heat load duration diagram for the proposed scenarios.
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Fig. 11. Peak load for the proposed scenarios.
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Fig. 13. Annual WTTES's heat loss and DC's waste heat self-utilization for the proposed scenarios.

mismatch relieving, and the waste heat self-utilization rate was
increased from 79% to 96% (7.0 GWh to 8.4 GWh). However, the
larger WTTES had higher heat loss to the environment as the col-
umns filled with the blue colour in Fig. 13, because of its larger heat
transfer area. The overall heat use saving performance of the
WTTES depended on the sum of the above two effects. For the
smaller WTTES, the mismatch relieving effect dominated the
overall heat use performance. In contrast, for the larger WTTES, the
heat loss effect dominated the overall heat use performance.
Consequently, in this study, the WTTESs with three hours' to one
day's storage capacity were the optimized storage size in terms of
heat use saving.

4.3. Heating cost saving and payback period

The annual heating cost for the proposed scenarios is presented
in Fig. 14 and the corresponding heating cost saving is shown in
Fig. 15. Please note that all the currency in this section is presented
in NOK. Two phenomena could be observed through Figs. 14 and
15: 1) the heating cost saving mainly came from the LDC, and 2) the
larger WTTES brought more significant heating cost saving. As
shown in Fig. 14, the annual EDC heating cost for the proposed
scenarios was 15.4+0.1 million NOK, and the difference among
these scenarios was less than 1%. In contrast, the annual LDC
heating cost ranged from 4.7 million NOK to 2.8 million NOK with
the increasing storage capacity of the WTTES, meaning a maximum
difference of 39%. This significant reduction in the LDC contributed

to the total heating cost saving. As shown in Fig. 15, as increasing
the storage capacity of the WTTES, the annual heating cost saving
increased from 0.4 million NOK to 1.9 million NOK, meaning a
saving of 2%—9%. In this study, despite the waste heat self-
utilization rate was increased up to 96%, as explained in Section
4.2, the relieving mismatch problem played a limited role in heat-
ing cost saving due to the original high waste heat self-utilization
rate of 79%. However, for other cases with lower waste heat self-
utilization rates, the relieving mismatch problem may contribute
more to heating cost savings.

Fig. 16 presents the payback periods for the scenarios with the
WTTES. It can be seen that the payback periods ranged from four
years to ten years with the increasing WTTES storage size. Although
the scenario with the largest WTTES needed the longest payback
period, it achieved the highest heating cost saving. In contrast, the
scenario with the smallest WTTES saved the lowest heating cost,
while its payback period was the shortest. Therefore, the prosumer
should make a trade-off between the payback period and the
heating cost saving based on its own economic situation.

5. Discussion

This section first discusses the impacts of peak load definition
on prosumers' economic performance. Afterwards, the thermo-
clines of the WTTESs during the charging and discharging pro-
cesses are investigated.
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Fig. 15. Annual heating cost saving for the proposed scenarios.

5.1. Impacts of peak load definition

Based on a survey of heating contracts, methods of defining the
peak load may be divided into two categories: hourly method and
daily method [54]. For the hourly method, the peak load was the
maximum hourly heat use, while the daily method was the
maximum daily heat use. For this case study, the total heating cost
saving was mainly determined by the reduction in LDC as observed

in Section 4.3, which was linked to the peak load. Therefore, the
way of defining the peak load may have a significant impact on the
economic performance of prosumers with WTTESs. The results
presented in Section 4 are based on the hourly method and this
section presents further results based on the daily method.

The peak load under the daily method for the proposed sce-
narios is illustrated in Fig. 17, and the corresponding heating cost
saving and the payback period are presented in Fig. 18 and Fig. 19,
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Fig. 18. Heating cost saving for the proposed scenarios under the daily method.

respectively. Similar to the hourly method, the larger WTTES
brought a higher peak load shaving effect under the daily method
as presented in Fig. 17. The peak load shaving increased from
0.1 MW to 3.4 MW as the increasing storage capacity of the WTTES
from six hours to one week. However, compared to the hourly
method, the peak load shaving effect under the daily method was
different in two aspects: 1) it was less significant, and 2) it was not
observed for the scenarios with the small WTTES. As shown in

Fig. 17, the maximal peak load shaving effect was 3.4 MW, which
was 19% less compared to the hourly method. Moreover, no peak
load shaving effect was observed for the scenarios with the storage
capacity smaller than six hours, their peak loads equalled that of
the reference scenario, Ref, with the same value of 10.0 MW. The
smaller WTTESs had a limited peak load shifting effect and was
only capable to shift the heat load at the hourly level instead of the
daily level. Therefore, the daily heat load kept almost the same.
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Fig. 19. The payback period for the proposed scenarios under the daily method.

The above impacts on the peak load shaving led to further im-
pacts on the prosumer's economic performance. The prosumer
obtained less heating cost saving under the daily method. As shown
in Fig. 18, the heating cost saving ranged from 0.2 million NOK to 1.5
million NOK under the daily method, which was 18%—54% less
compared to the hourly method. Furthermore, the payback period
under the daily method ranged from 8 years to 12 years, and it was
longer than the hourly method, especially for the WTTESs with
smaller storage volumes.

Some recommendations from the discussion on the peak load
definition are given as follows. Firstly, for the heat prosumers,
special attention should be paid to the effect of the peak load
definition. It may bring economic risk due to the changing of the
heating contract. For example, DH companies may change their
methods of defining the peak load from the hourly method to the
daily method, and hence the economic benefit on heating cost
saving may be drastically reduced and the payback period for TESs
may be significantly prolonged. Secondly, for DH companies, it is
better to use the hourly method to define the peak load, because
the heat prosumers would be more motivated to introduce TESs
and participate in user-side heat load management. One vital
advantage brought by the user-side heat load management is peak
load shaving, which may bring significant economic and technical
benefits for DH companies.

5.2. Thermocline of the WTTES

In a WTTES, a thermocline is a layer where the water temper-
ature changes more dramatically with depth than in the layers
above and below it. It separates the lower density hot water at the
top of the tank from the higher density cold water at the bottom of
the tank. Generally, the thermocline should be as thin as possible to
obtain a better thermal stratification and a less mixing effect be-
tween the hot and cold water [55]. Moreover, the position of the
thermocline should be adjusted as the result of the optimized
charging and discharging processes. Research showed that an
optimal thermocline condition guaranteed high performance of the
WTTES. For example, according to a study, the storage efficiency
may be improved by 6% by optimizing the charging and discharging
processes that led to an optimal thermocline condition [56]. Similar
results were obtained in this study, which highlighted the impor-
tance of the thermocline of the WTTES. To assist the analysis of
thermocline, the variable dimensionless temperature was used. As
calculated by Equation (46), the water temperature of an individual

layer in the WTTES was scaled into a real number ranging from 0 to
1. The two extreme values, 0 and 1, indicated the lowest and highest
water temperature among all the layers in the WTTES. In a figure
that illustrates the distribution of dimensionless temperature of
layers in a WTTES, the thermocline can be identified as the layer
that has significantly higher dimensionless temperature gaps be-
tween the layers above and below it.

T _ T; - Ti‘min
ijnonD = T.
imax

(46)

- Ti,min

where T; ;onp is the dimensionless water temperature of the Layer i.
T; is the water temperature of the Layer i. T; gy and Tj s, are the
highest and lowest water temperatures among all the layers in the
WTTES.

Fig. 20 gives an example that illustrates an optimal thermocline
condition of the WTTES, in which the plotted data were collected
from Scenario 5 d from February 06 to March 02 of 2018. As shown
in Fig. 20 (c), the original heat load ranged from 4 MW to 14 MW
during the presented period. However, after the load shifting by the
WTTES, the heat load was almost constant at around 7 MW. To
achieve this flattened heat load, the WTTES adjusted its operation
strategies based on the heat load conditions and the whole period
was divided into four subperiods. From February 06 to February 18,
the WTTES might work for peak load shaving or valley filling
depending on the heat load condition. However, as shown in Fig. 20
(a), the charging process dominated the period, which featured a
rising water temperature in the tank. In addition, as illustrated in
Fig. 20 (b), a thermocline was gradually formulated and enhanced
around Layer 2, which was indicated by increasing dimensionless
temperature gaps between the layers above and below it. More-
over, the position of the thermocline was at the lower side of the
tank, therefore, more space was available to store the hot water
above it. From February 18 to February 21, the WTTES serviced for
peak load shaving, as shown in Fig. 20 (c). This period demanded a
continually discharging process, and thus the water temperature in
the tank was decreased as observed in Fig. 20 (a). Moreover,
opposite to the charging dominated process in the previous period,
the thermocline attenuated with reducing dimensionless temper-
ature gaps, as observed in Fig. 20 (b). The following two periods,
from February 21 to February 25 and from February 25 to March 02,
repeated the above two periods with a charging dominated process
and a discharging dominated process, which was characterised by
an enhanced and attenuated thermocline, respectively.
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Fig. 20. An example of the charging and discharging processes of the WTTES, T [10] to T [1] refers to the water temperature from the top layer to the bottom layer, (a) temperature,

(b) dimensionless temperature, and (c) heat load.

Some recommendations from the investigation of the thermo-
cline of the WTTES are summarized as follows. Firstly, thermocline
can be used as an effective indicator to understand the conditions
and forecast the performance of WTTESs. Secondly, both the
thickness and position are important to evaluate the conditions of
the thermocline.

6. Conclusions

This study aimed to optimize prosumers' economic perfor-
mance under the current unidirectional heating price models by
using short-term TESs. A WTTES was chosen as the short-term TES
and integrated into the prosumer. A dynamic optimization problem

was formulated to explore the economic potential of the prosumer
with TES. The size parameters of the TESs were swept to obtain the
optimal storage size considering the trade-off between the payback
period and the heating cost saving. The proposed method was
tested on a campus DH system in Trondheim, Norway.

Results showed that by introducing the WTTES into the heat
prosumer, the peak load was shaved by up to 39%, and the waste
heat self-utilization rate was increased from 79% to 96%. These
significantly improved the economic performance of the heat
prosumer during the transformation period of the DH system. The
annual heating cost was saved up to 1.9 million NOK, a saving of 9%,
meanwhile, the initial investment of the WTTES was able to be fully
recovered in less than ten years.
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In addition, the effects of the peak load definition on the eco-
nomic performance of the heat prosumers were discussed. It was
found that the prosumers' economic performance was much better
when using the hourly method to define the peak load instead of
the daily method. Therefore, it was recommended that prosumers
should consider the potential economic risk of introducing WTTES
when the daily method is used in the heating contract. Moreover,
research results highlighted the importance of the thermocline and
showed that an optimal thermocline condition can lead to the high
performance of the WTTES.

This study may provide guidelines on improving the heat pro-
sumers' economic performance during the transformation period
of the DH system, and hence promote the development of pro-
sumers in DH systems.
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Appendix A. Setting for the case study

Table A1
Parameter setting for the simulation.

Category Parameter Value

WTTES and ground U 1.2 W/(m? -K)
Toaaver 50°C
Tpeak 4.5°C
Tperi 31,536,000 s
k 2.7 W/(m -K)
p 2800 kg/(m?)
c 840 J/(K -kg)
¢ 4.25 rad

Pipeline L 1500 m
d 0273 m
D 0.4 m
h 12m
s 12m
A 1.5 W/(m -K)
X 0.03 W/(m -K)

Buildings Cenv 45,000,000,000 J/K
Cia 1,300,000,000 J/K
Crna 2,900,000,000 J/K
Rie 1.18 (m?2 -K)/W
Roe 1.03 (m2 -K)/W
Rim 0.35 (m? -K)/W
Ruwin 0.48 (m?2 -K)/W
Qven 0-8,000,000 W
Qin 0-4,500,000 W
Oprw 0-1,200,000 W
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Operation strategies to achieve low supply and return
temperature in district heating system

Haoran Li"", and Natasa Nord'

'Department of Energy and Process Technology, Norwegian University of Science and Technology (NTNU), Kolbjern Hejes vei 1 B,
Trondheim 7491, Norway

Abstract: Low temperature is the most significant feature of the future district heating (DH) - the 4th
generation district heating (4GDH). The revolutionary temperature level (50-55/25°C) will improve the
efficiency of heat sources, thermal storages, and distribution systems, meanwhile, bring huge potentials to
renewable energies. One challenge of transition to the future DH is the compatibility of current customer
installations and the future temperature level. The aim of this study was to find the temperature potential of
Norwegian residential buildings for the future DH system. A reference apartment was created, and typical
space heating (SH) system was designed. A detailed building and SH system model were built in
Modelica® language, and simulation was conducted via Dymola environment. Different operation strategies:
PI control of the supply temperature, weather compensated control of the supply temperature, and PI control
of the return temperature were tested. The results of the study showed the average supply temperature could
be as low as 56~58°C, and only limited time the temperature was above 60 °C, when the controlled supply
temperature strategies were applied. For the case with controlled return temperature strategies, the average
return temperature were 30 and 37°C, while the average required supply temperature could be 72 and 94°C.
The conclusion was that the low supply temperature could be achieved through optimized operation
strategies. Whereas, the low return temperature was not able to be achieved only by improving the operation
strategy.

1 Introduction and distribution system, meanwhile, bring huge potential
to renewable energies [3].

One challenge of transition to the future DH is the
compatibility between current customer installation and
future temperature level. Older buildings will continue to
make up large share of building stock for many years
(for Denmark and Norway, the share will be about 85-
90% [4] and 50% [5] in 2030, respectively). Those
buildings are usually equipped with space heating (SH)
systems designed with supply temperature around 70°C
or higher, thereby reduction of supply temperature would
be expected to cause discomfort for the occupants [6].
However, studies show houses from the 70s or 80s
without any renovation are possible to be heated with
supply temperature of 50°C most of the year, and only
limited time the supply temperature has to be above
60°C. If original windows of the houses are replaced, it
is possible to decrease the supply temperature to less

District heating (DH) is an energy service, which moves
the heat from available heat sources to customers. The
fundamental idea of DH is to use local fuel or heat
resources, which would otherwise be wasted, to satisfy
local customer heat demands, by using heat distribution
networks [1].

In historical development of DH, the three
generations of DH have been developed successively.
The 1% generation DH system uses steam as heat carrier.
Almost all DH systems established until 1930 use this
technology. The 2" generation DH system uses
pressurized hot water as the heat carrier, with supply
temperature mostly higher than 100°C. These systems
emerge in the 1930s and dominate all new systems until
the 1970s. The 3" generation DH system still uses
pressurized water as the heat carrier, but the supply

temperatures are often below 100°C. The system is
introduced in the 1970s and take a major share of all
extensions in the 1980s and beyond [2].

The direction of DH development has been in favour
of lower distribution temperatures [1]. In addition, low
temperature is the most significant feature of the future
DH - the 4™ generation district heating (4GDH). The
revolutionary temperature level (50-55/25°C) will
improve the efficiency of heat source, thermal storage,

" Corresponding author: haoranli@ntnu.no

than 60°C for almost the entire year [4, 7, 8].

The aim of this study was to find the temperature
potential of residential apartment buildings for the future
DH systems in Norway. Reference apartment was
created, and typical space heating (SH) in the apartment
was designed. Different operation strategies to achieve
low supply and return temperature were tested. The
results were used to analyse the possibilities and
limitations of different control strategies.

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
(http://creativecommons.org/licenses/by/4.0/).
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2 Methodology
2.1 Reference apartment and weather data

2.1.1 Reference apartment

Statistical data for Norwegian apartments constructed in
different periods is presented in Table 1. Requirement
development for the U-values for building envelop based
on the Norwegian building code (TEK) are displayed in
Fig. 1.

Table 1. Statistical data for Norwegian apartments [9].

Construction | Number of pgrl-lcael:ft:;e
period buildings (%)
Before 1956 161554 27
1956~1970 106324 18
1971~1980 90441 15
1981~1990 56379 9
1991~2000 63820 11
2001~2010 115080 19
3.0 —&— Exterior wall
Roof
2.5 Floor
i 20 Window and door
E 1.5
E 1.0
£ 05
:I’ 0.0
&SP @ &H NS
& &Q}- &@l:v &(31:— 4‘/‘17 /\Q;L- &Q;L- &Q;L—

Fig. 1. Limit U-value of envelopes in developed Norwegian
standards [9-11].

As Table 1 and Fig. 1 show, apartments built before
1990 account for about 70% of the total apartments, and
the thermal requirement of envelopes during the years
before 1990 show minor changes. Therefore, the
apartment built around the years 1970s or 1980s can
represent the thermal conditions of the majority of
Norwegian apartments. In addition, the Norwegian
building code TEK69 can be chosen as representative
standard of the period.

The reference apartment was chosen from the middle
floor of one building, there were five rooms: a living
room, a children room, a bedroom, a bathroom, and a
kitchen. The total floor area was about 70 m2. The
condition of the reference apartment was selected based
on the statistics of Norway, about 46% of the dwellings
have 4-6 rooms, and about 17% of the dwellings have
the size of 60-79 m? [12]. Detailed information of the
apartment is listed in Table 2, and the sketch of the
apartment is shown in Fig. 2.

Only natural ventilation was considered, and the air
exchange rate was 0.5 1/h, which is recommended
0.2~0.5 1/h in [9] and 0.5 1/h in the standard SN-
CEN/TR 12831 [13]. The set indoor air temperature in
the living room, the children room, the bedroom, and the
kitchen was 20°C, which is the recommended value for
category II in the standard EN 15251 [14]. For the
bathroom, the set indoor air temperature value was 24°C,
considering the higher thermal comfort requirement.

Table 2. Thermal conditions of the reference apartment.

Component Value
Proportion of window and door 15
area of heated use area (%)
U-value of exterior wall 0.67
[W/(m¥K)] '
U-value of exterior window 250
[W/(m¥K)] )
U-value of ceiling [W/(m*K)] 2.16
U-value of floor [W/(m%K)] 2.46
U-value of interior wall within 713
apartment [W/(m%K)] )
U-value of interior wall between 293
apartment [W/(m%K)] )
. Included in
2
Thermal bridges [W/(m*/K)] U-values
p—-rd] [(—-d
. Children
Livingroom )
room
=B -

Bed
room

/

Bath | kitchen
room

(> dJ j=galEagal
Fig. 2. Sketch map of the reference apartment.

The simulation result for the heat demand of the
reference apartment was 121 kW-h/(m?-year), which was
close to 156 kW-h/(m?-year) from a similar research [15].

2.1.2 Weather data

Test reference year (TRY) provides weather data for one
year that characterize the local climatic conditions over a
reasonably long period of time. TRY is widely adopted
to get reliable simulation results [16]. The method to
determine TRY is presented in ISO 15927-4 [17]. TRY
for Trondheim, Norway was used in this study. The
detail parameters for the air temperature, solar irradiance,
and wind speed are shown in Fig. 3.
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Fig. 3. TRY parameters of Trondheim, Norway.
2.2 Building and heating system model

2.2.1 Language and simulation environment

The model was built in Modelica® language [18], and
the simulation was conducted via Dymola [19]
environment. The components of the model were mainly
from Modelica standard library [18], AixLib library [20],
and Buildings library [21].

2.2.2 Apartment model

The apartment model was a high order model, which
included all individual elements of envelopes and their
spatial context. It could be used for in-depth analyses of
building thermal behaviours. The overview of the
apartment model is shown in Fig. 4.

yv

ipyyy
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|
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—
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Fig. 4. Simplified overview of the building model.

For the submodule of each room, the following
physical processes were considered: transient heat

conduction through walls, steady-state heat conduction
through glazing systems, radiation exchange between
room facing elements. The detail information and
evaluation work are presented in [22].

2.2.3 Radiator model

The radiator model is presented in Fig. 5. The
calculation methods of convective and radiative heat
transfer were described in [23, 24]. The calculation of
water pressure loss was illustrated in [25].

- *
port_a Tf "% ) Tr port_b
. - ° °® o o« Il o—u o o

multiLayer_HE[]
Fig. 5. Simplified overview of the radiator model.

The wvalidation was conducted according to the
standard EN 442-2 [26], and the simulation result was
compared with the measured data from [27]. The results
are presented in Fig. 6.
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Fig. 6. Radiator heat output at different water flow rate at the
operation condition 75/65/20°C.

2.2.4 Thermostatic valve model

The behaviour of thermostatic valve (TV) depends on
the characteristic of TV as well as the overall system.
Both of them should be taken into account to build the
TV model [28]. According to the standard EN215 [29]
and researches in [28, 30], the water flow rate through
the TV depends on the difference between measured
indoor air temperature and the closing temperature or
opening temperature of TV. To simplify the control
process, proportional integral (PI) controller is applied to
approximate the performance of the TV in [31, 32]. The
PI controller in the TV model is shown in Fig. 7.

(setpoint)
(ctuator)

(measurement)

Fig. 7. Overview of the PI controller in TV model.



E3S Web of Conferences 111, 05022 (2019) https://doi.org/10.1051/e3sconf/201911105022
CLIMA 2019

2.2.5 Space heating system model Table 3. Room heat load and Radiator design.
The overview of the SH system is presented in.Fig. 8. Room heat |  Radiator Oversizing
For each room one radiator was designed to satisfy the Room load (W) | heatoutput (%)
heat demand. Heat demand of each room during heating W)

season and heat output of corresponding radiator at Living room 770 874 14
nominal condition are shown in Fig. 9. According to the Children 520 608 17
standard SN-CEN/TR 12831 [13], the outdoor design room

te.rr'lperatum for heat load calculation is -12 °C, and the Bedroom 520 608 17
sizing of system is based on the calculated heat load. The

room heat loads, nominal heat output of radiators, and Bathroom 352 431 22
system oversizing values are listed in Table 3. The Kitchen 360 415 15

oversizing values in this study agree with the median
oversizing values from one investigation research, which

is range from 15% to 25% [33] . 2.3 Scenarios
W %* mx N Wk W x The considerations of different scenarios are listed as
‘ T | T | T T | follows:
T oThe scenarios with low return temperature: Low

supply and return temperature reduce the costs of heat
generation and distribution. Some DH companies
incentivize their customers through motivation tariffs to
reduce their temperatures in exchange of discount in
their energy bills. Researches show that low return
temperature has higher economic benefits, and DH
companies care more about low return temperature than
low supply temperature [34].

oThe scenarios with low supply temperature: In the
future, more renewables will be integrated into DH
system. Low supply temperature will increase output of
solar energy, raise coefficient of performance for heat
pumps, and increase the power to heat ratio of combined
heat and power plans [3].

Fig. 8. Overview of the space heating system. oThe scenarios with minimum supply temperature:
o . The favourable conditions for legionella proliferation
1000 :Qg;alt;ﬂfﬁgigm 800 :Sﬁiﬁfﬁixﬁm ranging from 25 to 45°C [35]. In the European standard
800 - 600 +—————————————— CEN/TR16355 [36], drinking water installation without
600 hot water circulation, should be capable of reaching the
4007 minimum of 55°C. For a drinking water installation with
200 circulation, should be the minimum of 55 °C, and within
. . 30 s after fully opening a draw off fitting the temperature
0 2000 4000 6000 0 2000 4000 6000 should not be less than 60°C. Meanwhile, to decrease the
Time () Time () required temperature, some researches recommend to
500 :8;;’55;‘;;"1.2““ 500 :8;;’;11;;1;"_‘;01“ use supplementary heating deviies, and the supply
w00 | 400 temperature can bev decreasqd to 40°C [35].

200 In this study, six scenarios were proposed, see Table
4. For those scenarios, the controlled supply or return
temperature were adjusted once in an hour, based on
outdoor temperature, or the difference between the set
y ' y and the measured indoor air temperature. Meanwhile, the

0 2000 4000 6000 0 2000 4000 6000 . .
Time () Time () maximum supply temperature for all the scenarios was

so0.  ——Qkitchen 130°C.

— Qrad kitchen For the theoretical calculation marked with TC in
Table 4, the supply temperature was calculated based on
equation (11-14) in [25], which is widely applied when
the weather compensation (WC) control is used:

Ty = 20+10-(20- Tou)®45+0.14-20-Tow) (1)
where T is the supply water temperature (°C), Toy is the

0 2000 4000 6000 outdoor air temperature (°C).
Time (h)

%400-
3
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Fig. 9. Room heat demand during heating season and radiator
heat output at nominal condition.
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was 17% when the PI controllers were applied, while,
the corresponding value was 36% in the case of the WC
controls. The reason was that the WC control is an open
loop control strategy and the supply temperature is only
decided by the outdoor air temperature, ignoring any
other impact factors, such as heat gain from solar
radiation, occupant, and other devices. Whereas, the PI
controller is a feedback control strategy and any
overheating caused by extra heat gain will be
compensated by the change in the supply temperature. In
that way, unnecessary high supply temperatures are
avoided. In this study, heat gains from occupants and
devices were not taken into account, even though they
might show more advantages for the PI controller. This
model extension will be a topic for the future work.

As Fig. 10 and Table 5 show, the low return
temperature was achieved through the PI controller in
the scenarios TR PI TC and TR PI TV. The average
return temperature in those scenarios were 30 and 37°C

CLIMA 2019
Table 4. Information of the six scenarios. respectively, and the temperature below 40°C covers
most of the heating season, with share of 99% and 83%,
Scenario Description respectively. However, one obvious disadyantage for
those operation strategies was the high supply
Supply temperature control via PI temperature. The average supply temperature in the
TS PI NL controller with no minimum scenario TR _PI_TC was 94°C, and sometimes in order
temperature limit to achieve the low target return temperature, the required
Supply temperature control via PI supply temperature was even up to 130°C. One way to
TS_PLWL controller with minimum temperature solve this issue is to use flexible target return
limit of 50°C . temperature. Compared with the scenario TR _PI_TC
Supply temperature control via with constant target return temperature, TR_PI_TV uses
TS _TC_NL theoretical calculation with no . -~
minimum temperature limit flexible target return temperature. The average supply
Supply temperature control via temperature of Athe scenario TR _PI_ TV decreased to
TS_TC_WL theoretical calculation with minimum 72°C, meanwhile the maximum supply temperature
- temperature limit of 50°C decreases to 111°C.
Return temperature control via PI As Fig. 10, Fig. 11, and Table 5 show, there is a clear
TR _PI TC controller with constant target relation between the supply temperature, the return
temperature of 30°C temperature, and the temperature difference.
Return temperature control via PI
TR PI TV controller with variable target 100 - T supply (TS PI_NL) 100 9 . T supply (TS_PI WL)
temperature ranges from 30 to 50°C 3 © - Tretum (TS_PL NL)  © © - T _retum (TS_PI_WL)
b=t =]
3 Results g 60 1 g 60 1
EY EY
The system supply and return temperature during heating § 401 § 40 P
season are presented in Fig. 10. The relation between the §20 —— §20 I "I'-"I
average supply temperature, the average return -20-15-10 -5 0 5 10 15 20 -20-15-10 -5 0 5 10 15 20
temperature, and the average temperature difference Outdoor temperature (°C) Outdoor temperature (°C)
during heating season is shown in Fig. 11. The indoor air B0 Tsueply IS TCNL) 80 - T_supply (TS _TC_WL)
temperatures for different scenarios are shown in Fig. 12. 9 * Toetum (TS_TCNL) - © S
The total heat rates of the flat for different scenarios are £ 50 ER
displayed in Fig. 13. A summary of all the results is g g
given in Table 5. § 40 1 g 401
As Fig. 10 and Table 5 show, the low supply g g
temperature was achieved via the PI control in the Eo+—r—r—r—r—r—r— FN+——rr———r———
scenarios TS PI NL and TS PI_ WL, and with the WC 20 'ést'dm _'f 0 _5m1_1°(cé5) 20 -20 'éi'dm jf 0 _5“”_10(%5) 20
control in the scenarios TS_TC_NL and TS__TC_WL. 170 ‘%TO_ZLPZEP?;R_;I 10) 120 - ‘T'T‘i:;p::;p;l}; v)
The average supply temperature in ?hose.scenarlos cquld 5 Treum (TRPLTO Gy e (TR_PL_TV)
be as low as 56~58°C, and only limited time the required < < .t
. 2120 - s
supply temperature was above 60°C. In addition, E 2 801
compared with the WC control, the PI control shown an g £ 60 :
advantage lowering the supply temperature. The §707 o % & g o =
percentage of required supply temperature above 60°C § w § “ N
20 4 20

-20-15-10-5 0 5 10 15 20
Outdoor temperature (°C)

-20-15-10 -5 0 5 10 15 20
Outdoor temperature (°C)

Fig. 10. Supply and return temperature during heating season.
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Fig. 11. The relation between average supply temperature,
return temperature, and temperature difference.
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As shown in Fig. 12 and Table 5, different operation
strategies show small differences in the indoor air

temperature. During most of the heating season, 98~99% s 31 TS_PI NL s 31 TS_P1 WL
of the entire season, the range of the indoor air Z )
temperature is within +0.5°C around the set value. In £ 2 £ 2
addition, the results reveal the importance of indoor E g
temperature control device, specifically TVs. Well- 11 14
functioning TVs guarantee the indoor air temperature
fluctuating within a certain range around the set values, 0+ 0+
no matter what operation strategy was applied. On the 20-15-10 -3 0 5 10 13 20 0-L3-103 05 10 1320
. P i gy PP : Outdoor temperature (°C) Outdoor temperature (°C)
contrary, the indoor air temperature and the system 4 -
return temperature would be with fault when the TVs S 5 S TC NL < 31 I8_TC WL
have malfunctions [37, 38]. 2 =
E 37 E 21
26 1 26 1 g . g
. TS PI NL = TS PI WL 2 21 = ‘)
9) 8) < 1 ‘
< 24 A < 24 4 2 1 2
g 3 :
£ £ 1 - ———
§ 22 4 . 522 - A ! 0
g, . B 20-15-10 -5 0 5 10 15 20 20-15-10-5 0 5 10 15 20
g 20 HES v 5 20 L g2t o Outdoor temperature (°C) Outdoor temperature (°C)
g g ,], merrTe , TR PLTV
fg+——v—"rr—— B+ % * E
& 20-15-10-5 0 5 101520 & -20-15-10-5 0 5 10 15 20 1 - e
Outdoor temperature (°C) Outdoor temperature (°C) E 21 g 2
I ]
26 1 26 1 3 5
TS_TC_NL TS_TC_WL = =
o o 14
<24 4 < 24
g g
E E 0 +——r—v—r—"r—1 0 +—r———T——
g2 2 A 20-15-10 -5 0 5 10 15 20 20-15-10-5 0 5 10 15 20
g E Outdoor temperature (°C) Outdoor temperature (°C)
520 5207 Fig. 13. Heat use during heating season.
S+ " SBF+T——T——
& 20-15-10-5 0 5 101520 & -20-15-10-5 0 5 10 15 20 Table 5. S 7ed £ dif .
Outdoor temperature (°C) Outdoor temperature (°C) able S. Summarized outcomes of different scenarios.
26 1 26 1
TR_PI TC TR_PI_ TV TS_ | TS_ | TS_ | TS_ | TR TR

21 | Scenario | PI_ | PI_ | PI_ | TC_ | PI_ | PI_
- NL | WL | WL | NL | TC | TV

£ 22 - “M?w A Supply temperature
: zo-u MaxC) | 78 | 718 | 77 | 77 | 130 | 111

18 +——————— Min (°C) 38 50 38 50 50 50
-20-15-10-5 0 5 10 15 20

18 — T T
-20-15-10-5 0 5 10 15 20

Indoor air temperature (°C)
() [
[=] )
t
+
>
Indoor air temperature (°C)

Outdoor temperature (°C) Outdoor temperature (°C) A\(Ioeéa)ge 56 56 58 58 94 72
Fig. 12. Indoor temperature during heating season. The yellow > 60 (%) 17 17 36 36 96 87
dots present temperature of bathroom with setting temperature
of 24°C, other color dots present temperature of living room, Return temperature
children room, bedroom, and kitchen with setting temperature Max (°C) 67 67 65 65 5 52
of 20°C.

Min (°C) 34 25 28 20 23 24

As shown in Fig. 13 and Table 5, different operation

strategies show little difference on apartment heat use. A‘(’Sg)ge 48 47 46 46 30 37
As mentioned before, heat gains from occupants and )
devices were not taken into account in this study, <40 (%) 6 7 15 16 99 83
otherwise energy savings from the PI controls would Temperature difference
become bigger. More advanced control strategy, such as Average
model predictive control (MPC) can bring even more ©C) 8 9 12 13 64 36
energy savings and make the control process more N
smooth [39]. Indoor temperature (%)
<set-0.5 1 0 0 0 0 0
Within
et 40.5 98 98 99 99 99 99
> set+0.5 1 1 1 1 1 1
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TS_ | TS_ | TS_ | TS TR_ | TR_
Scenario | PI_ PI_ | PIL_ | TC_ | PI_ | PL_
NL | WL | WL | NL | TC 0%

Heat use per year

Total
(kWh) 8427 | 8435 | 8470 | 8477 | 8478 | 8478
(kl\ril‘}ij:;z) 120 121 121 121 121 121

4 Conclusion and discussion

This study aimed to optimize the operation strategy, and
achieve the low supply and return temperature of the DH
system. A building and a SH model were built using
Modelica® language, and simulation was conducted in
Dymola environment. Six scenarios, with controlled
supply temperature or return temperature, were analysed
based on the model.

The low supply temperature was achieved through
the controlled supply temperature operation strategies:
the PI control and the WC control. The average supply
temperature could be as low as 56~58°C, and only
limited time the required supply temperature was above
60°C, with 17% and 36% of the heating season,
respectively. Meanwhile, the low return temperature was
achieved through controlled return temperature operation
strategy, the PI control. The average return temperature
could be 30 or 37°C, while the temperature below 40°C
covered the most time of heating season, with share of
99% and 83%, respectively.

One question come from this study, whether it is
possible to achieve the low return temperature through
optimizing operation strategy, without inappropriate high
supply temperature. The results showed a clear coupling
among the supply temperature, the return temperature,
and the temperature difference between them. When the
strategy with the constant target return temperature of
30°C was applied, the average supply temperature was
94°C, and during the coldest days, it was even up to
130°C, which is too high for the secondary side of DH
system. One way to mitigate this issue was using flexible
target return temperature. After the flexible target return
temperature from 30 to 50°C was applied, the average
supply temperature decreased to 72°C, and the maximum
supply temperature decreased to 111°C. The results were
still some distance from the temperature requirement of
4GDH, which is 50-55°C for the supply temperature,
and 25°C for the return temperature. However, please
note that the results are valid for the existing apartment
building, built before 1980s and not for new buildings.

Another conclusion was the importance of TVs.
Different operation strategies in this study showed small
differences in the indoor air temperature and heat use.
During the heating season, about 98~99% of the time,
the fluctuation of the indoor air temperature was within
0.5 °C around the set value. The results revealed the
importance of TVs, which was the critical device to
prevent overheating.

There were some limitations in this study.
Renovations of buildings is a critical influencing factor
in building energy analyses. Buildings have gone

through reasonable renovations, such as changing the
windows, use less heat and require a lower supply
temperature. Building renovation was not taken into
account in this study. In addition, the average heat gains
from occupants and equipment can be assumed as 0.81
and 1.55 W/m? respectively [34]. If those heat gains
were added, the oversizing of radiators would increase
5~10 %, the final value of oversizing will range from 21
to 27%. Under such condition, the required supply
temperature could be further lower. Meanwhile,
simplified occupant behavior mode was applied in this
study, with constant set indoor temperature and fixed air
exchange rate. Studies show occupant behaviour
influence  building energy use [40-42]. The
simplification of the model may cause some inconsistent
between simulation and reality. Finally, the research was
conducted based on the simulation of two pipe SH
system in an apartment with five rooms. To obtain more
general and proper conclusions, further researches and
experimentation studies are needed.

The authors gratefully acknowledge the support from the
Research Council of Norway through the research project
Understanding behaviour of district heating systems integrating
distributed sources under FRIPRO/FRINATEK program (the
project number 262707).
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ABSTRACT

Nowadays, the fundamental idea of district heating
(DH) is to utilize local heat resources to satisfy local heat
demands, otherwise those resources would be wasted.
However, the mismatch between the achievable
resources and fluctuating demand is challenging. This
study analyzed the possibilities to solve this problem by
introducing a short-term thermal storage and a seasonal
thermal storage. A water tank (WT) and a borehole
thermal storage (BTS) were chosen as the thermal
storages. The DH system of a Norwegian university
campus was selected as the case study. A high order
system model was built in Modelica language. The
results showed that the mismatch might be solved. The
BTS brought about 3 GWh annual heat saving, and the
WT brought about 110 kW average peak load shaving.
However, around 0.8 GWh/year electricity was used by
heat pump to recover the stored heat in the ground.

Keywords: 4" generation district heating, waste heat,
ground source heat pump, seasonal thermal storage,
water tank

1. INTRODUCTION

Nowadays, the fundamental idea of district heating
(DH) is to utilize local heat resources to satisfy local heat
demands, otherwise, those resources would be wasted.
The suitable heat resources can be waste incineration,
combustible renewables, geothermal energy, large solar
collector fields, and waste heat from industry and other
processes [1]. In 2014, renewables share 27% of
European Union’s DH supply, and the share of recycled
waste heat share is 72% [2]. In the future, the share of

recycled heat from combine heat and power plants will
decrease, due to the increasing use of renewable power.
However, waste heats from other sources bring huge
potentials. To realize this idea, the current second or
third generation DH system should transform into the 4"
generation DH system. Characterized by flexible heat
sources, low temperature, and smart management, the
4t generation DH system will show its energy and
environment advantages in the coming years [1, 3].
However, the undergoing transformation has been
facing many technical challenges [4, 5].

This study analyzed the challenge of harvesting
waste heat from a data center. To solve the mismatch
between the waste heat feed-in and heat demands,
systems with thermal storages (TS) were investigated. A
water tank (WT) and a borehole thermal storage (BTS)
were chosen as the short-term TS and seasonal TS,
respectively. The results of this study can provide guides
for the development of the further DH system.

2. BACKGROUND

The DH system of a Norwegian university campus in
Trondheim, Norway, was chosen as the case study. The
topology of the network, the location of heat sources and
buildings are presented in Fig 1.

The total building area of the campus is about
300,000 m2 The main building function types are
education, office, laboratory, and sport. Detail
information of those buildings can be found in [6]. In the
current situation, heat is delivered by two means: the
main substation (MS) and a data center (DC). The MS
obtains heat from the city DH system, and the DC
recovers condensation heat from its cooling system.
According to the measurement from June 2017 to May
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2018, the total heat supply was 32.8 GWh, among them
77% came from the MS, and 23% came from the DC.

Data center ()

Building @

Substation
Fig 1 DH system of the university campus [7]

There was a mismatch between the waste heat feed-
in and heat demands according to the measurement. As
shown in Fig 2, the temperature difference between the
supply and the return water of the secondary side of the
MS showed negative values when the outdoor air
temperature was above 7°C. This meant that the heat
was transferred from the campus DH system to the city
DH system. The reverse heat flow was caused by over
waste heat feed-in.

+ Temp Diff ——Zero line

Temperature difference (K)
o

Outdoor temperature (°C)

Fig 2 The measured water temperature difference of the
secondary side of the MS

The short-term mismatch for a typical week is shown
in Fig 3. During the periods with over waste heat feed-in,
the reverse heat flow could be considered as heat loss
for the campus DH system. In contrast, for the periods
with insufficient waste heat feed-in, the deficit would be
supplemented by the MS. Introducing a short-term TS
can be one way to solve the short-term mismatch.

The net value of the over heat feed-in (over waste
heat feed-in minus deficit in Fig 3) for a typical week was
0.02 GWh. In addition, the period with the over waste
heat feed-in lasted for about half a year as shown in Fig
4. The long-term duration of the over heat feed-in makes
it reasonable to introduce a seasonal TS.
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Fig 3 Heat balance for a typical week when the outdoor air
temperature is above 7°C
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Fig 4 The measured outdoor air temperature and the period
with over waste heat feed-in

3. METHODOLOGY
3.1 Simulation tool

The DH system model of the campus was built based
on Modelica language [8]. Compared with other widely
used tools such as Simulink, TRNSYS, and IDA ICE,
Modelica presents the highest fidelity for DH system
simulation [9]. Dymola [10] was used as the simulation
environment. The libraries from IBPSA Project 1 [11]
were selected to build the model.

3.2 Scenarios and model

Four scenarios with different system design were
investigated. Detailed description about the scenarios is
given in Table 1.

Table 1. System description of different scenarios

Scenarios Short-term TS Seasonal TS
NoShortNoSeasonal - -
WithShortNoSeasonal WT -
NoShortWithSeasonal - BTS
WithShortWithSeasonal WT BTS

Note. ‘-’ refers to not exist.
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The model structures of the scenarios in Table 1 are
presented in Fig 5. The scenario ‘NoShortNoSeasonal’
was the reference scenario of this study, which was
similar with the current situation of the DH system.

For all the scenarios, the way of waste heat feed-in
was from return to return, which meant that the water
from the return pipes of the DH system went through the
condensation side of heat pumps (HP), and it went back
to the return pipes after collecting the condensation
heat. The return water would be further heated by the
MS before it became the supply water of the system. The
idea of the connection the return to return was to utilize
the high supply temperature from the city DH system,
while at the same time ensured a high coefficient of
performance for HPs.

For the scenarios without the BTS, the cooling tower
(CT) would exhaust the over heat of the DH system and
decrease the cooling water temperature of the HP in the
DC. In that way, the safety operation of the HP would be
ensured. The function of the WT was peak load shaving.
Heat would be stored during the low demand hours and
used during the peak load hours.

For the scenarios with the BTS, when the outdoor air
temperature was above 7°C, the high return water
temperature would first go through the BTS and be
cooled, while heat would be stored in the ground. The

cooled water would go to the DC afterwards. In those
scenarios, the BTS replaced the CT as the condensation
heat cooling system. When the outdoor air temperature
was below 7 C, the return water went through the DC
directly. In addition, the stored heat in the ground would
be extracted and boosted by a HP for heating use.

4. RESULTS

The daily peak load shaving induced by the WT is
presented in Fig 6 and Fig 7. Significant effects of peak
load shaving can be observed for the scenarios both with
and without the BTS. In addition, the peak load shaving
patterns were similar for the scenarios with and without
the BTS. The maximum and the average shaving values
were 1 519 kW and 110 kW for the scenarios without the
BTS, and 2 168 kW and 103 kW for the scenarios with the
BTS.
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Fig 5 Model schematic of different scenarios
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Fig 6 Daily peak load and peak load shaving due to the WT,
for the scenarios without BTS
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Fig 7 Daily peak load and peak load shaving due to the WT,
for the scenarios with BTS

The seasonal mismatch was solved by introducing
the BTS. As shown in Fig 8, about 0.8 GWh — 1.0 GWh
heat was exhausted via the CT for the scenarios without
the BTS. In contrast, no heat loss was found for the
scenarios with the BTS.
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Fig 8 Annual heat use and heat supply for different scenarios

The heat supply from the MS could be reduced by
introducing BTS. As shown in Fig 9, around 2.9 GWh —3.0
GWh heat supply was saved. However, the electricity use
increased around 0.8 GWh due to the HP of BTS.
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Fig 9 Annual heat and electricity use for different scenarios

5. CONCLUSIONS

The case study showed that the mismatch between
waste heat feed-in and building heat demands could be
solved by introducing TSs. The BTS brought about 3.0
GWh annual heat saving, and the WT brought about 110
kW average peak load shaving. However, about 0.8
GWh/year electricity was used for the HP of the BTS to
recover the stored heat in the ground.

The research had some limitations. The sizing of the
WT and BTS was conducted by the reference values from
handbooks and engineering experience, optimal design
analysis was not conducted. Meanwhile, the operation of
the system was based on the rule of thumb, analyses of
the optimal operation and control strategies were not
conducted. More promising results might be achieved, if
the optimal design, operation and control strategies
were applied.

For the future work, more researches are needed for
the optimal design, operation and control strategies. In
addition, improving the heat storage efficiency is crucial
for TSs.

ACKNOWLEDGEMENT

The authors gratefully acknowledge the support
from the Research Council of Norway through the
research project Understanding behaviour of district
heating systems integrating distributed sources under
FRIPRO/FRINATEK program (the project number
262707).

REFERENCE

[1] Frederiksen S, Werner S. District heating and cooling:
Studentlitteratur Lund, 2013.

[2] Werner S. International review of district heating and
cooling. Energy. 2017;137:617-31.

4 Copyright © 2019 ICAE



[3] Lund H, @stergaard PA, Chang M, Werner S, Svendsen
S, Sorknaes P, et al. The status of 4th generation district
heating: Research and results. Energy. 2018;164:147-59.
[4] Li H, Nord N. Transition to the 4th generation district
heating - possibilities, bottlenecks, and challenges.
Energy Procedia. 2018;149:483-98.

[5] Tian Z, Perers B, Furbo S, Fan J. Thermo-economic
optimization of a hybrid solar district heating plant with
flat plate collectors and parabolic trough collectors in
series. Energy Conversion and Management.
2018;165:92-101.

[6] Guan J, Nord N, Chen S. Energy planning of university
campus building complex: Energy usage and coincidental
analysis of individual buildings with a case study. Energy
and Buildings. 2016;124:99-111.

[7] Shakerin M. Analysis of district heating systems
integrating distributed sources: NTNU, 2017.

[8] Modelica Association, https://www.modelica.org/
2019.

[9] Schweiger G, Heimrath R, Falay B, O'Donovan K,
Nageler P, Pertschy R, et al. District energy systems:
Modelling paradigms and general-purpose tools. Energy.
2018;164:1326-40.

[10] DYMOLA Systems
https://www.3ds.com/products-
services/catia/products/dymola/. 2019.
[11] IBPSA Project 1,
https://ibpsa.github.io/projectl/index.html. 2019.

Engineering,

5 Copyright © 2019 ICAE


https://www.modelica.org/
https://www.3ds.com/products-services/catia/products/dymola/
https://www.3ds.com/products-services/catia/products/dymola/
https://ibpsa.github.io/project1/index.html

APPENDIX- PUBLICATIONS

218



APPENDIX- PUBLICATIONS

PAPER 7

Li H, Hou J, Ding Y, Nord N. Techno-economic analysis of implementing thermal storage
for peak load shaving in a campus district heating system with waste heat from the data
centre. E3S Web Conf; 2021;246: 09003. The 10th International SCANVAC Cold Climate

Conference.

219



APPENDIX- PUBLICATIONS

220



E3S Web of Conferences 246, 09003 (2021)
Cold Climate HVAC & Energy 2021

https://doi.org/10.1051/e3sconf/202124609003

Techno-economic analysis of implementing thermal storage for
peak load shaving in a campus district heating system with
waste heat from the data centre
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B, Trondheim 7491, Norway

Abstract. Peak load has significant impacts on the economic and environmental performance of district
heating systems. Future sustainable district heating systems will integrate thermal storages and renewables
to shave their peak heat demand from traditional heat sources. This article analysed the techno-economic
potential of implementing thermal storage for peak load shaving, especially for the district heating systems
with waste heat recovery. A campus district heating system in Norway was chosen as the case study. The
system takes advantage of the waste heat from the campus data centre. Currently, about 20% of the heating
bill is paid for the peak load, and a mismatch between the available waste heat and heat demand was detected.
The results showed that introducing water tank thermal storage brought significant effects on peak load
shaving and waste heat recovery. Those effects saved up to 112 000 EUR heating bills annually, and the
heating bill paid for the peak load could be reduced by 15%. Meanwhile, with the optimal sizing and
operation, the payback period of the water tank could be decreased to 13 years. Findings from this study
might help the heat users to evaluate the economic feasibility of introducing thermal storage.

economic feasibility of using TSs for peak load shaving
in DH systems. This study aimed to investigate the
economically feasible to use TS for peak load shaving
in DH systems. A campus DH system in Norway was
chosen as the case study. Water tank (WT) systems with

1 Introduction

Peak load has significant impacts on a district
heating (DH) system. Firstly, a higher peak load means
more investment, since larger capacity heat sources and

distribution systems are demanded [1]. Secondly, peak
load causes higher operation cost, since the energy price
for the peak load heat sources is usually higher than the
basic load heat sources. Finally, DH systems with higher
peak loads tend to be less environmentally friendly,
since the peak load is usually supplied by non-renewable
energies, meaning an increase in the CO, emission per
unit of heat. Therefore, DH companies try to encourage
heat users to decrease their peak load by providing
incentives on heating bills. When considering the peak
load, the heating bill may be divided into two parts:
fixed and variable. The fixed part is charged based on
the seasonal peak load and may consist of a significant
part of the total heating bill [2].

Introducing  thermal storages (TSs) is a
straightforward way for heat users to decrease their peak
load and gain economic benefits. Previous studies show
it is economically feasible to introduce TSs into DH
systems [3-8]. However, these TSs are used for storing
the free heat (e.g., solar thermal energy), not for shaving
the peak load. Some researchers demonstrate the
economic feasibility of using TSs for load shifting [9-
11]. However, the load referred to electricity load, and
these TSs were applied to the building’s level instead of
the district level. There is a limited study to analyse the

* Corresponding author: haoranli@ntnu.no

storage capacities ranged from two hours to one week
were proposed. The energy and economic performance
of the proposed WT systems were investigated.

2 Method

This study was conducted through numerical
experiments. Firstly, a campus DH system in Norway
was introduced as the case study. The system suffered
from the high proportion of heating bill paid for the peak
load, meanwhile, part of heat supply was lost due to the
mismatch between waste heat feed-in and building heat
demand. WTs were applied as the short-term TS to solve
the above problems and the WTs' storage capacities
range from two hours to one week. Afterwards, the way
to achieve the optimal operation with the minimized
peak load and heat loss was illustrated. Finally, the
method to calculate the heating bill was described.
Detailed information about the method is introduced as
follows.

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
(http://creativecommons.org/licenses/by/4.0/).
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2.1 Case study

A campus DH system in Trondheim, Norway, was
chosen as the case study. The topology of the system is
presented in Figure 1. The total campus building area is
about 300 000 m?, and the main building functions are
education, office, laboratory, and sports. Currently, heat
is delivered from the main substation (MS) and the data
centre (DC). The MS obtains heat from the city DH
system, and the DC recovers condensing heat from its
cooling system. According to the measurements from
June 2017 to May 2018, the total heat supply was 32.8
GWh. About 75% of the heat supply came from the MS
and the other 25% came from DC. The measured heat
use and heat supply from DC are presented in Figure 2.
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Figure 1. DH system of the university campus.

The main motivation for introducing a TS system
was to reduce the heating bill. As mentioned in Section
1, a heating bill is divided into two parts: fixed and
variable. The fixed part is related to the seasonal peak
load (in kW). The variable part is charged based on the
amount of heat use (in kWh). For the year 2017-2018,
about 1.94 million EUR was paid for the heating bill,
and 20% of it came from the fixed part, which was
caused by the peak load. The heating bill paid for the
peak load even dominated the total heating bill during
the warm period from May to September. The average
heating bill paid for the fixed part during this period was
about eight times higher than the corresponding value
for the variable part. Introducing a TS system is a
straightforward way to shave the peak load and reduced
the heating bill.

Another motivation for this work was to solve the
mismatch between the waste heat feed-in and the
building heat demand. According to the measurements,
a mismatch between waste heat feed-in and building
heat demand was observed during the warm period. The
heat demand in warm periods came only from the

domestic hot water system, and it showed an apparent
daily fluctuation from 0.3 to 2.1 MW, while the amount
of waste heat feed-in from the DC kept at a constant
level, about 0.9 MW. Therefore, during the peak hours,
the amount of waste heat feed-in was not enough to
satisfy the heat demand, and the deficit would be
supplemented by the MS. During the low demand hours,
the amount of waste heat feed-in was higher than the
demand, and the excess waste heat feed-in would
become reverse heat flow to the city DH system.
However, the university campus did not get any
economic benefit from this reverse heat flow, because
the local DH company has not yet adopted a method for
charging the heating bill with bidirectional heat flow.
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Figure 2. Building heat use and waste heat feed-in during

the year 2017-2018.

2.2 Principles of WT sizing

In this study, the WT was chosen due to its easy
application in different conditions. The simplified
schematic of the campus DH system after integrating a
WT system is illustrated in Figure 3. Before the
economic study, the sizing of the WT was conducted
and the operation strategy of the DH system was made.

The WT was sized based on the duration of the heat
supply. The annual average building heat use was 3.79
MW. The storage capacity of the WT was quantified
according to the heat supply at this heat flow rate. For
example, if the WT was sized with two hours’ capacity,
it meant that the WT system could supply heat
continuously for two hours with a discharging rate of
3.79 MW. In this study, the WT functioned as the short-
term TS, and the investigated storage capacity ranged
from two hours to one week. The detailed information
on the WT sizing analysis is given in Table 1.
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Figure 3. Schematic of the campus DH system after
integrating a WT system.
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Table 1. Information on the studied WTs.

Abbreviation S(ilz;?)g
2h 163
4h 325
12h 975
1d 1950
2d 3900
3d 5850
5d 9750
Iw 13 650

2.3 Operation strategy for the DH system with
the WT

For the operation of the DH system, optimization
was conducted to fully explore the potential of the WT
system. An optimization problem was formulated to
minimize the peak load and heat loss, the defined
problem is presented as follows:

minf Qs dt (1)

subject to
Qus + Qpc — Qur — Qbéi’}: 0 2
Qwr = Quoss = ¢ p - Vir - — = =0 3)
Qloss = Uwr - Awr * (Twr — Tenvi) 4
Qup = ¢ Mepar ~ VTchar &)
Qiow = ¢ " Myisc * Vaisc (6)
Tlow < TWT < ’Ijup (7)
Qlow < QWT < Qup (8)

where (5 is the heat supply rate (positive value) or heat
loss rate (negative value) from the MS. Q. is the waste
heat feed-in from DC. Qyr is the charging (positive
value) or discharging (negative value) heat flow rate of
the WT. Q4 and Qup are the lower and the upper limit
of Qur. Quuir is the heat use of the buildings at the
campus. Qppss is the heat loss from the WT to the
environment. Ty, is the water temperature in the WT.
T,ow and T, are the lower and the upper limit of Tyy7.
For these limits, the values of 40°C and 80°C were
chosen, respectively. VTy;. and VT, are the
maximum temperature difference  during the
discharging and charging processes. The values of -40K

and 40K were chosen, respectively. Uyt is the U-value
of the WT walls. T,y,,; is the temperature of the
environment. ¢ is the specific heat capacity of water, of
4187 J/(K-kg). p is the water density, of 995.6 kg/m>.

2.4 Method for the DH heating bill calculation

As mentioned in the introduction, the heating bill
includes usually two parts: the fixed and the variable,
defined as follows:

Btot = Bfix + Bvar (9)
where By, is the total heating bill, By;, is the fixed part,
and B, is the variable part.

The fixed part was calculated as:

Bfix = Qpeak " Prix (10)
where Qpeak is the peak load, which is obtained by
averaging the top three highest daily average heat uses.
Prix 1s the unit fixed cost, which was given by the local
DH company Statkraft Varme [12] in Trondheim.

The variable part was calculated as:

Byar :J-Q'pvar dt (11)

where Q is the heat demand. p,q, is the variable heat
price, which was given by the local DH company
Statkraft Varme [12] in Trondheim.

3 Results

In this section, the reference scenario (Ref) without
any TS together with the scenarios with the WT are
investigated. The heat use and heating bill of these
scenarios are presented. The peak load shaving, heating
bill saving, and payback periods of the scenarios with
the WT are analyzed. Detailed information about the
results is presented as follows.

3.1 Peak load shaving and heat use saving

The peak load shaving and heat loss reduction could
be derived from the difference between the heat demand
of the reference scenario and the heat demand of the
scenarios with the WT. The heat demand referred to the
heat supply from the MS. Please note that the negative
value meant the reverse heat flow to the city DH system,
meaning the heat loss of the campus DH system. The
results showed that introducing a WT could bring
significant peak load shaving and heat loss reduction.
Figure 4 gives an example of the impacts after
introducing a WT with one day’s capacity. As illustrated
in Figure 4, the Ref scenario had higher peak loads
compared with scenario /d. The peak load shaving
effect was up to 3.3 MW, and it accounted for 23% of
the annual maximum heat load. In addition, heat loss
existed for the scenario Ref during the warm period from
May to September. In contrast, the heat loss was almost
eliminated for scenario /d. The annual heat loss
reduction was about 362 MWh, which meant 82% of the
heat loss was avoided.
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Figure 4. Example of peak load shaving and heat loss
reduction after introducing WT.

The seasonal peak load shaving effect of the
scenarios with the WT is presented in Figure 5. From
Figure 5, it may be observed that the larger WT brought
higher seasonal peak load shaving. For the scenario 2/
when the storage capacity was two hours, the seasonal
peak load shaving was 10 kW in the winter season and
5 kW in the summer season, see Figure 5 the column
filled with the black colour. For scenario /w when the
storage capacity increased to one week, the
corresponding reduction increased to 3.2 MW and 2.2
MW, respectively, see Figure 5 the column filled with
the red colour.
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Figure 5. Seasonal peak load shaving for the scenarios
with different storage capacity.

The heat demand saving effect of the scenarios with
the WT is presented in Figure 6. From Figure 6, it can
be observed that the scenario /d with one day’s storage
capacity showed the best performance regarding heat
demand saving. The reason was that the total heat loss
was minimized for scenario /d. The total heat loss
included two parts: the heat loss through the MS (reverse
heat flow to the central DH system), and the heat loss
from the WT to the environment. The larger WT
reduced the heat loss from the MS because the short-
term mismatch between the waste heat feed-in and
building heat demand could be relieved. However, the
larger WT suffered from more heat loss to the
environment, because of the larger heat transfer area.
The size of the WT in scenario /d was at the optimal
point considering these two parts of heat loss.
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Figure 6. Heat demand saving for scenarios with different
storage capacity.

3.2 Heating bill saving and payback period

The heating bill considering the share between the
fixed and variable parts for the proposed scenarios is
presented in Figure 7. The two impacts could be
observed due to introducing the WT: 1) the total heating
bill was decreased, 2) the share of the fixed part in the
total heating bill was reduced. For the reference scenario
Ref, the total bill was 1.94 million EUR, and 20% of it
came from the fixed part. After introducing the WT
system, the total bill could decrease to 1.83 million
EUR, and only 15% of it came from the fixed part.
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Figure 7. Annual heating billing for the scenarios before
and after introducing a WT system.

The detailed information on heating bill saving is
presented in Figure 8. The saving from the fixed part
increased as the storage capacity increased, as shown in
Figure 8. The reason was that larger WT brought higher
seasonal peak load reduction. The variable part of the
heating bill achieved a higher saving for the scenarios
with medium storage capacities, as shown in Figure 8.
This can be explained by the higher heat demand saving
for those scenarios with medium storage capacities.
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Figure 8. Annual heating billing saving for the scenarios
after introducing a WT system.

The payback periods for the scenarios with different
storage capacities are presented in Figure 9. As shown
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in Figure 9, the payback periods ranged from 13 years
to 19 years. Further, the two optimal WT sizes could be
observed: the storage capacities with four hours and
three days. The payback periods of the WT may be
explained by the indicator unit bill saving, which was
obtained by dividing the heating bill saving by the WT
size. As shown in Figure 10, the value of unit bill saving
ranged from 8 EUR/m? to 55 EUR/m’, it decreased as
the WT size increased. This meant the larger WT had
less heating bill saving effect. A two order polynomial
trend line could be drawn to show the relationship
between the unit bill saving and the WT size. The WT
capacity with the unit bill saving above the trend line
tended to have shorter payback periods, see Figure 10
the dots filled with the red colour. In contrast, the WT
capacity with the unit bill saving below the trend line
tended to have longer payback periods, see Figure 10 the
dots filled with the black colour.
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Figure 9. The payback period for the scenarios with
different storage capacity.
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Figure 10. Unit heating bill saving for the scenarios with
different storage capacity.

4 Conclusions

In this study, the economic analysis of using WT for
peak load shaving in a DH system with waste heat feed-
in was conducted. A campus DH system in Norway was
chosen as the case study. WTs with storage capacities
ranged from two hours to one week were tested. The
peak load shaving, heat use saving, heating bill saving,
and payback period for the WT system were
investigated.

The results showed that WT had significant effects
on peak load shaving and heat use saving. Those effects
brought up to 112k EUR annual heating bill saving,
which accounted for 6% of the total heating bill.
Meanwhile, the payback periods of WT ranged from 13
years to 19 years.

Finding from this study may help heat users to
evaluate the economic feasibility of introducing a WT
system.
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Abstract

Heat prosumers will become important participants for future district heating (DH) systems. However, the current unidirectional
heating price models reduce interest in prosumers and hinder the promotion of prosumers in DH systems, because the prosumers
gain no economic benefit from supplying heat to the central DH system. This study aimed to break this economic barrier by
introducing water tank thermal energy storage (WTTES) and optimizing the operation of heat prosumers with WTTESs,
considering the widely used heating price models in Norway. Firstly, a generalized heating price model was introduced, which
could represent the current widely used heating price models in Norway. Secondly, the WTTES was integrated into the heat
prosumer to improve the self-utilization rate of the prosumer's heat supply from its distributed heat sources, meanwhile, shave the
prosumer's peak load. Afterwards, an optimization framework was formulated to optimize the operation of the prosumer with the
WTTES under the generalized heating price model. Finally, a numerical method for solving the proposed nonlinear optimization
problem was given. A case study showed that the proposed method could cut the prosumer's annual heating cost by 7%, and the
investment of WTTES could be recovered in four years.

Keywords: nonlinear optimization, thermal energy storage, heating price, distributed heat sources

1. Introduction

The widely used heating price models in Norway charge a heat prosumer's heating bill mainly based on heat
prosumer's heat use and peak load [1]. Accordingly, two potential ways to minimize a heat prosumer' heating cost in
a district heating (DH) system are: 1) decreasing the heat supply from the central DH system by increasing the heat
supply from prosumer's distributed heat sources (DHSs), which are free and may come from renewables and waste
heat, and 2) shaving the peak load by shifting the heat supply from peak hours to non-peak hours.

Thermal energy storages (TESs) may be used to achieve the above two goals. Firstly, TESs can increase the self-
utilization rate of the heat supply from DHSs, because for the periods when the heat supply from the DHSs is higher
than the demand of the prosumer, the surplus heat can be stored into the TESs and used for later heat supply instead
of being fed into the central DH system [2, 3]. Secondly, TESs can shave the prosumer's peak load, because the peak
demand can be satisfied by the stored heat from the non-peak hours [4, 5]. However, TESs are investment intensive.
The high investment costs and the long payback periods are hindering the implementation of TESs in DH systems.

This study proposed a comprehensive method for optimal design and operation of prosumer-based DH systems
with short-term TESs. The method was based on the heating price models in Norway, but can also give references for
DH systems outside Norway.

2. Method

This section explains the proposed method. Firstly, a generalized heating price model is introduced, which may
represent the current widely used heating price models in Norway. Secondly, WTTES is integrated into the heat
prosumer based DH system to improve the self-utilization of the heat supply from the DHSs and shave the peak load.
Afterwards, an optimization framework is formulated to optimize the operation of the proposed DH system under the
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generalized heating price model. Finally, a numerical method for solving the proposed nonlinear optimization problem
is given.

2.1. The method to obtain a generalized heating price model

Although heating price models may vary in Norway, this study introduced a generalized heating price model, which
could approximate and generalize the widely used heating price models. According to the review article [1], a heating
price model may include four components: energy demand component (EDC), load demand component (LDC), fixed
component (FXC), and flow demand component (FDC). The EDC is charged based on the heat use and it is used to
cover the fuel cost. The LDC is charged according to the peak load and it aims to maintain a certain capacity of heat
production. The FXC is the fee for connecting to the central heating grid. The FDC motivates the low return
temperature and it is charged based on the volume of the circulating water.

Fig. 1 gives the existence and the average share of each component for investigated heating price models in Sweden.
Firstly, it can be found from Fig. 1 that, the LDC and the EDC are the most important components, which together
share 96% of the total heating cost. Moreover, 87% of the investigated heating price models have the LDC and all the
heating price models have the EDC. In contrast, the FXC and FDC play limited roles in the investigated heating price
models, which only share less than 2% of the total heating cost. Furthermore, only about half of the investigated
heating price models have the FXC and FDC.

Based on the above situations, a generalized heating price model used to approximate a prosumer's heating cost
was introduced as Equation (1), in which the total heating cost includes the LDC and the EDC.

Ctut = Cldc + Cedc (1)
where C,,, refers to the total heating cost, C;,4. and C,4. are the LDC and the EDC, respectively, which can be obtained
by Equation (3) and Equation (4).

Cldc =LP- Qpea (2)

tf X
Coae = f EP(t)- O(t)dt 3)
t

0

where LP and EP(t) are the LDC heating price and EDC heating price, respectively. Qpea refers to the yearly peak
load [6, 7] and Q(t) is the heat supply flow rate.
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Fig. 1. The existence (a) and average share (b) of each component in investigated heating price models [1]

2.2. System design for heat prosumer-based DH system with TES

As introduced in Section 2.1, to minimize the heating cost of a heat user, it is required to decrease the LDC and the
EDC heating cost, which are related to the peak load and the heat use, respectively. Moreover, as explained in Section
1, TESs may be used to achieve the above goals. Fig. 2 illustrates the proposed system for a heat prosumer based DH
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system, which integrates a TES. In Fig. 2, DHS was a low-temperature heat source utilizing free heat from renewables
or waste heat. DHS was integrated into the prosumer's local DH system using the R2R mode, in which DHS extracted
water flow from the return line and fed it back into the return line after the heating process. The R2R mode was used
because it is preferable for a low-temperature heat source [8].

Prosumer’s Local DH System

From central DH system
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Legend:
<« Supply or outlet pipeline DHS DHS from waste or renewables
€« Return or inlet pipeline TES Short-term TES
HE2 HE1 MS Building Heat user of prosumer

MS

Fig. 2. System design for a heat prosumer's local DH system with TES

Moreover, MS in Fig. 2 referred to the main substation, which connected the central DH system with the prosumer's
local DH system. Two types of heat exchanger (HE) were installed in the MS. HE1 was used for charging the TES.
For the period with low heat demand, HE1 supplied heat to the local DH system through TES when the heat supply
from the DHS was not enough. For the period with high heat demand, HE1 was used for peak load shaving by charging
heat at non-peak hours. HE2 in the MS functioned as a high-temperature heat source, it boosted the supply temperature
of the local DH system to the required level when the water temperature after the DHS was not high enough.

In addition, the TES was a short-term TES. As introduced in Section 1, the TES functioned in two ways to minimize
the prosumer's heating cost. Firstly, it improved the self-utilization rate of heat supply from the DHS. For the period
with low heat demand, the DHS from renewables and waste heat may have a higher heat supply than the demand, and
the surplus heat supply would be stored in the TES and for later use instead of being supplied to the central DH system.
Secondly, the TES may shave the prosumer's peak supply from the central DH system. For the periods around the
peak periods, the central DH system may charge the TES at non-peak hours and the stored heat may shave the heat
supply at the peak hours.

Fig. 2 gives an example of a community heat prosumer, which has a cluster of buildings as the heat users. However,
for the cases of individual heat prosumers, the heat user is a single building.

2.3. Optimization framework for the operation of heat prosumer-based DH system

An optimization framework for the operation of a heat prosumer-based DH system is proposed in this section. The
framework was based on the system design presented in Section 2.2, considering the generalized heating price model
introduced in Section 2.1. The mathematical formulation of this framework is presented in Equations (4), (5), (6), (7),
and (8). Equation (4) is the objective function, in which the first part is the EDC heating cost and the second part is
the LDC heating cost. Equation (5) represents the effort to shave the peak load, Equation (6) describes the system
dynamics and Equation (7) defines the initial states of the system. Equation (8) is the system constants.



Minimize:
J; v EP(t) - Q(t)dt + LP - Qpeq (4)
subject to: . .
Q(®) < Qpea )
F(t,z(t)) =0 (6)
Fo(to,2z(ty)) =0 (7)
7, <z(t) < zy (8)

where Q(t) is heat supply flow rate from the central DH system. Q'pm is the peak load, which is a parameter to be
minimized. LP and EP(t) are the heating price for the LDC and the EDC, respectively. z € R"z are the time-
dependent variables, including the manipulated variable u € R™u, the differential variable x € R™x, and the algebraic
variable y € R". z; € [—o0,0]"z and z; € [—oo, »]"z are the lower bounds and upper bounds, respectively. The
system dynamics described in Equation (6) contained the dynamics of the MS, DHS, TES, distribution network, and
buildings. The interactions between these subsystems were defined in Equations (9), (10), (11), (12), and (13).

Q(t) = QHEI + QHEZ 9)
Que1 + Qurz + Qps = Qpui + Qres + Qloss,TEs + Qloss,pip (10)
QHEI =CMyg (THE1,sup — ThE1,ret) (11)
QHEZ =CMyg, (THEz,sup — Thpz,ret) (12)
QDHS =C Mpps* (TDHs,sup - TDHS,ret) (13)

where 1pys, Mygq, and myg, refer to the water mass flow rate of DHS, HE1, and HE2, respectively. Qpys, Oyg1,
and Qyx, represent the heat supply flow rate of the DHS, HE1, and HE2, respectively Orgs is the heat flow rate of
the TES for dlscharglng (negative values) and charging (positive values). Qz,; represents the building heat demand.
Oross pip and Qloss rEs refer to the heat loss flow rate from the pipeline and the TES, respectively. Tpys sup: Thg1,sup:
and Tygo sup represent the supply temperature of DHS, HE1, and HE2, respectively. Tpys rer, Tugirer: aNd Tyga ret
refer to the return temperature of DHS, HE1, and HE2, respectively. c is the specific heat capacity of water.

The manipulated variables w in this study were Tyg1 sup: Thgz,sup: Mg1: Mgz, and Mgy,

This article focuses on the introduction of the optimization framework, the detailed information on the sub-system
models will be given in a journal article.

2.4. Algorithm to solve the optimization problem

Section 2.3 defines a dynamic optimization problem, which is challenging to solve because of the nonlinearity of
the dynamic model. This study used the direct collocation method [9] to transform the original infinite-dimensional
nonlinear programming (NLP) problem into a finite-dimensional NLP, which could be solved by NLP solvers.

Fig. 3 illustrates the direct collocation method. A time grid from ¢, to t, was created over the optimization horizon
by dividing the horizon into N internals with a constant interval. Afterwards, the state variables x(t) were discretized
on each time grid, and thus the state points from s, to sy were obtained. The manipulated variables u(t) were
parameterized at each time grid, and thus on each interval [t;,tx,,], @ constant control signal g, was yielded.
Moreover, for each collocation interval [ty, t,.,], a set of collocation points were generated from ¢t , to ¢t 4, and then
a polynomial p, (t, v,) was used to approximate the trajectory of the state within the interval. Therefore, Equation
(6) was discretized into Equation (14) in the time interval [t t41].
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Besides, continuity conditions should be satisfied at the time grid points k = 0,1,--- N — 1, i.e. the lengths of the
red lines in Fig. 3 should be zero. Therefore, Equation (15) was added for these points.
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g. 3. Hlustration of the direct collocation method

Finally, an NLP was yielded and it can be described in the following general form as Equations (16), (17), (18),
(19), and (20).

Minimize:
N-1
Z Ly (Vi Sk Q) * (w1 — te) + P (16)
k=0

subject to:
x(0) = s, 17)
cxk (Wi, S, Q) = 0 (18)
Pr(tr+1s Vi) — Sge1 = 0 (19)
h(sk,v) <0 (20)

where k =0,1,--- N — 1. Equation (16) is the discretized form of Equation (4). In Equation (16), the first term
approximates the integration term of Equation (4), and the second term represents the parameter to be minimized in
Equation (4). Equation (17) represents the initial conditions described in Equation (6), Equations (18) and (19)
discretize the system dynamics in Equation (6), and Equation (20) is the discretized constraints in Equation (8).

The NLP was solved by NLP solvers. Firstly, the inequality constraints were got rid of using the interior-point
method, and then a local optimum was obtained via solving the first order Karush-Kuhn-Tucker condition using
iterative techniques based on Newton’s method. The optimization process was conducted using the open-source
platform JModelica.org [10].



3. Case study

A DH system at a university campus in Norway was used as the case study, as presented in Fig. 4. The studied DH
system was a prosumer, which got heat supply from the central DH system via the MS, meanwhile, recovered the
waste heat from the university DC [2, 3].
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Fig. 4. DH system at the university campus [2, 3]

Fig. 5 presents the measured building heat demand and waste heat supply. The following problems can be observed
1) the mismatch between the waste heat supply from the DC and the building heat demand, which led to the surplus
waste heat supply as shown with the red line in Fig. 5 and reduced the self-utilization rate of the heat supply from
DHSs. 2) the high peak load during the wintertime as shown with the yellow line in Fig. 5.
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Fig. 5. Measured building heat demand, waste heat supply from the DC, and surplus waste heat
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This study introduced a WTTES into the university DH system as proposed in the system design in Section 2.2 and
used the optimal operation strategy proposed in Section 2.3 to optimize the economic performance of the studied DH
system. The size of the WTTES was 1,700 m? and the heating price was obtained from the website of the local DH
company [11].

4. Results

This section presents the simulation results, which demonstrate the improved economic performances of the heat
prosumer by applying the proposed method. The scenario Ref and WTTES refer to the situation before and after
introducing WTTES, respectively.

Fig. 6 and Fig. 7 present the annual heat use and the yearly peak load for the scenario before and after introducing
WTTES, respectively. These two indicators quantified the heat supply from the central DH system to the heat
prosumer through the MS. It can be observed from Fig. 6 that introducing WTTES reduced the annual heat use from
26.2 GWh to 25.9 GWh, meaning a heat use saving of 1%. Compared to this less significant heat use saving, a more
obvious peak load shaving was obtained as shown in Fig. 7, the yearly peak load was shaved from 12.4 MW to 9.5
MW, a shaving of 24%.

26.5 7
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245

WTTES
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Fig. 6. Annual heat use for the scenario before and after introducing WTTES
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—
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Peakload (MW)

WTTES
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Fig. 7. Yearly peak load for the scenario before and after introducing WTTES

The resulting annual heating cost for the scenario before and after introducing WTTES is presented in Fig. 8. The
proposed method cut the annual heating cost from 20.7 million NOK to 19.3 million NOK, which meant a cost saving
of 7% was achieved. Moreover, this cost-saving could recover the investment of the WTTES in four years. These
economic performances proved that the proposed system design and the operation strategy were economically feasible.
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Fig. 8. Annual heating cost for the scenario before and after introducing WTTES

5. Conclusions

This study proposed a method to improve the economic performance of heat prosumers under the heating price
models in Norway. The method included a type of system design, which integrated a WTTES into the heat prosumer
based DH system, and an operational strategy to minimize the heating cost considering the widely used heating price
models in Norway. A case study showed that the proposed method was economically feasible. The method could cut
the prosumer's annual heating cost by 7% and recover the investment of WTTES in four years.
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