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a b s t r a c t 

A three-dimensional reactive multi-phase particle-in-cell (MP-PIC) model is employed to investigate 

biomass combustion and gasification in fluidized bed furnaces. The MP-PIC model considered here is 

based on a coarse grain method (CGM) which clusters fuel and sand particles into parcels. CGM is compu- 

tationally efficient, however, it can cause numerical instability if the clustered parcels are passing through 

small computational cells, resulting in over-loading of solid particles in the cells. To overcome this prob- 

lem, in this study, a distribution kernel method (DKM) is proposed and implemented in an open-source 

CFD code, OpenFOAM. In DKM, a redistribution procedure is employed to spread the solid volume and 

source terms of the particles in the parcel to the domain in which the particles are clustered. The nu- 

merical stiffness problem caused by the CGM clustering can be remedied by this method. Validation of 

the model was performed using data from different lab-scale reactors. The model was shown to be able 

to capture the transient heat transfer process in a lab-scale bubbling fluidized bed reactor under varying 

fluidization velocities and loads of sand. Then, the model was used to study the combustion/gasification 

process in a bubbling fluidized bed reactor under varying ambient temperatures, equivalent air ratios, 

and steam-to-biomass ratios. The performance of DKM was shown to improve the accuracy and the ro- 

bustness of the model. 

© 2021 The Author(s). Published by Elsevier Inc. on behalf of The Combustion Institute. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Biomass is considered a promising energy source because of its 

orldwide availability, ease of access, and renewable generation 

ithin a short period [1,2] . Biomass can be used in different ap- 

lications, such as heat or power generation, chemical synthesis, 

nd production of nanomaterials. Biomass can be transformed into 

iquid, gaseous, and solid fuels through different chemical, phys- 

cal, and biological conversion processes [3] . As an alternative to 

ossil fuel for power generation and heating, biomass energy can 

ontribute significantly towards the objectives of the UN’s Paris 

greement in reducing greenhouse gas emissions. Fluidized beds 

FB) have been adopted in coal/biomass gasification and combus- 

ion due to its high efficiency for gas-solid contact and advantage 
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f continuous operation [4] . Multi-scale and multi-physicochemical 

rocesses, such as complex hydrodynamics of dense gas-solid flow, 

article collision, heat and mass transfer, radiation, homogeneous 

nd heterogeneous chemical reactions, and turbulent combustion, 

ccur simultaneously in a FB furnace [5] . Many experimental 

ethods have been used to reveal the working mechanisms of 

B [6,7] . The experimental methods have the disadvantage of high 

ost and long research cycles. Thus, the computational fluid dy- 

amic (CFD) approach is considered as an efficient method for in- 

estigation of the complex gas-solid two-phase flow and combus- 

ion process [8] . 

Two main approaches are adopted to model gas-solid flow us- 

ng CFD, the Euler–Euler approach and the Euler–Lagrange ap- 

roach. In the Euler–Euler approach, both gas and solid phases are 

onsidered as the continuous phase while in the Euler–Lagrange 

pproach, the gas phase is considered as a continuous phase and 

olid phase as a discrete phase [9] . In modeling fluid-solid inter- 

ction, the two-fluid model (TFM), developed based on the Euler–
Institute. This is an open access article under the CC BY license 
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uler framework [10] , has been extensively employed due to its 

ow computational cost. The model is however unable to describe 

he properties of the solid-phase on the individual particle level, 

hich makes it difficult to consider the distribution of the parti- 

le types and sizes since separate transport equations need to be 

olved for each size and type. Having many volume averaging and 

nterpolation methods for both gas and solid phase can lead to ac- 

umulated numerical error and can result in a mesh-dependent so- 

ution. 

In the framework of Euler–Lagrange approach, two groups of 

odels are developed, discrete element method (DEM) [11] and 

ulti-phase particle-in-cell (MP-PIC) method [12] . Compared with 

he Euler–Euler framework, the Euler–Lagrange approach can track 

ach particle individually and the properties of the particles (diam- 

ter, density, velocity, temperature, and chemical composition, etc.) 

an be taken into account with a high accuracy [13] . This, how- 

ver, leads to a sharp increase in the computational load, especially 

hen the collision between the particles is considered. In the DEM 

odel, the collision forces for each individual particle are calcu- 

ated based on the interaction between all the individual particles 

n the system. The model has a high accuracy, but it is beyond the 

omputational capacity to model industrial scale fluidized bed fur- 

aces where quadrillion particles or more are involved. The MP-PIC 

odel eliminates the difficulties of calculating interparticle inter- 

ctions by mapping particle properties to an Euler grid and then 

apping back computed stress tensors to particle positions [14] . 

his method was first developed by Andrews and O’Rourke [15] . 

P-PIC is computationally much more efficient than the classical 

EM method since more efficient collision models are used in the 

imulations and a much larger time step is allowed [9] . Recently, a 

eneral model for the numerical calculation of collisional exchange 

f mass, momentum, and energy between particles was presented 

16] , which uses a Bhatnager, Gross, and Krook (BGK) model [17] in 

 transport equation for the particle distribution function, in or- 

er to approximate the rates at which the collisions bring about 

he local equilibrium of particle properties. In the BGK model, the 

ffect of collisions is represented by a simple relaxation term on 

he right-hand side of the Boltzmann equation. A series of arti- 

les have been published reporting improved BKG-model collision 

amping time for particle velocity fluctuations [18] and the addi- 

ional effect that drives the particle velocity distribution toward 

sotropy [19] . 

In an industrial-scale fluidized bed furnace, it is particularly 

mportant to reduce the computational load due to the presence 

f a large number of particles in the system. The coarse grain 

ethod (CGM), in which the virtual particles (known as parcels) 

re used to represent real particles, is widely employed in the 

uler–Lagrange framework [20] . This method was discussed in de- 

ail in our previous work [21] that employed the CGM to simu- 

ate lab-scale fluidized beds. One of the characteristics of the CGM 

ethod is the high local carrier load in certain computational cells 

ince the fuel and sand particles are clustered into parcels. This 

ay cause problems in simulating industrial fluidized bed furnace 

ith very complex geometries which leads to the presence of small 

omputational cells, and a wide range of particle size distribution 

PSD). Numerical instability and nonphysical over-load can occur 

hen large virtual particles pass through small size cells. Large 

articles contribute to large source terms in the gas-phase gov- 

rning equations which cause convergence problem or numerical 

rtifacts due to large spatial gradients occurring in the small size 

ells [22] . This issue is particularly important in the most widely 

sed and low-cost particle centroid method (PCM), in which the 

ntire body of the particle is assumed to be in the local cell where

he particle centroid is. At high particle load conditions, the solid 

olume fraction in the small local cell can be larger than that the 

ell can physically permit. 
2 
Different methods have been proposed to deal with the situ- 

tion when the ratio of the mesh size to the particle size is too 

mall, including the divided particle volume method (DPVM), the 

ube averaging method (CAM), the two-grid method (TGM), and 

he diffusion-based method (DBM) [22,23] . In our previous work 

24] , three of these methods, i.e., CAM, TGM, and DBM were inves- 

igated and their impact on the source term distribution was eval- 

ated in a single-particle combustion case. In the DBM, the source 

erms of a Lagrangian particle are distributed into an Eulerian field 

ccording to a statistical kernel function. The source terms are cal- 

ulated using the PCM model before the distribution, since the gas 

roperties required by the particle sub-models are sampled from 

he particles’ local cell. The DBM is more robust compared with 

he other investigated methods; however, the computational effi- 

iency decreases rapidly with the increase of the mesh resolution. 

n the TGM, a virtual coarse grid is created based on the fine grid 

o solve the particle properties and the source terms are mapped 

o the fine grid [25] . The TGM, which treats the particles in a local

rid, may cause significant errors for the simulations of particle- 

aden flows. In the CAM, a virtual cubic region is created as an 

nteraction media between the particle and the gas phase. Com- 

ared with the TGM and the DBM, the CAM has an obvious advan- 

age in computational efficiency for dense multiphase flow with 

nstructured meshes. However, two independent meshes need to 

e constructed in the CAM, which increases the complexity of the 

mplementation and parallel computation. 

The purpose of this work is to develop a comprehensive MP- 

IC model taking into account chemical reactions to investigate 

he performance of dense gas-solid fluidized bed reactors. The fo- 

us is on developing a robust method that can handle the local 

ver-load problem in small-size grid cells. In Section 2 we present 

he basic mathematical framework of the Euler–Lagrange govern- 

ng equations and the mathematical formulation for the DKM. In 

ection 3 we introduce the numerical methodology to solve the 

uler–Lagrange governing equations, as well as the cell searching 

trategy and parallel computation method for the DKM. The valida- 

ion of the model and the performance of the DKM are discussed 

n Section 4 and the conclusions are presented in Section 5 . 

. Mathematical formulation 

In the MP-PIC approach, the governing equations of the con- 

inuous phase and the discrete phase are described in the Euler 

nd Lagrange frameworks, respectively. The interaction between 

he discrete and the continuous phase is modeled using the mass, 

omentum and energy source terms. The mass conservation and 

nergy conservation equations are adopted from Refs. [26–28] and 

he momentum equations are adopted from Refs. [28,29] . The 

hysical interpretation of the terms in the governing equations is 

ot discussed in detail, but the reader is referred to the previous 

ublications for further details. 

.1. Gas phase governing equations 

In numerical simulations of fluidized bed furnaces, Reynolds av- 

raged Navier–Stokes (RANS) turbulence closure is often used. The 

as phase governing equations consist of the Reynolds-averaged 

ontinuity, momentum, energy and species transport equations. 

he continuity equation is 

∂ 
(
αg ρg 

)
∂t 

+ ∇ ·
(
αg ρg ̃

 u g 

)
= S m 

, (1) 

here the overbar denotes that the quantity is Reynolds averaged, 

nd the tilde denotes Favre averaged. αg is the gas volume fraction, 

g is the gas density, u g is the velocity vector of the gas, and S m 
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epresents the gas formation rate due to thermochemical conver- 

ion of the fuel particles. The momentum equations are 

∂ 
(
αg ρg ̃

 u g 

)
∂t 

+ ∇ ·
(
αg ρg ̃

 u g ̃  u g 

)
=αg ρg g − αg ∇ p g + ∇ · ( αg τ g ) + S u , 

(2) 

here g is the gravitational acceleration, p g is the gas pressure, 

g is the sum of viscous stress and Reynolds stress, and S u is the 

ource term due to momentum exchange between the gas and the 

olid phase. The energy equation is 

∂ ( αg ρg ( ̃ h + ̃  K ) ) 
∂t 

+ ∇ ·
(
αg ρg ̃

 u g 

(̃
 h + ̃

 K 

))
= αg ρg ̃

 u g · g + 

∂αg p g 
∂t 

 ∇ ·
(
αg ρg �e f f ∇ ̃

 h 

)
+ αg ˙ Q r + αg ˙ Q com 

+ S q , 
(3) 

here h is the specific enthalpy of the gas, and K is the kinetic 

nergy of the gas flow. �e f f is the sum of molecular and turbulent 

eat diffusion coefficients, �e f f = �g + μt / ( ρg P r t ), where P r t is the

urbulent Prandtl number and μt is the turbulent eddy viscosity. 

˙ 
 r is the mean source term due to radiative heat transfer, ˙ Q com 

is 

he mean source term due to volatile chemical reactions, and S q 
s the mean source term due to thermochemical conversion of the 

olid fuel. The species transport equation is 

∂ 
(
αg ρg ̃

 Y g,k 

)
∂t 

+ ∇ ·
(
αg ρg ̃

 u g ̃
 Y g,k 

)
= ∇ ·

(
αg ρg D e f f ∇ ̃

 Y g,k 

)
+ αg ˙ ω g,k 

+ S Y k , (4) 

here Y g,k is the mass fraction of species k in the gas mixture, 

nd ˙ ω g,k is the mean chemical reaction rate of species k . D e f f is 

he effective mass diffusion coefficient for species k taking both 

he viscous and turbulent contributions into account, D e f f = D g + 

t / ( ρg Sc t ) , where Sc t is the turbulent Schmidt number. S Y k is the

ean formation rate of species k due to thermochemical conver- 

ion of the solid fuel particles. 

A Partially Stirred Reactor (PaSR) model is used to account 

or turbulence chemistry interaction when computing the source 

erms due to gas phase chemical reactions ( ̇ ω g,k , ˙ Q com 

) [30] . In the

aSR model, the mean reaction rates are modeled as 

˙  g,k = κ ˙ ω g,k ( ̃  Y , ̃  T , p ) , (5) 

here κ is the volume fraction of the reactive mixture, κ = 

τc 
τc + τm 

. 

c and τm 

denote the local chemical reaction time and the local 

ixing time, respectively. The chemical reaction time, τc , is deter- 

ined from the mean reaction rates of the fuel ( ̇ ω f ) and the oxi- 

izer or the gasification agents ( ̇ ω o ), 

1 

τc 
= max { − ˙ ω f 

Y f 
, 
− ˙ ω o 

Y o 
} , (6) 

here subscripts f and o denote the fuel and oxidizer or the gasi- 

cation agents, respectively. The mixing time τm 

is modeled as 

m 

= C mix 

√ 

ν

ε 
, (7) 

here C mix , is a model constant ( C mix = 1 . 0 in this study). ν and ε
enote the kinematic viscosity and the dissipation rate of turbulent 

inetic energy, respectively. 

The stress tensor τ g in the Eq. (2) is the sum of the viscous and

eynolds stresses and can be written as 

g = τ l + τ t . (8) 

he stress tensor for a Newtonian fluid is expressed as 

l = μg ((∇ ̃

 u g ) + (∇ ̃

 u g ) 
T − 2 

(∇ · ˜ u g ) I ) , (9) 

3 

3 
nd the Reynolds stresses are modeled according to 

t = μt ((∇ ̃

 u g ) + (∇ ̃

 u g ) 
T − 2 

3 

(∇ · ˜ u g ) I ) − 2 

3 

ρg k I , (10) 

here μg is the dynamic viscosity, and I is the second order unit 

ensor. Standard k − ε model is used to determine the eddy viscos- 

ty, μt = ρg C μk 2 /ε, where k is the turbulent kinetic energy. k and

are modeled using the following transport equations: 

∂ ( αg ρg k ) 
∂t 

+ ∇ ·
(
αg ρg ̃

 u g k 
)

= ∇ ·
(
αg 

(
μg + 

μt 

σk 

)∇k 
)

+ αg P k − αg ρg ε + S k , 
(11) 

∂ ( αg ρg ε ) 
∂t 

+ ∇ ·
(
αg ρg ̃

 u g ε 
)

= ∇ ·
(
αg 

(
μg + 

μt 

σε 

)∇ε 
)

+ αg 
ε 
k 

(
C ε 1 P k − C ε 2 ρg ε 

)
+ S ε , 

(12) 

here P k = τ t : ∇ ̃

 u g is the production rate of turbulent kinetic en- 

rgy. S k and S ε are the source terms due to gas −solid interaction. 

tandard values of model constants are used, C μ = 0.09, C ε1 = 1.44, 

 ε2 = 1.92, C σ k = 1.0 and C σε = 1.3 [5,31] . 

.2. Solid phase governing equations 

Two types of particles, biomass and sand, exist in the solid 

hase. During the thermochemical conversion process of biomass 

articles, the sand particles are assumed to be chemically inert. 

he interaction between the particles and the surrounding gas is 

hrough mass and momentum exchange and heat transfer. The 

ass, momentum, and energy conservation equations for solid 

hase in the MP-PIC model are described in the following. 

.2.1. Mass conservation equation and pyrolysis models 

Biomass particle conversion (direct combustion/pyrolysis and 

asification) can be seen as a two-stage process: pyrolysis (or de- 

olatilization) and heterogeneous conversion of char [32,33] . The 

yrolysis product consists of heavy hydrocarbon species (such as 

ar), light hydrocarbon species (such as methane), water, carbon 

onoxide, and carbon dioxide, etc. Pyrolysis models including de- 

ailed tar species have been reported (e.g., [34] ) and used in our 

revious studies of single particle combustion [35] . The aim of this 

ork is to develop a robust MP-PIC model that can be used to 

tudy a wide range of particle loads. Hence, a one-step pyrolysis 

odel and a simplified homogeneous volatile gas and heteroge- 

eous char reaction mechanism are employed in the present work, 

ollowing the literature [5,8,21,31,36–40] . However, more advanced 

nd complex chemical kinetic models (e.g., including tar chem- 

stry) [34,41,42] can be employed in the developed model frame- 

ork. The one-step pyrolysis reaction model is 

iomass → x 1 CO + x 2 CO 2 + x 3 H 2 O + x 4 H 2 + x 5 CH 4 

 x 6 Ash (s ) + x 7 C (s ) , 
(13) 

here x j are the stoichiometric constants. Ash (s ) and C (s ) denote 

espectively ash and char that are in solid phase. 

Heterogeneous reactions of char with the surrounding gas 

pecies (such as O 2 , CO 2 , H 2 O) is a complex process, involving

har-O 2 , char-CO 2 and char-H 2 O reactions. High molecular weight 

ydrocarbons (tar) are treated as unstable products and reactions 

ith sulfur and nitrogen are not taken into account [5,36] . Table 1 

ists the homogeneous and heterogeneous reactions considered, 

here the chemical kinetic rate constants are taken from the lit- 

rature. 

The mass conservation equation for the i th biomass particle is 

ritten as 

dm i = 

˙ m i = 

˙ m v apor,i + 

˙ m de v ol,i + 

˙ m char,i , (14) 

dt 
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Table 1 

Homogeneous and heterogeneous reactions considered in biomass combustion and gasifica- 

tion. Note: C (s ) is solid phase char. C k represents molar concentration of gas species k . 

Reference Homogeneous reactions Kinetic rate [Kmol/m 

3 /s] 

R1 [31,36] CH 4 + H 2 O → CO + 3H 2 R 1 = 0 . 312 exp (−15 , 098 /T g ) C CH 4 C H 2 O 
R2 [31,36] CO + H 2 O → CO 2 + H 2 R 2 = 2 . 5 × 10 8 exp (−16 , 597 /T g ) C CO C H 2 O 
R3 [31,36] CO 2 + H 2 → CO + H 2 O R 3 = 9 . 43 × 10 9 exp (−20 , 563 /T g ) C CO 2 C H 2 
R4 [31,36] CH 4 + 2O 2 → CO 2 + 2H 2 O R 4 = 2 . 119 × 10 11 exp (−24 , 379 /T g ) C 

0 . 2 
CH 4 

C 1 . 3 O 2 

R5 [31,36] CO + 0.5O 2 → CO 2 R 5 = 1 . 0 × 10 10 exp (−15 , 154 /T g ) C CO C 
0 . 5 
O 2 

C 0 . 5 H 2 O 

R6 [31,36] H 2 + 0.5O 2 → H 2 O R 6 = 2 . 2 × 10 9 exp (−13 , 109 /T g ) C H 2 C O 2 

Reference Heterogeneous reactions Kinetic rate [s/m] 

R7 [40,43] C (s ) + 0.5O 2 → CO R 7 = 0 . 046 × 10 7 exp (−13 , 523 / (R u T i )) 

R8 [40,43] C (s ) + H 2 O → CO + H 2 R 8 = 1 . 71 × 10 7 exp (−211 , 0 0 0 / (R u T i )) 

R9 [40,43] C (s ) + CO 2 → 2CO R 9 = 9 . 1 × 10 6 exp (−166 , 00 / (R u T i )) 
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here ˙ m v apor,i , ˙ m de v ol,i and ˙ m char,i denote the evaporation rate, the 

evolatilization rate and the char conversion rate, respectively. The 

oisture evaporation rate is modeled as [31] , 

˙ 
 v apor,i = 

ShD di f f, v a 

d i 

(
P sat,T i 

R u T i,s 
− X v 

p g 

R u T i,s 

)
As i M v , (15) 

here Sh is the Sherwood number, which is modeled using Ranz–

arshall correlation, Sh = (2 + 0 . 6 Re 1 / 2 
i 

Sc 1 / 3 ) [44] . Re i is Reynolds

umber based on the particle size and relative velocity between 

he i th particle and the surrounding gas. Sc is the Schmidt num- 

er of the surrounding vapor. D di f f, v a , P sat,T i 
, As i , T i,s , X v , and M v 

epresent respectively the vapor diffusion coefficient, the satura- 

ion pressure, the surface area of particle, the surface tempera- 

ure of the particle, the molar fraction of vapor in the surrounding 

as, and the molar weight of vapor. R u is the universal gas con- 

tant. d i is an equivalent sphere particle diameter computed based 

n the particle mass m i and a constant particle density ρi , i.e., 

 i = (6 m i /πρi ) 
1 / 3 . 

The rate of devolatilization is computed based on the pyrolysis 

eaction model ( Eq. (13) ), 

˙ 
 de v ol,i = −A d exp 

(
− E d 

R u T i 

)
m v olat,i , (16) 

here A d = 5 . 0 × 10 6 [s −1 ] and E d = 1 . 2 × 10 8 [J/Kmol] are rate

onstants [5] , m v olat,i is the mass of the volatile remaining in the 

article. These rate constants have been validated under different 

iomass devolatilization conditions [5,8,21] . 

The rate of char conversion is computed based on the hetero- 

eneous reactions (R 7 , R 8 and R 9 ) listed in Table 1 , 

˙ 
 char,i = 

3 ∑ 

j=1 

˙ m char,i j , (17) 

here ˙ m char,i j represent the char consumption rates by reactions 

ith O 2 ( j = 1 , reaction R7), H 2 O ( j = 2 , reaction R8), and CO 2 ( j =
 , reaction R9), 

˙ 
 char,i j = −As i p j 

R di f f, j R kin, j 

R di f f, j + R kin, j 

, (18) 

 di f f, j = C j 
[0 . 5(T g + T i )] 0 . 75 

d i 
, (19) 

 kin, j = A j exp 

(
− E j 

R u T i 

)
, (20) 

here R di f f, j , R kin, j , C j , T g , p j , A j and E j represent respectively

he diffusion rate coefficient, kinetic rate coefficient, mass diffu- 

ion rate constant, gas temperature, partial pressure of the gasify- 

ng species in the gas surrounding the particle and Arrhenius rate 

onstants for the char reactions with species O 2 , H 2 O and CO 2 (cf.,

7, R8 and R9 in Table 1 ). C j = 5 × 10 −12 (s/K 

0 . 75 ) [5] . 
4 
.2.2. Momentum equations 

The kinematics of the i th particle simulated is governed by 

ewton’s second law, 

 u i /dt = 

β

ρi θ
( u g − u i ) + g 

(
1 − ρg 

ρi 

)
− 1 

ρi 

∇ p g − 1 

ρi θ
∇ τ, (21) 

here u i , ρi , and θ denote respectively the velocity and density of 

he i th particle, and the solid volume fraction in spatial position 

 i at time t . The right-hand side terms represent the sum of all 

orces acting on the i th particle by the surrounding gas and par- 

icles. The forces considered include, from left to right, the drag, 

ravity, pressure gradient and the interparticle stress. The virtual 

ass force, Basset force, and lift force such as the Saffman force 

nd Magnus force, which play a minor role in particle motion, are 

eglected [29] . With a given u i , the position of the particle is com- 

uted by integration of the equation 

 x i /dt = u i . (22) 

In Eq. (21) , the solid volume fraction is modeled as 

( x i , t) = 

∫ ∫ 
f (m i , u i , x i , t)(m i /ρi ) d m i d u i , (23)

here f (m i , u i , x i , t) is a particle distribution function, which de- 

cribes the statistical distribution of mass and velocity of particles 

n spatial position x i at time t . Namely, f (m i , u i , x i , t ) d m i d u i is the

verage number of particles per unit volume with velocities in the 

ntervals ( u i , u i + d u i ) and mass in the interval (m i , m i + dm i ) . In

his model, it is assumed that the particle distribution function 

s independent of particle temperature and composition. This as- 

umption has been widely used in the literature [14,31,45] . 

In the MP-PIC model f is obtained from the Liouville equation, 

hich is the mathematical expression of conservation of particle 

umbers per volume moving along dynamic trajectories in the par- 

icle phase space [15] , 

∂ f 

∂t 
+ ∇ · ( f u i ) + ∇ u · ( f A i ) = 

f G − f 

τG 

+ 

f D − f 

τD 

, (24) 

here A i = d u i /dt is the acceleration of the particle, f G is the equi- 

ibrium isotropic particle distribution function, f D is the collision 

amping particle distribution function, τG and τD are relaxation 

imes. ∇ and ∇ u are divergence operators with respect to physical 

pace x and velocity u i . In Appendix A, further details about these 

istribution functions, relaxation times and interparticle stress are 

rovided. 

The drag force model widely used for the i th individual particle 

s given by Ku et al. [5] , Gidaspow [12] , Yang et al. [40] 

 i = 

V i β ( u g − u i ) , (25) 

θ
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Fig. 1. Schematic illustration of PCM and DKM. 
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here V i is the volume of the i th particle. In Eqs. (21) and (25) , the

rag force parameter β is modeled as 

= 

{ 

150 

(1 −αg ) 
2 μg 

α2 
g d 

2 
i 

+ 1 . 75 

(1 −αg ) ρg 

αg d i 
| u g − u i | αg < 0 . 8 

3 
4 
C d 

(1 −αg ) ρg 

d i 
| u g − u i | α−2 . 65 

g αg ≥ 0 . 8 

, 

(26) 

here C d is the drag coefficient, modeled as [12] 

 d = 

{
24 
Re i 

(1 + 0 . 15 Re 0 . 687 
i 

) Re i < 10 0 0 

0 . 44 Re i ≥ 10 0 0 

, (27) 

nd the particle Reynolds number is defined as 

e i = αg ρg d i | u g − u i | /μg . (28) 

.2.3. Energy equation 

The particle temperature is obtained from the energy conserva- 

ion equation for the i th particle, 

 i C p,i 
dT i 
dt 

= h i As i (T g − T i ) + 

ε i As i 
4 

(G − 4 σ T 4 
i 
) 

h v apor,i ˙ m v apor,i − h de v ol,i ˙ m de v ol,i −
∑ 3 

j=1 h i, j ˙ m char,i j , 
(29) 

here C p,i , ε i , σ , h i = (Nuλg,s /d i ) , and G represent the particle heat

apacity, emissivity, Stefan-Boltzmann constant, interphase ther- 

al transfer coefficient, and incident radiation, respectively. h v apor,i , 

 de v ol,i , and h i, j represent the latent heat, the heat of pyrolysis, and 

eats of char reactions with O 2 , H 2 O and CO 2 , respectively. Nu is

he Nusselt number, which is modeled using Ranz–Marshall corre- 

ation, Nu = 2 + 3 / 5 Re 1 / 2 
i 

P r 1 / 3 [44,46,47] . P r is the Prandtl number

f the surrounding gas, and λg,s represents thermal conductivity of 

he surrounding gas. The incident radiation G is obtained from the 

-1 radiation model. 

.3. Source terms for particle/gas interaction 

In the CGM approach a finite number of virtual particles (here- 

fter referred as parcels) are simulated. Assume that the number of 

arcels is N p . The i th parcel contains multiple real particles; how- 

ver, all particles have the same properties, i.e., each real particle 

n the i th parcel has the same mass m i , velocity u i , temperature

 i and diameter d i . The governing equations for the individual real 

article in the i th parcel have been presented in Section 2.2 . 

In the physical space x at time t , the number of real particles 

er unit volume that pertain to the i th parcel is n i . The source

erms due to the gas/solid interaction for the continuity equation, 

omentum equations, enthalpy equation, and the species trans- 

ort equations are, 

 m 

= −∑ N p 
i =1 

n i ˙ m i , S u = −∑ N p 
i =1 

n i f i 

 q = −∑ N p 
i =1 

n i q i , S Y k = −∑ N p 
i =1 

n i ˙ m k,i , 
(30) 

here ˙ m i = 

∑ N 
k =1 ˙ m k,i is given in Eq. (14) , f i is given in Eq. (25) ,

 i = m i C p,i 
dT i 
dt 

is given in Eq. (29) , and ˙ m k,i is due to pyrolysis reac-

ion ( Eq. (13) ) and char reactions (R7, R8 and R9, Table 1 ). 

.4. Spatial redistribution of parcels and source terms 

In CGM-PCM approach, the solid volume fraction in a given po- 

ition and time is calculated using Eq. (23) with all particles in the 

arcels taken into account, and the gas volume fraction is then 

g ( x , t) = 1 − θ ( x , t) . (31) 

Physically, θ ( x , t) < 1 . However, since a large number of parti-

les are clustered into a single parcel, whose volume could exceed 

he volume of the local cell, this could lead to θ ( x , t) > 1 or αg < 0 ,

hich is non-physical and numerically it can give rise to instabil- 

ty. This issue is particularly true in the most widely used low-cost 
5 
CM. In the present work, we propose a new method, the so-called 

istribution kernel method (DKM), which bears similarity to the 

BM method, while giving the advantage of the easy implementa- 

ion and low computational cost. As shown in Fig. 1 , the parcels in

 PCM computational cell (marked as cell-o) are clusters of sand 

nd biomass particles from the surrounding domain (marked as a 

ircular region). To avoid numerical instability caused by locally too 

any particles in cell-o, in DKM the particles and the associated 

ource terms in the parcels in cell-o are re-distributed to the sur- 

ounding domain from which the particles are clustered. The re- 

istribution algorithm is constructed in such a way that the solid 

hase volume and source terms in the redistribution domain are 

onserved before and after distribution. 

A filtering kernel function g( x , t) , which is defined based on 

he distance of the surrounding cells to cell-o, is employed in the 

resent work. The integration of the kernel function over the en- 

ire given physical space is unity. Similar strategies were used by 

esse et al. [48] , Wang et al. [49] , and Sun et al. [22] , as well as in

ur previous work [24] . The surrounding cells of a local cell can be 

ocated by a new cell search algorithm based on a given distance, 

s used in the present work. 

The total volume of solid phase in a given domain � is given 

y 

 s = 

∫ 
�

θo ( x , t) dV, (32) 

here subscript “o” indicates that the quantity is before redistri- 

ution. In the following, subscript “r” will be used to denote that 

he quantity is after redistribution. V s must stay the same before 

nd after redistribution, 

 s = 

∫ 
�

θo ( x , t) dV ≡
∫ 
�

θr ( x , t) dV = 

∫ 
�

g( x , t) V s dV, (33)

hich indicates that the solid volume fraction after redistribution 

s 

r ( x , t) = g( x , t) V s = g( x , t) 

∫ 
�

θo ( x , t) dV, (34)

 simple redistribution function g ′ ( x , t) is employed, 

 

′ ( x , t) = (1 − | x − x 0 | 
d max 

) 2 , (35) 

here x 0 is the position of the centroid of cell-o. d max is a pre- 

cribed distance within which solid phase volume and source 

erms will be redistributed. The function g ′ ( x , t) may not satisfy 

q. (33) . By normalization of g ′ ( x , t) , the filtering kernel function

( x , t) can be obtained from g ′ ( x , t) , 

( x , t) = g ′ ( x , t) / 

∫ 
g ′ ( x , t) dV, (36)
�
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Fig. 2. Cell searching strategy employed in the DKM model. 
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�
g( x , t) dV = 1 . (37) 

( x , t) can be used to redistribute the source term for the mass 

onservation equation, 

 m,r ( x , t) = g( x , t) S M 

= g( x , t) 

∫ 
�

S m,o ( x , t) dV, (38)

hich is shown to satisfy mass conservation: 

 M 

= 

∫ 
�

S m,o ( x , t) dV ≡
∫ 
�

S m,r ( x , t) dV = 

∫ 
�

S M 

g( x , t) dV, (39)

imilarly, the source terms for the momentum equations and the 

nergy equation and the species transport equations can be redis- 

ributed using g( x , t) : 

 u,r ( x , t) = g( x , t) 

∫ 
�

S u,o ( x , t) dV, (40) 

 q,r ( x , t) = g( x , t) 

∫ 
�

S q,o ( x , t) dV, (41)

 Y k ,r ( x , t) = g( x , t) 

∫ 
�

S Y k ,o ( x , t) dV. (42)

. Numerical methods and computation cases 

The MP-PIC and DKM model are implemented in an open- 

ource CFD code, OpenFOAM v6 [50] , based on coalChemistryFoam. 

he MP-PIC model is adopted in coalCloud for the discrete phase 

hile the solid/gas interaction is taken into account through the 

ource terms in the governing equations of the continuous phase. 

tructured grid is used in this study. The grid is generated using 

he “blockMesh” tool provided by OpenFOAM package. 

.1. Implementation of DKM and parallel computation 

In the DKM, the surrounding cells within a certain distance to 

ell-o, d max , are selected for redistribution operations. The cell that 

s partly located within the sphere of d max is considered to be 

n the domain of distribution if the distance between the center 

f the given cell to the center of cell-o is less than or equal to

 max . An efficient cell search algorithm is needed, since, the com- 

utational cost would increase hugely if all cells are looped dur- 

ng searching. Three search strategies, namely shared-point-based, 

hared-edge-based and shared-face-based, are used in the present 

ork. As an example, Fig. 2 presents a schematic diagram of the 

earching procedure of the shared-face-based method. First, the 

eighboring cells that share one of the faces pertaining to the local 

ell are selected, cf., the black arrow in Fig. 2 . And then, the blue
6 
rrows represent the second layer, and the searching continues un- 

il the given maximum distance d max , as shown in Fig. 2 , is reached

or all the latest selected cells. After each search, the selected cells 

hat are outside of the scope of d max are removed. Note that, in a 

tatic mesh and a fixed d max , the search of the neighboring cells is 

nly needed to be performed once. 

Since the searching strategy is cell-based without any spe- 

ific direction, it works perfectly in the unstructured mesh. How- 

ver, when the simulation domain is decomposed into several sub- 

omains in a parallel computation, it is not straightforward to 

earch the neighboring cells across sub-domains. Thus, the whole 

imulation domain is considered in the master processor and the 

ommunication between master and slave processors is achieved 

y applying the message passing interface (MPI). 

As an example, as shown in Fig. 3 , the domain of redistribu- 

ion involves four sub-domains in four slave processors. The DKM 

rocedure is done as follows. First, cell searching is performed in 

he master processor. The solid volume fraction and source terms 

n cell-o are transferred from the slave processor 2 to the master 

rocessor. Then, the source terms of cell-o will be distributed to 

he cells within the sphere of diameter d max in the master proces- 

or. Finally, the distributed source terms are returned to the sub- 

omains in the slave processors from the master processor. 

.2. Numerical scheme 

A finite volume method is used for the numerical solution of 

he governing equations of the continuous phase. Central differ- 

nce scheme (CDS) is used for spatial directives and the Crank–

icolson scheme is used for temporal integration. PIMPLE algo- 

ithm, which combines the advantage of PISO (Pressure Implicit 

ith Splitting of Operator) and SIMPLE (Semi-Implicit Method for 

ressure-Linked Equations) algorithms, is employed to couple the 

omentum equations and the continuity equation. 

.3. Case setup, initial and boundary conditions 

Two lab-scale fluidized bed reactors are employed to evaluate 

he MP-PIC model based on the DKM and PCM. The geometries 

f the two reactors are shown in Fig. 4 . The first reactor, here-

fter referred to as Case 1, is a bubbling fluidized bed (BFB) reactor 

here the heat transfer between hot sand particles and cold am- 

ient gas was investigated experimentally [51] . This case is chosen 

ere to evaluate the heat transfer model and the performance of 

KM and PCM. The second reactor, hereafter referred to as Case 2, 

s based on the experiment of biomass combustion and gasification 

n a lab-scale bubbling fluidized bed furnace [45] . In the original 

xperiment, the furnace has a cylindrical geometry with a 50 mm 

nternal diameter and 1200 mm height. In a previous DEM simu- 

ation, the geometry was simplified to a cuboid with an equivalent 

ross-sectional area [40] . This simplified geometry is chosen here 

o investigate the biomass combustion model and the performance 

f DKM and PCM, which enable us to compare directly with the 

EM results. 

.3.1. Heat transfer in lab-scale fluidized bed reactor 

Particle dynamics and heat transfer in Case 1 are first investi- 

ated. As shown in Fig. 4 , the BFB reactor has a depth of 15 mm,

idth of 80 mm and height of 250 mm. The fluidization gas is N 2 

ith a temperature of 20 ◦C. The gas is supplied from the bot- 

om of the reactor with three different superficial velocities ( U sup ). 

he reactor is initially filled with hot sand particles of 90 ◦C. The 

and particles have a uniform diameter of 1 mm. Table 2 shows 

he physical properties of the sand particles. Sand temperature ( T s ) 

ere measured for five operating conditions with a cold anodized 

luminium background wall [51,52] . The total mass of the sand, 
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Fig. 3. Schematic diagram employed in the DKM parallelization. 

Fig. 4. Schematic illustration of lab-scale bubbling fluidized bed reactors. 

Table 2 

Biomass and sand particle properties. ∗The biomass mass of 0.002 kg is the total mass of biomass injected 

within 20 s. The biomass is injected to the reactor at a rate of 10 −4 kg/s. 

Cases Particles d i [mm] ρi [kg/m 

3 ] C p,i [J/kg/K] total mass ∗ [kg] T i [ ◦C] 

Case 1 [51] sand 1 2500 840 0.075 & 0.125 90 

Case 2 [45] biomass 0.25 ∼ 0.35 750 1500 0.002 25 

sand 0.25 ∼ 0.7 2300 840 1.25 750 ∼ 850 

7 
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Table 3 

Key parameters and run-cases for the BFB reactor Case 1. The parcel number N parcel is 25024. 

Cases 1a 1b 1c 1d 1e 1f 1g 1h 

U sup [m/s] 1.33 1.71 1.90 1.33 1.71 1.33 1.33 1.33 

m sand [kg] 0.075 0.075 0.075 0.125 0.125 0.100 0.150 0.175 

N particle [ −] 57,324 57,324 57,324 95,541 95,541 76,433 114,649 133,758 

γ [ −] 1.32 1.31 1.32 1.56 1.56 1.45 1.66 1.75 

αc/p [ −] 1.73 1.73 1.73 1.46 1.46 1.57 1.37 1.30 

Note: N particle is the real number of particles without CGM. 
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Table 4 

Key parameters studied in Case 2, with different equivalent air ratio 

(EAR), steam to biomass ratio (SR), and reactor operation temperature 

( T r ). 

Cases 2a 2b 2c 2d 2e 2f 2g 

EAR [ −] 0.30 0.35 0.40 0.35 0.35 0.35 0.35 

SR [ −] 0.5 0.5 0.5 0.2 0.8 0.5 0.5 

T r [ ◦C] 800 800 800 800 800 750 850 
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 sand , was varied from 75 g to 125 g, and the superficial velocity 

 sup , was varied from 1.33 m/s to 1.90 m/s. Table 3 lists the key pa-

ameters of the five experimental cases (Cases 1a – 1e) and three 

dditional cases (Cases 1f-1h) that are simulated to investigate the 

esults with and without DKM. 

The outlet boundary is on the top plane of the reactor, cf., Fig. 4 .

ince the flow close to the outlet is rather uniform, zero gradient 

f dependent variables has been used as outlet boundary condition 

in OpenFoam it is referred to as the ‘InletOutlet’ boundary condi- 

ion). The wall boundary is assumed to be non-slip and constant 

emperature of 20 ◦C (the same as the gas temperature). 

For all cases listed in Table 3 , the total number of mesh cells

s 23,100 and the number of sand parcels is 25,024. Uniform mesh 

s used with the cell size of 2.28 mm. The mesh size and parcel

umber are chosen based on the DEM work of Patil et al. [51] . In

he MP-PIC or DEM simulations, the mesh size must be sufficiently 

arger than the diameter of the particles (without CGM) or the 

arcels (with CGM). A cell-to-parcel size ratio αc/p is introduced to 

uantify the size relationship between the mesh and parcels. αc/p 

s defined as the cube root of the cell volume ( V c ) divided by the

roduct of particle/parcel diameter, i.e., αc/p = 

3 
√ 

V c /d p , where d p 
s the diameter of the particle (without CGM) or the equivalent di- 

meter of the parcel (with CGM). In the CGM, a coarse grain ratio 

 γ ) is defined as the cube root of the number of particles inside a

arcel N p/p , i.e., γ = 

3 
√ 

N p/p . 

Numerical instability may arise if αc/p is small [23] . Different 

alues of αc/p have been used in the literature, e.g., 2.5 [11] , 1 ∼ 4

49] , 1.58 [53] , and stable numerical results were obtained. These 

alues could be difficult to achieve in large scale furnaces with 

omplex geometry since certain small-size cells are needed to dis- 

retize the geometry and the quadrillion or more particles are in- 

olved in the system, which are clustered to millions of parcels, 

.e., in each parcel, there might be millions of sand and biomass 

articles or more. In Case 1, the ratio of the present cell size to the

iameter of parcel αc/p is 1.73, which was selected following the 

uggestion of a previous work [51] . A value of 1 ∼2 for γ was used

n our previous work [21] and 1.44 was employed in Lichtenegger 

nd Miethlinger et al. [53] . For Case 1a – 1e, γ is 1.32 – 1.56, and

n each parcel the number of particles is in average about 2 ∼4. For 

ases 1g and 1h, higher values of γ are tested to evaluate the per- 

ormance of DKM at higher solid phase loads. 

.3.2. Combustion and gasification in lab-scale fluidized bed reactor 

In Case 2 combustion and gasification of rice husk in a lab- 

cale bubbling fluidized bed reactor were investigated. As shown 

n Fig. 4 , the biomass inlet has a length of 44 mm and height of

0 mm, and is located at a height of 20 mm above the bottom 

f the reactor. A mixture of air and steam flows from the bottom 

f the reactor into the fluidized bed and biomass is injected from 

he biomass inlet with a feeding rate of 1 × 10 −4 kg/s by a screw

eeder. Yields of gaseous products at the reactor outlet were mea- 

ured by Loha et al. [37,45] . Seven cases with different operating 

onditions were measured (and simulated here) by varying 1) the 

quivalent air ratio (EAR), which is the ratio of the mass of air to 

hat of dry biomass divided by the stoichiometric ratio of mass of 
8 
ir to that of dry biomass, 2) the steam ratio SR, which is the ratio

f the mass of steam to the mass of dry biomass, and 3) the reac-

or operation temperature T r . The furnace is heated by an electric 

eater and the desired temperature is set through a PID controller 

45] . The initial temperature of walls, sand and the gas in the en- 

ire domain is the same as the reactor temperature. Air and steam 

owing into fluidized bed is preheated to 200 ◦C, respectively. The 

AR was varied from 0.3 to 0.4, the SR was varied from 0.2 to 0.8,

nd the T r was varied from 750 ◦C to 850 ◦C. Table 4 shows the

ey parameters of the seven cases. Similar to Case 1, zero gradient 

oundary condition has been used at the outlet boundary of Case 

 (the top plane of the reactor, Fig. 4 ). The wall is assumed to be

on-slip; the wall has a constant temperature of T r . 

Rectangular uniform mesh is used in the simulation of Case 2. 

n order to evaluate the sensitivity of the results to the mesh res- 

lution, Case 2b were simulated using three different resolutions, 

f., Table 5 . The coarse mesh has a cell size of 5.5 mm, and a coarse

rain ratio γ of 5.49 for sand parcels and 2.66 for biomass parcels, 

ased on the mean diameters given in Table 2 . The medium mesh 

as a cell size of 4.4 mm, and a coarse grain ratio γ of 4.36 and

.11 for sand and biomass parcels, respectively. The fine mesh has 

 cell size of 2.9 mm, and a coarse grain ratio γ of 3.02 and 

.46 for sand and biomass parcels, respectively. The number of 

arcels were selected in such a way that the cell-to-parcel size ra- 

io αc/p is kept nearly constant for the three meshes, i.e., about 2 

or sand parcels and 6.66–6.99 for biomass parcels. As a result, the 

oarse mesh contains 13,504 cells, with 50,0 0 0 sand parcels and 

0,0 0 0 biomass parcels; the medium mesh contains 26,400 cells, 

ith 10 0,0 0 0 sand parcels and 20,0 0 0 biomass parcels; the fine

esh contains 78,300 cells, with 300,000 sand parcels and 60,000 

iomass parcels. Other detailed properties of biomass and sand are 

hown in Tables 2 and 6 . The Rosin-Rammler distribution function 

s employed to model the distribution of particle size. Biomass par- 

icle density is assumed to be constant during the conversion pro- 

ess, while the size of the particles decreases during the process. 

he biomass parcels are injected into the furnace after the sand 

arcel reaches steady fluidization. 

. Results and discussion 

.1. Heat transfer in lab-scale fluidized bed reactor 

The results of Case 1, as described in Table 3 , are presented 

n Fig. 5 . This figure shows a comparison for the results of the 

P-PIC model with PCM, the results of a previous work [51] with 
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Table 5 

Mesh sensitivity study for Case 2b and key parameters. The coarse grain ratio γ is calculated based on the mean 

diameter of particles in the parcel. N parcel for biomass is the total number of parcel injected within 20 s. 

Cases Cell size [mm] N parcel (sand & biomass) αc/p (sand & biomass) γ (sand & biomass) 

Coarse mesh 5.5 50,000 & 10,000 2.00 & 6.89 5.49 & 2.66 

Medium mesh 4.4 100,000 & 20,000 2.01 & 6.94 4.36 & 2.11 

Fine mesh 2.9 300,000 & 60,000 1.92 & 6.60 3.02 & 1.46 

Table 6 

Biomass properties in Case 2 [45] . 

Ultimate analysis [wt.%] C H O N S Ash 

38.43 2.97 36.36 0.07 0.49 21.68 

Proximate analysis [wt.%] Volatile Fixed Carbon Moisture Ash 

55.54 14.99 9.95 19.52 

Fig. 5. Comparison of mean particle temperature between the present simulations using the PCM (solid lines), and previous simulations using the DEM approach (dashed 

lines) [51] , as well as with experiments (circles) [52] for the five cases (Cases 1a – 1e) with the total sand mass of 75 g (a) and 125 g (b) and various superficial N 2 velocity. 
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 more expensive DEM approach, and the experimental measure- 

ents [52] for the five cases 1a–1e. As shown in Fig. 5 , the present

CM results agree very well with the DEM results and the experi- 

ents. The maximum error of the results of the current model (in 

omparison with experiments) at t = 10 s is less than 5 % , which

ccurs for Case 1a (U sup = 1.33 m/s, m sand = 75 g). The convective

nd radiative heat transfer between the solid particles and the am- 

ient gas, radiative heat transfer between particles, and the con- 

uctive heat transfer between particles and walls are taken into 

ccount in the heat transfer mechanisms of the model ( Eq. (29) ). 

he mean particle temperature decreases faster as the superficial 

elocity U sup increases and the slope d T i /d t decreases over time. 

igher U sup leads to higher gas phase mass flux and enhanced mix- 

ng of sand and the cold N 2 gas, and as a result, a faster decrease of

he mean particle temperature. The last three terms on the right- 

and side of Eq. (29) are zero, since the sand particles are chemi- 

ally inert. The temperature difference T g − T i decreases with time, 

hich results in a decreasing slope of particle temperature since 

he convective heat transfer plays a leading role. d T i /d t is approx- 

mately proportional to T g − T i , Eq. (29) . Due to the low operation

emperature in Case 1 ( ≤ 90 o C), the radiative heat transfer plays 

n insignificant role. The particle temperature predicted with ra- 

iative heat transfer is nearly identical to that without radiative 

eat transfer. 

The temperature distributions for gas and particles for two dif- 

erent U sup with the m sand of 75 g are shown in Fig. 6 . At the start

f the process, t = 2 s, high temperature gradient near the bottom 

f the reactor and near the walls results in a high temperature 

n the top of the bed. At a later time, t = 8 s, the sand particles

end to gather near the wall because the gas-solid interactions and 
9 
article-particle collision drive the parcels to flow toward the wall, 

nd then descend along the wall. The high temperature particles 

ear the wall increased the gas temperature near the wall. 

As mentioned in Section 2.4 , DKM is proposed to handle the sit- 

ation when the fluidized bed is under over-loading conditions. In 

rder to demonstrate the performance of DKM under over-loading 

onditions, the results from the MP-PIC model with PCM and DKM 

re compared. Figure 7 shows the transient development of the 

ean particle temperature in Case 1 with the superficial velocity 

 sup = 1 . 33 m/s and mass of sand particles ranging from 75 g to

75 g. The simulations are based on the number of parcels and 

eshes of Case 1 as listed in Table 3 (Cases 1a, 1d, 1f–1h). As the

ass of sand increases from 75 g to 175 g, the carrier load 1 /αc/p 

aries from 0.58 to 0.77. When the mass of sand is increased to 

75 g (Case 1h), PCM suffers from numerical instability and no re- 

ults could be obtained. It is shown that PCM can predict the tran- 

ient heat transfer process up to m sand ≤ 150 g. DKM can very well 

redict the transient heat transfer process at this high load condi- 

ion. Figure 7 shows that for the cases where both PCM and DKM 

re applicable, the results from the two methods agree with each 

ther very well. 

.2. Combustion and gasification in lab-scale fluidized bed reactor 

The results from the numerical simulations using MP-PIC model 

or the lab scale bubbling fluidized bed, Case 2 in Table 4 , are

resented here. Initially, the reactor is filled with sand particles 

p to z = 0 . 1 m; after reaching steady operation the bubbling flu-

dized bed has a height of about 0.22 m [37] . The biomass com- 

ustion/gasification process occurs mainly in the lower 0.5 m of 
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Fig. 6. Gas temperature, sand particle temperature, and distribution of sand parcels with PCM at 2s and 8s of Case 1a and Case 1c. 

Fig. 7. Temporal evolution of particle temperature in Case 1. Comparison between 

PCM and DKM with different carrier loads. 
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he reactor. Figure 8 shows the temporal evolution of mean mass 

ractions of N 2 , CO 2 , CO, H 2 , and CH 4 averaged over cross sec-

ion planes at two different heights of the reactor ( z = 0 . 6 m and

 = 1 . 1 m) for Case 2b, simulated using PCM with three differ-

nt mesh resolutions ( Fig. 8 a and b), and the PCM and DKM ap-

roaches with the medium mesh ( Fig. 8 c and d). The two sam-

ling cross sections are indicated in Fig. 4 as plane A and plane B.

n the initial transient stage the biomass particles undergo heating, 

yrolysis, partial oxidation and gasification, during which the mass 

ractions of gaseous products (CO 2 , CO, H 2 , and CH 4 ) increase while

he mass fraction of inert gas N 2 decreases. After a short time, the 

eactor reaches steady operation. For the data sampled at the of 

lane z = 0 . 6 m, steady results are reached at 5 s, whereas at the

 = 1 . 1 m plane steady results are reached after 7 s. It is clear that

he results from the three meshes agree very well; the results from 

CM and DKM agree also well during both the transient stage and 

he steady operation stage. The difference between the PCM and 

KM results increases with time in the transient stage, i.e., the dif- 

erence increases as the thermochemical conversion process pro- 

resses. When the process is in the steady stage, the difference be- 

ween the PCM and DKM results does not change significantly with 

ime. As will be discussed later, the PCM model suffers from cer- 
10 
ain loss of the biomass mass in the local over-loading cells. This 

esults in a lower mass fraction of species that are generated from 

he biomass, i.e., CH 4 , CO, H 2 and CO 2 , and a higher mass frac-

ion of N 2 . The difference between the results from the different 

eshes is smaller than that from PCM and DKM. Based on the con- 

ergence behavior of the results with three different meshes, the 

edium mesh was employed in the simulations of cases 2a–2g. 

Figure 9 shows the distribution of sand particles and sand tem- 

erature in the 3D domain of the lower 200 mm region of the re- 

ctor. The biomass inlet is located on the right side of the domain, 

0 mm ≤ z ≤ 70 mm. Due to the heat exchange with cold biomass 

articles, the temperature of sand particles is lower in the region 

here biomass particles are mixed with sand particles. Initially, 

he biomass particles flow together with sand particles upward 

ear the right side wall (0.9–1 s). When the biomass parcels are in- 

ected into the reactor, a small gas bubble can be found around the 

iomass inlet. The biomass particles are squeezed into the near- 

all zone by the sand particles due to lower momentum of the 

iomass particles than the sand particles. The particles with low 

ensity and small size tend to move toward the edge of the bub- 

le and the upper part of the bed because of the particle-particle 

ollision and the gas-solid interactions. 

At t = 1 s, the biomass particles start to spread into the center 

f the reactor due to the particle/particle collision. As the biomass 

articles move near the wall, the drag force become smaller due 

o the lower carrier velocity u g . In addition to the drag force, the 

otion of the particles is driven by the gravity g and pressure gra- 

ient ∇p ( Eq. (21) ). The particles descend along the wall until col- 

ision force from other particles and higher pressure from the bot- 

om of the bed becomes dominant. Then, the particles can escape 

he near-wall zone and move to the full fluidization region. From 

 = 1 . 1 s to 1.5 s, the biomass particles appear to interact with the

and particles and the surrounding gas only in the bottom 200 mm 

egion of the reactor. Certain gas bubbles (regions without any par- 

icles) can be found at t = 1 . 4 s–1.5 s (in the upper right corner of

he domain in Fig. 9 ). 

Figure 10 shows the distribution of gas temperature and mass 

ractions of key species at t = 20 s in a cross section plane near the

iomass inlet. The shown cross section is in the middle plane of 

he reactor, in a region from the bottom of the reactor to a height 

f 200 mm. The region is marked as C in Fig. 4 , where the biomass

nlet on the right side of the domain is also indicated. The gas tem- 
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Fig. 8. Temporal evolution of gas product mass fractions over time with different meshes and number of parcels taken from the cross sections at the height of (a, c) 0.6 m 

and (b, d) 1.1 m for Case 2b. Values of N 2 , CO 2 , and CO mass fractions are shown on the left vertical axis while H 2 and CH 4 on the right vertical axis. The results are from 

the MP-PIC model with PCM and three different meshes (a, b) and from the MP-PIC model with PCM and DKM using the medium mesh (c,d). 

Fig. 9. Distribution of sand particles and sand temperature of Case 2b during the initial development stage of the reactor, simulated using MP-PIC with PCM. 
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erature is rather uniform, with slightly low temperature in the 

egion near the biomass inlet, which corresponds to the cooling 

y the cold biomass particles. Oxygen is shown to be consumed 

uickly in the lower region of the bed, by reacting with volatile 

ases CO, CH 4 and H 2 , forming CO 2 . Higher mass fractions of CO,

H 4 and H 2 can be seen in the right side of the reactor, above the

iomass inlet, indicating the region where the pyrolysis and gasifi- 

ation reactions take place. 

In the present bubbling fluidized bed reactor, the mass of the 

iomass particles is only 0.16% of the total mass of solid phase 

ithin the 20 s period of operation (cf., Table 2 ). Thus, com- 
11 
ared with the convective and radiative heat transfer, the heat re- 

ease/loss due to combustion, pyrolysis and gasification is relatively 

nsignificant in affecting the particle temperature and the gas tem- 

erature. This is the reason that the particle temperature and gas 

emperature are fairly homogeneous in space and nearly the same 

s that of the reactor operation temperature, cf., Figs. 9 and 10 . 

Figure 11 shows a comparison of steady-state product gas mole 

ractions at the reactor outlet obtained from the simulations and 

xperiments for the seven cases listed in Table 4 . The effect of 

quivalent air ratio (EAR) on the product gas is shown in Fig. 11 a

nd d. When EAR is increased from 0.3 to 0.4, the yields of H ,
2 
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Fig. 10. Distribution of gas temperature, and mass fractions of O 2 , CO 2 , CO, H 2 and CH 4 in Case 2b at 20 s, simulated using MP-PIC with PCM. 

Fig. 11. Comparison of the mole fractions of product gas between the MP-PIC/PCM simulations (pattern fill), the previous simulations using the DEM approach [40] (slash 

fill), as well as with experiments (blank fill) [45] for seven cases (Cases 2a - 2g) at different operation conditions: (a) SR 0.5, T r 800 ◦C with various EAR: 0.30, 0.35, 0.40, (b) 

EAR 0.35, T r 800 ◦C with various SR: 0.2, 0.5, 0.8, and (c) EAR 0.35, SR 0.50 with various T r : 750 ◦C, 800 ◦C, 850 ◦C. In (d), the results from the MP-PIC/PCM simulations are 

re-plotted to show the trend of the product gas, where the gas mass fractions have been normalized by the corresponding results of Case 2b. 
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H 4 , and CO decrease and the yields of the CO 2 and N 2 increase.

his trend is shown in the experimental data and confirmed with 

he model predictions, although the effect of EAR on the predicted 

esults is relatively weaker. This trend can be explained using the 

ombustion/gasification reaction model shown in Table 1 , where it 

s shown that an increasing supply of air to the reactor (increasing 

AR) will enhance the oxidation of H 2 , CH 4 , and CO, which results

n an increasing CO yield. 
2 

12 
As shown in Fig. 11 b and d, when SR increases, the yields of 

H 4 , CO and N 2 decrease and the yields of H 2 and CO 2 increase.

his is because the higher amount of steam in the reactor pro- 

otes the water-gas shift reaction (reaction R2), the gasification 

eaction with H 2 O (reaction R8), and the methane/water reaction 

reaction R1), cf., Table 1 . It is observed that higher operation 

emperature T r results in higher yields of H 2 , CH 4 , and CO, and

ower yields of the CO and N , Fig. 11 c and d. This can be at-
2 2 
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Fig. 12. Carrier loads under which stable solution exists for Case 2b. Subscript ”I” indicates the baseline setup given in Table 4 ; subscript ”D” indicates the condition close to 

numerical instability. Lines with symbol in the right figure indicate the computational time required to simulate the combustion/gasification process for 1 s of physical time. 
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ributed to the enhanced gasification/oxidation reactions of char, 

able 1 . 

Apart from the comparison with the experimental measure- 

ents, the MP-PIC model results are compared with the DEM 

esults of Yang et al. [40] . It is shown that, the computational 

ime required in the MP-PIC simulations is significantly shorter 

han that in the DEM simulations. With a similar number of 

esh cells and processors (64 processors), the DEM simulation re- 

uired 73 days to simulate a physical time of 20 s of the combus- 

ion/gasification process [40] , whereas the present MP-PIC simula- 

ions required less than 2 days (with a Xeon E5-2698v3 Haswell 

.3 GHz CPU). Despite the significantly lower computational cost 

f MP-PIC model compared with the DEM, the results from MP-PIC 

odel agree very well with the experiments and the DEM results 

or most species, except for CO 2 and N 2 . Comparing with the ex- 

erimental results, the average relative error for H 2 and CO pre- 

icted from MP-PIC is 9.13 % and 5.94 % , respectively. The relative 

rror of CH 4 is high, which can be attributed to the simplified py- 

olysis model and the absence of tar in the model [5] , and the low

oncentration of CH 4 in the product gas. 

The results from PCM and DKM, and the numerical stability and 

omputational cost of DKM and PCM are evaluated under the EAR, 

R and T r condition of Case 2b. The number of parcels and mesh 

esolution are varied. When the number of sand parcels is changed, 

he number of biomass parcels is modified accordingly (the num- 

er of biomass parcels is 20% of that of the sand parcels). As shown

n Fig. 12 , the carrier load increases as the number of parcels de- 

reases. For a given number of parcels, the fine mesh has a higher 

arrier load. Each symbol denotes a simulation case that is numer- 

cally stable and in which converged solution is obtained. For PCM, 

he simulation case with maximum carrier load that a stable nu- 

erical solution is obtained is marked with triangles. The maxi- 

um carrier load for the coarse, medium and fine meshes is 0.69, 

.79 and 0.88, respectively. For DKM, stable numerical solution can 

e obtained at much higher carrier loads. The medium mesh can 

ave a carrier load close to 1, and the fine mesh can allow for over-

oading parcels, e.g., with a carrier load of 1.5. 

Physically, a carrier load close to 1 means that the cell is filled 

ith solid particles, and a carrier load larger than 1 is not pos- 

ible. However, numerically, this situation is unavoidable due to 

rregular small-size CFD cells in complex fluidized bed boiler ge- 

metries. In DKM, the contribution of local over-loading to the 

olid volume fraction and source terms are redistributed to the 

urrounding cells ( Eqs. (38) –(42) ). Thus, the DKM offers a more 
13 
obust method that allows for achieving numerical solution with 

ocal carrier over-loading. With the cell searching strategy shown 

n Figs. 2 and 3 , the DKM is computationally efficient. The cases 

ith different numbers of sand parcels are tested in parallel com- 

utation with 128-core to obtain results for a physical time of 

 s and the running time of each case is shown in Fig. 12 . The

omputational efficiency tends to decline as the number of parcels 

n the computational domain increases. The increase in computa- 

ional time of DKM is within 20 % of that for PCM. 

Since the source term is redistributed in the DKM, the results 

rom DKM and PCM could be different. Figure 7 shows that, for 

ase 1, the difference between PCM and DKM results is noticeable 

ut not significant. Figure 13 shows the predicted product gas mole 

ractions for Case 2 with PCM and DKM based on the medium 

esh. The results with 50,0 0 0 sand parcels (and 10,0 0 0 biomass 

arcels) are labeled as PCM L and DKM L ; and the results with 

0 0,0 0 0 sand parcels (and 20,0 0 0 biomass parcels) are marked as

CM and DKM. As shown in Fig. 13 , the DKM results are less sensi-

ive to the number of parcels than the PCM results. The maximum 

elative error between PCM and PCM L is 12.6 % , while the DKM 

nd DKM L is less than 5.5 % . The DKM results agree also better 

ith the experiments than the PCM results, in particular for CO 2 

nd N 2 . 

The gas phase governing equations are invalid when the gas 

olume fraction is negative. The maximum load of solid in a CFD 

ell is thus limited. The theoretical maximum solid volume frac- 

ion of a sphere of diameter d p in the cube of side length of d p 
s π/ 6 ∼ 0 . 52 . Considering the impact of the collision deformation, 

nd the filling of the void by extremely small size particles, the 

aximum solid volume fraction is about 0.62 [22,37] . This is the 

aximum pack limit of particles in a cell. If the solid volume frac- 

ion exceeds the maximum pack limit, either the results become 

on-physical or numerical instability may occur. In PCM, it is of- 

en that solid volume fraction is set to the maximum pack limit, 

f it is above the limit. This will result in a loss of solid mass. The

ner the mesh, the worse the situation can become [24] . As shown 

n Fig. 13 , the loss of biomass in the over-loading cells gives rise 

o the under-prediction of CO 2 mass fraction from PCM as com- 

ared with the experiments, and the over-prediction of mass frac- 

ion of N 2 . The DKM results are in better agreement, due to source 

erm redistribution that mitigates the loss of biomass in the over- 

oading cells. For the same reason, the loss of biomass is likely the 

eason of the lower gas product mole fractions of H 2 , CO, and CH 4 

redicted by PCM, cf., Fig. 11 . 
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Fig. 13. Mole fractions of product gases from experiments and numerical simulations using PCM and DKM for Case 2b with different parcel numbers. 
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The loss of solid mass in the PCM simulation due to local over- 

oading is indirectly related to the “loss” of the solid volume frac- 

ion ( θ ), which is a result of the numerical implementation of the 

aximum pack limit. The mass of the solid phase that is solved in 

he discrete phase Eq. (14) is not affected by the loss of θ , since

he maximum pack limit is applied to θ but not directly to the 

olid mass ( m i ). For the same reason, the source terms ( Eq. (30) )

f the gas phase governing equations are not affected explicitly. In- 

tead, the source terms are reduced implicitly due to the change of 

as volume fraction ( αg ). From Eqs. (1) to (4) it appears that an in-

rease of αg is equivalent to a decrease of the source terms from 

olid biomass conversion. Since αg increases when θ is decreased, 

he mass of gas produced from biomass conversion is decreased. 

To confirm the above discussion, the total mass of sand parti- 

les in the reactor of Case 2 is evaluated in two different ways. 

irst, the total mass of sand ( M s ) is computed from the discrete

hase, 

 s = 

N s ∑ 

i =1 

m s,i 

here N s is the total number of sand parcels and m s,i is the mass

f the i th sand parcel. It is found that M s is 1.25 kg, i.e., conserved

n the process. Second, M s is computed from the solid volume frac- 

ion 

 s = ρs 

∫ 
�

θ( x , t) dV 

here ρs is the density of sand particles and � is the entire do- 

ain of the reactor. Since the mass of biomass is only 0.16% of 

he total mass of the solid phase within the 20 s period of op- 

ration (cf., Table 2 ), it is expected that M s computed from the 

econd method should be only slightly higher than that from the 

rst method, with an increase less than 0.0016( ρs /ρb ) , i.e., 0.49% 

where ρb is the density of biomass particles). It is found that M s 

rom the PCM simulations of Case 2b (shown in Fig. 13 ) computed 

sing the second method fluctuates in time around a mean value 

f 1.12 kg, which is about 10.4% reduction of the sand mass. DKM 

an significantly mitigate the loss of θ . For Case 2b the DKM re- 

ults show a loss of M s by a mean value of 4%. The loss of θ in

KM is also due to the numerical implementation of the maximum 

ack limit. In the future study, the DKM redistribution scheme 

eeds to be further improved to avoid the local over-loading to ex- 

eed the maximum pack limit. 
14 
. Conclusion 

In the present work, a three-dimensional MP-PIC model was 

eveloped for numerical simulation of heat transfer and biomass 

ombustion/gasification process in fluidized bed reactors. The con- 

entional MP-PIC method is based on the particle centriod method 

PCM) and coarse grain method (CGM), which is computationally 

fficient but suffers from local over-loading if the CFD cell is fine 

r if locally small-size cells are used. The latter is typically encoun- 

ered in studies of fluidized bed furnaces with complex geometries. 

 distribution kernel method (DKM) is proposed to replace PCM, 

iming to improve the accuracy and robustness of the method. The 

ollowing conclusions are drawn: 

• The DKM approach can effectively handle the over-loading 

problem of PCM. It is shown that the PCM simulation becomes 

unstable if the carrier load is high, while DKM can allow for 

significantly higher carrier load without suffering from numer- 

ical instability. This enables the use of local small-size cell typ- 

ically encountered in simulation of fluidized bed boilers with 

complex geometries. 

• For low carrier load conditions, e.g., Case 1 studied in this work, 

the DKM and PCM results agree with each other very well. At 

high carrier load conditions, e.g., Case 2 studied in this work, 

the DKM approach gives an improved prediction of the product 

gas yields from biomass combustion/gasification, in comparison 

with the PCM approach. It is found that the DKM results are 

less sensitive to the number of parcels than the PCM approach. 

• The present MP-PIC/DKM approach can capture the transient 

heat transfer process and biomass combustion/gasification pro- 

cess of bubbling fluidized bed reactors. The DKM can be further 

improved by allowing for dynamic selection of the distance of 

redistribution kernel. 
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ppendix A. Solid phase collision model 

The interparticle stress in Eq. (21) is difficult to resolve for each 

article in dense flows [14] . The model of Lun et al. [54] is em-

loyed to model the contact normal stress τ in Eq. (21) , 

= [ θρ i + θ2 ρ i (1 + e ) g 0 ] 
1 

3 

〈
C 2 

〉
(A.1) 

 0 = 

3 

5 

[1 − ( 
θ

θsp 
) 

1 
3 ] −1 (A.2) 

here g 0 , ρ i , e and θsp represent respectively the radial distribu- 

ion function, the mean density of particles in a local cell, the co- 

fficient of restitution, the close pack volume fraction, and C rep- 

esents the instantaneous minus the hydrodynamic velocity of the 

article [14] . 

The first term in the RHS of Eq. (24) models the collision 

eturn-to-isotropy effect and the second term models the colli- 

ion damping effect. Physically, particle collision tends to damp out 

he velocity fluctuations and it is assumed that within a damping 

elaxation time τD the particle velocity will approach to a mean 

alue, 

 i = 

∫ 
f m i u i d m i d u i / 

∫ 
f m i d m i d u i , (A.3) 

nd the distribution function f (m i , u i , x i , t) will approach to 

f D (m i , u i , x i , t) . The collision damping particle distribution function 

f D (m i , u i , x i , t) is given by O’Rourke and Snider [18] , 19 ] 

f D (m i , u i , x i , t) = δ( u i − u i ) 

∫ 
f d u i , (A.4) 

here δ is a Dirac function. 

A competing process is that the particle collision could result 

n a Gaussian distribution of particle velocity occurring within a 

elaxation time τG , which is described by the equilibrium isotropic 

article distribution function f G (m i , u i , x i , t) , 

f G (m i , u i , x i , t) = G ( u i ; u i , σ
2 ) 

∫ 
f d u i , (A.5)

here G is a Gaussian velocity distribution with the mean u i and 

ariance σ 2 . σ 2 can be obtained by enforcing that the variance of 

f G is equal to that of f . 

The relaxation time τD in the damping collision model is mod- 

led as O’Rourke and Snider [18] , 

1 

τD 

= 

8 

√ 

2 

3 π

θ

r 3 
32 

∑ 

i N i ( r i + r 32 ) 
4 
( u i − u i ) 

2 ∑ 

i N i ( r i + r 32 ) 
2 
√ 

( u i − u i ) 
2 

g 0 ( θ ) η( 1 − η) . (A.6) 

The relaxation time τG in the isotropic collision model is [19] , 

1 

τG 

= 

8 

√ 

2 

5 π

θ

r 3 
32 

∑ 

i N i ( r i + r 32 ) 
4 
( u i − u i ) 

2 ∑ 

i N i ( r i + r 32 ) 
2 
√ 

( u i − u i ) 
2 

g 0 ( θ ) η( 2 − η) . (A.7) 

here r 32 and r i is Sauter mean radius and effective particle radius, 

espectively. g 0 ( θ ) is a factor given by θsp / (θsp − θ ) . η is defined as 

1 + e ) / 2 . 
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