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Abstract 

 The increasing proportion of energy use for buildings in urban environments has 

necessitated energy efficiency and advancement of the sustainable transformation of 

building stock towards the zero energy/emission level. In cold climate countries, such as 

Norway, the building energy efficiency is even more challenging due to cold climate 

conditions and high heating needs, which accounts for 40-60% of the total energy use. 

Apart from the energy use, the importance of indoor air quality (IAQ) in well-being and 

productivity of occupants in non-residential buildings, e.g. offices, cannot be ignored 

since the occupants spend a lot of their time in the indoor environment. Developing 

efficient approaches of building retrofitting by taking advantage of sustainable retrofitting 

technologies plays a key role in achieving such transformation. However, critical 

assessments of sustainable retrofitting interventions and their effectiveness are still 

restrained by the deficiency in systematic integration of modelling tools. These were 

addressed in this thesis with respect to retrofitting the Norwegian office buildings. 

 The thesis aims at facilitating the development of modelling methods to assist the 

sustainable retrofitting in the Norwegian office buildings towards the nearly zero energy 

building (nZEB) level.  

 In the first step towards nZEB level, various retrofitting scenarios were modelled 

and analyzed for a typical Norwegian office building of 3000 m2 area through two 

different optimization approaches. In the first approach, the existing building 

characteristics were selected based on the Norwegian building code TEK 10 (2010 

onwards), and small retrofitting measures (small cost-effective retrofit measures 

recommended in literature studies) were applied. In the second approach, the TEK 87 

(1980s) building requirements were considered for the reference case and larger number 

of renovation measures were included. In this regard, the retrofit alternatives studied 

include the renovation of building envelope, fenestration, HVAC system and set points, 

window opening and shading control methods, and shading materials. Combined impacts 

and interdependencies among retrofits were also investigated. The optimization 

framework was developed through a Graphical Script module that implements the 
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connection among input, constraints, and outputs through a visualization interface. In 

addition, a post-processing detailed computational fluid dynamics (CFD) and daylight 

analysis was conducted for the optimal solution. The results in the first optimization 

approach showed that, compared to the reference case building, the energy saving 

potential of the retrofit measures was 43-56% in various cases in the small retrofitting 

strategy. Furthermore, the results showed that the high-quality window and external wall 

were always used in the optimized solutions, but the ground floor and the roof retrofitting 

were the costliest options and were recommended to be used only when the reduction of 

operational cost due to energy use was higher than the increase of the investment cost. 

According to the optimization results in the second retrofitting approach, the building 

energy use could be significantly reduced up to 77%, compared to the reference building 

case, while satisfying the thermal and visual comfort conditions. The results of second 

optimization approach also revealed that both optimized cases equipped with the radiator 

space heating (RSH) and all-air (AA) systems could satisfy the thermal comfort 

requirements, based on the comfort category II, for longer period of the year compared 

to the reference case. Additionally, the AA optimized case showed a better performance 

in terms of both thermal comfort and visual comfort conditions compared to the RSH 

optimized case. Various ventilation control strategies in AA cases allowed a better 

selection of optimization design variables, especially window to floor ratio and shading 

device control methods affecting the daylight conditions significantly.  

 Lastly, life cycle assessment (LCA) of CO2-eq emissions was performed for the 

reference case TEK87 and the optimal solutions in the first optimization approach. The 

results showed that, compared to the reference building, the greenhouse gas (GHG) 

emissions associated with the operational energy use could be reduced up to 73% for the 

retrofitting strategies equipped with AA system. In this regard, the reduction of emissions 

associated with the operational energy use overweighted the produced embodied 

emissions of extra materials in the optimal solutions. 

 It is worth mentioning that the optimization approaches proposed in this thesis 

can be used at any stage of building design process and can help to improve the 

robustness of the building design to achieve a nZEB in Norway.  
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1. Introduction 

1.1. Background 

 The global average surface temperature has risen about 1°C since the industrial 

age, a change driven substantially by the increased carbon dioxide and other emissions 

related to human activities [1]. The European Union (EU) has set up an ambitious 

framework, in which the climate strategies should be aimed to reduce greenhouse gas 

(GHG) emissions by 40% and 80% by 2030 and 2050, respectively, compared to the 

levels in 1990 [2]. The key issue is improving the energy efficiency in all low-carbon 

scenarios, and hence upgrade of the energy efficiency in building sector is one of the main 

concerns in this regard. It is estimated that building stock accounts for approximately 

28%, on a global scale, and 40%, in the EU, of the total energy use [3, 4]. Furthermore, 

growing critical challenges in energy need for improving building indoor environmental 

quality (IEQ) and comfort levels has led the building energy use to increase around 13% 

in EU, in the past 20 years [5]. The EU energy roadmap 2050 emphasized that improving 

energy efficiency in existing/new buildings is essential to transform the energy system 

and increase the share of renewable energy used in EU. It necessitates EU countries to 

establish prolonged national building renovation schemes proposed by the International 

Energy Agency [4].  

 Concerning the above EU strategic goals and challenges in building retrofitting, 

Norway has proactively involved in this energy efficiency roadmap. Residential and non-

residential sectors account for 40% of the Norwegian total energy use, of which around 

41% is used in non-residential buildings, for space heating, domestic hot water, lighting 

and operating electrical equipment, and around 59% is used in the residential buildings. 

However, the trend of energy use in Norway from 1990 to 2015 shows that the energy 

use in the non-residential sector has risen around 31%, while it has been approximately 

9% in residential buildings [6]. In this regard, the Norwegian Building Regulations (TEK) 

has continuously set stricter requirements for energy efficiency in the Norwegian 
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buildings so that the energy use for all building categories should be reduced. Particularly, 

comparing the latest version of the Norwegian Building Regulations (TEK 17) with the 

previous version (TEK 10) shows that the reduction of the building energy use should 

happen to a large extent in the non-residential building sector, with the maximum energy 

reduction 23% for office buildings and hotels [7, 8]. 

 Retrofitting has been known as one of the most effective methods to achieve a 

sustainable building performance for existing buildings. From an engineering point of 

view, building retrofitting is defined as actions that allow an upgrade of the building’s 

energy, indoor climate, and environmental performance to a higher standard than was 

originally planned. An overview of potential retrofit strategies and retrofit actions which 

may improve performance figures can be categorized into three main strategies: (1) 

actions regarding building envelope and design aspects including insulation upgrades, air 

leakage reduction, improvement of doors and windows, control and exploitation of solar 

gain and daylight, etc.; (2) actions for building systems and installations including 

installation of high-effective heating, ventilation and air conditioning (HVAC) systems, 

improvement of electrical lighting systems, improvement of domestic appliances, 

installation of renewable energy, etc.; (3) actions associated with building services and 

management tools including monitoring and control of building during operation, 

utilization of metering services, clock controls, sensors, etc. [9]. The overall consequence 

of these retrofit strategies would be an energy efficient building with low greenhouse gas 

emission that is both comfortable for occupant and cost effective. However, achieving all 

these goals would be challenging when a passive house (PH) building level or a zero 

energy/emission level is the target. The passive house refers to an airtight and highly 

insulated building that may require little or no energy for space heating and cooling [10]. 

1.2. Quantifying the existing Norwegian office buildings 

 By 2020, the number of existing Norwegian office buildings was approximately 

39 000 [11]. Most of office buildings were initially constructed in major regions in the 

Oslo and Vestland (Previously called Hordaland and Sogn og Fjordane) areas. The 
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development of Norwegian office buildings has traditionally been connected to particular 

time period. Fig. 1 shows the age distribution of the existing office buildings. The 

majority of the office buildings, around 85% of the total office buildings were constructed 

in the period 1960-2000, as highlighted with the purple dashed line in Fig. 1 [12, 13]. 

However, a very few new office buildings have been constructed in Norway since 2015 

[11]. This implies that achieving both zero energy building (ZEB) and environmental 

performance targets in the Norwegian office buildings is primarily dependent on how 

efficiently the existing office buildings would be retrofitted.  

 
Fig. 1. Age distribution of the existing Norwegian office buildings  

 Fig. 2 shows the total floor area of the existing Norwegian office buildings. As it 

can be seen, most of the existing office buildings in Norway, around 64% (marked with 

purple dashed line), have a total building area of less than 10 000 m2. However, there is 

still a great variation in the size of office buildings, and large gaps in the available data 

sources with regard to average size [13].  

 Since the largest data set for the office building area is from the Energy Label 

Scheme (Energimerkeordningen), this should be the most representative data source. The 

data from the Energy Labeling Scheme shows a significantly smaller average usable area 

than the other data sources, including Enova [14] and Norway’s statistics (SSB), for 

Norway. If we remove all buildings under 200 m2 from the data set, as has been done in 
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SSB sample, the average building area in the data from the Energy Labeling Scheme is 

still below than others, with the average floor area around 3 000 m2 [13]. This implies 

that this average floor area is not fully representative of the existing Norwegian office 

buildings.  

 
Fig. 2. Floor area of the existing Norwegian office buildings 

 In Norway, electricity has been the most common energy carrier in the 

commercial building stock especially for office buildings [15]. In a twenty-year period, 

from 1990 to 2010, the share of electricity varied from 78%-85%. However, the trend is 

decreasing due to increased use of district heating, around 19% per year from 2000 to 

2010 [16]. Particularly, the use of district heating has been even more pronounced from 

2011 to 2019 i.e., the share of district heating in commercial buildings has increased 

approximately 39% [17]. 

1.3. Zero energy/emission definitions and ambitions levels 

 Generally, a zero energy building (ZEB) is a residential or commercial building 

with zero net energy use, meaning that the total amount of energy used by the building 

on an annual basis can be compensated by onsite production of energy via renewable 
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energy technologies [18]. In the most general definition, the primary energy is used for 

energy balance. However, more than one metric can be adopted to express ZEB balance 

(e.g.  primary energy, end-use energy, and carbon emissions) and different conversion 

factors can be applied to various energy carriers [19, 20]. In this respect, a zero emission 

building produces enough renewable energy to compensate for the building's greenhouse 

gas emissions over its life span.  

 Each ZEB definition includes a certain methodology to calculate the building 

energy/emission balance. In this respect, the balance boundaries can be often determined 

based on the three different methods identifying which energy boundaries are considered 

as shown in Fig. 3 [21]. The first method is called load/generation balance and it focuses 

on the balance between weighted onsite production and the calculated energy use. The 

second approach is the balance between the weighted need and the weighted supply and 

it is commonly referred to the import/export balance and it takes the grid interaction into 

consideration as well. The difference between the second and the first approaches is the 

self-used fraction of the onsite generated energy, defined as the share of onsite production 

that is used in the building.  

 

Fig. 3. Graphical illustration of three different ZEB balance methods [21] 

 The third method is called monthly net balance (the blue line in Fig. 3) 

representing only the monthly generation excess or remaining load added up to annual 
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totals. Nevertheless, the monthly net balance is relevant for investigation of the seasonal 

performance, whereas high-resolution simulations are required for balance of daily and 

hourly fluctuations [20].  

 In the Norwegian building context, there have been defined five different 

ambition levels for the ZEB balance over the building’s lifetime, in terms of greenhouse 

gas equivalents (CO2-eq), described in rising ambition, as shown in Fig. 4. Depending on 

the ambition level, the emissions from the various stages of the material life cycle, which 

is called embodied emissions, can be also included in ZEB balance [22]. These five 

ambition levels in Fig. 4 are explained as the following: 

 ZEB-O÷EQ: Net emissions related to all operational energy use (excluding 
energy use for equipment) should be compensated by building’s renewable 
energy production.  

 ZEB-O: Same as ZEB-O÷EQ but including energy use for equipment. 

 ZEB-OM: Emissions related to all operational energy use plus embodied 
emission from materials and installations should be compensated by renewable 
energy production. 

 ZEB-COM: Same as ZEB-OM but including emissions related to the construction 
process of the building. 

 ZEB-COMPLETE: Emissions related to a complete lifecycle emission analysis 
must be compensated for. The reuse, recovery and recycling can also be included. 

 
Fig. 4. Illustration of three of the five ambition levels for Zero Emission Building 

(ZEB) [22] 
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 The aforementioned targets should be considered for more effective and 

sustainable retrofitting process. However, achieving a high level of ZEB is challenging 

for existing Norwegian office buildings and requires an efficient decision-making process 

because a large number of retrofit measures need to be involved. In addition, there is a 

strong motivation for transition of existing Norwegian office buildings to smart ones with 

automatic control of shading devices, window opening, building’s HVAC system etc. 

Therefore, a more systematic and inclusive framework is essential to find sustainable 

retrofit solutions, which were not well studied in the literature.  

1.4. Building energy retrofitting methods and tools 

From a technical point of view, the aim of building retrofitting is upgrading existing 

building performance to decrease the building energy use, reduce the GHG emissions, 

and provide a comfortable indoor environment for occupants.  

  Different building retrofitting methods have already been developed to 

investigate the efficiency of building retrofit. The suitability of these methods depends 

on which building area is involved in retrofitting project. Data-driven method is one of 

the approaches that can cover a set of retrofitting interventions. This method generally 

takes advantage of statistical analysis to find the relationships between the building input 

and output variables without detailed knowledge of building physical behavior [23, 24]. 

Depending on the level of physical importance of the parameters used, these models are 

usually referred to as grey-box or black-box models such as the following [25]: 

- Statistical learning: It is based on constructing a statistical model by implying 

relationships among different variables in the analyzed dataset and then is applied 

to make predictions on other similar datasets [26, 27].  

- Machine learning technique: It finds algorithms that use statistical methods to 

learn from data without any particularly programmed guidance. The algorithms 

determine patterns in the dataset iteratively and consequently these patterns can 

be utilized to make predictions [28, 29]. 
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 The other class of methods that are based on the differential equations of the 

energy transfer flows in the building rooms or spaces are called deterministic methods, 

commonly referred to as white-box models. Deterministic methods are mostly based on 

the application of building energy simulation (BES) to investigate the energy 

performance of buildings in various retrofitting scenarios [25]. This method can be used 

in two different ways: (1) combining it with collected data from energy bills and 

questionnaires to compare the simulations with real use for prediction of energy savings 

related to specific retrofitting measures [30], (2) using the BES tools to evaluate various 

retrofit scenarios for finding cost-effective solutions to achieve low energy and ZEB 

levels [31, 32].    

   The third method is a hybrid model that makes use of both above-mentioned 

techniques i.e., adopting data-driven techniques to optimize the results obtained by 

deterministic methods. The data-driven algorithms can be used either to expand the 

obtained results to a larger group buildings [33] or to perform a multi-criteria optimization 

in order to find an optimal set of building retrofitting interventions [34, 35], which was 

the method used in this thesis.  

1.4.1. Simulation-based optimization of building energy performance 
and indoor climate 
 Optimization approaches adopt machine learning techniques and algorithms such as 

genetic algorithm, particle swarm optimization, and sequential search to find the optimal 

set of building retrofit measures through an iterative process [35, 36]. 

One of the most prevalent methods in exploring optimal solutions for retrofitting 

projects is based on integrating the building performance simulation tools such as 

EnergyPlus, DOE-2, IDA-ICE, and TRNSYS, etc., with optimization engines including 

custom programming and general optimization tools such as MOBO, GenOpt, jEPlus, 

BeOpt, and MultiOpt, etc. [37]. Approaches, automating the search process in finding 

optimal solutions with less effort, have largely been studied. Table 1 summarizes these 

studies and their features including modelling approach, type of tools, objective functions 

and design parameters used in the building optimization procedure. From Table 1 it can 
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be found that the following features are included in most of the retrofitting projects for 

single/multi-objective optimization of the building performance: 

● Input parameters: Insulation thickness of the building envelope elements, surface 

area and type of glazing, overhang tilt angle, overhang depth, and type of shading are 

mainly considered as the optimization input parameters for the building envelope. In 

addition, size of photovoltaic (PV) panel, solar thermal collector area, type of energy 

source, and heating and cooling temperature set points are selected as the major 

optimization input parameters for the building HVAC system.  

● Objective functions and constraints: Building energy use, life cycle cost (LCC), life 

cycle GHG, and thermal comfort of occupants are the most selected targets as the 

optimization objective functions. The number of discomfort hours and daylight are also 

chosen as the thermal and visual constraint functions in the optimization process. In some 

researches [38, 39], no constraint function was used, but a post processing analysis of 

thermal comfort was instead performed to visualize the comfortable conditions for the 

optimized cases.  

● Optimization and building energy performance simulation tools: GenOpt, MOBO, 

and jEPlus+EA tools as well as Genetic algorithm (GA) and NSGA-II algorithm 

developed in MATLAB are often chosen as the optimization tool. TRNSYS and 

EnergyPlus are used as the energy simulation tool for single/multi-objective optimization 

process. Furthermore, several researchers integrated optimization tools such as MOBO 

with IDA-ICE energy simulation software [39-42].  
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Table 1. Summary of literature about the optimization of building energy performance tools  

Ref. Model Optimization and energy 
simulation tool 

Objective function(s) and 
constraints 

Input parameters 

[43] Multi-
objective 
optimization 

● Artificial Neural Network (ANN) 
with multi-objective Genetic 
Algorithm (NSGA-II)  

● TRNSYS 

● Max thermal comfort  
● Min building energy use  
● Number of discomfort hours 

(constraint) 

● Set points for cooling, 
heating, and relative 
humidity  

● Supply airflow rate 
● Window surface area 
● Wall insulation thickness 

[44] Multi-
objective 
optimization 

● GenOpt and a Tchebycheff 
optimization method developed in 
MATLAB 

● TRNSYS 
 

● Min retrofit cost 
● Min energy saving 
● Min number of discomfort 
hours 

● Roof insulation materials 
● Window type 
● Wall insulation thickness 
and material type 
● Solar collector type 

[45] Single-
objective 
optimization 

● GenOpt 
● TRNSYS 

● Min primary energy use 
● Indoor operative temperature 

(constraint)  
● Daylight factor (constraint) 

● Wall construction 
topology  
● Roof construction 
topology 
● Glass type and size 
● Insulation thickness of 

external wall 
● Absorption coefficient of 

wall’s outer face 
● Shading depth 

[46] Single and 
multi-
objective 
optimization 

● NSGA-II algorithm developed in 
MATLAB 

● TRNSYS 

● Min energy use 
● Min cost 
● Min life cycle GHG 
● Min thermal discomfort 

● External and internal 
partition wall type 

● Roof type 
● Floor type 
● Window type 

[47] Single-
objective and 
multi-
objective 
optimization  

● GA  
● NSGA-II algorithm developed in 

MATLAB 
● TRNSYS  

● Min total cost 
● Min carbon dioxide emission 
● Min grid inter-action index of 

reference building  
● Low energy building (LEB) 

(constraint) 
● Zero energy building (ZEB) 

(constraint) 

● PV size 
● Wind turbine size  
● Bio-diesel generator  
 

[38] Multi-
objective 
optimization 

● NSGA-II in Multi-Objective 
Building Optimization tool 
(MOBO) 

● TRNSYS 

● Min energy use for cooling  
● Min energy use for heating 

well  
● Min life cycle cost   

● External walls thermal 
transmittance 

● Roof thermal 
transmittance 

● Ground thermal 
transmittance 

● Window to wall ratio at 
each façade 

● Glazing type at each 
façade 

 
 

[48] Single-
objective 
optimization 

● GenOpt 
● EnergyPlus  
 

● Min LCC ● External wall thermal 
insulation 

● Roof thermal insulation 
● Glass type 
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[49] Multi-
objective 
optimization 

● jEPlus + EA tool 
● EnergyPlus  
 

● Min embodied CO2/operational 
CO2 

● Min LCC/ LCCF (Life cycle 
carbon footprint) 

● Min annual energy 
consumption/annual energy 
spending 

● Exterior insulation 
thickness 

● Panel insulation thickness 
● Bricks thickness 
● Thermal bridges 

insulation 
● Window to wall 

[50] Multi-
objective 
optimization 

● jEPlus tool 
● MATLAB 
● EnergyPlus  
 

● Min annual cooling electricity 
● Min annual heating electricity 
● Min annual lighting electricity 

● Building orientation 
● Window size 
● Glazing properties 
● Wall thermal properties 
● Overhang depth and tilt 

angle 

[51] Single-
objective and 
multi-
objective 
optimization 

● Multi-objective artificial bee 
colony (MOABC) developed in 
MATLAB 

● jEPlus tool 
● EnergyPlus  

● Min total annual building 
electricity consumption  

● Min Predicted Percentage of 
Dissatisfied (PPD) 

● Heating set point 
temperature 

● Cooling set point 
temperature 

● Wall thermal properties 
● Glazing properties 
● Building rotation 

[52] Single-
objective 
optimization 

● Ant Colony Optimization (ACOR) 
developed in MATLAB 

● GenOpt 
● EnergyPlus 
 

● Min annual building energy use ● Roof thermal properties 
● Wall insulation thickness 
● Window size 
● Overhang depth 
● Heating set point 
● Cooling set point 
● Building orientation 

[53] Single-
objective 
optimization 

● GenOpt 
● EnergyPlus 

● Min total cost 
● PPD (constraint) 

● Building envelope 
insulation thickness 

● Supply-water temperature 
set points 

● Heat exchange area of the 
radiators 

[54] Multi-
objective 
optimization 

● NSGA-II algorithm developed in 
MATLAB 

● EnergyPlus 
 

● Min LCC  
● Max thermal comfort 

● Glazing type 
● Windows Area 
● Roof insulation thickness 
● Ground floor insulation 

thickness 
● Building orientation 
● Temperatures difference 

in infiltration controller 
● Air change value rate in 

infiltration controller 

[55] Multi-
objective 
optimization 

● Integrated multi-objective 
optimization (iMOO) tool 

● NSGA-II algorithm developed in 
MATLAB 

● EnergyPlus 

● Min Predicted Mean Vote 
(PMV) 

● Min initial investment Cost 
● Min thermal Energy 

Consumption 
● Min Net Present Value (NPV) 
● Global warming potential 

● Heating and cooling set 
point  

● Window type 
● Ventilation/window 
opening type 
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[56] Multi-
objective 
optimization 

● MATLAB  
● multi-objective mixed-integer non-

linear problem (MINLP) 

● Min total annual primary 
energy consumption 

● Min total investment cost 

● Window type 
● Door type 
● Wall insulation type and 

thickness  
● Floor structure  
● Ceiling structure  
● Electricity equipment 

power  

[57] Multi-
objective 
optimization 

● Multi-objective optimization 
(MOO) tool 

● Grasshopper 
● EnergyPlus 
 

● Min total annual net energy 
electricity use 

● Max energy converted into 
electricity by the PV cells 

● Max daylighting level in the 
zone measured as the 
continuous daylight autonomy  

● Angle of louvre blades 
● Z coordinate of the center 

point of each individual 
blade 

[58] Multi-
objective and 
simultaneous 
optimization 
 

● Epsilon-constrained mixed integer 
linear program (MILP) using the 
CPLEX 

● EnergyPlus 

● Min Annualized costs  
● Min life cycle GHG emissions  

● Operating strategies for 
energy conversion and 
storage technologies 
including heat pumps, 
solar panels, biomass, oil 
boilers and thermal 
storage 

[59] Modified 
multi-
objective 
optimization  

● Genetic algorithm PR_GA_RF 
developed in MATLAB 

● IDA-ICE 

● Min carbon dioxide equivalent 
(CO2-eq) emissions  

● Min investment cost 
● Summer overheating degree-

hour (constraint)  

● Insulation thickness of 
wall, roof, and floor 

● Window type 
● Heat recovery type in air 

handling unit 
● Shading type 
● Heating/cooling system 

types 

[40] Multi-
objective 
optimization 

● Pareto Archive NSGA-II algorithm 
in MOBO 

● IDA-ICE 

● Min additional investment cost 
● Min annual space heating 

energy 
● Additional investment cost 

(constraint) 

● Insulation thickness of 
wall, roof, and floor 

● Heat recovery efficiency 
● Window type 

[41] Multi-
objective 
optimization 

● NSGA-II algorithm and parallel 
computation in MOBO  

● IDA-ICE 

● Min LCC 
● Min annual CO2 emission 
 

● Window U-value 
● Wall and door U-value 
● Floor U-value  
● Solar thermal area and 

PV capacity 
● Type of building energy 

source 

[42] Multi-
objective 
optimization 

● Pareto Archive NSGA-II algorithm 
and in MOBO  

● IDA-ICE 

● Min LCC 
● Min annual district heating 

energy use 

● Solar collector area 
● Storage Tank volume 
● Tilt angle of solar 

collector 

[39] Multi-
objective 
optimization 

● Pareto Archive NSGA-II algorithm 
and in MOBO  

● IDA-ICE 

● Min CO2 emission of delivered 
energy to the building  

● Min NPV of the 15-year LCC 
● Min total occupant hours 

dissatisfaction (PDH) 
● Maximum ventilation airflow 

rate (constraint) 

● PV-panels area 
● Insulation thickness of 

wall and roof 
● Window type 
● Type of lighting system 
● Type of cooling and 

ventilation systems 
● Dimensioning output 

power of ground source 
heat pump  
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Furthermore, as it can be seen in Table 1, window is the design variable that plays 

substantial role in optimizing the building energy use and visual and thermal comfort 

conditions. The type of glazing, window size, window to wall ratio, and the type of 

shading devices are the common design variables considered in the optimization of 

windows. However, some recent studies showed a high potential of optimizing the 

functional and physical properties of shading devices on the energy use, and visual and 

thermal comfort objectives simultaneously or separately. Naderi et al. [86] investigated 

the optimization of different design variables including shading control strategies, optical 

and thermal properties of blinds, and their distance to glazing. The objectives were 

minimizing the aforementioned objective functions in a simple room in Iran. Shading 

control strategies were mainly based on temperature and solar irradiance set points. Their 

results showed that the building energy use, thermal discomfort, and visual discomfort 

could reduce up to 48%, 56%, and 70%, respectively [86]. The authors in [87] 

investigated an optimization scheme on the impact of different depth of shading slats, 

distance between them, their angel rotation, window to wall ratio, and the type of glazing 

on the three aforementioned objectives. The optimization process was performed for a 

classroom in hot and dry climate. The results highlighted the role of optimizing the 

shading systems in achieving a tailored building envelop for good performance of 

buildings. Katsifaraki et al. [88] proposed three shading control strategies including slats’ 

cut-off angle control with solar irradiance, radiation control, and optimization-based 

control in an office space in Germany. The shading control strategies were based on direct 

solar radiation on the façade, seasonal usage, and occupancy with the objective of 

maximizing visual comfort. The results demonstrated that the optimization-based control 

resulted in the maximum visual comfort and the minimum building energy use, by 

reducing cooling and lighting energy, among three control methods. Yun et al. [89] 

investigated the effect of different control strategies on the energy use and thermal 

comfort in an office cell in Korea. 10 control strategies for lighting and shading were 

considered. The shading control parameters were slats’ angle, illuminance level, and user 

preference. They concluded that depending on the objective, the control strategy can 

differ by priority or by season. The research work in [90] focused on the shading control 
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parameters including indoor temperature set-points, illuminance level, occupancy, and 

solar irradiance. The results showed that shading control methods based on combined 

effect of temperature set points and illuminance level are the most effective to avoid glare 

and overheating in office building in the cold climate of Estonia.  

 Apart from the shading device control methods, window opening control 

strategies play also an important role on the thermal comfort conditions. Stazi et al. [91] 

developed automatic system for windows opening in an Italian school building. The 

control methods were based on adaptive thermal comfort theory including Humphrey’s 

algorithm [92] and modified/integrated of this algorithm. The Humphery’s algorithm 

parameters were driven by temperature inputs such as the outdoor air temperature, the 

running mean outdoor temperature, the indoor air and operative temperature, and the 

comfort temperature. The modified method took the CO2 level into consideration as well. 

The results showed that the second control method can ensure both users satisfaction and 

low CO2 level. Alonso et al. [93] investigated the application of window opening control 

methods in a kindergarten in Norway. The control parameters were the indoor air 

temperature, occupancy, and the CO2 level. Their objective was to reduce the building 

energy use for space heating (SH). Their results emphasized that the control algorithm 

for window opening in winter should be carefully tuned to avoid high SH demands. 

Psomas et al. [94] investigated discomfort risk during summer period by analyzing the 

ventilative cooling through window opening for a renovated single-family house in 

Denmark. The window was controlled by the operative temperature and the indoor 

natural ventilation cooling set point (dynamic and static), and step opening (3 or 5). 

Analysis of the results highlighted that the performance of the developed strategy was 

not affected by the number of opening steps for indoor ventilation cooling set points 22–

24°C in these climatic conditions. The results also showed that the static trigger set points 

performed better than the dynamic ones. 

 The analysis of literature review on the shading device and window opening 

control method shows that the type of parameters adopted in various control methods can 

differ depending on the climate conditions. However, none of these studies investigated 

the combined effect of adopting both window opening and shading device control 
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strategies. It can be challenging to find an optimal control method where both control 

functions are in action. In addition, considering the optimization design variables shown 

in Table 1, there is no optimization study investigating the combined effect of considering 

window opening control methods, shading device strategies, and other common 

parameters of building envelope with HVAC system control set points. This becomes 

specifically important when studying the retrofitting of buildings towards nZEB level as 

the aim of such ambition level is to achieve the highest possible building energy 

performance with improved indoor thermal and visual comfort conditions. 

1.4.2. Building indoor environmental climate modelling 

 Naturally, retrofitting of a building and its services strongly affect the physical 

indoor climate. It should also be underlined that the desires of users regarding the quality 

of the indoor climate establish provisions for the work of those involved in the building 

retrofitting process. The accomplishment of the retrofitting process depends on a 

comprehensive knowledge of four physical indoor environment parameters: thermal 

climate, indoor air quality, sound, and light [60]. 

1.4.2.1. Thermal indoor climate and indoor air quality  

 Regarding the thermal climate and indoor air quality, several models have already 

been developed to study the indoor climate at different stages of retrofitting process, as 

shown in Fig. 5.   

 

Fig. 5. Classification of indoor climate modelling methods 

 Simplified models such as flow elements are straightforward to use, especially at 

an early stage of design process. They are often steady-state and form the basis for the 
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zonal models. The flow elements models can also be grouped based on different air room 

movements including isothermal flow, non-isothermal flow, buoyant flow, and stratified 

flow, which can be addressed independently of flow and dimensions [61]. 

 The key principle of zonal models is to divide the indoor space air into several 

control volumes with proposed uniform concentration and (usually uniform) temperature, 

and to solve the mass balance, the concentration balance, and the energy balance for each 

zone. The aim of such models is to determine the values of temperature, concentration, 

and the flow fields in the whole considered space. The uniform volumes in the zonal 

models can be generated by the two main processes. In the first process, where the room 

air is assumed to be fully mixed with the contaminants (mixing ventilation), the physical 

barriers and volumes with different flow elements play important roles in creating 

uniform spaces. However, the vertical temperature difference and buoyancy effect are the 

key factors in the generation of homogeneous volumes when the low velocity supplied 

air is dragged upwards by the plume above a heat source. This method, which divides the 

zone into a lower sub-zone with cold and outdoor air and an upper sub-zone with heated 

and contaminated air, is called displacement ventilation [60]. SimSPARK [62] and 

POMA [63] are the two software examples that are used to visualize indoor airflows 

through zonal modelling.   

 Building energy performance model, which is called also multizone technique or 

nodal method, is probably the simplest method for indoor climate modelling. It is 

dynamic and simulate the energy flow over a period. Its principle is based on the 

following assumptions: each building zone is a uniform volume characterized by uniform 

state variables. Therefore, one zone is approximated to a node that is described by a 

specific temperature, pressure, concentration, etc. The thermal transfer equations are 

solved for each node of the system. In this term, the nodal method can be considered as 

a one-dimensional approach. EnergyPlus and IDA-ICE are among the popular software 

applying the nodal approach for building simulations [64].  

 The most complete approach in the thermal building simulation which can predict 

air movement, temperature, contaminant distribution, as well as many other parameters 

of the room air distribution is Computational Fluid Dynamics (CFD). Unlike the multi-
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zone modelling approach, CFD method has shown great potential in predicting the indoor 

air flow behavior [96]. In this method, the building zone is divided to a large number of 

control volumes and the Navier-Stokes equations are solved in these control volumes to 

precisely predict the air flow characteristics in the space [97]. Therefore, coupling BES 

software with CFD method can improve the quality of results and provide detailed 

information about the thermal load, building energy use, spatial air temperature and 

thermal comfort distributions. There are two methods of coupling BES and CFD, namely 

one-step and two-step coupling, which the first method only provides CFD with the 

boundary conditions obtained by BES while the latter also returns the simulated boundary 

conditions from CFD to BES. In this regard, several researchers investigated the coupling 

of BES and CFD.  

 Novoselac [98] developed a new tool for accurate analysis of building energy use 

and thermal comfort. Different coupling methods for exchanging data between BES and 

CFD were evaluated through two-step method. It was found that delivering heat flux to 

CFD as boundary conditions and giving surface temperature back to BES can provide 

more accurate calculation of surface heat flux than log-law wall functions in CFD. Tian 

et al. [99] made a comprehensive review on the methods and applications of integrating 

CFD to BES. They compared different one-step and two-step methods in terms of 

limitations, accuracy, stability, convergence, and speed for the co-simulation. The results 

showed that static coupling scheme can be used to transfer data fast between BES and 

CFD, because it performs data exchange only once. However, dynamic coupling schemes 

that allow multiple times of data exchange is preferred for transient simulation. 

Rodríguez-Vázquez et al. [100] reviewed the research studies in which the BES–CFD 

coupling was used to investigate building systems, building components, and building 

urban configurations. Their findings show that the integration of BES and CFD method 

provides an improvement that ranges between 10% and 50% for predicting the building 

energy requirements. Furthermore, the analysis showed that the computation time for 

implementing the CFD method could be reduced by importing the information from the 

BES. Shan et al. [101] coupled EnergyPlus for BES with FLUENT software for CFD 

simulation of the air temperature and PMV prediction. Furthermore, the air flow rates 
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across the virtual partition walls between two adjacent subzones obtained from CFD were 

given to EnergyPlus for using as inter-zone air flow. The aim was to find the optimal 

temperature set points for the subzones to achieve a uniform occupant thermal comfort 

and avoid overcooling in a large open office. Pandey et al. [102] also coupled the 

EnergyPlus and Ansys Fluent tools for BES-CFD simulations of phase change material 

(PCM) built environment and compared the results with those obtained from EnergyPlus. 

Their findings highlighted that the coupled simulation has better prediction accuracy than 

the BES tool for active use of PCM and passive use of PCM under forced convection. 

However, BES tool was recommended for modeling the passive use of PCM during 

natural convection.   

 As it can be noted, the literature studies suggest that coupling the BES and the 

CFD tools can provide more accurate information about the indoor air climate conditions 

than using the CFD tools entirely. Therefore, it is important to adopt the coupling method 

to better evaluate the quality of building retrofit measures in terms of indoor air thermal 

comfort conditions. 

1.4.2.2. Visual comfort and daylight modelling  

 Light is a significant indoor environmental factor because it substantially affects 

the human perception of an environment. It can be divided to daylight and illumination 

by artificial light fittings, both needed for a desirable visual comfort. To analyze indoor 

daylight comfort, there are a large group of indexes detailing daylight conditions and 

availability, as shown in Fig. 6. Daylight availability shows the available daylight 

transmitted through facades into the room [65]. These indexes could be divided to static 

ones, such as the daylight factor (DF) and time dependent illuminances, and 

dynamic/climate-based indexes, such as daylight autonomy (DA), useful daylight 

illuminance (UDI), and annual sunlight exposure (ASE) [66-68]. In this regard, DF is 

defined as the percentage ratio of the inside illuminance at a fixed point to the outside 

horizontal illuminance under an overcast or uniform sky. This static metric depends only 

on the geometry, the architectural quality of buildings, and visible properties of glazing, 

because the location and orientation are insignificant with respect to an ideal cloudy sky. 
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Hence, the DF is a representative of the illuminance at a given point for the worst case 

condition under overcast sky conditions [69].  

 

Fig. 6. Classification of visual comfort and daylight modelling methods 

 
 DA and UDI are defined as the percentage of the year when a minimum 

illuminance threshold and a specific illuminance limit are met by daylight alone, 

respectively. Therefore, these parameters, unlike DF, depend on the weather conditions, 

space location, occupancy hours, and shading control by occupants [66]. It is worth 

mentioning that in addition to daylight accessibility, visual comfort is also affected by 

glare problems. The indexes that evaluate risk of glare include the daylight glare index 

(DGI), daylight glare probability (DGP), and visual comfort availability (VCA). These 

indices calculate the vertical illuminance at the eye level and the luminance of different 

sources in the visual field that influences the space brightness [65, 70].  

1.4.3. Life cycle assessment of greenhouse gas emissions in building 
retrofitting process 

Reaching the greatest level of zero emission building in the retrofitting process, 

through reducing CO2 emissions, requires a life cycle approach. A life cycle assessment 

(LCA) determines the potential environmental impact of a product or a service and is 

described in the ISO 14040:2006 [71] and ISO 14044:2006 [72] standards. A full LCA 

method can generally be divided to four phases: 

 Determining the purpose and scope: It defines the objectives and scope of the 

analysis and includes system boundaries and level of detail. The scope of the 

analysis can vary greatly depending on the purpose and context in which the 

analysis is to be used. 
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 The Life Cycle Inventory (LCI): It involves collecting necessary environmental 

data about the system according to goals and scope and structuring the data in 

such a way that one can calculate the total environmental impact from the entire 

life cycle. The method used for the LCI is one of the main limitations in reliability 

of LCA studies. 

 The Life Cycle Impact Assessment (LCIA): In this stage, the list of environmental 

emissions during the life cycle, collected from the inventory analysis, are 

translated to aggregated environmental impact categories so that the 

environmental significance of the results can be better understood. 

 The interpretation phase: It includes interpretation and analysis of the results by 

finding the most important contributors in the system to be able to form a basis 

for conclusions, recommendations, and decisions according to purpose and scope. 

Additionally, to evaluate different products against each other, the environmental 

performance deceleration (EPD) of the products should be studied. An EPD is an 

independently established document that transmits transparent and comparable 

information about the life cycle environmental impact of products and is based on ISO 

14020 [73]. In Norway, there are more than 350 EPDs from over 100 companies 

published and freely available. 

In the buildings’ context, the LCA studies usually focus on the connection 

between the CO2 or GHG emissions associated with extraction, construction, transport, 

installation, maintenance, and disposal of building construction materials (embodied 

emission/carbon) and those related to the energy used to operate the building while 

satisfying comfort conditions (operational emission/carbon). It should be underlined that 

although embodied energy and embodied carbon are two terms that are directly 

connected, the effect of any material on resource depletion and GHG may be different. It 

depends on the primary fuel used and the process of electricity production. In other words, 

the use of renewable energy can be considered to have zero emissions provided it is 

assumed that there is no embodied energy associated with collectors and generators [74, 

75].  
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Technically, three different LCA methodologies for building retrofitting are used, 

as shown in Fig. 7. Three different ambition levels of LCA for building retrofittingThe 

Full LCA method includes all the LCA stages as the following: Product stage (A1-3), 

Construction process stage (A4-5), Use stage (B1-7), and End of life stage (C1-4) as 

defined in EN 15978 standard [76]. The simplified method addresses only the assessment 

of the product (A1-3), replacement (B4) and operation energy use phase (B6). The 

operational stage assessment includes only the assessment impacts during the operational 

stage of the building [77].  

   

Fig. 7. Three different ambition levels of LCA for building retrofitting 

 Fig. 8 shows the stages related to LCA of buildings according to the EN 15987 

[76]. As it can been, building retrofitting in LCA is described as its own module (B5), 

which includes several system boundaries as follows:   

- New components’ production of the building 

- New components’ transport 

- Construction as part of the retrofitting process  

- Waste management of the retrofitting process 

- End of life of the replaced building components 
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 Nevertheless, several interpretations have already been made considering 

different system boundaries in literature. It has been revealed that the main difference 

among the studies is due to the interpretation of the system boundaries, which makes it 

difficult to compare the results from different studies [74]. 

Various LCA tools are accessible to predict the life cycle impact of building 

retrofit interventions. To obtain reliable results, the selection of LCA software and tools 

becomes a crucial step in the LCA process. The accessibility of the impact category in a 

LCA tool depends on the impact evaluation method, which is available in the tool. Some 

software such as SimaPro [78] and GaBi [79] deliver a wide range of methods from 

energy evaluation and water traces to different impact category assessments. The methods 

can be prioritized according to the LCA scope. Some building-specific LCA tools such 

as Tally [80] and OneClick LCA [81] may provide the possibility to import data from 

building design and energy performance tools. Theses software has a plug-in to Revit, a 

3D building information modelling tool. Furthermore, OneClick LCA, which is a web-

based software, has a user-friendly platform that makes the LCA process straightforward 

for designers, especially when comparing different retrofitting measures [82].   
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Fig. 8. Display of tailored information for different stages of the building assessment 
based on EN 15987 [76]
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 Many studies have investigated the environmental impacts associated with 

different stages of building retrofitting through LCA.  

 Asdrubali et al. [103] evaluated the energy use and carbon payback time of 

different retrofit scenarios for a school building through the LCA method for lifetime of 

50 years in Northern Italy. Their findings show that a cost optimal case, in which the 

building energy use was around 70 kWh/m2.year, had a carbon payback time around 3.2 

years. Moschetti et al. [104] investigated alternative design solutions for a zero energy 

office building, located in Norway, in order to achieve a zero emission one. The building 

model was run using SimaPro tool, and the results revealed that it is difficult to totally 

balance the life cycle GHG emissions from materials by renewable energy, even with 

widespread use of PV panels. Piccardo et al. [105] conducted the LCA of a retrofitted 

Swedish building to passive house level. They considered various scenarios including use 

of different building materials and different electricity production scenarios. They pointed 

out that a careful choice of building materials can result in maximum 68% reduction of 

the net CO2-eq in the retrofitted building than in the reference case, notably when 

selecting the wood material for building frames. Chen et al. [106] presented a multi-

criteria evaluation approach for retrofitting of a residential building located in Norway. 

The aim was to reduce the primary energy, global costs, payback period and the CO2 

emission. Regarding the environmental impact, an CO2-eq factor, corresponding to the 

emissions from different GHGs generated only during building operation, was considered 

on a time frame of 100 years. The results showed the CO2-eq can drop up to 10.4 kg CO2-

eq/m2. Pal et al. [107] proposed a LCA optimization approach to find the carbon-cost 

optimal solutions in terms of both operational and embodied CO2 emissions for a house 

in Finland. The results showed that when the carbon optimal solution was the matter of 

concern, the contribution of carbon embodied emissions in the LCA process was 39%, 

while in the cost optimal solution, its share was reduced to 28%. Kristjansdottir et al. 

[108] studied the feasibility of achieving a zero emission building level, in terms of the 

life cycle energy and the material emission balance, through redesigning a single family 

pilot building located in Norway. The findings revealed that the embodied emissions can 

be compensated up to 60% using the new model. However, they pointed out that an 
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optimization of building design is necessary to reach the balance of the life cycle energy 

and material emissions. Wrålsen et al. [109] studied the LCA of retrofitting a residential 

building block from 1960s to nearly Norwegian passive house standard level over a 30 

years period. The results of upgrading showed that all environmental impact categories 

reduced around 56-96% compared to the reference case, and the carbon payback period 

was 1.09 year. Llantoy et al. [110] developed a comparative LCA by focusing on different 

building insulation materials including polyurethane, extruded polystyrene, and mineral 

wool in several experimental cubicles located in Spain. The results showed that although 

all insulation materials demonstrated a net positive benefit over the lifetime 55 years, the 

highest environmental impact was corresponding to the polystyrene insulation material 

and the lowest one was for the mineral wool. Luo and Cheng [111] established a LCA of 

residential building materials in different regions in China. The results showed that the 

amount of CO2 emissions in extreme cold area and hot summer/warm winter area was 

the largest and the smallest, respectively. 

 As the previous conducted LCA studies show, the environmental impacts 

associated with the building retrofitting are more pronounced in cold climate than in 

warm climate. In this regard, analysis of the LCA studies on Norwegian building stock 

show the potential of retrofitting in reducing the total environmental impacts of building 

life cycle with a short payback period. However, these studies did not investigate the 

environmental impacts associated with the optimal retrofit measures obtained based on 

different space heating and ventilation systems in Norwegian office buildings. Therefore, 

such analysis would provide worthwhile insights into the choice of a sustainable set of 

retrofit measures in the Norwegian office buildings towards nZEB.  
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1.5. All-air heating/cooling system application in building 
retrofitting practice 

 All-air (AA) systems have been conventionally used in North America and in 

several other parts of the world influenced by the USA, e.g., parts of Asia and the United 

Kingdom. AA generally means the supply of warm/cold air at acceptably hygienic airflow 

rates, usually via a ventilation system. Space cooling, heating, and dehumidification of 

the supply air delivered to the building rooms is the main function of this system.  

 Heating application of the AA systems is a challenging issue where SH needs are 

not negligible, due to almost constantly running of the fan to provide space heating in the 

zones. This implies that conventional AA systems are less suitable for Northern European 

climate, which is one the reasons why air-water system (space cooling (SC) by the 

ventilation system and space heating by hydronic radiator) is the major means for space 

heating and cooling in Northern Europe [60].     

 There are several types of AA systems which are mainly divided to single-duct, 

dual-duct, and multi-zone systems, as shown in Fig. 9 [60].  

 

Fig. 9. Different types of the all-air systems 

 In the first type of AA system, the single duct, a low supply air temperature is 

provided by the air handling unit (AHU). If there is heating need for zones, the air 

temperature can be increased either centrally or in each zone, typically using a reheat coil 

before the supply air terminal. In dual-duct systems, one duct has a high temperature and 

the other one has a low temperature. In the zones, the supply air from the two ducts is 

mixed to the required supply air temperature in a dual duct box. In the multi-zone system, 
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each zone is supplied with a separate duct from AHU. The three deck system is a special 

type of multi-zone system and it is designed to handle the climates in Texas. Furthermore, 

in the constant air volume (CAV) system, the airflow rate is kept constant while the supply 

air temperature is varied if space heating/cooling is needed in zones. On the contrary, in 

the variable air volume (VAV) system, the supply air temperature is kept constant, 

whereas the airflow rate is changed depending on the heat load in zones. It should be 

noted that if the airflow rate in the VAV system is controlled by other factors than 

temperature, such as CO2, pressure, and humidity, it is called demand control ventilation 

(DCV) [60].  

 From an economic and environmental point of view, AA could be an interesting 

solution for HVAC purposes because it can avoid the need for local space heating 

installations, such as radiators, and the costs and environmental impacts associated with 

the material use for their distribution system. However, the heating performance of the 

AA system, especially mixing ventilation method, might be questioned depending on the 

supply air temperature, outdoor conditions, and airflow rate. Early studies carried out on 

a simple form of room heating using overheated supply air temperature at ceiling level in 

1970s showed a significant vertical temperature gradient (temperature stratification) and 

poor indoor air quality (IAQ) in the occupied zone. The reason was the poor quality of 

the building envelope and high space heating needs [83]. Several studies also reported 

the short-circuiting of the ventilation air between the supply air diffuser and the return 

terminals, especially when the exhaust terminal is located at ceiling levels [84, 85]. This 

implies that adopting only an efficient AA system unit may not be sufficient for achieving 

an energy efficient retrofitting. In other words, the efficiency of the AA system in 

retrofitting practice should be considered along with the combined effect of other factors 

such as decrease in space heating needs.  
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1.6. Evolution of PhD  

Building retrofitting to the low-energy or the PH level can be considered as the ambitious 

level on a transitional way towards nearly zero energy building (nZEB). So far, numerous 

studies have investigated the building retrofitting towards the aforementioned ambition 

levels through the optimization of building energy performance. As it was described in 

Section 1.4.1, the common retrofit measures include improvement of building envelope, 

windows area, type of glazing, solar shading types, and set point controls of HVAC 

system in previous conducted studies. While such studies coupled various BES and 

optimization tools to evaluate the efficiency of retrofit measures, there are few-to-no 

studies used optimization process for the assessment of retrofit measures in Norwegian 

office buildings in detail. In addition, in literature studies, the coupling between BES and 

optimization tools was mostly based on developing and implementing optimization 

algorithms using programing languages [47, 51, 52, 54].    

 In the first stage of this PhD work, the above-mentioned retrofit measures were 

evaluated through a different optimization approach for a typical Norwegian office 

building. The design of the renovation was targeting the achievement of nZEB level. This 

study was the basis for several subsequent research questions that have been late 

answered during this PhD work.   

 In the following sections, how the research questions and objectives of this study 

were determined, what challenges were faced during this period, and how these 

challenges have been addressed are briefly described. 

 As mentioned, the first step of the study started by evaluating retrofitting of a 

Norwegian office building through optimization method. The main goal was to achieve 

nZEB with better indoor thermal comfort compared to the reference building designed 

according to the Norwegian building regulation TEK 10. The goal was achieved through 

two different strategies; in the first strategy, the possibility of minimizing the LCC of the 

energy retrofitting measures was assessed, while the energy use for SH and SC was 
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constrained to the Norwegian PH standard level. In the second strategy, minimizing the 

annual delivered energy to the building was evaluated while the LCC of the energy 

retrofitting measures was limited. In both strategies, two types of HVAC systems 

including radiator space heating (RSH) and AA were considered. For this task, the 

GenOpt optimization tool was coupled with IDA-ICE building performance simulation 

software. Instead of using programming language, the most prevalent method in previous 

studies, the integration was developed through a Graphical Script (GS) interface that 

implements an algorithm through an illustrative framework. The study was published in 

a journal paper as follows: 

 Paper I: Rabani, H. Bayera Madessa, O. Mohseni, N. Nord, Minimizing 
delivered energy and life cycle cost using Graphical script: An office 
building retrofitting case, Applied Energy, 268 (2020). 

 The results of this optimization study showed that: 

- Ground floor and the roof retrofitting are the costliest measures and should not be 

prioritized to window and external wall renovation in office building retrofitting 

in Norway.  
- Existing Norwegian office buildings can achieve up to 55% better energy 

performance than the low energy buildings through retrofitting. 

This PhD study raised the following research questions which became the basis for the 

next stages of the PhD work: 

 In the study, the optimized solutions could reduce the building energy use 

considerably with higher thermal comfort than the reference TEK 10 

building, similar to low energy building level. The question arose here 

was: To what extent the energy use could be reduced if the reference 

building is relatively old, and other criteria such as visual comfort is also 

considered in the optimization study?   
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 How much the energy savings with improved thermal and visual comfort 

conditions would be if the retrofitting includes a larger set of design 

variables in the energy optimization of Norwegian office buildings? 

 To answer these questions, firstly, an analysis on the construction year of 

Norwegian office buildings revealed that the majority of existing office buildings were 

built in the 1980s corresponding to Norwegian building regulation TEK 87. Therefore, 

the characteristics of the reference building was considered based on TEK 87. 

Furthermore, to have a more realistic pattern of internal heat load due to occupants and 

lighting, a measurement-based data of several cell offices in an office building in Norway 

was used [112]. To proceed with this study, the next step was to determine a large group 

of potential retrofit measures. Based on the results obtained in the first paper, the roof and 

floor retrofitting were omitted from the set of optimization design variables. In this 

process, it was important to carry out a review of the previous conducted studies to 

identify the new design variables influencing energy performance and thermal and visual 

comfort conditions simultaneously. Analyzing the previous studies highlighted the lack 

of including the combined effect of window opening and shading device control 

strategies with other common design variables. These parameters were accordingly 

introduced to this stage of optimization study. The results were critically analyzed in the 

paper:  

 Paper II: M. Rabani, H. Bayera Madessa, N. Nord, Achieving zero-
energy building performance with thermal and visual comfort 
enhancement through optimization of fenestration, envelope, shading 
device, and energy supply system, Sustainable Energy Technologies and 
Assessments, 44 (2021) 101020. 

 In the optimization process in this study, a daylight factor constraint function, 

based on the TEK 17 requirements, was considered as the new proposed design variables 

would substantially affect the visual comfort as well. The results underlined the critical 

role of physical and functional properties of windows when optimizing the building 

energy performance towards ZEB. However, this study was only focused on the 

conventional space heating and ventilation system in the Norwegian office buildings. 
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This posed another question: What the optimal set of the retrofit measures would be when 

an AA system is used in the Norwegian office buildings? How the energy performance 

and thermal and visual comfort conditions would be for the optimal solution in AA 

compared to that in the conventional HVAC system? These questions were answered in 

the following paper: 

 Paper III: M. Rabani, H. Bayera Madessa, N. Nord, Building 
retrofitting through coupling of building energy simulation-
optimization tool with CFD and Daylight programs, Energies 14(8) 
(2021) 2180. 

 During this PhD work, it was realized that there is a lack of detailed evaluation of 

thermal and visual comfort conditions. This was due to the fact that the volume/surface 

average values of thermal and visual comfort metrics were used in the optimization 

studies. In this regard, the literature studies suggest that coupling the BES tool with the 

CFD tools could provide detailed information about the indoor air climate conditions. 

However, there was no study adopting the integration of the BES, optimization, CFD, 

and daylight simulation tools for evaluating the quality of building retrofit measures for 

the Norwegian office buildings. The results of this PhD work compared the quality of 

optimal set of retrofit interventions for the two aforementioned HVAC systems and the 

reference TEK 87 building.  

 The final step to evaluate the environmental performance of the optimal retrofit 

measures, obtained in the previous steps, towards nZEB level, was analyzing the 

environmental impacts associated with these retrofit measures. For this purpose, a LCA 

analysis of the emissions corresponding to the optimal set of retrofit measures was 

conducted for both the conventional space heating system and the AA system. The details 

of the LCA method and the corresponding results were presented in the following paper: 

 Paper IV: M. Rabani, H. Bayera Madessa, M. Ljungström, L. Aamodt, 
S. Løvvold, N. Nord, Life cycle analysis of GHG emissions from 
retrofitting of building: The case of a Norwegian office building, 
Building and Environment, 204 (2021) 108159. 
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1.7. Research objectives 

 The aim of this work was to identify an optimal set of retrofitting interventions 

for the existing office buildings in Norway towards nZEB level by considering energy, 

cost, occupant comfort, and environmental impacts. The main objectives of this work 

were focused on:  

1. Determining an optimal set of retrofit interventions in terms of their cost-

effectiveness, energy performance, and thermal comfort satisfaction considering 

both the AA system and the conventional space heating system. The aim was to 

provide technical insights for engineers and building professionals for 

sustainable transition of existing Norwegian office towards nZEB level. 

2. Identifying an optimal set of retrofit measures that substantially improves the 

energy performance of the Norwegian office buildings and satisfies both the 

visual and thermal comfort of occupant.  

3. LCA of the environmental impacts associated with the optimal retrofit solutions 

to provide further insights into how to achieve a net zero emission building.   

The research objectives have been developed into the following research questions: 

 Question 1: What retrofitting measures are more cost-effective and energy 

efficient in renovating the Norwegian office buildings considering both the AA 

system and the conventional space heating system? 

 Question 2: To what extend the energy performance and thermal and visual 

comfort conditions of Norwegian office buildings can be improved through 

optimizing a large group of retrofit measures? 

 Question 3: What are the environmental impacts of building retrofitting towards 

the nZEB level? 
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1.8. Thesis content 

 According to the tasks of this research, the thesis is divided into the six main 

chapters as the following: 

 Chapter 2 provides a sustainable definition of the building retrofit measures and 

presents the requirements to achieve the ZEB level. In this regard, various aspects 

of the sustainable retrofitting including building energy performance, indoor 

climate conditions, and cost effectiveness of the retrofit measures along with 

their corresponding environmental impacts are discussed in the Norwegian 

building context. This chapter also presents a zero energy balance based on the 

annual balance between the weighted demand and the weighted supply.  

 Chapter 3 presents the characteristics of Norwegian office buildings for 

assessment of the considered retrofit measures.  

 Chapter 4 focuses on the details of building energy performance optimization and 

small retrofitting process. Various optimization frameworks are illustrated in 

terms of input parameters, constraints, objective functions, and the type of 

simulation tools adopted in the optimization process. In addition, the CFD and 

daylight analysis of indoor climate conditions for the optimal retrofit solutions 

and the LCA of their corresponding environmental impacts are considered as 

post-processing. Afterwards, the results are presented and discussed.  

 Chapter 5 demonstrates the main conclusion of the PhD study along with the 

limitations of the research. Finally, the recommendations for the future work are 

presented.  

 The main results of the PhD research were introduced in the papers attached at 

the end of the thesis. The list of these papers is given below in Section 1.10. 
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1.9. Contribution to publications  

 The PhD thesis is comprised of four papers published in high-quality journals. 

The publications are associated with the research questions posed in the PhD study, and 

their connection to the research questions is given in Table 2.  

Table 2. Connection between research questions and publications  

Research questions  Pub. 1 Pub. 2 Pub. 3 Pub. 4 

Question 1: What retrofitting measures are more cost-
effective and energy efficient in renovating the 
Norwegian office buildings considering both the AA 
system and the conventional space heating system. 

    

Question 2: To what extend the energy performance and 
thermal and visual comfort conditions of Norwegian 
office buildings can be improved through optimizing a 
large group of retrofit measures? 

    

Question 3: What are the environmental impacts of 
building retrofitting towards the nZEB level? 

    

 

 The author contribution to the papers is given as follows: 

 Paper 1: M. Rabani, H. Bayera Madessa, O. Mohseni, N. Nord, Minimizing 
delivered energy and life cycle cost using Graphical script: An office building 
retrofitting case, Applied Energy, 268 (2020). 

 Author contribution: I initiated the paper by developing the methodology and the 

optimization framework. Omid Mohseni contributed to the implementation of 

optimization process and running the simulations. Habtamu Bayera Madessa carried out 

the supervision and reviewing the LCC and optimization process. Natasa Nord held 

supervision, revision and editing the paper.  

 Paper 2: M. Rabani, H. Bayera Madessa, N. Nord, Achieving zero-energy 
building performance with thermal and visual comfort enhancement through 
optimization of fenestration, envelope, shading device, and energy supply system, 
Sustainable Energy Technologies and Assessments, 44 (2021) 101020. 

 Author contribution: I conceptualized the paper. I, as the main author, developed 

the optimization framework including building automation control system with envelope 
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retrofitting. The co-authors Natasa Nord and Habtamu Bayera Madessa formulated the 

research objectives, conducted supervision, and revision of the paper. 

 Paper 3: M. Rabani, H. Bayera Madessa, N. Nord, Building retrofitting through 
coupling of building energy simulation-optimization tool with CFD and Daylight 
programs, Energies 14(8) (2021) 2180. 

 Author contribution: The paper was initiated by me. I developed the methodology 

and carried out the optimization and energy and daylight simulations. I also wrote the 

original draft of the paper. Natasa Nord and Habtamu Bayera Madessa performed formal 

analysis for the research methodology along with supervision, revision, and editing the 

paper. 

 Paper 4: M. Rabani, H. Bayera Madessa, M. Ljungström, L. Aamodt, S. Løvvold, 
N. Nord, Life cycle analysis of GHG emissions from retrofitting of building: The 
case of a Norwegian office building, submitted to Building and Environment. 

 Author contribution: The concept of the paper was developed by the joint efforts 

of all the co-authors. I prepared the literature review, contributed to the LCA 

computations and analysis the results. I also wrote the original draft. Malin Ljungström, 

Lene Amodt, and Sandra Løvvold provided the LCA inventory and performed the LCA 

computations. Habtamu Bayera Madessa made a formal analysis of the research method 

and conducted supervision, and revision of the paper. Natasa Nord undertook supervision, 

reviewing of the results, and thorough revision and editing of the paper.  
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2. Method 

 This section presents the definition of the sustainable building retrofitting and 

explains its criteria contributing to achieve ZEB level. These criteria include energy 

reduction with the increase share of renewable energy sources, thermal and visual 

comfort of occupant according to the Norwegian building regulations, and cost-

effectiveness along with environmental impact mitigation of the retrofit measures.  

 Sustainable building retrofitting may be defined as measures improving the 

energy performance of the buildings. It is generally achieved by decreasing the energy 

need of building, improving the efficiency of the systems dealing with non-renewable 

energy sources, and increasing the use of renewable energy sources in building energy 

supply system towards ZEB level. 

 Nevertheless, improving building energy performance cannot solely be 

considered as the sustainable building renovation. According to TEK17 and ASHRAE 

standards concerning the satisfaction of occupants, the effectiveness of retrofitting should 

be assessed based on the occupants’ perception in terms of combination of the  indoor air 

temperature, humidity, IAQ, as well as daylight conditions [8, 113]. Furthermore, it has 

been required by energy policies [114] and Energy Performance Building Directives 

(EPBD) [2] that economic analysis of the measures dealing with the sustained financial 

profits, such as LCC of retrofit interventions, should be applied. It is also important that 

the retrofit measures assist in reducing the environmental impacts associated with 

different stages of building life cycle to achieve the EU target regarding climate change 

mitigation [115]. Therefore, selecting the most effective retrofitting scenario in 

Norwegian office buildings should be in accordance with in-depth understanding about 

predominant local climate conditions, present building energy use levels, and the 

characteristics of the Norwegian office buildings. In this respect, sustainable building 

retrofitting was defined in this thesis as shown in Fig. 10. The five criteria of the 

sustainable building retrofitting include energy reduction with increased share of 

renewable energy sources, prolonged cost effectiveness, environmental impact 

mitigation, and thermal and visual comfort of occupant. 
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Fig. 10. Definition of the sustainable building retrofitting  

2.1. Building energy performance 

 In this thesis the building energy performance was assessed in terms of delivered 

energy and primary energy, which the latter was used for ZEB analysis. The delivered 

energy is defined the sum of energy, expressed per energy commodity, delivered over the 

building's system boundaries to cover the building's overall energy need including system 

losses that are not (cannot be) recovered [116]. The primary energy means estimation of 

energy resources use in its original form which has not been transformed or converted 

into other energy forms. The primary energy was modelled by multiplying delivered 

energy by the associated primary energy factors for the considered energy carrier in 

Norway [117].  

 The energy calculations were performed using Indoor Climate and dynamic 

Energy Performance Simulation Program, IDA-ICE. It has broadly used and validated by 

ASHRAE 140–2004 CEN 13791, CEN 15255, CEN 15256 (2007), Technical 
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Memorandum 33 (TM33), and International Energy Agency SHC Task 34 [118]. 

Furthermore, the software includes several platforms and user interfaces for developing 

control macros for different components of building envelope and HVAC systems. The 

simulations were performed on hourly basis with maximum dynamic time step 1.5h and 

tolerance 0.02.  

 To evaluate the energy saving of retrofit interventions, IDA-ICE software was 

coupled with the generic optimization program, GenOpt [119]. The software has a well-

proven background in building optimization projects along with a newly developed user 

interface in IDA-ICE software. This interface facilitates optimizing different types of 

design variables, HVAC system parameters, and their control strategies.  

 Regarding the coupling of optimization and BES tools, instead of using 

programming languages that were frequently adopted in literature studies, the process 

was implemented through the Graphical Script (GS) module. This module is an available 

interface in IDA-ICE software in which various sets of optimization input parameters, 

objectives, and constraints can be considered through an illustrative way by inserting and 

connecting components. The GS module is executed by IDA modeler without starting the 

IDA solver and it makes the manipulation of constraint functions, input parameters, and 

objective functions more understandable and convenient than the previous methods. Its 

principle can also be implemented in various energy simulation tools. The Particle Swarm 

Optimization (PSO) algorithm was selected as the main algorithm in the optimization 

process. Although NSGA II algorithm was reported as the most adopted algorithm in the 

previous conducted optimization studies [120], the PSO algorithm was preferred in this 

study due to its fast and simple computation properties. This was especially important as 

a large group of optimization input parameters were considered in the optimization tasks 

during the PhD work.   

 Additionally, in the optimization process, where the specific building energy need 

for space heating and cooling was required to be calculated for PH level, the following 

equations, defined based on Norwegian PH standard NS 3701 for commercial buildings 

[10], were used. It should be mentioned that the equations give the maximum allowed 

energy use for building space heating and cooling according to NS 3701.  
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E = EP , + K (6.3 − θ ) (1)

Q = β(DUT − 20) (2)

where E (kWh/(m2.year)) and Qc (kWh/(m2.year)) were the specific space heating and 

space cooling needs respectively, EPH,0 (kWh/(m2.year)) was the basis for space heating 

calculation, K1 was the climate coefficient for space heating calculation, θ  (℃) was 

annual average outdoor temperature. In addition, β was the space cooling coefficient and 

DUTs (℃) was the outdoor temperature over 20℃ in summer condition that did not 

exceed 50 hours in a normal year. The values of EPH,0, K1 and β were 20 kWh/(m2.year), 

3.6 and 1.4 kWh/(m2.year.℃) for Norwegian office buildings. It should be noted that the 

Eq. (1) was used provided the building area was larger than 1000 m2 and the annual 

average outdoor temperature was greater than 6.3℃ [10].  

2.2. Thermal comfort of occupants 

 The thermal comfort was evaluated in terms of predicted mean vote (PMV), 

predicted percentage dissatisfied (PPD), operative temperature, and air temperature 

stratification. The PMV and PPD metrics were calculated using the following equations: 

PMV = (0.303 ∙ exp(−0.036. M) + 0.028) ∙ L (3)

where M is the metabolic rate and L is the thermal load on the body expressed as Eq. (4) 

[121]. 

 L = M −  
3.05

1000
∙ (5733 − 6.99 ∙ (M − W) − Pa) − 0.42

∙ (M − W − 58.15) −
1.7

1000
∙ (5867 − Pa) − 0.0014 ∙ M

∙ (34 − Ta) − 3.96 ∙ 10 ∙ Fcl

∙ ((Tcl + 273) − (Tr + 273) ) − Fcl ∙ hc ∙ (Tcl − Ta) 

(4)

where W is the active work, Fcl is the clothing area factor, hc (W/(m2.K)) is the 

convective heat transfer coefficient, and Pa and Ta are the air pressure and temperature, 

respectively. The clothing surface temperature (Tcl (℃)) is calculated as follows: 
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Tcl = 35.7 − 0.028 ∙ (M − W) − 0.155 ∙ Icl

∙ (3.96 ∙ 10 ∙ Fcl ∙ ((Tcl + 273) − (Tr + 273) ) + Fcl ∙ hc

∙ (Tcl − Ta)) 

(5) 

PPD was then given as Eq. (6) 

PPD = 100 − 95 ∙ exp (−0.03353 ∙ PMV − 0.2179 ∙ PMV ) (6) 

 The criteria for these metrics and air temperature stratification were selected 

based on the comfort categories described in EN 15251 [122] and ISO 7730 [121] 

standards, as presented in Table 3. Category II is often regarded as the criterion for the 

office buildings. 

Table 3. Categories of thermal environment  

Category PMV PPD (%) Temperature stratification * (K) 

I -0.2<PMV<0.2 < 6 < 2 

II -0.5<PMV<0.5 < 10 < 3 

III -0.7<PMV<0.7 < 15 < 4 

IV Above/under 0.7/-0.7 Above 15 Above 4 

* between 0.1 and 1.1 m above the floor 
 
 Regarding the operative temperature, the requirements set by TEK 17 and the 

Norwegian Labor Inspection Authority 444 were considered in this thesis, stating a 

desirable operative temperature range between 19-26°C for easy work [123]. TEK17 also 

allows for a certain exceedance of the highest operative temperature limit at high outdoor 

temperature. The limit can be exceeded when the outdoor air temperature is higher than 

the limit value (outdoor air temperature) which in a normal year is exceeded by 50 hours. 

 The comfort metrics were implemented using both multizone technique and 

detailed CFD. The former technique was applied in IDA-ICE software using yearly 

dynamic simulation, which gave an annual average variation of the results. The detailed 

CFD analysis was implemented using OpenFOAM software that latter is already 

integrated in IDA-ICE. For this purpose, the spatial air temperature and velocity were 

first derived in the software through steady state and turbulent flow simulations. 
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Afterwards, the obtained results were exported to MATLAB for post-processing and 

calculation of PPD and PMV.  

2.3. Visual comfort and daylight quality 

 In this thesis, both static and dynamic daylight indexes were investigated. The DF 

was considered as the static metric and UDI and DA (two types) were adopted as the 

dynamic metrics for daylight analysis. The daylight simulations were performed in the 

Radiance tool [124], which was already integrated with IDA-ICE software through the 

Daylight-tab in the software. In this regard, IDA-ICE employed the Radiance’s genBSDF 

program to assess the solar bidirectional properties of the complex fenestration system 

with controllable shading. In addition, in the analysis of DF index, simulations were 

performed by considering super high precision, CIE Overcast sky type, and daylight 

measurement at desktop level. The reflection factors for the internal surfaces were 

selected based on the standard values stated in [125]. Accordingly, reflection factors 0.2, 

0.5, and 0.7 were chosen for the internal floor, internal wall, and ceiling, respectively. 

 To analyze the dynamic daylight indexes, three metrics including UDI, 

continuous DA (cDA), and spatial DA (sDA) were calculated using Eqs. (7)-(9). cDA 

represents the percentage of the workhours when the illuminance is over or under a 

predefined threshold and sDA shows the percentage of the occupied hours when the 

illuminance is equal or greater than a specified limit [126, 127].  

UDI(Pt ) =
1

n
H(L(Pt , j)) × 100 H(x) =

1        Min < x ≤ Max
0               out of range

 (7) 

cDA(Pt ) =
1

m
H(L(Pt , j)) × 100 H(x) =

1                     x ≥ L
x

L
            x < L  (8) 

sDA(Pt ) =
1

n
H(L(Pt , j)) × 100 H(x) =

1                     x ≥ L
0                     x < L

 (9) 

where n and m refer to total occupancy and daytime hours, respectively. In addition, 

L(Pti,j) represents the daylight simulation results at point i (Pti) and time step j, H(x) was 
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a function representing the illuminance value, and LLimit was the illuminance limit 

determined by different standards. Therefore, a whole year illuminance daylight 

simulation with climate-based sky type (Perez), high precision, and controllable shading 

according to control signal were performed for evaluating the dynamic abovementioned 

metrics. It is worth pointing out that the Eqs. (7-9) were implemented in IDA-ICE using 

a MATLAB script.  

 Regarding the Norwegian Building Regulation for the daylight factor, TEK17 

states that the average DF should be equal or greater than 2.0% for the most critical room 

regarding adequate daylight. However, the requirements concerning the dynamic daylight 

metrics are not still standardized in Norway.  

2.4. Cost effectiveness of the retrofit measures 

 In this thesis, the cost effectiveness of the retrofit interventions was considered in 

the optimization process through LCC approach. The LCC (NOK), given in Eq. (10), 

included the following parts: (1) the total building cost, which represented the annual 

building operational cost (LCCe), (2) the investment cost of building renovation 

measures such as building envelope refurbishments and improvement of HVAC system 

(ICm), and (3) replacement cost of various components (RC), as follows: 

LCC = LCC + IC + RC (10) 

where RC was the cost associated with replacing the old windows and replacement of 

necessary HVAC components due to maintenance. The profitability of the retrofitting 

measures was calculated using Eq. (11) as suggested in [128]. 

dLCC = LCC − LCC  (11) 

where dLCCi (NOK) was the difference between the LCC after (LCCi) and before 

(LCCr) retrofitting. Moreover, LCCe in this thesis was calculated using the net present 

value NPV of the operational costs during the building lifetime as shown in Eqs. (12) and 

(13). 

LCC = ae E (12) 
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a =
1 − (a + r )

r
      ,    r =

i − f

1 + f
−

e

1 + e
    

(13) 

where E (kWh/(m2.year)) was the annual delivered energy, n was the lifetime, f was the 

inflation, e was the escalation rate, ep was the energy price [129], and i was the nominal 

interest rate. It should be noted that the investment costs were based on the typical data 

from the Norwegian Price Book year, retrieved in 2019 [130]. 

2.5. Environmental impact of the retrofit measures 

 A LCA method was used for evaluating the environmental impacts associated 

with retrofitting of the building during its entire life cycle, which was described in terms 

of CO2-eq. The analysis was implemented through a “cradle-to-grave” approach and 

using OneClick LCA software to address all the upstream and downstream stages before, 

including, and after the building operational energy use phase. The software was used for 

the LCA in accordance with the method described in national Norwegian standard NS 

3720 [131]. OneClick LCA includes twelve third-party certifications and complies with 

more than 30 certifications and standards for life cycle assessment, including NS 3720. 

Data points used in the life cycle analysis were mainly Norwegian EPDs for Norway or 

other Nordic countries. In cases where none of the aforementioned databases were 

accessible, data from other countries are used.  

 The assumptions and the sources used for the greenhouse gas calculations at 

different life cycle stages in the OneClick LCA are shown in Table 4. In the LCA of the 

retrofit measures, the reuse, recovery, and recycling potential of materials/components 

(phase D in Fig. 8) were not taken into account due to considering a cut-off system 

modelling approach. This implies that the avoided burdens of the recyclable materials 

were not modelled throughout the way to where they are recycled to new production. 

Regarding the environmental impacts related to the building operational energy use (stage 

B6), the LCA tool performs the calculations based on electricity mix for 2050 from NS 

3720 standard and latest 3-year average electricity mix (2016-2018) from IEA. It assumes 

that, during 60-year average, impacts will decline linearly until 2050 and remain at that 
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level until end of period. Full LCA inventory was calculated based on the data from eco-

invent 3.3 with allocation by cut-off and CML-IA v 4.1, 2012 methodology. Electricity 

production efficiencies are based on Energy Efficiency indicators for Public Electricity 

Production from fossil fuels, IEA 2008 and Efficiency in electricity generation, 

Eurelectric 2003. Transmission losses of 6 % for 2050 scenario are assumed based on 3-

year average (2016-2018) [132]. 

Table 4. Assumptions and sources used for the LCA method 
LCA stage Source/assumption 

Material quantities in production 
stage (A1-A3) 

Quantities and material types were entered 
manually in the LCA tool based on the 
requirements for the reference building case and 
retrofit cases.  

Transport of material to the 
production site (A4) 

Automatic regional transport scenarios were 
used representing typical transport distances. If 
there was no data for the materials, the LCA’s 
Norwegian default distance was used. The 
vehicles’ type used for transportation was 
modeled using the available database, so that the 
maximum capacity of the vehicles nearly 
matches the transported mass.  

Construction and installation work 
(A5)  

Emission from waste materials associated with 
the construction and installation work was 
calculated based on the available standard values 
for each individual product. 

Replacement and retrofitting (B4-
B5) 

Estimated lifetime was based on typical values 
for each material. Maintenance and repairs were 
omitted from the assessment as the materials 
were assumed to be replaced at the end of their 
technical life. 

Operational energy use (B6) 
Emissions from energy use were calculated 
based on the findings from building energy 
simulations and optimization in BES tool 

End of life service (C1-C4)  

Emissions in connection with the end-of-life 
service were calculated according to the default 
scenarios in the tool representing the typical 
procedures for different types of material in 
accordance with the requirements in the 
Norwegian standard NS 3720. 
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 Fig. 11 illustrates all the life cycle stages for building constructions. In this thesis, 

the focus was on the building CO2 emissions, from four main stages, i.e. production of 

materials, construction phase, operation stage, and end of life (filled green and red boxes).  

 

Fig. 11. Entire building life cycle stages according to NS 3720 [131] In color: those 
taken into account in the boundaries of LCA in this thesis. : Stages assessed 

through LCA tool database. : Those evaluated using information provided by BES 
tool. : Those not considered in this thesis 
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 The first stage included extraction of raw materials, transport of them to the 

production site, and production (A1-A3). The second stage encompassed transportation 

of materials/components to the construction site, construction, and installation work (A4-

A5). The embodied emissions related to the operation of the building included renovation 

and replacement of building materials and components during life service of the building 

(B2-B5). The embodied emissions in the last phase covered the demolition, 

transportation, waste processing, and disposal (C1-C4). The life service period for the 

retrofitted building and the reference case study was assumed to be 60 years. The input 

for calculation of CO2 emissions associated with the operational energy use (B6) in the 

LCA tool, was based on the energy simulations performed in IDA-ICE version 4.8 SP2 

by considering the details of retrofitting approaches described in previous sections [133]. 

In the product stage (A1-A3), the quantity of materials and technical information of the 

building structural foundation, which mostly concerned the reference building, and their 

corresponding CO2 emission were obtained from the archive for the Norwegian Building 

Research Series for the office buildings constructed in the 1980s (TEK 87) [134].  

 For the retrofit solutions, only the quantity and CO2 emissions associated with the 

extra building materials and components were taken into account. In the cases, where the 

re-insulation of building envelope and façade was essential, a new construction 

component was replaced. This was performed in order to have a correct calculation of 

life cycle assessment in OneClick LCA so that the replacement of component was taken 

into consideration. For instance, the floor was replaced and the outer layer of asphalt in 

the roof was replaced in order to re-insulate these building components with additional 

insulation. All the building envelope components including floor, roof, and exterior walls 

were re-insulated with Glava Extrem 32 in the LCA tool. 
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2.6. Zero energy balance   

 As mentioned earlier in Section 1.3, a common approach for all ZEB definitions 

is the annual balance between the weighted demand and the weighted supply [20, 21] and 

it is generally done by integrating PV cells to the building façade and roof. The weighted 

demand and supply can be calculated in different ways; the export/import balance, 

load/generation balance, and monthly net balance, which is the combination of two other 

methods. In this thesis, the export/import balance method was selected and calculated as 

follows:  

ZEB = E , − E , ≈ 0 (14) 

E , = E (i) × w(i) (15) 

E , = E (i) × w(i) (16) 

where w is the weighting factors/metrics used in this paper as the primary energy factor 

and i refers to different type of energy carrier. It should be mentioned that the 

export/import balance in this thesis took into consideration the self-consumption of 

generated electricity, and afterwards created a balance between the need for exported and 

imported energy as follows:  

⎩
⎪
⎨

⎪
⎧E = (E . +  E . .)         if           E . +  E . .  < 0        

E = 0                                                   if            (E . + E . .) ≥ 0         

(17) 

⎩
⎪
⎨

⎪
⎧E , = E . .                       if           E . +  E . . > 0          

E , = E .                           if            (E . +  E . .) ≤ 0          

(18) 

E = E . − E ,  (19) 

where m is the number of months or hours for monthly or hourly calculations, 

respectively.  
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 Finally, the mismatch factor or so called supply cover factor (γ), was calculated 

as follows [135]:  

γ =
Self − consumption of generated electricity

On − site electricity generation
=

E ,

∑ E . .

 (20) 

  
 In the above-mentioned equations, Eel.prod. (kWh) was the produced electricity by 

PV cells, Eel.use (kWh) was the building energy use, Eimp. (kWh) was the imported energy 

(kWh), and Eexp. (kWh) was the delivered energy to the grid. Ep,imp. (kWh) and Ep,exp. 

(kWh) represented the primary imported and exported energy, respectively. In addition, 

the absolute sign was used, because the produced energy was given a negative sign and 

the used energy was given a positive sign. For hourly calculations, the number of samples 

was changed to 8760 for the entire year. The PV module had an average efficiency of 

18% for monocrystalline PV cells [136]. Furthermore, a tilt angle of 35°, the optimal PV 

tilt angle in Oslo climate [137], module quality loss of 1.2%, and inverter operation loss 

of 8% were considered for the PV system, which gives a yearly average PR of 67% [137]. 

The weighting factor 2.3 was also considered for imported and exported primary energy 

for ZEB balance calculations [117].    
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3. Case study  

 To evaluate the efficiency of various set of retrofit measures in the Norwegian 

office buildings, the main challenge was to select a building case study representing a 

typical existing office building located in Norway. Analysis of the current office building 

configurations in Norway show that a large group of offices constructed in the period of 

1965 to 2015 (Fig. 12 (a)-(c)) had almost a similar configuration. Fig. 12 shows three 

examples of the existing office buildings constructed in Norway in different years. Their 

common features were comparable rectangular shape with a combination of cell and 

landscape offices. Taking also into account that the average floor area of the existing 

Norwegian office buildings, as pointed out in Section 1.2 (see Fig. 2), was around 3 000 

m2 [13]. In addition, it was found, based on the statistics of office building stock in 

Norway (see Fig. 1 and Fig. 2), that most of existing office buildings were built in the 

1980s with a total heated floor area less than 10 000. Therefore, an average building 

model was chosen and designed in IDA-ICE software as a typical office building in 

Norway in this thesis (Fig. 12 (d)). Accordingly, the building envelope characteristics, 

lighting system, and HVAC system were selected for a typical office building constructed 

in 1980s satisfying the Norwegian building code TEK 87 [134]. The building had a 

compact square design with a total internal volume of 9 062 m3 and a total floor area of 

2 940 m2. The total external wall area was 1 326 m2 with doors covering a total of 21 m2. 

Furthermore, the number of floors was set to three to avoid extensive computational cost 

for evaluation of retrofit interventions during optimization. 
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(a) (b) 

(c) (d) 

Fig. 12. (a) FN office building located in Arendal, which was built in 1965 and 
renovated in 2006 with gross area 2 590 m2 [138], (b) Bassengbakken 1 office 

building located in Trondheim constructed in 2001 and rehabilitated in 2004 with 
gross area 8 425 m2 [138], (c) An office building located in Bergen, which was 

completed in 2015 for the Norwegian Defence Estates Agency (NDEA) as a nearly 
zero energy building (nZEB) with gross internal area 2 035 m2 [104], (d) Considered 
office building configuration modelled in the energy simulation software (IDA-ICE) 

  
  Fig. 13 shows the thermal zones and floor plans in the simulation model. Zoning 

of each floor was done with respect to a realistic scenario of possible solutions in office 

buildings. Zones were designed to comply with the area requirement in the Norwegian 

standard NS 3031 [116] which states that the area for the primary zones (with occupancy) 

should be at least 65% and the maximum of 35% for the secondary zones (without 

occupancy and equipment). The total area of primary zones was around 2 230 m2. The 

first floor included a reception with a separate entrance and access to elevator and stairs, 

parking garage, and a designated section for business premises. The second and the third 

floors comprised of 16 cell offices, open plan office area, and meeting and conference 

rooms. The office building also had elevators, technical spaces, and toilets. In addition, 

the IDA-ICE zone multiplier function was used to simplify the duplicate cell offices in 
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the second and the third floors to reduce the computational time of simulations. 

Furthermore, the type of shading device for the windows was an exterior venetian blind, 

and the total window area was selected based on TEK 87, so that the window to floor 

area ratio did not exceed 15%, corresponding to total window area 286 m2.  

 
Fig. 13. Generic ground floor plan, the first floor plan (top), and the second and the third 

floor plans at level 3.4 m and 6.8 m (bottom) with thermal zones 
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Table 5 presents the building envelope properties of the reference building in this thesis. 

All characteristics were considered according to the Norwegian building code TEK 87. 

The HVAC system parameters and set points and usage profiles for the reference case are 

shown in Table 6. In addition, domestic hot water (DHW) use was selected according to 

the Norwegian standard NS 3031 [116]. 

Table 5. Properties of the building envelope for the reference case 

Parameter, Units Value 
External wall U-value, W/(m2K) 0.3  
Roof U-value, W/(m2K) 0.2 
Floor U-value, W/(m2K) 0.2  
Window U-value, W/(m2K) 2.4  
 , W/(m2K) 0.13 
n50, 1/h 4 
External door U-value, W/(m2K) 2  
External shading strategy Blinds on, if Qsol > 100 W/m2 
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Table 6. Characteristics of the HVAC system in the reference building 

HVAC systems and operation Features 
Ventilation system type CAV mechanical balanced ventilation system  

The specific fan power (SFP) of the 
ventilation system 

2.5 kW/(m3/s) 

Schedules of ventilation system  Monday-Friday: 12 h/day for upper limit (6-
18); other times reduces to lower limit  

Supply airflow rates of the ventilation 
system 

Primary zones: 4.32 m3/(m2.h) and 19.8 
m3/(m2.h) for upper limit in heating and 
cooling seasons respectively, 0.72 m3/(m2.h) 
for lower limit 
Secondary zones: 2.52 m3/(m2.h) for upper 
limit, 0.72 m3/(m2.h) for lower limit 

Heating system Central heating system, modelled in IDA-
ICE using a generic electric heater with 
unlimited capacity and efficiency of 90% 

Cooling system Centralized water cooling system for cooling 
of supply air in the AHU  

Heating distribution system Water radiator system 

Room temperature set point for local 
space heating *  

19C for heating  

Control method of space heating and 
ventilation air heating and cooling 
systems 

Space heating: supply water temperature as a 
function of outdoor temperature;  
Ventilation supply air temperature: as a 
function of outdoor temperature;  

DHW use 5 kWh/(m2·year) 

* There was no local space cooling system in the zones and cooling of zones was done by 
the mechanical ventilation system  
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4. Achieving zero energy building performance 
of an existing office building through 
optimization and small retrofitting measures 

 In implementing the retrofitting measures, the building configuration in Section 

3 was considered through two different approaches. In the first approach, the existing 

building characteristics were based on the Norwegian building code TEK 10 (2010 

onwards), and small retrofitting measures were applied. In the second approach, the TEK 

87 (1980s) building requirements were considered for the reference case and more 

renovation measures were included.   

4.1. Reference building models 

 To have a building model based on TEK 10, the minimum requirements for 

building envelope, stated in this building code, along with the HVAC system set points 

specified in NS-EN 15251 were adopted [122]. The details about the building envelope, 

HVAC system set points, and the type of weather data used in simulations can be found 

in [139]. The target was not to exceed the maximum allowable delivered energy for 

Norwegian office buildings, 115 kWh/(m2.year), and to satisfy the thermal comfort 

requirements based on NS-EN 15251. Regarding the building model based on TEK 87, 

the model met the maximum allowable specific annual energy use for office buildings set 

around 250 kWh/(m2.year) [140] by considering the building properties described in TEK 

87. It should be noted that a measurement-based data of several cell offices in an office 

building in Norway [112] was considered to have a realistic pattern of lighting and 

occupancy behavior in the TEK 87 model [133].  

 Fig. 14 shows the annual energy use and the variation of operative temperature 

for the TEK 87 and TEK 10 reference building models. In both models, the upper limit 

of airflow rate in the AHU was controlled so that the maximum allowable and 

recommended energy use in accordance with TEK 10 and TEK 87 was not exceeded. At 

the same time, the operative temperature, based on adaptive thermal comfort 
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requirements in NS-EN 15251, was satisfied for both reference building models although 

it was not a requirement especially for TEK 87 building case. It should be pointed out 

that the operative temperatures in Fig. 14 (b) have been presented for the worst zone, cell 

office C.O.16 in Fig. 13.  

 
(a) 

 
(b) 

Fig. 14. Annual (a) specific energy use and (b) variation of operative temperature for 
the TEK 87 and TEK 10 reference building models  
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4.2. Minimizing delivered energy and LCC through small 
retrofitting  

4.2.1. Input parameters, constraints, and objective functions 

 In this approach, the renovation measures included various types of windows, 

external walls, roof, ground floor, and external shading along with set points for supply 

air temperature and airflow rate in the AHU. In this optimization approach, two different 

strategies were considered for the objective functions. In the first strategy, the LCC of 

renovation measures was the objective and the specific energy use for space heating and 

space cooling was the constraint. In the second one, the delivered energy to the building 

was the objective and the increase in the total cost of renovation measures (5% and 10%) 

was the constraint. Furthermore, the maximum PPD and overheating degree hours (DH26) 

were used as the thermal comfort constraint for both aforementioned strategies (Table 7).  

Table 7. Details of constraint functions for two strategies 

 First strategy Second strategy Description 

DH26 (h) (3rd floor-Cell offices no. 16 and 09) < 50 
Based on TEK 

10 [7] 

PPD (%) (3rd floor-Cell offices no. 16 and 09) < 15 
Based on TEK 

10 [7] 

ESH (kWh/(year.m2)) 
Oslo Tromsø Stavanger 

NA 

Calculated 
based on NS 

3701 standard 
[10] 

20.72 32.96 20 

ESC (kWh/(year.m2)) 
Oslo Tromsø Stavanger 
9.38 2.10 4.48 

Total cost increase NA 5% and 10% 
Increase with 
respect to the 
reference case  

 
 A schematic of the implemented optimization process is shown in Fig. 15. All 

considered inputs were firstly added and connected to the GS module via parameter 

mapping to an appropriate source out of script macro (the gray boxes with the blue arrows 

inside the dashed red box). Switches were considered to alter different options for each 

group of inputs. Their associated costs were then summed using an adder representing 

the total amount of operational and investment costs of the building retrofitting process. 

Afterwards, the constraints were implemented so that if the considered parameter could 

not meet the constraint requirement, the objective would simply be multiplied by a large 
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number and, since the aim was to minimize the objective functions, the output would 

consequently be removed from the optimal set of solutions determined by the 

optimization engine; Fig. 15. The details of the optimization algorithms, parameters, and 

system used can be found in [139].  

4.2.2. Optimization results of the first retrofitting approach 

 Fig. 16 and Fig. 17 show how GenOpt optimized the objective function (LCC of 

renovation measures) through the GS module, e.g. for the building case in Oslo. In this 

case, the simulation runs converged after around 140 iterations. However, GS module 

divided the results into two levels, one without satisfying the constraint functions (upper 

level in the left part of Fig. 16) and the other that satisfied all the constraint functions 

(lower level in the left picture as well as the right picture in Fig. 16). In other words, using 

the GS modules, the objective function was minimized at the two aforementioned levels 

since the cases that did not meet the constraints were multiplied by a large number (for 

example 10 000 in this thesis), while acceptable results remained unchanged during the 

optimization process. The same trend is observed in Fig. 17 where the all-air system was 

used. The convergence was achieved after around 160 iterations. The number of 

simulations that could not meet the constraints was higher than those in the case with the 

waterborne radiator space heating (RSH) system, implying that achieving the building 

energy use with the PH standard level while satisfying thermal comfort requirements was 

more critical with the AA systems.
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Fig. 15. Model framework and optimization process through the GS module 
 



59 

 

 
Fig. 16. Optimization results through GS module for the building case with the RSH 

system for Oslo climate (Minimizing LCC) 

 

 
Fig. 17. Optimization results through GS module for the building case with AA system 

for Oslo climate (Minimizing LCC) 

 
 The effect of constraint functions on the delivered energy and the LCC of design 

parameters for Oslo climate (minimizing delivered energy), are shown in Fig. 18(a) and 

(b). In the RSH system, see Fig. 18(a), the thermal comfort constraint was satisfied for all 

the cases and the cost increase was the only constraint, see the vertical dashed lines in Fig. 

18. Note that in Fig. 18(a), the minimum points (with and without constraint) are marked 

with the same symbols, but larger. The four different colors in Fig. 18(b) show the four 

different conditions with respect to the constraints. The global minimum energy use points 

(with and without constraints) for different cost increase cases are shown with the same 

symbols, but larger. Moreover, the specific delivered energy was almost directly 

proportional to the specific LCC in both Fig. 18(a) and (b). This implies that the reduction 

of the operational energy cost due to both adjustment of the HVAC set points and using 

the high performing building envelope was higher than the increase of renovations’ 
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investment cost. A similar trend was also reported in [38] and [49] for cooling dominated 

and heating dominated climates respectively. Passive cooling strategies and type of 

heating system were the optimization parameters that substantially affected the operational 

energy cost in these studies. The obtained results also showed that the high quality of 

window and external wall was always used in all the optimized cases, but the ground floor 

and the roof retrofitting were the costliest options.  

 
(a) 

 
(b) 

Fig. 18. Effect of constraint function on the optimization solutions for (a) RSH 
system and (b) AA system for Oslo climate (Minimizing delivered energy) 
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 Trade-off of optimal solutions for two retrofitting strategies between the specific 

delivered energy and the specific LCC is qualitatively shown in Fig. 19 and is 

quantitatively described in Table 8. Compared to the reference case buildings, the energy 

saving potential of the retrofitting measures was 43-56% in various cases. In spite of 

considering 5% and 10% cost increase when minimizing delivered energy, the LCC 

saving for the minimum delivered energy point, compared to the reference case, was still 

achieved around 1% for the AA Stavanger case and 0.28% for the AA Tromsø case. In 

addition, the ground floor retrofitting was the most expensive option. However, the 

optimized solution including the ground floor retrofitting for the cases equipped with the 

AA system could reduce the delivered energy even more than the PH standard level (see 

the point for PH AA in Fig. 19) thanks to the HVAC set point adjustments by the 

optimization process. The corresponding cost was also less than the PH AA case because 

of higher reduction in the operational cost, due to both adjustment of the HVAC set points 

and using the high performing building envelope, compared to the increase of investment 

cost. It was also found in [141] that for a Finnish residential building built from 2010 

onwards, the optimal solutions included VAV system were the most cost effective retrofit 

measures. Nevertheless, the VAV ventilation system was used along with a RSH system, 

and the application of AA system was not investigated.    

 

 
Fig. 19. Trade-off of optimal solutions considering both specific delivered energy and 

specific LCC for two strategies 
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Table 8. Energy and LCC values of various optimal solutions for both strategies 

 Simulation case 
Specific delivered 
energy (kWh/m2) 

Energy saving vs 
reference (%) 

Specific LCC 
(NOK/m2) 

LCC saving vs 
reference (%) 

Reference 
Ref. Oslo 113.30 NA 3311.99  NA 
Ref. Stavanger 100.20 NA 2947.34  NA 
Ref. Tromsø 126.38 NA 3676.33  NA 

First 
strategy 

(Minimizing 
LCC) 

Opt. RSH Oslo 64.50 43.1 3129.04  5.52 
Opt. RSH Stavanger 54.42 45.7 2845.98  3.44 
Opt. RSH Tromsø 70.00 44.6 3279.32  10.80 
Opt. AA Oslo 57.41 49.3 3117.69  5.87 
Opt. AA Stavanger 44.92 55.2 2927.67  0.67 
Opt. AA Tromsø 60.43 52.2 3359.46  8.62 

Second 
strategy 

(Minimizing 
delivered 
energy) 

Opt. RSH Oslo 5% 60.84 46.3 3370.92  -1.78 
Opt. RSH Oslo 10% 60.83 46.3 3627.97  -1.77 
Opt. RSH Stavanger 5% 52.92 47.2 3091.75  -4.51 
Opt. RSH Stavanger 10% 51.53 48.6 3091.75  -5.59 
Opt. RSH Tromsø 5% 64.46 49.0 3701.20  -0.68 
Opt. RSH Tromsø 10 % 63.80 49.5 3727.40  -1.38 
Opt. AA Oslo 5% 59.16 47.8 3564.97  -0.37 
Opt. AA Oslo 10% 54.99 51.5 3476.54  -7.64 
Opt. AA Stavanger 5% 44.56 55.5 2917.83  1.00 
Opt. AA Stavanger 10% 44.56 55.5 2917.83  1.00 
Opt. AA Tromsø 5% 56.97 54.9 3665.92  0.28 
Opt. AA Tromsø 10% 56.97 54.9 3665.92  0.28 

PH 
 

PH RSH Oslo 60.19 46.9 3627.13  -9.51 
PH RSH Stavanger 50.92 49.2 3368.81  -14.30 
PH RSH Tromsø 63.80 49.5 3727.38  -1.38 
PH AA Oslo 56.67 49.9 3668.97  -10.77 
PH AA Stavanger 46.03 54.1 3372.80  -14.43 
PH AA Tromsø 59.46 52.9 3746.54 -1.91 

  

4.3. Improving thermal and visual comfort through 
optimization of fenestration, envelope, shading device, and 
energy supply system 

4.3.1. Input parameters, constraints, and objective functions 

 In the second retrofitting approach, the reference building properties were based 

on TEK 87 and more input parameters were involved in the optimization compared to the 

first approach. The extra parameters included were the supply water temperature set 

points from the central heating system, supply/return water temperature to/from radiators 

(only RSH system was considered), heat exchanger efficiency in AHU, overheating of 

zone hot water supply in the central heating system, and window opening control and 
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shading device control alternatives. Additionally, the ground floor renovation was 

removed from the input parameters since it was not found as a cost-effective measure in 

the first retrofitting approach. DF was also considered as a visual comfort constraint in 

the optimization process. Concerning the objective function, only specific delivered 

energy was used and the LCC was not considered because the findings in the Section 

4.2.2 showed that the reduction of operational cost was higher than the increase of 

investment cost due to retrofitting. Accordingly, most of extra input parameters 

considered in the second retrofitting approach were related to operational cost.  

 Regarding the window opening and shading device control methods, three control 

methods for window opening (including never open window), and seven control methods 

for shading device control methods (including never drawn shading) were considered as 

follow: 

- Window opening (alt. 1): Indoor operative temperature control method was used 

for the summer and winter operation. The summer operation control was based 

on indoor operative temperature. The winter operation was based on CO2 and 

indoor operative temperature control methods. 

- Window opening (alt. 2): Indoor operative temperature control method was 

combined with the direct solar radiation on the façade and wind velocity control 

for the summer operation. 

 It should be mentioned that the window opening in IDA-ICE was applied 

according to the CELVO model, which defined the window opening area in terms of 

height, width, and discharge coefficient of the window [142]. 

- Shading control (alt. 1): Shading position control was suggested with respect to 

the indoor air temperature outside the working hours (zone not in use) and 

according to illuminance during the working hours (zone in use). It should be 

pointed out that this alternative was the only condition in which the shading slat 

angle was controlled according to illuminance and changed based on the solar 

azimuth angle. Otherwise, the slat angle was kept constant at 45º in other 

conditions. The aim was to minimize energy use and maximize comfort.  
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- Shading control (alt. 2): Shading position control was based on the solar radiation 

measured on the exterior side of windows during the working hours and 

according to solar radiation and indoor air temperature outside the working 

hours. The aim was to avoid overheating during working hours and to gain heat 

outside the working hours. 

- Shading control (alt. 3): Shading position control was based on illuminance 

during the working hours and according to the indoor air temperature and the 

minimum solar radiation outside the working hours. The aim was to maximize 

comfort and minimize mechanical cooling. 

- Shading control (alt. 4): Shading position control was based on the solar radiation 

measured on the exterior side of windows during the working hours and 

according to the indoor air temperature and the minimum solar radiation outside 

the working hours. The aim was to avoid overheating during the working hours 

and preserve heat gain outside the occupancy hours. 

- Shading control (alt. 5) and (alt. 6): Shading position control was based on 

illuminance and solar radiation on the exterior side of windows all day long, 

respectively. 

 It should be stated that all the alternatives for window opening and shading device 

control methods were developed through detailed macros in IDA-ICE, as described in 

[133].  

4.3.2. Optimization framework and simulation tool    

 Fig. 20 illustrates the proposed method for the second retrofitting approach. The 

method was structured in several steps.   

 The pre-processing step (the green area in Fig. 20), in which the building model 

was generated in IDA-ICE and the input parameters for the optimization problem 

were defined. 

 The intermediate step (the red area in Fig. 20), where the output parameters from 

the energy simulation software were evaluated in terms of average daylight fact 
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(DFavg), DH26, and PPDavg. The first parameter, daylight factor, was considered as 

the visual comfort index and the two latter, discomfort hours for the indoor 

operative temperature greater than 26ºC and the averaged predicted percentage 

dissatisfied, were chosen as the thermal comfort indexes. These constraints were 

implemented through the GS module in the same way as described in Section 

4.2.1.  

 The optimization step (the purple area in Fig. 20), where the objective function 

was iteratively assessed until an optimal solution was achieved.  

 The post-processing step (the “ZEB analysis” box in Fig. 20), where the optimal 

solutions were elaborately analyzed further in terms of ZEB balance described in 

Section 2.6. 

 
Fig. 20. Proposed framework for the optimization process in the second retrofitting 

method 

4.3.3. Optimization results of the second retrofitting approach 

4.3.3.1. Optimization results 

 The optimization results showed that the largest value of heat exchanger 

efficiency was chosen in the optimal solution. The reason was that the improvement of 

heat exchanger efficiency decreased the building energy use with trivial impact on the 
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visual and thermal comfort conditions. Regarding the window to floor area ratio, a 

moderate value was selected for the optimal solution implying that this parameter was a 

conflicting factor for maximizing visual comfort and thermal comfort and minimizing 

energy use, simultaneously. The external wall, window, and roof retrofitting with low U-

value were prioritized for the optimal solution. Regarding shading device and window 

opening, the control methods based on the temperature and solar radiation set points 

(window opening alt. (2) and shading control alt. (6)) were the preferred options for the 

global optimal solution. Overall, comparison of the window opening and shading device 

control methods in this PhD work indicated that the solar radiation and the indoor 

temperature parameters were the most effective factors in controlling the dynamic 

shading device and the window opening. This was especially achieved when different set 

points were considered for the same parameter, for example solar radiation, for 

controlling the shading and window opening. The reason could be justified by the 

coincidence of solar shading and window opening activation. In fact, selecting the same 

parameters, but with different set points, for the control methods of shading device and 

window opening ascertained that the shading would not be drawn when the windows 

were open, and the best performance of both shading and window opening was achieved. 

It is worth stating that it was also observed in [86] that the strategies controlled based on 

solar irradiance were the most selected control methods for the optimal shading control 

in different investigated cases.  

 Fig. 21 shows the optimization results taking both visual and thermal comfort 

constraint functions into account. The cases with a low PPDavg and high DFavg values had 

a relatively high energy use (yellow and green points in the lower part in the acceptable 

solutions area). 
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Fig. 21. Scatter plot of optimization results 

 

 However, the solutions with less energy use fell within the thermal comfort 

satisfied area (dark blue points in the lower part in the thermal comfort satisfied area) 

emphasizing the difficulty of finding an optimal solution when considering both thermal 

and visual comfort filters. The reason was that a fewer number of parameters (mainly 

window to floor area ratio and partly glazing type) affected daylight factor than the 

thermal comfort. Furthermore, the total delivered energy reduced dramatically after 

optimization by around 77% compared to the reference case. As a matter of fact, this 

considerable energy saving would be more limited if the cost effectiveness of retrofitting 

option was also taken into account. However, the proposed optimization process provides 

informative insights on the importance of various control methods of window opening, 

shading device, and HVAC set points adjustment in the improvement of building energy 

performance, which impose almost low investment cost during retrofitting process. 

4.3.3.2. Results of ZEB balance 

 Fig. 22 illustrates the process to reach ZEB balance through the imported and 

exported primary energy balance. Firstly, a large amount of energy saving, around 81%, 

in primary imported energy was achieved during optimization and the ZEB balance was 

then achieved by exporting electricity from onsite production.  
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Fig. 22. ZEB analysis process in terms of exported and imported primary energy use 

Therefore, the required PV panel area to reach ZEB level was around 1 352 m2 

for the global optimal solution and around 5 960 m2 for the reference case, if no 

optimization was performed. Furthermore, as the roof area was around 1 000 m2, these 

optimized PV might be placed on the roof somehow. But, without optimization, it would 

be completely impossible or not feasible. 

Fig. 23 shows the monthly variation of electricity portion in ZEB analysis in terms 

of export/production and import/consumption. The maximum electricity production for 

both the reference and the optimized cases was achieved during summertime, due to high 

solar radiation intensity. Consequently, a significant amount of electricity was imported 

during the winter, and a high portion of electricity was exported during the summer.  

 



69 

 

 
(a)  

 
(b) 

Fig. 23. Monthly variation of electricity portion in ZEB analysis in terms of (a) 
export/production and (b) import/consumption for the global optimal solution  

Additionally, there was still some amount of imported electricity even during 

summer, even though the electricity produced by PV was tried to be self-consumed as 

much as possible. It can be observed in Fig. 23 andFig. 24 that the optimized case 

internally consumed nearly half of the generated electricity by PV panels. More precisely, 

considering the supply cover factor as defined in Eq. 20, 54% of the onsite produced 

electricity on a monthly basis, and 51% of that on an hourly basis, was self-consumed in 

the building. 
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(a) 

 
(b) 

Fig. 24. (a) monthly and (b) hourly production and consumption electricity with areas 
for ZEB balance 

An important point regarding ZEB balance is that it is economically preferable to 

use the generated electricity directly in the building (self-consumption) instead of 

exporting it to the grid. This is because the power company will only pay for the 

electricity price (Spot-price) plus a feed-in tariff, but not for the grid-tariff, for the 

exported electricity. Therefore, the price for the exported electricity will be only about 

the half price for the imported electricity.  

4.4. CFD and daylight programs for building retrofitting 

4.4.1. Simulation setups 

 In continuation of the second retrofitting approach described earlier in previous 

section (section 4.3), an AA system was also investigated besides the RSH system. The 

input parameters, constraint criteria, and objective functions were the same as previous 

section. However, the supply/return water temperature to/from radiators and overheating 
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of zone hot water supply in the central heating system were not considered in the 

optimization case equipped with AA system. Alternatively, four different types of the 

airflow control including variable air volume with humidity control, variable air volume 

with CO2 control, variable air volume with temperature control, and variable air volume 

with temperature and CO2 control were considered for the AA system equipped with 

DCV (Table 9). 

Table 9. Various types of control methods for DCV system  
System type Control method 

Variable air volume with 
humidity control 

Maximum relative humidity set point: 60% for 
cooling season and 40% for heating season* 

Minimum relative humidity set point: 20% for both 
cooling and heating seasons*   

Variable air volume with CO2 
control 

Maximum CO2 set point: 1100 ppm 

Minimum CO2 set point: 700 ppm 

Variable air volume with 
temperature control 

Maximum temperature set point: 26 C  

Minimum temperature set point: 19 C 

Variable air volume with 
temperature and CO2 control 

Combination set points for CO2 and temperature 

* There is no specific limit value for humidity of indoor air in Norway and only 
recommendations to prevent dampness and mold growth [123, 143]  

 

 Furthermore, the optimization framework (BES-OPT in Fig. 25) was coupled 

with detailed CFD simulation and daylight simulations, as the post-processing. The CFD 

simulations were done in IDA-ICE by interfacing OpenFOAM CFD engine, and the 

daylight simulations were performed through Radiance program. However, all 

calculation setup and execution were performed in IDA-ICE for both CFD and daylight 

simulations. 

 Regarding the CFD process (illustrated in Fig. 25 with green boxes), firstly, 

coupling of BES and CFD was validated by the available experimental data [83] and our 

previous numerical results for a single office building [144]. Afterwards, the coupling 

process was implemented for the optimized solution from the BES-OPT step. In the 

coupling process, the required boundary conditions for CFD simulations including 
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surface temperature, surface convective heat flux, and ventilation air flows were exported 

from the IDA-ICE to OpenFOAM CFD engine. These boundary conditions were then 

used by the CFD program to solve the continuity, momentum, and energy equations. 

Moreover, for the CFD simulations, the steady state solver with the RNG k- turbulence 

model were selected as this model has largely been used in the simulation of indoor air 

flow problems [145]. 

 

 
Fig. 25. Coupling framework of building energy optimization, daylight, and CFD  

 In accordance with the modelled geometry, a hexahedral mesh model was 

generated and executed in the CFD interface in IDA-ICE. Furthermore, a mesh 

refinement was applied to the boundary layers near the surfaces. The obtained indoor air 
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velocity and air temperature results from the CFD simulations were then exported to 

MATLAB program for PPD calculation. Fig. 26 shows the 3D Model modelled in IDA-

ICE, based on the real experimental case [83], and used for the validation study. The 

office was equipped with radial diffuser located on the ceiling for both space heating and 

ventilation purposes.  

Fig. 26. Modelled configuration of the office cubicle in IDA-ICE 

 Concerning the detailed daylight analysis, three dynamic indexes comprised of 

UDI, cDA, and sDA, described in Section 2.3 were used. For UDI assessment, 100 lux 

and 2 000 lux were chosen as the minimum and maximum limits in Eq. (7). In evaluating 

cDA and sDA, the percentage of the daytime hours over 300 lux with partial credit and 

percentage of the occupied hours when the illuminance is equal or greater than 300 lux 

were considered. The daylight simulations were carried out through the Daylight-tab in 

IDA-ICE that uses backward raytracing and Radiance as a simulation engine. In this 

regard, a climate-based sky model with high precision was used in the Radiance software 

and a MATLAB script was used for visualizing the dynamic daylight indexes.     
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4.4.2. CFD and daylight simulation results for the energy optimized 
solution 

4.4.2.1. BES-OPT analysis  

 Fig. 27 shows the scatter plot of optimized results filtered by both thermal and 

visual thermal comfort constraints. Comparing the results for RSH and AA systems (Fig. 

27 (a) and Fig. 27 (b)) in the second optimization approach shows that satisfying thermal 

comfort requirements was more difficult in the case with AA system than in the RSH 

system. It can be observed with larger number of triangles and larger range of PPDavg in 

the AA system in Fig. 27 (b). 

 
(a) 

 
(b) 

Fig. 27. Optimization results for (a) RSH system and (b) AA system in the second 
retrofitting approach 
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 The reason could be more complicated control method of space heating and 

ventilation system in the AA case as they both functioned with a supply air terminal. 

Therefore, it was more challenging to find a combination of set points for the ventilation 

system to minimize the building energy use and achieve the thermal comfort in this case 

concurrently. On the contrary, the daylight factor requirement was satisfied for more cases 

in the AA system than in the RSH case that could be due to the type of shading control 

method and higher window to floor area ratio obtained in the optimal AA case. In this 

regard, the shading control alts. (6) and (1), described in Section 4.3.1, were chosen for 

the RSH system and AA system, respectively. In addition, the best quality of the window 

and external wall could not be selected in this case as tighter building envelope would 

result in larger DH26 than the thermal comfort constraint. 

 Fig. 28 shows the amount of delivered energy to the building for the reference 

case and two optimization cases. Optimizing the building performance could reduce the 

building energy use up to around 77% and 79% in the optimized RSH and AA cases 

respectively while satisfying both thermal and visual comfort. Less energy use in the 

optimized AA case proves that the AA system can be considered as a potential HVAC 

system in cold climate countries as it can reduce the investment and maintenance costs 

associated with the local space heating and cooling systems.   

 
Fig. 28. Delivered energy to the building for two optimization cases 
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4.4.2.2. CFD and daylight assessment 

 Fig. 29 shows the annual variation of average PPD for the worst zone (cell office 

C.O.16) in terms of difficulty in meeting comfort conditions, for the reference case and 

the optimized RSH and AA cases. The coldest day was 2nd January, and the warmest day 

was 1st August, selected based on climate data for outdoor air temperature.  
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Fig. 29. Annual variation of average PPD for the cell office C.O.16 for the (a) 

reference case, (b) optimized RSH case (c) optimized AA case 

 
 Additionally, it was found that both optimized cases could satisfy the thermal 

comfort requirements, based on the comfort category II, for longer period of the year 

compared to the reference case. The AA optimized case showed the best performance in 

this respect. However, the AA system could not provide a comfortable condition, 

according to any of thermal comfort category, in January and December. Overall, the 

annual thermal comfort was improved for both optimized cases. It should be pointed out 

that the improvement of thermal comfort was achieved along with the reduction of 

delivered energy to the building more than 77%. 

 To examine the uniformity of air temperature distribution and the possibility of 

temperature stratification, the distribution of vertical air temperature difference for CFD 

cells between the ankle level (0.1 m above the floor) and the head level (1.1 m for a seated 

person), in the occupancy zone, is shown in Fig. 30. The occupancy zone was defined as 

the area with 0.6 m from the side walls and from 0.1 m to 1.8 m above the floor. In the 

coldest day of the year (Fig. 30), the majority of points met the requirements for the 

vertical air temperature difference, which is less than 3 K according to the second thermal 

comfort category for office buildings. However, a slight temperature stratification was 

observed covering around 50% of occupancy zone at the optimized AA in the morning at 
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the coldest day of the year. The reason could be due to considering a yearly average PPD 

as the thermal comfort constraint during optimization. 

 
Fig. 30. Box plot of vertical air temperature difference between the ankle and head 

levels for the cell office C.O.16 for different cases 
 
 In addition, with respect to Fig. 29 andFig. 30 it can be implied that a different 

control method for the DCV system should be adopted in the coldest periods of the year. 

Nevertheless, the window opening was functional for both optimized cases during 

summertime and no significant temperature stratification was observed, despite using 

rather low air flow rate compared to the reference case.  

 To analyze the visual comfort in detail for the optimized RSH, optimized AA, and 

the reference case, the spatial distribution of three common different dynamic indexes 

including UDI, cDA, and sDA have been shown Fig. 31. Both optimization cases showed 

superior performance compared to the reference case in terms of visual comfort 

conditions. Concerning the UDI index, more than half area of the occupancy zone could 

reach to almost 50% UDI, which is recommended for office building [146], after 

optimization in both cases. Nevertheless, the optimized AA case provided more uniform 

distribution of relatively high UDI in the entire area during the occupancy hours. It was 

even more discernible in terms of cDA and sDA indexes (Fig. 31(b) and (c) two bottom 

rows). As it can be seen, only a small area near the window could achieve around 35% 

sDA during occupancy hours in the RSH optimized case while more than 50% of the 

whole area in the optimized AA case could achieve 30-48% sDA. It implies that the 

combination of shading control method, which adopted indoor temperature and daylight 
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parameters, and window to floor area ratio could provide better visual comfort quality in 

the optimized AA case entire the year.  

   

   

   
(a) (b) (c) 

Fig. 31. Spatial distribution of three visual daylight indexes for the cell office C.O.16 for 
(a) reference case (b) optimized RSH, and (c) optimized AA 
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It is worth mentioning that although a static parameter was considered as the 

visual comfort constraint (DFavg > 2%), due to the necessity of Norwegian national 

requirements, the optimized design variables provided a great improvement in terms of 

dynamic daylight indexes compared to the reference case.  

4.5. Life cycle analysis of GHG emissions from building 
retrofitting 

 Besides the energy performance and detailed thermal and visual comfort analysis 

of the renovation measures, their corresponding GHG emissions have also been studied 

through LCA method.  

4.5.1. LCA framework and material emissions 

    Table 10 shows the quantity of extra materials and the associated carbon 

missions. In the PH strategies (RSH_PH and AA_PH) the extra materials were chosen to 

meet the standard requirements. The RSH_LCC and AA_LCC strategies were based on 

the Opt. AA Oslo and Opt. RSH Oslo cases described earlier in Section 4.2. The HVAC 

system in the RSH_PH, and RSH_LCC was the same as the reference building but with 

new waterborne radiators. In the AA_ PH and AA_ LCC, the HVAC system was an AA 

system with DCV control method. Furthermore, as the aim of retrofitting was to reach a 

nZEB level, two types of PV were used, namely Monocrystalline and Polycrystalline. 

The energy use for PH standard was used as the criterion to balance the total delivered 

energy to the building and calculate the necessary area of PV panels, which was 

calculated based on the method described in Section 2.6. In the OneClick LCA, in order 

for two types of panels to be comparable in terms of CO2 emission, a manufacturer that 

produced both types of panels were chosen, which a Dutch manufacturer was. 

Furthermore, the lifetime of PV cells was considered 30 years and their degradation rate 

neglected. 
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   Table 10. Extra materials’ quantity and CO2-eq emissions for different retrofitting strategies 

Component Materials 
RSH_PH AA_PH RSH_LCC AA_LCC 

Quantity 
 (m2-mm) 

CO2-eq 
(kg/m2) 

Quantity 
CO2-eq 
(kg/m2) 

Quantity 
CO2-eq 
(kg/m2) 

Quantity 
CO2-eq 
(kg/m2) 

Extra insulation 
for external wall 

Glava Extrem 32 1025-215 4.6 1025-215 4.6 1025-160 3.5 1025-160 3.5 

New exterior 
façade (external 
wall) 

Fiber cement 
board cladding  

1025-22 4.3 1025-22 4.3 1025-22 4.3 1025-22 4.3 

Extra insulation 
of the floor 
towards ground 

Glava Extrem 32 1000-240 

116 

1000-240 

116 

1000-20 

111 

1000-20 

111 

Generic concrete 1000-300 1000-300 1000-300 1000-300 
Plastic vapor 
barrier 

1000-0.2 1000-0.2 1000-0.2 1000-0.2 

Armouring  27000kg 27000kg 27000kg 27000kg 
Mortar 1000-3 1000-3 1000-3 1000-3 
Epoxy floor paint 1000-0.1 1000-0.1 1000-0.1 1000-0.1 

Extra insulation 
of the roof 

Glava Extrem 32 1000-240 

17.5 

1000-240 

17.5 

1000-20 

12.9 

1000-240 

17.5 

Double layer of 
asphalt roof 
membrane 

1000-3.5 1000-3.5 1000-3.5 1000-3.5 

Plastic vapor 
barrier 1000-0.2 1000-0.2 1000-0.2 1000-0.2 

Window 
Triple glazing, 
lifetime 30 years  280m2 34 280m2 34 280m2 34 280m2 34 

External door  

Existing doors 
were replaced by 
sliding door for 
use in exterior 
wall, lifetime 30 
years  

12.6m2 4 12.6m2 4 12.6m2 4 12.6m2 4 

New waterborne 
radiator system 

For RSH_PH, and 
RSH_LCC, 
lifetime 30 years 

10755 kg 52 NA NA 10755 kg 52 NA NA 

 

  

  



82 

 

 CO2 emissions due to operational energy use were calculated based on the 

delivered energy to the building and emission factors for electricity and district heating in 

accordance with NS 3720. The functional unit was considered as one square meter of 

heated floor area over a service lifetime of 60 years [147]. The GHGs were based on the 

Kyoto basket gases weighted by their global warming potential (GWP) and aggregated to 

give total greenhouse gas emissions in terms of CO2-eq [148]. Regarding the CO2 emission 

factor related to the electricity production and transportation, 0.13 kg CO2-eq/kWh was 

assumed based on production mix approach in the electricity supply (EU28 + Norge) with 

an expected average over 60 years and starting point based on the average for the last 3 

years [131, 149]. The EU28 mix is a global power producer and the result of cooperation 

among the countries of the EU, where the goal is to reduce greenhouse gas emissions 

related to the production of electricity [149]. The CO2 emission factor for district heating 

was selected 0.0138 kg CO2-eq/kWh, which was based on the public data from Norwegian 

District Heating Fellowship [150].  

4.5.2. LCA results of various retrofitting strategies 

 Fig. 32 shows the total CO2 emissions for the reference building and retrofitting 

strategies for the lifetime of 60 years. An obvious decrease of CO2-eq emissions associated 

with the operational energy use, around 68% and 73%, was obtained for the RSH and AA 

strategies. Less CO2-eq reduction in the cases with RSH system was due to the heating 

distribution network for waterborne radiators, which did not exist in the cases with AA 

system. Another reason was using the DCV method in the AA system which assisted in 

higher reduction of building energy use than CAV ventilation in the RSH system. 

Although, due to the utilization of extra materials, the embodied CO2 emissions increased 

in the retrofitting strategies compared to the reference case, around 12-19%, the reduction 

of CO2 emissions was much lesser in the operational stage. Accordingly, the share of 

operational energy use (B6) in total CO2 emissions was around 77% for the reference case 

whereas it was obtained around 43-46% for the retrofitting strategies, and 54-57% of total 

emissions were due to embodied emissions of extra materials. It was also shown in [109] 

that, applying the building retrofit measures could reduce the corresponding 
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environmental impacts by 56-96% for a residential building in Norway, where the largest 

reduction was due to renovation of energy supply in addition to building envelope 

retrofitting. Likewise, the results of retrofitting a Swedish residential building towards PH 

level, with energy use around 50 kWh/m2.year, showed 50-64% reduction in the initial 

operation CO2-eq/m2 emission [105]. Overall, the AA_LCC produced the least CO2 

emissions, around 354 kg CO2-eq/m2, among all studied strategies, owing to less materials 

used in the product stage together with less emissions generated in the operational energy 

use stage. 

 
Fig. 32. Total CO2-eq emissions related to various stages of the building life cycle for the 

reference building (TEK 87) and retrofitting strategies 

 To further compare the embodied emissions for the reference building and 

retrofitting strategies, the CO2 emissions associated with different building component and 

materials are shown in Fig. 33. The change in the insulation thickness of the building 

envelope, together with replacement of various types of windows were the differences 

among the retrofitting strategies. The cases equipped with AA system generated less 

emission related to HVAC installations. In this regard, the minimum embodied CO2 

emissions from materials were produced for the AA_LCC case. Although HVAC 

installation generated almost the largest embodied CO2 emissions among all building 

components and materials for all five cases, which was mainly due to replacement (B4-

B5), the largest increase in the embodied emissions, due to retrofitting, was associated 

with the re-insulation of the ground floor. It was also pointed out in [151] that the 
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embodied emissions corresponding to the periodical maintenance of the HVAC system 

could be larger than the initial embodied emissions. It should be noted that, the share of 

produced emissions in the operational energy use which was only corresponding to re-

insulation of the ground floor should also be considered to find out if this retrofit measure 

could compensate for the large associated embodied emissions. However, it could have 

been more appropriate, from an environment perspective, to further re-insulate the other 

parts of the building envelope instead of ground floor. It can be also observed in Fig. 33 

that the emissions associated with retrofitting of exterior walls and roof were considerably 

lower compared to the ground floor.  

 
Fig. 33. Embodied CO2-eq emissions from materials for the reference building and the 

retrofitting strategies 

 To obtain a comprehensive LCA of retrofit strategies, the CO2 payback time was 

used for the studies cases, which is shown in Fig. 34. It is an important indicator for finding 

the retrofit strategies which have the best environmental performance during the building 

lifetime and determines how long it would take before the lower emissions from energy 

use will offset greenhouse gas emissions in connection with retrofitting. In this respect, 

the retrofitting strategies were compared to the reference building, spread over a 60-year 

period. The embodied emissions related to all building’s life cycle stages, except the 
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replacement, have been considered at the beginning of the lifetime period, while the 

emissions related to the operational energy use were stacked over the building lifetime. As 

the results demonstrates, the CO2 payback times for AA_LCC and RSH_LCC strategies 

were almost the same and equal to 3.9 years, followed by AA_PH and RSH_PH strategies 

with CO2 payback times equal to 4.6 and 5.1 years, respectively. Overall, considering both 

the CO2 payback times and the total CO2 emissions generated at various stages of the 

building life cycle, the AA_LCC had the best environmental performance among all 

retrofitting strategies.  

 
Fig. 34. Time plot of CO2-eq for the reference case and different retrofit strategies 

 The nZEB level was achieved by adding PV panels to balance the total delivered 

energy to the building. The environmental impacts of two types of PV panels were studied 

for the RSH_PH strategy, which are shown in Fig. 35. Although Monocrystalline resulted 

in less material usage (smaller PV panel areas) to reach nZEB level, due to its higher 

efficiency than Polycrystalline, it generated more CO2 emissions than Polycrystalline, 

especially in the product stage, replacement, and retrofitting (Fig. 35 (a)). This was due to 

extra Czochralski process in the production of Monocrystalline PV panels. In addition, in 
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both cases, the replacement and retrofitting stood for more than 49% of CO2 emissions 

production. Fig. 35 (b) shows that adding PV panels to balance the delivered energy use 

for RSH_PH led to increase of embodied emissions around 11% and 6% when applying 

Monocrystalline and Polycrystalline, respectively. However, the emissions related to the 

operational energy use, accounting for 50% of total emissions in RSH_PH, were decreased 

resulting in approximately 39% and 44% net reduction of CO2 emissions in nZEB 2 and 

nZEB 1 strategies, respectively. 

(a) 

 

(b) 

 

Fig. 35. (a) CO2-eq emissions for two types of PV panels to reach nZEB level and (b) 
total CO2-eq emissions for the RSH_PH and two nZEB cases 

 Fig. 36 shows the time profile of CO2 emissions for RSH_PH case and two nZEB 

strategies over lifetime period 60 years. As it can be observed, the nZEB 1 had CO2 

payback time around 6 years while the payback time was obtained around 12 years for the 

nZEB 2 strategy.  
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Fig. 36. Time plot of CO2-eq for the RSH_PH and two nZEB cases 

 Comparing the results obtained in Fig. 35 and Fig. 36 shows that the case with 

Polycrystalline PV panels had better performance than Monocrystalline ones in terms of 

environmental impact even though a larger PV area, around 20%, was needed for the 

Polycrystalline PV panels to reach nZEB level. However, the high efficiency and space 

saving make Monocrystalline PV panels attractive on the market, as there is often limited 

installation space.  
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5. Conclusions  

 In this thesis, various aspects of developing sustainable building retrofitting 

procedures were addressed for the existing Norwegian office buildings. The approach was 

implemented using different numerical tools and the methods and the results provided 

different insights towards achieving a ZEB level.  

5.1. Summary of thesis 

 A sustainable building retrofitting framework was implemented through two 

different approaches using optimization process. In the first approach, the existing 

building characteristics were based on the Norwegian building code TEK 10 (2010 

onwards) and small retrofitting measures were applied. In the second approach, the TEK 

87 (1980s) building requirements were considered for the reference case and more 

renovation measures were included. The optimization framework was implemented 

through a Graphical Script module in both approaches. Furthermore, a detailed thermal 

comfort and visual comfort analysis, ZEB balance evaluation, and LCA of GHG emissions 

associated with different retrofitting interventions were conducted for the reference cases 

and optimized solutions.   

 The results of optimization process in the first retrofitting approach showed that 

high-quality window and external wall were always used in the optimized solutions, but 

the ground floor and the roof retrofitting were the costliest options and were used only 

when the reduction of operational cost due to energy use was higher than the increase of 

investment cost. The amount of delivered energy saving for the cases equipped with the 

AA system was higher than the cases in which the radiator space heating system was used.  

 For further improvement of building energy performance towards nZEB, a large 

group of retrofit measures including window opening and shading device control 

strategies were also investigated through the second retrofitting approach. The 

optimization results in this approach revealed that the building energy use for space 

heating and space cooling could be significantly reduced through optimization process, up 

to 77%, compared to the reference building case modelled in compliance with the 
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Norwegian building regulation TEK 87. The optimal shading control method was based 

on solar radiation on the exterior side of the windows and the best performance regarding 

the window opening was attained when the control method was in accordance with indoor 

air temperature, direct solar radiation on the façade, and wind velocity set points, for the 

summer operation. Accordingly, the main factors in controlling shading devices and 

window opening were selected based on the indoor air temperature and the solar radiation 

parameters, but with different set points for these optimization input variables. The most 

challenging optimization design variable to select was the window to floor area ratio 

because it influenced the thermal and visual comfort in an opposite way. It signifies the 

importance of considering the combined effect of these design variables when targeting 

the nZEB level. In addition, the proposed optimization framework implemented through 

the Graphical Script empowers building engineers and architects to test such design 

solutions.  

 Detailed CFD and daylight simulation results for the optimized solutions in the 

second retrofitting approach showed that both the optimized RSH and AA cases could 

satisfy the thermal comfort requirements, based on the comfort category II, for longer 

period of the year compared to the reference case. The optimized AA case showed the best 

performance in this respect. However, the DCV system, adopted in this optimized case, 

could not provide a comfortable condition, according to any of three comfort categories, 

in extreme cold conditions in Norway. The window opening was functional for both 

optimized cases during summertime and no significant temperature stratification was 

observed, in spite of using rather low air flow rate compared to the reference case.  

 LCA of GHG emissions associated with the optimal building renovation solutions 

in the first retrofitting approach showed that applying retrofit measures increased the 

embodied emissions for various retrofit interventions owing to use of extra materials, their 

transport to construction site, and end of life service. However, compared to reference 

building TEK 87, the reduction of CO2 emissions associated with the operational energy 

use, which were calculated around 69-73%, overweighted the embodied CO2 emissions 

of extra materials. Among all retrofitting strategies, the LCC optimized case with AA 

system showed the best performance in terms of environmental impact so that the total 
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CO2 emissions were decreased from 1336 kg CO2-eq/m2, in the reference case, to 637 kg 

CO2-eq/m2 in the AA_LCC strategy. The reason was that this strategy showed better 

energy performance with less material use, due to omitting waterborne radiators in this 

strategy, which resulted in less embodied and operational CO2 emissions compared to 

other retrofitting strategies. The GHG emissions of two nZEB cases corresponding to use 

of Polycrystalline and Monocrystalline PV panels showed a considerable reduction, 

around 39-44%, of total CO2 emissions compared to the PH case with RSH system.  

 This PhD work provides practical insights for developing sustainable retrofit 

interventions of Norwegian office buildings, and as demonstrated, preliminary steps for 

further research into implementation of low temperature all-air system to achieve ZEB 

level.    

5.2. Future work  

 An essential step for future work is prolonged and onsite measurement/monitoring 

in buildings being modified using the considered approaches. As presented in the different 

sections, most of the retrofitting process was focused on various options for building 

envelope, fenestration, HVAC system components and set point, especially the AA system, 

window opening control methods, and shading device materials and control methods. 

However, the energy supply technologies have not been investigated. Technologies that 

further facilitate the efficient implementation of renewable energy mix is yet to be studied. 

Furthermore, it should be noted that this thesis has chiefly dealt with space heating and 

building electricity usage. Energy savings from DHW was not discussed. This brings up 

further challenges, as the most buildings are shifted to ZEB level, energy use from DHW 

play a key role.  

The future work should be planned to address the following directions: 

 Development and application of energy efficient supply technologies that take 

advantage of onsite renewable energy sources such as integration of solar 

collectors with ground source heat pump (GSHP) systems. 
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 Development of efficient heat recovery systems in the building stock that include 

both exhaust air and wastewater.  

 Integration of the above-mentioned systems with the next generation of district 

heating system and the electricity grids and considering various climate change 

scenarios instead of using typical weather data.  

     It is worth mentioning that the data sources used in this LCA work may include 

some uncertainties arising from inaccuracy of available data or their dependency on the 

specific analyzed systems and inaccuracy of parameters modelled in this thesis. Finally, 

let us remind that the targets were restricted to zero energy building level. It would be 

more challenging to focus on zero emission building level. This could be achieved by 

broad use of low CO2 emission materials and those having negative embodied carbon in 

the construction phase, such as tree and short-term crops, or extensive use of renewable 

energy sources such as PV panels, biomass combined heat and power (CHP) etc. It should 

target at compensating both the embodied and operational emissions during the entire 

building life cycle. It would be also interesting to find out which approach is more 

efficient, because if, for example, a scenario of low carbon electricity grid is considered, 

it would be more difficult to achieve a zero emission level through extensive use of PV 

panels.   
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H I G H L I G H T S

• Graphical script method was used for optimization of an office building.• Two scenarios were considered to minimize the delivered energy and life cycle cost.• Performance of all air heating and radiator-based heating systems were studied.• Office building retrofitting through optimization led to an energy saving up to 55%• Optimizing all air heating system may lead to lower energy use than passive house.
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A B S T R A C T

Selecting the most cost-effective retrofit interventions to achieve a significant reduction of energy use and CO2
emissions in the building sectors is challenging, because a large number of possible retrofitting options should be
analyzed. To remedy this and simplify the decision-making process, optimization may be adopted. This study
developed an iterative optimization process by coupling a dynamic energy simulation software, IDA-ICE, and a
generic optimization engine, GenOpt, through the Graphical Script module. This optimization process was ap-
plied to an office building located in the Nordic climate. Two scenarios were considered. In the first scenario, the
optimal designs were achieved by minimizing the life cycle cost of retrofitting measures over a span of 60 years,
while the building energy use for space heating and cooling were the constraints to satisfy the Norwegian passive
house standard level. In the second scenario, the delivered energy to the building was minimized and the life
cycle cost of retrofitting was limited to a predefined value. Two different space heating systems were used,
radiator space heating and all-air systems. The optimization parameters included building envelope elements
and heating and cooling set points (in the case of all-air system). The results showed that the specific life cycle
cost could be reduced up to 11%, while the energy use for the space heating and space cooling was met according
to the Norwegian passive house standards. The delivered energy to the building could be decreased by up to 55%
in the second scenario.

1. Introduction

Energy efficiency measures in building stock play a significant role
in the reduction of total energy use. Among all users, existing non-re-
sidential buildings account for a large portion of energy use and
greenhouse gas (GHG) emissions. For instance, in Norway, non-re-
sidential buildings form around 62% of the total building stock [1],
emphasizing the essential need for improving the energy performance
of this building type. In cold climate countries, the building energy

efficiency is even more challenging due to cold climate conditions and
high heating needs, which accounts for between 40% and 60% of the
total energy use [2]. Apart from the energy use, the importance of in-
door air quality (IAQ) in well-being and productivity of occupants in
non-residential buildings, e.g. offices, cannot be ignored since the oc-
cupants spend a lot of their time in the indoor environment. Therefore,
building retrofitting is a viable solution in improving the existing
building stock’s energy performance and IAQ.

Building retrofitting is a means of upgrading existing building
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performance in order to decrease the building energy use, reduce the
GHG emissions, and provide a comfortable indoor environment for
occupants. Potential retrofit interventions are commonly applied to
building envelope and design aspects, building systems and installa-
tions, and building control and management tools [3]. However, the
majority of retrofitting strategies focus on the building envelope and
ventilation system. To improve the building envelope properties, the
following technologies are wildly applied: (1) enhancing wall, ceiling,
and floor thermal resistances, (2) improving airtightness, (3) enhancing
the solar heat gain coefficient (SHGC) of window glazing, and (4) using
shading components. To improve the ventilation system performance,
replacing constant air volume (CAV) by variable air volume (VAV) for
the ventilation control system and improving the efficiency of the heat
recovery system are the actions frequently applied [4–7]. Another
group of measures often considered in building retrofitting process are
the parameters dealing mostly with the heating distribution system.
Low temperature heating (LTH), systems such as a LTH radiator [8–10]
or an under-floor LTH [11,12], connected to district heating, heat
pump, or combined heat and power (CHP) supply systems are some
practical examples used in cold climate areas. Nevertheless, the chal-
lenge that arises here is that the integration of all these high-ranking
retrofit options at their best level would not yield a desirable reduction
of building energy use, because of simultaneous effects. A case in this
point is the ventilation system, where the improvement of heat recovery
efficiency with a reduction in ventilation airflow rate does not decrease
the energy use for heating as much as expected [6]. As a result, se-
lecting a proper set of building retrofitting measures that can minimize

the building energy use and the related costs, while satisfying IAQ in
the long term remains the main challenge. Therefore, it will be even
more challenging when a stricter target such as nearly zero energy/
emission building (nZEB) level is chosen as a target energy level [13].
Note that nZEB has been defined differently based on energy use or
emissions either from energy use or the total emissions from both en-
ergy use and building production phase [14–16]. Regardless of different
definitions, there is not yet any internationally or standard definition
for nZEB, except that these buildings are characterized by high energy
efficient components and energy supply from renewable energy sources
[2,13]. Hence, building retrofitting to the low-energy or the passive
house (PH) level can be considered as the ambitious level on a transi-
tional way towards nZEB. The building envelope in PHs is upgraded so
that an airtight, highly insulated building may require little or no en-
ergy for space heating (SH) or cooling (SC). This may raise doubts about
choice of building service systems and consequently their sizes and
investment justification.

Considering the above mentioned challenges and the approach to-
wards nZEB, we adopted an optimization method, as suggested in
[17,18], to cope with the challenge of selecting a proper set of retro-
fitting measures.

2. Literature review on building optimization

One of the most prevalent methods in exploring optimal solutions
for retrofitting projects is based on integrating the building perfor-
mance simulation tools such as EnergyPlus, DOE-2, IDA-ICE, and

Nomenclature

Roman symbols

AA all-air
ACOR ant colony optimization
AHU air handling unit
ANN artificial neural network
Atotal-window total window area (m2)
Atotal-heated floor total heated floor area (m2)
a discount factor for escalation of energy price
CAV constant air volume
CHP combined heat and power
DCV demand control ventilation
DHW domestic hot water
DH26 overheating degree hours (h)
dLCC profitability of the retrofitting measures (NOK)
E simulated annual energy use (kWh/(m2·year))
ESC.PH energy use for space cooling for passive house (kWh/

(m2·year))
ESH.PH energy use for space heating for passive house (kWh/

(m2·year))
Etot total delivered energy to the building (kWh/(m2·year))
e increase in the electric energy price
ep energy price (NOK/kWh)
f inflation rate
GA genetic algorithm
GS graphical script
GHG greenhouse gas
GPS generalized pattern search
HVAC heating, ventilation, air conditioning system
IAQ indoor air quality
ICm investment cost of building envelope renovation (NOK)
i nominal interest rate
iMOO integrated multi-objective optimization
LCC life cycle cost (NOK)

LCCe annual cost due to building operation (NOK)
LCCr life cycle cost of the reference case (NOK)
LCCF life cycle carbon footprint
LEB low energy building
LTH low temperature heating
MOBO multi-objective building optimization
MOO multi-objective optimization
MOABC multi-objective artificial bee colony
MINLP multi-objective mixed-integer non-linear problem
NPV net present value
NSGA-II multi-objective genetic algorithm
n number of years in the building lifetime
n50 airtightness (1/h)
nZEB nearly zero energy/emission building
PDH min total occupant hours dissatisfaction
PH passive house
PMV predicted mean vote
PPD predicted percentage dissatisfied
PSO particle swarm optimization
PV photovoltaic
RC replacement cost of various parameters (NOK)
RSH radiator space heating system
re real interest rate
SC space cooling
SHGC solar heat gain coefficient
SH space heating
SFP specific fan power (kW/(m3/s))
VAV variable air volume
U total heat transfer heat coefficient (W/(m2·K))
WWR window to wall ratio
ZEB zero energy building

Greek symbols

Ψ normalized thermal bridge
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Table 1
Summary of literature about the optimization of building energy performance tools.

Ref. Model Optimization and energy simulation
tool

Objective function(s) and constraints Input parameters

[25] Multi-objective
optimization

• Artificial Neural Network (ANN)
with multi-objective Genetic
Algorithm (NSGA-II)

• TRNSYS
• Max thermal comfort• in building energy use• Number of discomfort hours
(constraint)

• Set points for cooling, heating, and relative
humidity

• Supply air flow rate

• Window surface area

• Wall insulation thickness
[26] Multi-objective

optimization
• GenOpt and a Tchebycheff
optimization method developed in
MATLAB

• TRNSYS
• Min retrofit cost• Min energy saving• Min number of discomfort hours

• Roof insulation materials• Window type

• Wall insulation thickness and material type• Solar collector type
[27] Single-objective

optimization
• GenOpt• TRNSYS • Min primary energy use• Indoor operative temperature

(constraint)

• Daylight factor (constraint)
• Wall construction topology• Roof construction topology• Glass type and size• Insulation thickness of external wall• Absorption coefficient of wall’s outer face• Shading depth

[28] Single and multi-objective
optimization

• NSGA-II algorithm developed in
MATLAB

• TRNSYS
• Min energy use• Min cost• Min life cycle GHG• Min thermal discomfort

• External and internal partition wall type• Roof type• Floor type• Window type
[17] Single-objective and

multi-objective
optimization

• GA• NSGA-II algorithm developed in
MATLAB

• TRNSYS
• Min total cost• Min carbon dioxide emission• Min grid inter-action index of
reference building

• Low energy building (LEB)
(constraint)

• Zero energy building (ZEB)
(constraint)

• PV size

• Wind turbine size• Bio-diesel generator

[20] Multi-objective
optimization

• NSGA-II in Multi-Objective Building
Optimization tool (MOBO)

• TRNSYS
• Min energy use for cooling• Min energy use for heating well• Min life cycle cost

• External walls thermal transmittance• Roof thermal transmittance• Ground thermal transmittance• Window to wall ratio (WWR) at each façade

• Glazing type at each façade
[29] Single-objective

optimization
• GenOpt• EnergyPlus • Min LCC • External wall thermal insulation• Roof thermal insulation• Glass type

[30] Multi-objective
optimization

• jEPlus+ EA tool

• EnergyPlus • Min embodied CO2/operational CO2• Min LCC/ LCCF (Life cycle carbon
footprint)

• Min annual energy consumption/
annual energy spending

• Exterior insulation thickness• Panel insulation thickness• Bricks thickness• Thermal bridges insulation• WWR
[31] Multi-objective

optimization
• jEPlus tool• MATLAB• EnergyPlus

• Min annual cooling electricity• Min annual heating electricity• Min annual lighting electricity
• Building orientation• Window size

• Glazing properties• Wall thermal properties• Overhang depth and tilt angle
[32] Single-objective and

multi-objective
optimization

• Multi-objective artificial bee colony
(MOABC) developed in MATLAB

• jEPlus tool• EnergyPlus
• Min total annual building electricity
consumption

• Min Predicted Percentage of
Dissatisfied (PPD)

• Heating set point temperature• Cooling set point temperature• Wall thermal properties• Glazing properties• Building rotation
[33] Single-objective

optimization
• Ant Colony Optimization (ACOR)
developed in MATLAB

• GenOpt• EnergyPlus
• Min annual building energy use • Roof thermal properties• Wall insulation thickness• Window size

• Overhang depth• Heating set point• Cooling set point• Building orientation
[34] Single-objective

optimization
• GenOpt• EnergyPlus • Min total cost• PPD (constraint)

• Building envelope insulation thickness• Supply-water temperature set points• Heat exchange area of the radiators
[35] Multi-objective

optimization
• NSGA-II algorithm developed in
MATLAB

• EnergyPlus
• Min LCC• Max thermal comfort • Glazing type• Windows Area• Roof insulation thickness• Ground floor insulation thickness• Building orientation• Temperatures difference in infiltration controller• Air change value rate in infiltration controller

[36] Multi-objective
optimization

• Integrated multi-objective
optimization (iMOO) tool

• NSGA-II algorithm developed in
MATLAB

• EnergyPlus

• Min Predicted Mean Vote (PMV)• Min initial investment Cost• Min thermal Energy Consumption• Min Net Present Value (NPV)• Global warming potential

• Heating and cooling set point• Window type

• Ventilation/window opening type

(continued on next page)
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TRNSYS, etc., with optimization engines including custom program-
ming and general optimization tools such as MOBO, GenOpt, jEPlus,
BeOpt, and MultiOpt, etc. [19]. The approaches, which automate the
search process in finding optimal solutions with less effort, have largely
been studied. Table 1 summarizes these studies and their features in-
cluding modelling approach, type of tools, objective functions and de-
sign parameters used in the optimization procedure. Findings from the
literature review show that the following features are included in most
of the retrofitting projects for single/multi-objective optimization of
building performance.

• Input parameters: Insulation thickness of the building envelope
elements, surface area and type of glazing, overhang tilt angle,
overhang depth, and type of shading are mainly considered as the
optimization input parameters for the building envelope. In addi-
tion, size of photovoltaic (PV) panel, solar thermal collector area,
type of energy source, and heating and cooling temperature set
points are selected as the major optimization input parameters for
the building HVAC system.
• Objective functions and constraints: Building energy use, life
cycle cost (LCC), life cycle GHG, and thermal comfort of occupants
are the most selected targets as the optimization objective functions.
The number of discomfort hours and daylight are also chosen as the
thermal and visual constraint functions in the optimization process.
In some researches [20,21], no constraint function was used, but a
post processing analysis of thermal comfort was instead performed

to visualize the comfortable conditions for the optimized cases.
• Optimization and building energy performance simulation
tools: GenOpt, MOBO, and jEPlus tools as well as Genetic algorithm
(GA) and NSGA-II algorithm developed in MATLAB are often chosen
as the optimization tool. TRNSYS and EnergyPlus are used as the
energy simulation tool for single/multi-objective optimization pro-
cess. Furthermore, several researchers integrated optimization tools
such as MOBO with IDA-ICE energy simulation software [21–24].

The present study considered a different optimization approach for
building retrofitting towards nZEB. Our method aimed at integrating
the GenOpt optimization tool with IDA-ICE building performance si-
mulation software through the Graphical Script (GS) approach, which
implements an algorithm through an illustrative framework. This ap-
proach was implemented with two goals. Firstly, to evaluate the pos-
sibility in reducing the LCC of the energy retrofitting measures, the LCC
was minimized, while the energy use for SH and SC was defined ac-
cording to the Norwegian PH standard. Secondly, to investigate the
extent to which it is possible to reduce the annual delivered energy to
the building, the deliver energy was minimized, while the LCC of the
energy retrofitting measures was limited. In both approaches, the ret-
rofitting measures were determined so that the thermal comfort criteria
were satisfied.

The remainder of the paper is organized as follows. Section 3 de-
scribes the proposed framework and methodology to assess the optimal
configurations. For this purpose, in the first part of this section, the

Table 1 (continued)

Ref. Model Optimization and energy simulation
tool

Objective function(s) and constraints Input parameters

[37] Multi-objective
optimization

• MATLAB• multi-objective mixed-integer non-
linear problem (MINLP)

• Min total annual primary energy
consumption

• Min total investment cost
• Window type

• Door type• Wall insulation type and thickness• Floor structure• Ceiling structure• Electricity equipment power
[38] Multi-objective

optimization
• Multi-objective optimization (MOO)
tool

• Grasshopper• EnergyPlus
• Min total annual net energy
electricity use

• Max energy converted into
electricity by the PV cells

• Max daylighting level in the zone
measured as the continuous daylight
autonomy

• Angle of louvre blades• Z coordinate of the center point of each individual
blade

[39] Multi-objective and
simultaneous
optimization

• Epsilon-constrained mixed integer
linear program (MILP) using the
CPLEX

• EnergyPlus
• Min Annualized costs• Min life cycle GHG emissions

• Operating strategies for energy conversion and
storage technologies including heat pumps, solar
panels, biomass, oil boilers and thermal storage

[40] Modified multi-objective
optimization

• Genetic algorithm PR_GA_RF
developed in MATLAB

• IDA-ICE
• Min carbon dioxide equivalent (CO2-
eq) emissions

• Min investment cost• Summer overheating degree-hour
(constraint)

• Insulation thickness of wall, roof, and floor• Window type

• Heat recovery type in air handling unit• Shading type• Heating/cooling system types
[22] Multi-objective

optimization
• Pareto Archive NSGA-II algorithm
in MOBO

• IDA-ICE
• Min additional investment cost• Min annual space heating energy• Additional investment cost
(constraint)

• Insulation thickness of wall, roof, and floor• Heat recovery efficiency• Window type

[23] Multi-objective
optimization

• NSGA-II algorithm and parallel
computation in MOBO

• IDA-ICE
• Min LCC• Min annual CO2 emission • Window U-value

• Wall and door U-value• Floor U-value• Solar thermal area and PV capacity

• Type of building energy source
[24] Multi-objective

optimization
• Pareto Archive NSGA-II algorithm
and in MOBO

• IDA-ICE
• Min LCC• Min annual district heating energy
use

• Solar collector area• Storage Tank volume• Tilt angle of solar collector
[21] Multi-objective

optimization
• Pareto Archive NSGA-II algorithm
and in MOBO

• IDA-ICE
• Min CO2 emission of delivered
energy to the building

• Min NPV of the 15-year LCC

• Min total occupant hours
dissatisfaction (PDH)

• Maximum ventilation airflow rate
(constraint)

• PV-panels area• Insulation thickness of wall and roof• Window type

• Type of lighting system• Type of cooling and ventilation systems• Dimensioning output power of ground source heat
pump
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details of the case study including building geometry, specifications of
building envelope, energy source and HVAC system are presented and
discussed. In the second part, detailed information about the optimi-
zation procedure and how the GS implemented the necessary inputs,
constraints, and objective functions in IDA-ICE and linked them to the
GenOpt tool is provided. Section 4 presents the obtained results of the
application of the optimization method to the case study and provides a
critical assessment of the results. Finally, Section 5 summarizes the
conclusions and findings of this study and suggests a framework for
future work.

3. Methodology

3.1. Case building selection and its specifications

The aim of this study was to determine the techno-economic ret-
rofitting measures of a typical office building located in a cold climate
region. The case building examined in this paper was a generic office
building located in Norway. In order to select a reference office building
with an appropriate total floor area, the statistics of office building
stock in Norway was analyzed, as shown in Fig. 1.

From Fig. 1, it may be noted that the most of the office buildings in
Norway [41] were built in the 1980s with a the total heated floor area
of less than 10 000 m2. Therefore, an office building with roughly 3
000 m2 total heated floor area was chosen as the case building in this
study to both facilitate the computations of the optimization process
and address the total heated floor area of a typical office building in
Norway. As a case study in the present work, it was also assumed that
the reference office building met the Norwegian building code TEK 10
that is similar to the low energy building level [42].

The multi-story generic office building used for the dynamic simu-
lations is shown in Fig. 2. The office building had a compact square
design with a total volume of 9 062 m3 and consisted of three floors
with a total heated floor area of 2 940 m2. The total external wall area
was 1 326 m2 with doors covering a total of 21 m2. Regarding windows
size, the Norwegian building code, TEK 10, imposes a maximum re-
quirement for windows relating the window U-value and area as fol-
lows:

U A
A

· 0.24window total window

total heated floor (1)

Eq. (1) implies that if a larger window area is needed, a lower
window U-value should be selected to meet the national building code

TEK 10. According to this building code, the ratio should be considered
in order to avoid a high building energy use for space heating and
cooling due to window oversizing and to not compromise the daylight
effect due to window undersizing at the same time. Therefore, re-
garding the minimum required U-value for windows of 1.6 W/(m2·K)
for energy calculations, based on the Norwegian building code TEK 10,
a ratio of 0.2 corresponding to a total window area of 367 m2 was
considered for the reference case building.

Simulation of the building energy performance was conducted using
IDA-ICE version 4.8 software in this study. The simulation tool has al-
ready been validated by ASHRAE 140-2004 CEN 13791, CEN 15255,
and CEN 15265 (2007) [43].

Fig. 3 shows the thermal zones and floor plans in the simulation
model. Zoning of each floor was done with respect to a realistic scenario
of possible solutions in office buildings. Zones were designed to comply
with the area requirement in the Norwegian standard NS 3031 [44],
which states that the area for the primary zones (with occupancy)
should be at least 65% and the maximum of 35% for the secondary
zones (without occupancy and equipment). The total area of primary
zones was around 2 230 m2. The first floor included a reception with a
separate entrance and access to elevator and stairs, parking garage, and
a designated section for business premises. The second and the third
floors comprised of 16 cell offices, open plan office area, and meeting
and conference rooms. The office building also had elevators, technical
spaces, and toilets. In addition, the IDA-ICE zone multiplier function
was used to simplify the duplicate cell offices in the second and the
third floors to reduce the computational time of simulations.

The building envelope properties of the reference building are in-
dicated in Table 2. All properties were considered based on the Nor-
wegian building code, TEK 10. In addition, the features of the main
HVAC system in the reference case are presented in Table 3. The
technical specifications are typical for the office buildings built during
the 1980s and renovated to the TEK 10 level. The domestic hot water
(DHW) use was selected according to the standard NS 3031 using the
standardized value for the office building category [44].

The internal heat gains were considered according to the Norwegian
standard NS 3031. Table 4 shows the internal heat gain values and
profiles used in the simulation software. Furthermore, the heat gains in
the primary zones were due to occupancy, lighting, and equipment,
while for the secondary zones only heat gain due to the lighting was
considered.

To run the simulations over the period of one year, the typical cli-
mate data from the ASHRAE IWEC 2 database were used for three cities

Fig. 1. Total heated floor area vs. construction year of office buildings equipped with cooling plant in Norway.
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in Norway: Oslo, Stavanger, and Tromsø. The annual mean outdoor
temperatures were around 6.3 °C, 8.4 °C, and 2.9 °C, and the space
heating design outdoor temperatures in the present work were around
−20 °C, −13.5 °C, and −14.6 °C for Oslo, Stavanger, and Tromsø,
respectively. The details of climatic condition for these three locations
can be found in ASHRAE classification [47].

3.2. Model framework and optimization method

In this study, in order to further improve the energy performance of
the building with minimum associated cost, two different scenarios
were implemented using an optimization process. The proposed fra-
mework in the retrofitting process is shown in Fig. 4. Furthermore, two
different HVAC systems were considered for retrofitting of the building.
The first system was the same as the one used in the reference case and
was a radiator SH (RSH) system with a CAV ventilation system. The
second system was an all-air (AA) system where both space heating and
cooling were done using a demand control ventilation (DCV) system
and local heating/cooling devices were avoided. The DCV system was
controlled by CO2 and temperature. The supply air temperature set

points (in AHU) were considered as a function of return air temperature
to the AHU and CO2 set points were limited between 700 and 1
100 ppm. The lower limit of the air flow rate was set to 0.2 l/s and the
upper limit was determined during the optimization process. However,
in the secondary zones the CAV system was still used with the same
amount of air flow rate as the first scenario.

3.2.1. Input parameters in the optimization process
In the model framework, shown in Fig. 4, the building model was

firstly generated in IDA-ICE as explained in Section 3.1. Afterwards, the
optimization sequence initiated. In this stage, the input parameters for
the optimization process were determined based on the most selected
parameters in the literature. Table 5 indicates the input parameters
with their corresponding costs. Note that the cost values in Table 5 are
given in NOK1. The U-value of the building envelope was set to satisfy
the Norwegian PH standard NS 3701 [48]. The air temperature set
points (only for AA cases) represented the points of the supply air

Fig. 2. 3D representation of the three floors of the case building as modeled in IDA-ICE simulation tool without (left) and with (right) zone multiplier.

Fig. 3. Generic ground floor plan, the first floor plan (left), and the second and the third floor plans at level 3.4 m and 6.8 m (right) with thermal zones.

Table 2
Building envelope properties used as input values in IDA-ICE.

Parameter, Units Value Note

External wall U-value, W/(m2·K) 0.22 Minimum requirement
Roof U-value, W/(m2·K) 0.18 Minimum requirement
External floor U-value, W/(m2·K) 0.18 Minimum requirement
Window U-value, W/(m2·K) 1.60 Minimum requirement
Normalized thermal bridge , W/(m2·K) 0.06 Minimum requirement
Airtightness n50, 1/h 3 Minimum requirement
Internal wall U-value, W/(m2·K) 0.62
Story separator U-value, W/(m2·K) 0.17 Calculated using [45]
External door U-value, W/(m2·K) 1.60 Minimum requirement
External shading strategy Blinds on, if Qsol > 100 W/m2

1 The current currency ratio is 1 NOK ~0.1 EUR.
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temperature profile as a function of return air temperature to AHU. The
prices were taken from the price list from the Norwegian Price Book
year 2019 [49]. In addition, the details of shading properties can be
found in Appendix A. It should be noted that the U-values of the re-
ference building envelope, given in Table 2, were also considered as
optimization input parameters.

3.2.2. Objective functions and constraints
After determining the input parameters, two objective functions

were considered in order to evaluate the possibilities for different
combinations of retrofitting measures. In the first scenario, the LCC was
defined as the objective function to be minimized, while in the second
scenario the delivered energy to the building was the objective function
to be minimized.

The LCC, given in Eq. (2), included the following elements: (1) the
total building cost, which represented the annual building operational
cost (LCCe), (2) the investment cost of building envelope renovation
and improvement of SFP due to change of ventilation system from CAV
to DCV (ICm), and (3) replacement cost of various parameters (RC). As
such,

= + +LCC LCC IC RCe m (2)

where RC was the cost associated with replacing the old windows and
replacement of necessary HVAC elements due to maintenance.

The profitability of the retrofitting measures was calculated using
Eq. (3) as suggested in [50],

=dLCC LCC LCCi i r (3)

where dLCCi is the difference between the LCC for every case (LCCi)
and for the reference case (LCCr). Furthermore, LCCe in this research
was calculated using the NPV of the operational costs during the
building lifetime as shown in Eqs. (4) and (5).

=LCC ae Ee p (4)

= +a a r
r

1 ( )e
n

e (5)

=
+ +

r i f
f

e
e1 1e

(6)

The value of these factors for this study have been explained in
Appendix B. It should be mentioned that only electricity price was
considered, because district heating price in Norway is often following
the electricity price and is lower.

In this study, different constraints were imposed for the two opti-
mization scenarios. The constraint criteria, PPD and overheating degree
hours (DH26), defined as the number of hours during which the op-
erative temperature was higher than 26 °C, were considered for both
optimization scenarios and for both AA and RSH systems. Specific en-
ergy use for SH and SC were considered as the constraints in the first
optimization scenario. The rate of increase in the total retrofitting cost
with respect to the reference case was considered in the second opti-
mization scenario. Details of different constraints and their use are
shown in Table 6. It should be mentioned that the maximum PPD was
considered as the constraint criterion during the optimization process
for the worst zones, because these zones experienced a higher tem-
perature range during the year in the reference case.

3.2.3. GS module and optimization algorithm
The optimization process was implemented through the GS module.

This module is an available option in IDA-ICE 4.8 in which different sets
of optimization input parameters, objectives, and constraints can be
considered through an illustrative way by inserting and connecting
components. It should be noted that the GS module is executed by IDA
modeler without starting the IDA solver and it makes the manipulation
of constraint functions, input parameters, and objective functions more
understandable and convenient. Its principle can also be implemented
in various energy simulation tools. Therefore, the novelty of this study
is the carefully developed and implemented objective and constraint
functions through GS module in this specific optimization problem in
order to develop a general knowledge on the improvement/retrofitting
of an office building.

A schematic of the implementing process is shown in Fig. 4. In this
study, all mentioned inputs in Table 5 were firstly added and connected

Table 3
Main features of the HVAC systems of the reference office building.

HVAC systems and operation Features

Ventilation system strategy Mechanical balanced ventilation system with rotary heat recovery system with efficiency 70%
The specific fan power (SFP) of the ventilation system 2.5 kW/(m3/s)
Schedules of ventilation system operation based on the

realistic use of the building
Monday-Friday: 12 h/day for upper limit (6–18); other times reduces to lower limit

Supply airflow rates of the ventilation system Primary zones: 2.3 l/(m2·s) and 4 l/(m2·s) for upper limit in heating and cooling seasons respectively, 0.2 l/(m2·s)
for lower limit
Secondary zones: 0.7 l/(m2·s) for upper limit, 0.2 l/(m2·s) for lower limit

Heating system District heating system, modelled in IDA-ICE using a generic top heater with unlimited capacity and efficiency of
88% considering heat loss during distribution according to NS 3031

Cooling system Centralized water cooling system for cooling of supply air in AHU
Heating distribution system Water radiator system
Room temperature set point for heating and cooling 21 °C for heating and 24 °C for cooling
Control method of SH and ventilation air heating and air

cooling systems
Space heating: supply water temperature as a function of outdoor temperature;Ventilation supply air: supply air
temperature control according to the return air temperature to AHUs

DHW use 5 kWh/(m2·year)

Table 4
Internal heat gains values and usage profiles from occupants, lighting.

Internal heat gain source and usage profile Note

- Occupants, the usage profile is:
Monday-Friday: 0.067 occupant/m2 during 6–18 o’clock, no usage at other
times including weekends and holidays as well as in the secondary zones

Each person occupies around 15 m2 of floor area, considering activity level is 1.2 met [46],
which is equal to 108 W/person, the internal gain from occupants equals to 7.2 W/m2, which
is equal to approximately 0.067 occupant/m2

- Lighting, the usage profile has the same trend as occupants 8 W/m2 (25 kWh/(m2·year))
- Office equipment, the usage profile has the same trend as occupants, no usage in

the secondary zones
11 W/m2 (34 kWh/(m2·year))
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Fig. 4. Model framework and optimization process through the GS module.

Table 5
Input parameters used for the optimization process.

Variable Value Insulation/demolition -maintenance cost
(NOK/m2)

Description

Window type
(U-value W/(m2·K))

1.4 3285.5/849.04–219.41 Retrofitting was after 20 and 40 years
1.2 3472/897.23–231.86
1.0 3749.5 /968.94–250.39
0.8 (NS 3701) 4027/1040.65–268.92

External wall type
(U-value W/(m2·K))

0.20 1272/493.944 250 mm: insulation thickness
0.17 1394/543.152 300 mm: insulation thickness
0.15 1451/583.456 350 mm: insulation thickness
0.13 1652/676.408 400 mm: insulation thickness
0.12 (NS 3701) 1832/772.312 450 mm: insulation thickness

Ground floor type
(U-value W/(m2·K))

0.16 1057 250 mm: insulation thickness
0.13 1091 300 mm: insulation thickness
0.10 1193 350 mm: insulation thickness
0.08 (NS 3701) 1227 400 mm: insulation thickness

Roof type
(U-value W/(m2·K))

0.16 798/79 230 mm: insulation thickness
0.13 884/410 300 mm: insulation thickness
0.10 1008/548 400 mm: insulation thickness
0.08 (NS 3701) 1126/623 500 mm: insulation thickness

External shading type 1 1751 Black-Sunworker M391
2 1751 Bronze-Sunworker M393
3 1751 Gray-Sunworker M654

Upper limit of ventilation airflow rate (l/(s·m2)) 2.0 NA
2.5
3.0
3.5 For AA system
4.0
4.5
5.0

1st point of supply temperature profile
for AA system (°C)

(23, 24, 25, 26) NA Return temperature to AHU = 10

2nd point of supply temperature profile
for AA system (°C)

(23, 24, 25, 26) NA Return temperature to AHU = 22

3rd point of supply temperature profile
for AA system (°C)

(14, 15, 16) NA Return temperature to AHU = 24

4th point of supply temperature profile
for AA system (°C)

(14, 15, 16) NA Return temperature to AHU = 40
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to the GS module via parameter mapping to an appropriate source out
of script macro (the gray boxes with the blue arrows inside the dashed
red box). Switches were considered to alter different options for each
group of inputs. Their associated costs were then summed using an
adder representing the total amount of operational and investment
costs of the building retrofitting process. Afterwards, the constraints
were implemented so that if the considered parameter could not meet
the constraint requirement, the objective would simply be multiplied by
a large number and, since the aim was to minimize the objective
functions, the output would consequently be removed from the optimal
set of solutions determined by the optimization engine; see Fig. 4.

In this study, GenOpt was employed as the optimization engine.
Since only a limited number of retrofitting measures and dimensions
were offered by the market, it was possible to investigate the building
elements variables in a discrete space. Furthermore, the hybrid algo-
rithm Particle Swarm Optimization (PSO) and a Generalized Pattern
Search (GPS) coupled with Hooke-Jeeves algorithm was chosen to deal
with discrete values and to benefit from the global features of the PSO
algorithm with the convergence properties of the GPS algorithm [51].
The details of parameters selected for the optimization algorithm are
described in Appendix C. The simulations were performed on a 32 GB
RAM of a Windows-based workstation (2.20 GHz) with Intel (R) Xeon
(R) Gold 5120 CPU with 14 parallel cores and lasted for 36 h for each
optimization case, and 648 h in total for 18 optimization cases. It
should be noted that, the optimization of two extra heated floor areas of
5000 m2 and 7000 m2 were also tested: each simulation took around
83 h and 119 h, respectively, which implies that a total of 1494 h and
2142 h, respectively, would be needed to complete all the 18 optimi-
zation cases.

4. Results and discussions

In this section, the results of the optimization process are presented,
both for the first scenario in which the LCC function was minimized, see
Section 4.1, and for the second scenario with annual delivered energy to
the building as the minimized objective, see Section 4.2.

4.1. First optimization scenario: Minimizing the LCC function

Fig. 5 shows how GenOpt optimized the objective function through
the GS module, e.g. for the building case in Oslo. In this case, the si-
mulation runs converged after around 140 iterations. However, GS
module divided the results into two levels, one without satisfying the
constraint functions (upper level in the left part of Fig. 5) and the other
that satisfied all the constraint functions (lower level in the left picture
as well as the right picture in Fig. 5). In other words, using the GS
modules, the objective function was minimized at the two aforemen-
tioned levels since the cases that did not meet the constraints were
multiplied by a large number (for example 10 000 in this study), while
acceptable results remained unchanged during the optimization pro-
cess. The same trend is observed in Fig. 6 where the AA HVAC system
was used. The convergence was achieved after around 160 iterations.
The number of simulation runs that could not meet the constraints was
higher than those in the case with the RSH system, implying that
achieving the building energy use with the PH standard level while
satisfying thermal comfort requirements was more critical with the AA
systems.

The optimal cost solution data points for the RSH and AA systems in
Figs. 5 and 6 (right pictures) correspond to a set of input parameters.
Fig. 7 illustrates, for example, the design options for the AA system for
the global optimal point and all the other solutions satisfying the con-
straints highlighted in red (optimal neighborhood). Each profile in this
diagram corresponds to a set of decision parameters. Furthermore, each
input parameter of the optimization problem is specified on a polar
axis. The minimum and maximum values of the polar axis for the
building envelope components, the supply air temperature, and the
ventilation air flow rate correspond to the values in Table 5. Comparing
the different configurations showed a variation in using different op-
tions for each parameter, except for the window parameter. This means
that high performing windows were inevitable in order to reach the PH
standard level even with minimum cost.

A similar diagram is shown in Fig. 8 for the global optimal point for
the RSH and AA systems. Combined analysis of Fig. 8 and the results in
Fig. 9 shows that using the low U-values for the building envelope

Table 6
Details of constraint functions for two scenarios.

First scenario Second scenario Description

DH26 (h) (3rd floor-Cell offices no. 08 and 01) < 50 Based on TEK 10 [42]
PPD (%) (3rd floor-Cell offices no. 08 and 01) < 15 Based on TEK 10 [42]
ESH (kWh/(year·m2)) Oslo Tromsø Stavanger NA Calculated based on NS 3701 standard [48]

20.72 32.96 20
ESC (kWh/(year·m2)) Oslo Tromsø Stavanger

9.38 2.10 4.48
Total cost increase NA 5% and 10% Increase with respect to the reference case

Fig. 5. Optimization results through GS module for the building case with the RSH system for Oslo climate.
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elements did not lead to the PH standard level with minimum LCC. In
this regard, the U-values for the ground floor and the roof for the RSH
system (see Fig. 8a) as well as the U-values for the ground floor for the
AA system (see Fig. 8c) were not changed during optimization. For the
RSH system, the high quality building envelope elements in Oslo and
Stavanger and the low quality ones in Tromsø (see Fig. 8b), except for
the window that was low quality in all three cities, caused a maximum
LCC. The reason could be found in Fig. 9b, in which the operational cost
in Tromsø was higher than investment cost, while the investment cost
in Stavanger and Oslo was higher. In other words, although using the
low quality building envelope in Tromsø gave lower investment cost,
this resulted in a high operational cost due to high energy use for RSH,
leading the total maximum LCC to occur in this case. Comparing the
minimum and maximum LCC, see Fig. 9a and b, for the AA system
indicated that the best performance in terms of the LCC could be
achieved using the low values of the maximum airflow rate for the
upper limit of air ventilation. It was followed by selecting the high
performing external wall and window in all three cities, while satisfying
the energy use for the PH standard and thermal comfort at the same
time.

In Fig. 10, the results of the optimization runs were compared to
both the reference case building and the PH standard building,
equipped with both the RSH and the AA systems, for the PH standard
[48]. Regarding the LCC, the maximum savings compared to the re-
ference case were achieved around 6%, 4%, and 11% for the optimized
RSH case in Oslo, Stavanger, and Tromsø, respectively. The maximum
energy savings obtained were around 51%, 55%, and 54% for the PH
AA case in Oslo, Stavanger, and Tromsø, respectively. It is worth noting
that the optimization process did not only decrease the total delivered
energy by at least 44%, but also reduced the LCC up to 11% compared
to the reference building for the cases with the AA system. However, no

LCC saving was achieved for the PH standard cases.
Fig. 11 shows the monthly variation of average operative tem-

perature in one of the worst zones, the cell office 8 in Fig. 3, for the
global optimal solution point in different cases throughout the year. In
Fig. 11, it may be observed that adopting the thermal constraint func-
tions for the overheating temperature and the PPD could provide the
acceptable indoor temperature level for all cases during the year. Fur-
thermore, the high temperature range, 24–25 °C as well as temperature
fluctuations were experienced in the cases equipped with the AA
system, especially the PH cases, indicating that the indoor temperature
control in this type of the HVAC system was more challenging. Espe-
cially, when the system operated with low air flow rate there might be a
high vertical temperature gradient and a stationary air region in the
occupancy zone of the room as reported by [52,53].

4.2. Second optimization scenario: Minimizing delivered energy

For the second scenario, as mentioned before, a 5% and 10% in-
crease with respect to the operational cost of the reference case was
considered as a constraint criteria in addition to the thermal comfort
constraints. The objective was to minimize the delivered energy to the
building. Fig. 12 depicts the different configurations of optimization
input parameters in the minimum energy use point for the RSH and AA
systems. In the case of the RSH system with 5% cost increase, the high
performing window and the external wall were used for all the cases.
However the high performing roof was only used in Oslo and Tromsø.
The best quality of ground floor could not be used in any case. Likewise,
these parameters were chosen for the global optimum cases with 10%
increase, except in Tromsø where all the high performing design
parameters were used in the global optimum point. For the AA system,
the high performing roof, the window, and the external wall were used

Fig. 6. Optimization results through GS module for the building case with AA system for Oslo climate.

Fig. 7. All possible configurations of design parameters that satisfied the constraint functions for the AA system in Oslo.
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in all cities with both 5% and 10% cost increase. In addition, comparing
Fig. 8 and Fig. 12 revealed that almost similar quality of building en-
velope components resulted in the minimum LCC and the delivered
energy for the AA system in the first and second scenarios respectively.
However, the combination of the HVAC set points was different in-
dicating the importance of selecting appropriate set points when tar-
geting the PH level through different approaches.

The effect of constraint functions on the delivered energy and the
LCC of design parameters, illustrated in Fig. 12, are shown in Figs. 13
and 14. In the RSH system, see Fig. 13, the thermal comfort constraint
was satisfied for all the cases and the cost increase was the only con-
straint, see the vertical dashed lines in Fig. 13. Note that in Fig. 13, the
minimum points (with and without constraint) are marked with the

same symbols, but larger. The minimum energy point for the cases in
Oslo and Stavanger was lower when there was no cost constraint (see in
Fig. 13a and 13b two big gray triangles and circles), because all high
performing design parameters could not be used for the global
minimum point in these cases (see Fig. 12a). However, the amount of
increase in the retrofitting LCC was much higher than the energy re-
duction when the cost constraint was not used, implying that refurb-
ishment of the roof and the ground floor should not be prioritized in the
retrofitting. Comparing the minimum points with and without the
constraint for Tromsø 5% and Tromsø 10% also showed the fact that
with the ground floor refurbishment no significant energy reduction
was achieved (the big gray circle and triangle in Fig. 13c).

For the cases with the AA system in Fig. 14, the optimization process

Fig. 8. Design parameter configurations in the global optimal point for RSH: (a) minimum and (b) maximum total costs, and for AA system: (c) minimum and (d)
maximum total costs.

Fig. 9. Ratio of the operational cost to the investment cost for (a) minimum and (b) maximum LCC.
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was more challenging since the thermal comfort was not satisfied in
some cases. The four different colors in Fig. 14 show the four different
conditions with respect to the constraints. The global minimum energy
use points (with and without constraints) for different cost increase
cases are shown with the same symbols, but larger. Furthermore, in
Fig. 14, it can be noted that for the cases of Stavanger 5% and 10%, the
minimum energy use point was around 43.2 kWh/m2 for the case
without cost increase constraint. For the cases of Oslo 5% and 10%, the
minimum energy use was achieved around 53 kWh/m2 and 52.5 kWh/
m2, respectively when both thermal comfort and cost increase con-
straints were not considered. Nevertheless, for the cases of Tromsø 5%
and 10%, around 53.9 kWh/m2 was obtained for the case without the
thermal comfort constraint. Comparing these cases implied that when
the nZEB is the main target, the cost-effective options should always be
taken into account and not the ones with minimum energy use. The
reason is that a little energy saving may result in a large increase in the
total retrofitting LCC (for example, compare the big red triangle and
circle with gray ones in Fig. 14a).

Fig. 15 shows the optimized supply air temperature profiles, defined
as a function of return air temperature to AHU, for the AA system.
These profiles are associated with the global minimum LCC solution in
the first scenario and the global minimum delivered energy solution in
the second scenario.

Finally, the trade-off of optimal solutions for two retrofitting sce-
narios between the specific delivered energy and the specific LCC is
qualitatively shown in Fig. 16 and is quantitatively described in
Table 7. Compared to the reference case buildings, the energy saving

potential of the retrofitting measures was 43–56% in various cases. In
spite of considering 5% and 10% cost increase in the second scenario,
the LCC saving for the minimum delivered energy point, compared to
the reference case, was still achieved around 1% for the AA Stavanger
case and 0.28% for the AA Tromsø case. In addition, the ground floor
retrofitting was the most expensive option. However, the optimized
solution including the ground floor retrofitting for the cases equipped
with the AA system could reduce the delivered energy even more than
the PH standard level (see the point for PH AA in Fig. 16) thanks to the
HVAC set point adjustments by the optimization process. The corre-
sponding cost was also less than the PH AA case, because the reduction
of the operational cost due to both adjustment of the HVAC set points
and using the high performing building envelope was lower than the
investment cost. Comparing these two scenarios showed that all the
cases in the second scenario could almost satisfy the energy use for the
PH standard level. However, energy saving was achieved only for the
AA Stavanger and the AA Tromsø cases in this scenario.

5. Conclusion

This article dealt with a design methodology to facilitate the selection
of cost-effective building retrofitting measures using an optimization
approach, developed to improve the energy performance of an office
building, located in a Nordic climate, towards nearly zero energy/emis-
sion building by targeting the passive house level as the first step. The
optimization framework was processed through the Graphical Script
module making the implementation of the constraints and objective

Fig. 10. Comparison of (a) specific LCC and (b) specific delivered energy for the reference, optimized, and PH standard cases.
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functions more understandable by using an illustrative approach.
The findings of the analysis were compared to the reference cases

through two optimization scenarios and the results showed a large
energy saving potential for all optimized cases. High quality window
and external wall were always used in all the optimized cases, but the
ground floor and the roof retrofitting were the most costly options and
were used only when the reduction of operational cost due to energy
use was lower than the investment cost. The amount of delivered

energy saving for the cases equipped with the all-air system was higher
than the cases in which the radiator space heating system was used.

In the second scenario, in which the delivered energy was con-
sidered as the objective function, the all-air systems could reach even
lower energy use than the passive house standard level due to opti-
mizing supply temperature and the air flow rate set points. In the first
scenario, when the life cycle cost of retrofit interventions was con-
sidered as the objective, the maximum saving in the life cycle cost over

Fig. 11. Monthly variation of average operative temperature of the worst zone for global optimal solutions in various cases during the year in the first scenario.

Fig. 12. Design parameter configurations in the minimum energy use point for (a) RSH system and (b) AA system in the second scenario.
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a period of 60 years was up to 11% for the radiator space heating
Tromsø case, while still meeting the space heating and space cooling
needs according to the Norwegian passive house standard level. It is
worth mentioning that the thermal comfort for occupants was satisfied
for all the cases in both scenarios.

Future work on the optimization process through Graphical Script
module presented in this work could follow the second step in achieving
nearly zero energy/emission building level. This step can take

advantage of onsite production of renewable energy through integra-
tion of photovoltaic cells to the roof top or facade in order to balance
the total amount of building energy use. In addition, since the indoor
temperature control in the all-air system is challenging, a detailed
analysis of the system performance in terms of air distribution and air
temperature stratification would make an interesting investigation. It
can be achieved by involving the coupling of energy simulation with
computational fluid dynamic simulation software.

Fig. 13. Effect of constraint function on the optimization solutions for RSH system in (a) Stavanger (b) Oslo and (c) Tromsø in the second scenario.
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Fig. 14. Effect of constraint function on the optimization solutions for AA system in (a) Stavanger (b) Oslo and (c) Tromsø in the second scenario.
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Fig. 15. Optimized supply temperature profile as a function of return temperature to AHU in the first scenario (top) and the second scenario (bottom).

Fig. 16. Trade-off of optimal solutions considering both specific delivered energy and specific LCC for two scenarios.
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Appendix

A. Shading type and properties

Table 8 presents the shading properties used as the input parameters in the optimization process. The solar factor in this table shows the
percentage of solar heat which is blocked in the summer by glazing and outdoor solar protection type.

B. Specifications of LCC factors

Table 9 shows the details of factors used for the calculation of LCC model for a lifetime period 60 years. It should be noted that the energy price
value in this table includes the grid fee.

Table 7
Energy and LCC values of various optimal case solutions for both scenarios.

Simulation case Specific delivered energy (kWh/m2) Energy saving vs reference (%) Specific LCC (NOK/m2) LCC saving vs reference (%)

Reference Ref. Oslo 113.30 NA 3311.99 NA
Ref. Stavanger 100.20 NA 2947.34 NA
Ref. Tromsø 126.38 NA 3676.33 NA

First Scenario Opt. RSH Oslo 64.50 43.1 3129.04 5.52
Opt. RSH Stavanger 54.42 45.7 2845.98 3.44
Opt. RSH Tromsø 70.00 44.6 3279.32 10.80
Opt. AA Oslo 57.41 49.3 3117.69 5.87
Opt. AA Stavanger 44.92 55.2 2927.67 0.67
Opt. AA Tromsø 60.43 52.2 3359.46 8.62

Second Scenario Opt. RSH Oslo 5% 60.84 46.3 3370.92 −1.78
Opt. RSH Oslo 10% 60.83 46.3 3627.97 −1.77
Opt. RSH Stavanger 5% 52.92 47.2 3091.75 −4.51
Opt. RSH Stavanger 10% 51.53 48.6 3091.75 −5.59
Opt. RSH Tromsø 5% 64.46 49.0 3701.20 −0.68
Opt. RSH Tromsø 10% 63.80 49.5 3727.40 −1.38
Opt. AA Oslo 5% 59.16 47.8 3564.97 −0.37
Opt. AA Oslo 10% 54.99 51.5 3476.54 −7.64
Opt. AA Stavanger 5% 44.56 55.5 2917.83 1.00
Opt. AA Stavanger 10% 44.56 55.5 2917.83 1.00
Opt. AA Tromsø 5% 56.97 54.9 3665.92 0.28
Opt. AA Tromsø 10% 56.97 54.9 3665.92 0.28

PH PH RSH Oslo 60.19 46.9 3627.13 −9.51
PH RSH Stavanger 50.92 49.2 3368.81 −14.30
PH RSH Tromsø 63.80 49.5 3727.38 −1.38
PH AA Oslo 56.67 49.9 3668.97 −10.77
PH AA Stavanger 46.03 54.1 3372.80 −14.43
PH AA Tromsø 59.46 52.9 3746.54 −1.91

Table 8
External shading properties for the optimization process.

Shading type Solar factor Solar transmission Solar reflection Solar absorption

(Type 1) Black Sunworker M391 0.12 0.06 0.05 0.89
(Type 2) Bronze Sunworker M393 0.12 0.07 0.08 0.85
(Type 3) Gray Sunworker M654 0.13 0.14 0.47 0.39

Table 9
Input parameters for LCC calculations.

Variables in the LCC model Expression Value Unit

Lifetime n 60 Year
Inflation f 2 %
Escalation rate e 1 %
Energy price [54] ep 1.2 NOK/kWh
Nominal interest rate i 7 %
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C. Specifications of optimization algorithm

Table 10 elaborates the selected values for the hybrid optimization algorithm. The first part is for the PSO algorithm and the last entries are for
the GPS implementation of the Hooke-Jeeves algorithm.
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A B S T R A C T   

Building retrofitting towards nearly zero energy building (nZEB) with comfortable visual and thermal conditions, 
requires a comprehensive parametric analysis of building retrofit measures. This paper presented an optimization 
method to automate the procedure of finding the best combination of measures minimizing the building energy 
use and achieving the nZEB target while enhancing both thermal and visual comfort conditions. The study was 
performed by coupling of an Indoor climate and energy simulation software (IDA-ICE) and a generic optimization 
tool (GenOpt) through a Graphical Script interface and the optimization was applied to a typical office building 
located in Norway. The adopted method allowed the concurrent optimization of building envelope, building 
energy supply, fenestration, and shading device material, and control methods. Two constraint functions 
including visual and thermal comfort criteria were considered. Afterwards, PV panels were integrated with the 
building site for on-site production of electricity towards ZEB level. Findings demonstrated that the inclusive 
optimization approach could significantly decrease the building energy use, up to 77%, and improve both the 
thermal and visual comfort simultaneously. Furthermore, the best performance for the optimal solution was 
achieved when the shading device and window opening control methods functioned with solar radiation and 
indoor air temperature setpoints.   

1. Introduction 

Buildings account for a large share of total energy use and signifi-
cantly contribute to global warming. In the EU, building sector stands 
for 40% of total energy use [1] and releasing approximately 40% of all 
GHG emissions [2]. As the total energy use is expected to increase in the 
future, [3] energy efficiency measures should be considered in different 
areas such as building sector so that a widespread sustainable devel-
opment can be achieved. In this regard, the latest update of EPBD re-
quires all EU member states to develop a roadmap for the energy 
retrofitting of existing buildings [4]. Especially, when the energy savings 
potential on a national level is the matter of concern, it is essential to 
investigate the existing building stock due to substantially worse energy 
performance in older buildings than newer ones [5]. 

While considering the energy efficiency in buildings, thermal com-
fort and well-being of occupants are aspects of great significance, 
especially in office buildings. However, improving both indoor climate 

and visual conditions may lead to increase in the energy use. It is even 
more challenging when the target is to improve the building energy 
performance towards nZEB and to provide thermal and visual comfort at 
the same time [6,7]. Therefore, a large number of studies have investi-
gated the impact of applying various retrofit measures on the building 
energy performance through different approaches such as data-driven 
methods, [8,9] optimization techniques, [10,11] or combination of 
both approaches [12,13]. Data-driven methods, which are also referred 
as grey-box or black-box models, take advantage of statistical analysis to 
find the relationships between the building input and output variables 
without detailed knowledge of building physical behavior [12]. How-
ever, optimization approaches adopt machine learning techniques and 
algorithms such as genetic algorithm, particle swarm optimization, and 
sequential search to find the optimal set of building retrofit measures 
through an iterative process, [14] which was considered in this study. 
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2. Literature review on the optimization of building energy 
performance 

2.1. Building envelope and HVAC setpoints 

In order to facilitate the process of finding the optimal set of building 
retrofit measures, many studies have suggested an optimization 
approach. In this respect, numerous studies focused on the optimization 
of building envelope, façade parameters, and the setpoints for space 
heating, space cooling, and ventilation system. Table 1 shows a sum-
mary of these parameters applied in the most recent studies. 

2.2. Parameters of building energy supply system 

Studies in the literature also showed that optimizing the type and 
parameters of the building energy supply system could improve the 
building performance. Lu et al. [27] investigated single and multi- 
objective optimization of PV cell size, wind turbine size and power, 
and the capacity of bio-diesel generator in order to minimize the total 
cost of renovations, CO2 emissions, and building-grid interaction index. 
Wu et al. [28] optimized the operation strategies for energy conversion 
and storage technologies including heat pumps, solar panels, biomass, 
oil boilers and thermal storage in order to minimize the annualized costs 
and life cycle GHG emissions of typical residential buildings. Hirvonen 
et al. [29] performed a multi-objective optimization process to minimize 
the LCC and CO2 emissions due to the renovation of four Finish reference 
buildings. In addition to building envelope characteristics and window 
type, they considered energy system parameters including type and 
capacity of heat pump, PV size, and the type of sewage heat recovery 

system from wastewater. The results showed that utilizing the GSHP as 
the energy supply system was the most cost-effective renovation mea-
sure. Ferrara et al. [30] investigated the optimization of building en-
velope and energy supply system in order to minimize the global cost 
during the entire life cycle of the building. The energy supply parame-
ters consisted of the choice of generator terminals, auxiliary heaters for 
domestic hot water, PV type, dimension of water storage, and the per-
centage of building roof area covered by PV and thermal solar collectors. 

2.3. Visual comfort parameters 

Since optimizing building fenestration and glazing is always 
accompanied by compromising the occupants’ visual comfort, some 
studies investigated the optimization of the visual comfort either by 
maximizing it as an objective function or considering it as a constraint 
function. Taveres-Cachat et al. [31] optimized the angle of louver blades 
and their center point coordinate in a PV integrated shading system to 
minimize the total net energy use, maximize the daylight level and the 
energy converted by the PV material. Fang and Cho [32] conducted an 
optimization study including the combined effects of window size, 
skylight size and location, and length of horizontal fixed sun louver on 
the maximization and minimization of UDI and energy use intensity, 
respectively. Pilechiha et al. [33] proposed an optimization framework 
for maximizing the daylight and minimizing the building energy use. 
The size of windows and room dimensions were altered during the 
optimization. The results showed a possibility of providing satisfactory 
quality of view for more than 80% of the reference room points, 
considering maximizing and minimizing the building daylight and en-
ergy use, respectively [20]. Kirimtat et al. [34] presented a detailed 

Nomenclature 

Roman symbols 
A area of each zone (m2) 
Aeff effective area of the window opening (m2) 
AHU air handling unit 
ANN artificial neural network 
Cd discharge coefficient 
CAV constant air volume 
CFD computational fluid dynamics 
DFavg average daylight factor 
DH26 discomfort hours for the indoor operative temperature 

more than 26 ◦C during occupancy (h) 
DHW domestic hot water 
Eel.prod produced electricity by PV cells (kWh) 
Eel.use energy use due to lighting, equipment, HVAC system and 

domestic hot water (kWh) 
Eimp imported energy (kWh) 
Eexp delivered energy to the grid (kWh) 
EP,exp primary exported energy (kWh) 
EP,imp primary imported energy (kWh) 
Eself,use self-consumption of generated electricity (kWh) 
Etot specific total delivered energy to the building on annual 

basis (kWh/(m2⋅year)) 
EPBD energy performance of buildings directive 
EU European Union 
GA genetic algorithm 
GenOpt generic optimization program 
GHG greenhouse gas 
GS graphical script 
GSHP ground-source heat pump 
H window height (m) 
HVAC heating, ventilation, air conditioning system 

i type of energy carrier 
k zone counter 
LCC life cycle cost 
MOBO multi-objective building optimization 
m monthly/hourly counter 
N total number of zones 
NSGAII non-dominated sorting genetic algorithm II 
n50 airtightness 
nZEB nearly zero energy building 
PDH total occupant hours dissatisfaction 
PH passive house 
PMV predicted mean vote 
PPD predicted percentage dissatisfied (%) 
PPDavg annual average of predicted percentage dissatisfied during 

total occupied hours (%) 
PR performance ratio relating the actual and the theoretical 

energy output of the PV system 
PSO particle swarm optimization 
PV photovoltaic 
Qsol solar radiation for controlling shading (W/m2) 
SFP specific fan power (kW/(m3/s)) 
U total heat transfer heat coefficient (W/(m2⋅K)) 
UDI useful daylight illuminance 
VAV variable air volume 
W window width (m) 
W_DH26 weighted discomfort hours 
W_PPD weighted predicted percentage of dissatisfied 
w weighting factors/metrics for primary energy 
ZEB zero energy building 

Greek symbols 
ψ normalized thermal bridge (W/(m2⋅K)) 
γ mismatch factor/supply cover factor (%)  
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optimization study on the design alternatives of a shading device with 
amorphous cells in order to minimize the total energy use and maximize 
the UDI of a test room model. For each shading panel, the shading dis-
tance from the window, movement point and rotation angle of shading 
slats were optimized. Yi [35] performed an optimization study on the 
geometry elements of an amorphous building façade to improve its 
daylighting performance. The aim was to find the best user’s design 
preference in order to qualitatively and quantitatively improve the 
building visual performance and aesthetic value simultaneously. Naderi 
et al. [36] optimized the architectural features and control parameters of 
a smart shading blind in a simple room to improve both visual and 
thermal comfort conditions. The design parameters included the slat 
width, angle, thickness, and reflectance, blind distance to the glass, 
shading location (interior, exterior), and shading control strategies. 
They adopted average discomfort glare index as the objective function 
for visual comfort. 

2.4. Thermal comfort parameters 

Occupant’s thermal comfort is also another conflicting barrier in 
improving the building energy performance and it has been addressed in 
various ways. Magnier and Haghighat [37] considered thermal comfort 
as an objective function to be maximized along with the total energy use 
to be minimized simultaneously. They used average and absolute PMV 
as the thermal comfort objective. Hong et al. [38] used PMV also as the 
thermal comfort objective function to be minimized along with the en-
ergy use, the net present value, and the global warming potential of 
building renovation measures. Grygierek and Ferdyn-Grygierek [39] 
conducted an optimization study to minimize the life cycle cost of 

Table 1 
Type of building envelope, façade parameters, and HVAC setpoints included in 
the optimization design variables in recent scientific studies.  

Authors Description Design variables 

Rosso et al.  
[15] 

A multi-objective optimization 
was proposed to minimize 
building energy use, 
construction and energy costs, 
and CO2 emission. EnergyPlus 
was coupled with Python for the 
novel genetic algorithm aNSGA- 
II.  

• Glazing system  
• Radiative properties of 

finishing layer  
• Vertical and horizontal 

insulation thickness  
• Presence or absence of solar 

shading  
• Change open balconies into 

glazed, movable sun spaces, 
closed during the cold season 

Lu et al.  
[16] 

A reliability analysis was 
conducted on the optimization 
of office buildings under 
uncertainties in the envelope 
and occupancy parameters. 
Rhinoceros, EnergyPlus, and 
the genetic algorithm were 
integrated for this purpose.  

• U-value of walls  
• Visible transmittance of 

window 

Ascione et al. 
[17] 

A tailored rating assessment 
approach, comprised of 
optimization, validation, 
analysis and planning of 
requalification interventions, 
was carried out to improve the 
performance of an industrial 
building in terms of primary 
energy consumption and global 
cost. The optimization was done 
through coupling between 
EnergyPlus and MATLAB.  

• Type of window  
• Presence and absence of solar 

screen  
• Heating temperature setpoint 

schedule  
• HVAC air flow rates 

Chang et al.  
[18] 

A multi-objective optimization 
framework was developed to 
minimize the energy use, indoor 
thermal discomfort, 
CO2 emissions, and payback 
period in residential buildings. 
EnergyPlus was coupled with 
GA, which modelled in 
MATLAB, for optimization 
process.  

• Vertical façade option 
including Trombe wall, 
double skin façade, solar PV, 
PCM integrated in wood- 
lightweight concrete, and 
Algae façade  

• Roof options including 
exterior metal roof, green 
roof, solar PV, and cool 
coated roof 

Li and Wang  
[19] 

A coordinated multi-stage 
optimizations of building design 
and energy systems was 
proposed as a computation cost- 
effective method for zero/low 
energy buildings. An ANN 
model and a GA-based using 
EnergyPlus was adopted.  

• Roof solar absorptance  
• Window-to-wall ratio  
• Wall solar absorptance  
• Overhang projection ratio 

Si et al. [20] A multi-objective optimization 
was applied to the design of a 
newly built complex building. 
The aim was to minimize 
annual energy demand and 
average predicted percentage 
dissatisfied. Simulations were 
done using EnergyPlus 
integrated with 
modeFRONTIER for automatic 
runs and parallel simulations.  

• Exterior wall insulation 
thickness and conductivity  

• Roof insulation thickness and 
conductivity  

• Exterior window type  
• Cooling and heating 

temperature setpoints 

Ascione et al. 
[21] 

A multi-objective optimization 
was implemented through 
coupling between EnergyPlus 
and MATLAB to minimize the 
building primary energy use 
and global cost of retrofit 
measures in two different 
climates.  

• Roof insulation thickness  
• Vertical walls insulation 

thickness  
• Window type  
• Position of the shading 

systems  
• Percentage of the roof 

covered by photovoltaic 
panels 

Ascione et al. 
[22] 

A multi-optimization 
framework was proposed to 
minimize the daily running cost 
of space heating and maximum 
PPD over a specific day via  

• Heating setpoint temperature 
during a hourly interval of the 
investigated day for different 
thermal zone type  

Table 1 (continued ) 

Authors Description Design variables 

weather-data-based control for 
residential buildings. 
EnergyPlus and MATLAB were 
coupled for this purpose. 

Ilbeigi et al.  
[23] 

A single-objective optimization 
was carried out to minimize the 
energy use of an office building 
by coupling EnergyPlus with 
Galapagos plugin based on a 
Genetic Algorithm.  

• Wall U-value  
• Infiltration rate  
• Roof U-value 

Bui et al.  
[24] 

An optimization of building 
performance was carried out to 
minimize the energy use of a 
simple office model by applying 
an adaptive facade. EnergyPlus 
was linked to Eppy toolkit in 
Python.  

• Adaptive façade using an 
electrochromic window.  

• Window visible transmittance  
• Window U-value 

Nasruddin 
et al. [25] 

A two-objective optimization 
approach was implemented to 
minimize building energy use 
and maximize thermal comfort 
through the improvement of 
HVAC system. IESVE software 
(for energy simulation and PPD 
calculations) was coupled with 
ANN and a multi-objective GA.  

• Cooling setpoint  
• Relative humidity setpoint  
• Supply air flow rate (VAV 

system)  
• Window area  
• Wall thickness  
• Supply air temperature (VAV 

system)  
• Supply radiant temperature 

(radiant system)  
• Supply radiant flow rate 

(radiant system)  
• Starting and stopping 

thermostat delay 
Guo et al.  

[26] 
An optimization framework was 
developed to minimize the total 
building cooling energy use and 
maintain the PPD at certain 
level through improvement of 
night ventilation system 
control. EnergyPlus was linked 
to Omni-optimizer.  

• Night venting duration  
• Minimum indoor temperature 

setpoint  
• Night air change rate setpoint  
• Activation threshold 

temperature  
• Internal thermal mass area  
• Specific fan power  
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building retrofitting measures and maximize the thermal comfort of 
occupants at the same time. Maximizing the thermal comfort of occu-
pants was, in fact, done by minimizing the number of thermal discomfort 
hours. Niemelä et al. [40] proposed a multi-objective optimization to 
minimize the three objectives: CO2 emissions due to delivering energy to 
the building, the net present value of its life cycle cost, and the PDH. 
Sghiouri et al. [41] performed an optimization study to minimize an 
area-weighted mean discomfort degree-hours by modifying the over-
hangs projections of a building case. Ascione et al. [11,42,43] in three 
different multi-optimization frameworks considered the annual per-
centage of discomfort hours over occupied hours as the thermal comfort 
objective function to be minimized along with other objectives. The 
discomfort hours were assessed when PPD was higher than 20%. 

2.5. Building energy simulation and optimization tools 

There are several building energy performance and optimization 
tools frequently used in literature for building performance and opti-
mization purposes. Regarding optimization tool, Tian et al. [44] carried 
out a review on the existing optimization tools, namely, GenOpt, [45] 
MOBO, [46] jEPlus + EA, [36,47] BEopt, [48] and MultiOpt [49] tools. 
These tools were integrated with building energy performance simula-
tion tools such as EnergyPlus, [50–52] TRNSYS, [7,49,53] and IDA-ICE 
[29,40,54]. 

The aforementioned studies highlighted the importance of consid-
ering a hybrid set of building envelope and HVAC system parameters in 
the optimization process in order to improve the building energy per-
formance and satisfy the visual and thermal comfort of occupants at the 
same time. Nevertheless, various shading and window opening control 
strategies, and HVAC setpoints were not studied together during opti-
mizations in the literature. Therefore, the novelty of our paper was to 
investigate the interaction of window opening and shading device 
automatic control methods and parameters with other important design 
variables through optimization process, which was missing in the liter-
ature. Various control strategies and setpoints for shading devices, 
window opening and HVAC system can be conflicting when reducing 
building energy use and satisfying thermal and visual comfort condi-
tions simultaneously. This was accomplished by integrating the IDA 
Indoor Climate and Energy (IDA-ICE) software and optimization tool 
(GenOpt) in order to improve the energy performance of a typical 

existing office building and to find out what the minimum energy use 
would be considering both visual and thermal comfort conditions. 

In the following sections, the proposed simulation-based method for 
a typical Norwegian office building is described. In this respect, the base 
case design configuration, conditions, and HVAC system, and setpoints 
are introduced. Afterwards, a wide range of parameters including 
building envelope, window glazing type, window to floor area ratio, and 
control strategies and setpoints for shading devices, window opening, 
and HVAC system are given. Besides, a PV is added in order to balance 
the total building energy use to achieve the ZEB level in the optimal 
solutions. Afterwards, the obtained results for the optimal cases are 
presented and commented. Finally, the main conclusions are summa-
rized and the possibilities for the future work are discussed. 

3. Method 

Fig. 1 illustrates the proposed method for this study. The method was 
structured in several steps: 

● The pre-processing step (the green area in Fig. 1), in which the 
building model was generated in IDA-ICE and the input parameters for 
the optimization problem were defined. 

● The intermediate step (the red area in Fig. 1), where the output 
parameters from the energy simulation software were evaluated in terms 
of DFavg, DH26, and PPDavg. The first parameter, daylight factor, was 
considered as the visual comfort index and the two latter, discomfort 
hours for the indoor operative temperature more than 26 ◦C and pre-
dicted percentage dissatisfied, were chosen as the thermal comfort 
indexes. 

●The optimization step (the purple area in Fig. 1), where the 
objective function was iteratively assessed until an optimal solution was 
achieved. 

●The post-processing step (the “ZEB analysis” box in Fig. 1), where 
the optimal solutions were elaborately analyzed in terms of ZEB balance. 

3.1. Pre-processing step 

In the pre-processing stage, the building energy model was generated 
in IDA-ICE software. 

Fig. 1. Proposed framework for the optimization process.  
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3.1.1. Case study and building energy model generation 
We considered a case study model representing the configuration of 

typical office buildings located in Norway. According to the statistics of 
office building stock in Norway, most of office buildings were built in the 
1980 s with a total heated floor area between 2,500 to 10,000 m2 [55]. 
Therefore, as a case study, a reference office building with 3,000 m2 

total heated floor area was considered for the simulations in this study. 
The building envelope characteristics, lighting system, and HVAC sys-
tem, and setpoints were chosen for a typical office building constructed 
in 1987 satisfying the Norwegian building code TEK87 [56]. Fig. 2 
shows the office building model developed in IDA-ICE. ”Multiplier” in 
Fig. 2 presents the zone multiplier, which is an available function in IDA- 
ICE, used to simplify the duplicate cell offices in the second and the third 
floors in order to reduce the simulation computational time. Further-
more, the type of shading device for the windows was an exterior 
venetian blind. The general building information about the reference 
case building are given in Table 2. The total window area was selected 
based on TEK87, so that the window to floor area ratio did not exceed 

15%. 
Table 3 presents the building envelope properties of the reference 

building. All characteristics were considered according to the Norwe-
gian building code TEK87. The HVAC system parameters and setpoints 
and usage profiles for the reference case are shown in Table 4. In 
addition, DHW use was selected according to the Norwegian standard 
NS 3031 [57]. 

Table 5 presents the internal heat gains due to occupancy, lighting, 
and equipment along with their usage profiles. As the reference building 
was built in 1987 and is currently in use, the internal heat gain due to 
equipment and its usage profile was implemented in IDA-ICE according 
to the Norwegian standard NS 3031. Furthermore, a measurement-based 
data of several cell offices in an office building in Norway [58] was 
considered to have a realistic pattern of lighting and occupancy 
behavior, as shown in Fig. 3. 

The simulations were run over a period of one year with the typical 
weather data taken from the ASHRAE IWEC 2 database for Oslo, Norway 
climate. The annual mean outdoor temperature was around 6.3℃ and 

Fig. 2. Office building configuration (top), the first floor plan (bottom-left), and the second and the third floor plans at level 3.4 m and 6.8 m (bottom right).  

Table 2 
General building information on the reference case.  

Parameter Value/Feature 

Building orientation North-South 
Number of floors 3 
Floor height (m) 2.9 
Total building height (m) 10.5 
Total heated floor area (m2) 2 940 
Total building volume (m3) 9 062 
Total window area (m2) 286.2 
Total door area (m2) 21  

Table 3 
Properties of the building envelope for the reference case.  

Parameter, Units Value 

External wall U-value, W/(m2K) 0.3 
Roof U-value, W/(m2K) 0.2 
Floor U-value, W/(m2K) 0.2 
Window U-value, W/(m2K) 2.4 
ψ, W/(m2⋅K)  0.13 
n50, 1/h 4 
External door U-value, W/(m2K) 2 
External shading strategy Blinds on, if Qsol > 100 W/m2 [57]  
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the space heating design outdoor temperature was considered around 
− 20℃. Further detail about the climatic condition for this city can be 
found in ASHRAE classification [59]. It should be underlined that the 
building model in this study matched the requirements of Norwegian 
building code TEK 87 for specific annual energy needs of office build-
ings, as reported in [5]. 

3.1.2. Definition of input parameters for optimization 
In total, 15 input variables in three main categories were considered 

for the optimization as shown in Table 6. The first group of variables 
associated with the building envelope were chosen based on the most 
relevant parameters in the literature. The insulation materials, applied 
for the external wall and the roof, were replaced by new insulation 
materials with different thickness, as shown in Table 6. The second 
group in the variables corresponded to the HVAC parameters and set-
points. It should be mentioned that overheating in Table 6 means that 
the supply water temperature for the space heating at central heating 
system was slightly increased in the morning to avoid a very high peak 
load. The third group of variables consisted of different control methods 
for shading devices and window opening. To recall, the optimization 
latter variables in combination was missing in literature and none of the 
studies considered the combined control of these two types of variables 
for the optimization process. The shading material properties are 
explained in detail in the Appendix (see Table 8). It should be underlined 

that in order to implement the window to floor area ratio as a single 
parameter and place all the windows in the center of the walls, the 
window coordinates were calculated and adjusted by linking them to 
this ratio through the GS interface. This was important as the daylight 
and energy simulations were simultaneously performed in each iteration 
during the optimization. 

The two control methods for the window opening and the six control 
methods for shading device are illustrated in detail in Fig. 4. It should be 
noted that both window opening and shading device control methods 
were controlled and operated automatically. In the window opening 
control method, the following principles were implemented:  

• Condition (a): Indoor air temperature control method was used for 
the summer and winter operation. The summer operation control 
was based on indoor operative temperature. The winter operation 
was based on CO2 and indoor operative temperature control 
methods.  

• Condition (b): Indoor air temperature control method was combined 
with the direct solar radiation on the façade and wind velocity 
control for the summer operation. 

It has to be stressed that the window opening in IDA-ICE was applied 
according to the CELVO model, which defined the window opening area 
in terms of height, width, and discharge coefficient of the window [60]. 
The corresponding equation is elaborated in the Appendix (Eq. (10)). 

In the shading control methods, the control parameters and rules 
were implemented as follows:  

• Condition (c): Shading position control was suggested with respect to 
the indoor air temperature outside the working hours (zone not in 
use) and according to illuminance during the working hours (zone in 

Table 4 
Characteristics of the HVAC system in the reference building.  

HVAC systems and operation Features 

Ventilation system type CAV mechanical balanced ventilation 
system 

The SFP of the ventilation system 2.5 kW/(m3/s) 
Schedules of ventilation system Monday-Friday: 12 h/day for upper limit 

(6–18); other times reduces to lower limit 
Supply airflow rates of the ventilation 

system 
Primary zones: 4.32 m3/(m2.h) and 19.8 
m3/(m2.h) for upper limit in heating and 
cooling seasons respectively, 0.72 m3/(m2. 
h) for lower limit 
Secondary zones: 2.52 m3/(m2.h) for 
upper limit, 0.72 m3/(m2.h) for lower limit 

Heating system Central heating system, modelled in IDA- 
ICE using a generic electric heater with 
unlimited capacity and efficiency of 90% 

Cooling system Centralized water cooling system for 
cooling of supply air in the AHU 

Heating distribution system Water radiator system 
Room temperature setpoint for local 

space heating * 
19℃ for heating 

Control method of space heating and 
ventilation air heating and cooling 
systems 

Space heating: supply water temperature 
as a function of outdoor temperature; 
Ventilation supply air temperature: as a 
function of outdoor temperature; 

DHW use 5 kWh/(m2⋅year)  

* There was no local space cooling system in the zones and cooling of zones 
was done by the mechanical ventilation system. 

Table 5 
Internal heat gains and usage profiles due to occupancy, lighting, and 
equipment.  

Usage profile of internal heat gains Source values of internal heat gains 

- Occupants, the usage profile was 
considered based on measurement data. 

Each person occupies around 10 m2 of 
floor area, with activity level is 1.2 met, 
which is equal to 0.1 occupant/m2 

- Lighting, the usage profile was 
considered based on measurement data. 

8 W/m2 

- Office equipment, the usage profile was: 
Monday-Friday: usage during 
6–18o’clock, no usage at other times 
including weekends and holidays. No 
equipment for secondary zones 

11 W/m2  

Fig. 3. Average (a) occupancy and (b) lighting patterns for weekdays 
and weekends. 
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Table 6 
Optimization parameters considered for the optimization process.  

Parameter Value Description 

Glazing and building envelope 
Window to floor area ratio (10–24) Interval: 2.8 
Window type 

(U-value W/(m2.K)) 
(2.4, 2.2, 2.0, 1.8, 1.6, 1.4, 1.2, 1.0, 0.8, 
0.6) 

2.4 based on TEK87 and 0.8 based on NS 3701 

Roof type 
(U-value W/(m2.K)) 

0.20 180 mm EPS S80 insulation 
0.18 200 mm EPS S80 insulation 
0.16 230 mm EPS S80 insulation 
0.13 280 mm EPS S80 insulation 
0.10 370 mm EPS S80 insulation 
0.08 460 mm EPS S80 insulation 
0.06 620 mm EPS S80 insulation 

External wall type 
(U-value W/(m2.K)) 

0.30 30 mm Mineral Wool insulation 
0.28 63 mm Mineral Wool insulation 
0.26 73 mm Mineral Wool insulation 
0.24 83 mm Mineral Wool insulation 
0.22 93 mm Mineral Wool insulation 
0.20 118 mm Mineral Wool insulation 
0.17 150 mm Mineral Wool insulation 
0.15 170 mm Mineral Wool insulation 
0.13 180 mm Mineral Wool insulation 
0.12 230 mm Mineral Wool insulation 
0.10 280 mm Mineral Wool insulation 

HVAC parameters and setpoints 
Profile of supply air temperature set pints in AHU (℃) 

Profile of supply water temperature setpoints from the central heating 
system (℃) 

Supply/return water temperature to/from radiators (℃) (45, 55,65, 70)/(25, 30, 35, 40) Sixteen combinations of supply/return temperatures are 
possible 

Heat exchanger efficiency in AHU (0.55, 0.75, 0.85) NA 
Overheating of zone hot water supply in the central heating system (℃) 1 Always off 

2 5℃ overheating 5–6 AM 
3 9℃ overheating 5–6 AM 
4 5℃ overheating 4–6 AM 
5 9℃ overheating 4–6 AM 

Upper/lower limit of ventilation supply airflow rate during heating season 
(m3/(h.m2)) 

Upper/lower limit of ventilation supply airflow rate during cooling season 
(m3/(h.m2)) 

(continued on next page) 
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use). It should be pointed out that Condition (c) was the only con-
dition in which the shading slat angle was controlled according to 
illuminance and changed based on the solar azimuth angle. Other-
wise, the slat angle was kept constant at 45◦ in other conditions. The 
aim was to minimize energy use and maximize comfort. 

• Condition (d): Shading position control was based on the solar ra-
diation measured on the exterior side of windows during the working 
hours and according to solar radiation and indoor air temperature 
outside the working hours. The aim was to avoid overheating during 
working hours and to gain heat outside the working hours.  

• Condition (e): Shading position control was based on illuminance 
during the working hours and according to the indoor air tempera-
ture and the minimum solar radiation outside the working hours. The 
aim was to maximize comfort and minimize mechanical cooling. 

• Condition (f): Shading position control was based on the solar radi-
ation measured on the exterior side of windows during the working 
hours and according to the indoor air temperature and the minimum 
solar radiation outside the working hours. The aim was to avoid 
overheating during the working hours and preserve heat gain outside 
the occupancy hours. 

• Conditions (g) and (h): Shading position control was based on illu-
minance and solar radiation on the exterior side of windows all day 
long, respectively. 

It should be stated that all the algorithms were developed through 
detailed macros in IDA-ICE as shown in Fig. 4. 

3.1.3. Daylight and energy simulation tools 
The energy simulations of the optimization analyses were carried out 

by using the IDA-ICE dynamic simulation. The daylight simulations were 
performed in the Radiance tool, [61] which was already integrated with 
IDA-ICE software through the Daylight-tab in the software. In this re-
gard, IDA-ICE employed the Radiance’s genBSDF program to assess the 
solar bidirectional properties of the complex fenestration system with 
controllable shading. Furthermore, the daylight factor index was used in 
the simulations with high precision, and the daylight was measured at 
desktop level. It should be clarified that both energy and daylight sim-
ulations in each iteration during optimization process were performed 
simultaneously in IDA-ICE. 

3.2. Intermediate step 

3.2.1. GS interface 
In implementing the optimization process, an intermediate step was 

applied in order to arrange the results according to the thermal and 
visual comfort constraints. The process was done through the GS inter-
face, which is an available option in IDA-ICE (see the central red part in 
Fig. 1). This module gives the possibility to manipulate the data in an 
illustrative way by inserting and connecting different components [62]. 
It should be mentioned that the GS module is executed by IDA modeler 
without running the IDA solver. In the present work, it was adopted to 
check the constraint functions during optimization process. If the results 
of daylight and thermal comfort simulations obtained from IDA to ICE 
did not satisfy the visual and thermal comfort constraints, the total 

Table 6 (continued ) 

Parameter Value Description 

Shading device and window opening control methods 
Window opening control alternatives 1 Never open 

2 Seasonal opening with temperature and CO2 control, in  
Fig. 4 (a) 

3 Opening with temperature and solar radiation control, in  
Fig. 4 (b) 

Shading device control alternatives 1 Never drawn 
2 Daylight-Sun-Min energy, in Fig. 4 (c) 
3 Sun-Get heat, in Fig. 4 (d) 
4 Daylight-Get heat-Min cool, in Fig. 4 (e) 
5 Sun-Get heat-Preserve heat, in Fig. 4 (f) 
6 Daylight control, in Fig. 4 (g) 
7 Solar radiation control, in Fig. 4 (h) 

Other parameters 
Lighting rate (W/m2) (7, 11, 30) NA 
Shading material type 1 Generic outside blind slat 

2 Marine venetian blind slat 
3 Celery venetian blind slat 
4 Opaque light-dark colored slat 
5 Pewter venetian blind slat 
6 Opaque white colored slat 
7 Mocha venetian blind slat 
8 Bisque venetian Blind slat 
9 White venetian Blind slat  
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delivered energy, Etot, would be multiplied by a large number. There-
fore, the undesirable results were removed from the acceptable set of 
solutions as the objective was to minimize the total delivered energy to 
the building. In addition, this simple method could expedite the process 
of finding the optimized set of input parameters, selected by the GenOpt 
tool in each iteration. 

3.2.2. Constraint functions implementation 
For the purpose of this study, a single objective function, which was 

Etot, along with two constraint functions for thermal comfort and one for 
visual comfort were considered for optimization. The constraint func-
tions were DFavg, considered as the visual comfort requirement, and 
W_DH26 and W_PPD, selected as the thermal comfort criteria. The two 
latter were calculated as follows: 

W DH26 =

∑N
k=1Ak.DH26k
∑N

k=1Ak
< 50 hours (1)  

W PPD =

∑N
k=1Ak.PPDavg.k
∑N

k=1Ak
< 10% (2) 

It should be emphasized that PPD in Eq. (1) was calculated as an 
average value for each thermal zone in IDA-ICE. Furthermore, the 50 h 
and 10% criteria in Eqs. (1) and (2) are considered based on the current 

requirement for the Norwegian building code TEK17 [63] and the 
requirement for indoor air quality according to the comfort category II 
[64]. The criterion for average daylight factor was considered DFavg. >

2%, according to the Norwegian building code TEK17 [63] and it was 
calculated and averaged for the office cubicles. It should be noted that 
the technical requirements in the Norwegian building code TEK17 are 
similar as for the PH standard [5]. 

3.3. Optimization method and tool 

In this stage, the optimization process was initiated in the GenOpt 
engine. Regarding the optimization specifications, in the present study, 
PSO algorithm was chosen from the GenOpt algorithm library to handle 
both continuous and discrete input parameters and benefit the global 
features of the PSO algorithm [45]. The details of parameters for the 
optimization algorithm are described in the Appendix (see Table 9). The 
optimization simulations were run on a 32 GB RAM of a Windows-based 
workstation (2.20 GHz) with Intel (R) Xeon (R) Gold 5120 CPU with 14 
parallel cores and lasted for around 40 days to accomplish the whole 
optimization case. 

3.4. Post-processing step 

After finding the optimal solution, a ZEB analysis was performed. 
There are already several ZEB definitions. However, a common 
approach for all definitions is the annual balance between the weighted 
demand and the weighted supply [65,66] and it is generally done by 
integrating PV cells to the building façade and roof. The weighted de-
mand and supply can be calculated in different ways; the export/import 
balance, load/generation balance, and monthly net balance, which is the 
combination of two other methods [66,67]. In the present work, the 
export/import balance method was selected and calculated as follows: 

ZEB =
⃒
⃒EP,exp

⃒
⃒ −

⃒
⃒EP,imp

⃒
⃒ ≈ 0 (3)  

EP,imp =
∑

i
Eimp(i) × w(i) (4)  

EP,exp =
∑

i
Eexp(i) × w(i) (5)  

where w is the weighting factors/metrics used in this paper as the pri-
mary energy factor and i refers to different type of energy carrier. It 
should be mentioned that the export/import balance in this study took 
into consideration the self-consumption of generated electricity, and 
afterwards created a balance between the need for exported and im-
ported energy as follows: 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Eexp =

⃒
⃒
⃒
⃒
⃒

∑12

m=1

(
Eel.use + Eel.prod.

)
⃒
⃒
⃒
⃒
⃒

if
∑12

m=1

(
Eel.use + Eel.prod.

)
< 0

Eexp = 0 if
∑12

m=1

(
Eel.use + Eel.prod.

)
⩾0

(6)  

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Eself ,use =

⃒
⃒
⃒
⃒
⃒

∑12

m=1
Eel.prod

⃒
⃒
⃒
⃒
⃒

if
∑12

m=1

(
Eel.use + Eel.prod.

)
> 0

Eself ,use =
∑12

m=1
Eel.use if

∑12

m=1

(
Eel.use + Eel.prod.

)
⩽0

(7)  

Eimp =
∑12

m=1
Eel.use − Eself ,use (8)  

where m is the number of months or hours for monthly or hourly cal-
culations, respectively. 

Finally, the mismatch factor or so called supply cover factor, was 
calculated as follows [68]: 

Table 7 
Optimized input parameters, except HVAC setpoint at AHU and central heating 
system, for different optimized cases.  

Parameters Min 
W_PPD 
when 
W_DH26 

< 50 

Min Etot 

when 
W_DH26 

< 50 

Max 
DFavg 

when 
DFavg 

> 2% 

Min 
Etot 

when 
DFavg 

> 2% 

Global 
optimal 
solution 

Window to floor 
area ratio 

14.18 14.57 24.00 14.96 14.96 

Window (U-value, 
W/(m2K)) 

1.0 0.6 0.6 0.6 0.6 

Roof (U-value, W/ 
(m2K)) 

0.06 0.06 0.2 0.08 0.08 

External wall (U- 
value, W/(m2K)) 

0.1 0.1 0.3 0.1 0.1 

Supply/return 
water 
temperature to/ 
from radiators 
(℃) 

65/30 70/40 65/35 70/30 70/30 

Heat exchanger 
efficiency in 
AHU 

0.85 0.85 0.85 0.85 0.85 

Overheating of 
zone hot water 
supply in the 
central heating 
system 
(alternative 
number in  
Table 6) 

2 2 1 5 5 

Window opening 
control 
(alternative 
number in  
Table 6) 

1 3 1 3 3 

Shading device 
control 
(alternative 
number in  
Table 6) 

2 5 7 7 7 

Lighting rate (W/ 
m2) 

7 7 7 7 7 

Shading material 
type (alternative 
number in  
Table 6) 

9 9 7 8 8  
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Fig. 4. Flow diagram of different control methods for automatic window opening and control of the shading device.  
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γ =
self − conumption of generated electricity

on − site electricity generation
=

Eself .use
∑12

m=1Eel.prod.
(9) 

In the above-mentioned equations, the absolute sign was used, 
because the produced energy was given a negative sign and the used 
energy was given a positive sign. For hourly calculations, the number of 
samples was changed to 8760 for the entire year. The PV module had an 
average efficiency of 18% for monocrystalline PV cells [69]. Further-
more, a tilt angle of 35◦, the optimal PV tilt angle in Oslo climate, [70] 
module quality loss of 1.2%, and inverter operation loss of 8% were 
considered for the PV system, which gives a yearly average PR of 67% 
[70]. The weighting factor 2.3 [71] was also considered for imported 
and exported primary energy for ZEB balance calculations. 

It is worth mentioning that an important point regarding the ZEB 
calculations in this study was to significantly take advantage of the self- 
consumption of generated electricity on-site. It is economically prefer-
able to use the generated electricity directly in the building instead of 
exporting it to the grid. This is because the grid owner would only pay 
the electricity price (spot-price) plus a feed-in tariff, but not the grid- 
tariff, for the exported electricity. Therefore, the price of the sold elec-
tricity would only be about half the total price for the imported 
electricity. 

4. Results 

4.1. Optimization results 

In the first part of this section, the optimization results are presented 
and analyzed considering thermal comfort and visual comfort constraint 
functions. Afterwards, the ZEB analysis was conducted for the optimal 
solution. 

Table 7 shows the best set of input parameters after the optimization. 
Lighting performance and heat exchanger efficiency were always set to 
the lowest and the largest values for all the optimization scenarios, 
respectively. The reason was that the improvement of lighting system 
and heat exchanger efficiency decreased the building energy use with 

trivial impact on the visual and thermal comfort conditions. Regarding 
the window to floor area ratio, the maximum possible value was chosen 
during optimization when the visual comfort was the matter of concern. 
However, a moderate value was selected for the minimum energy use 
and the maximum thermal comfort cases implying that this parameter 
was a conflicting factor for maximizing visual comfort and thermal 
comfort and minimizing energy use simultaneously. Among the U- 
values of building façade, external wall retrofitting with low U-value 
was prioritized for all the scenarios, except the case with the maximum 
visual comfort as this parameter did not have any impact on the 
daylight. The roof renovation to lowest U-value was the preference of 
the scenarios with thermal comfort satisfaction. 

Regarding shading device and window opening, the control methods 
based on the temperature and solar radiation setpoints (Condition (b) 
and Condition (h) in Fig. 4) were the preferred options for the global 
optimal solution, while none of control methods for window opening 
was desirable in terms of providing the best thermal comfort conditions. 
It is also interesting to note that the simple control method (Condition 
(h) in Fig. 4) for shading device was selected in the majority of the 
optimization cases except the cases concerning discomfort hours infer-
ring that a complicated control method did not necessarily ensure an 
indoor comfort condition. Overall, comparison of the window opening 
and the shading device control methods indicate that the solar radiation 
and the indoor temperature parameters were the most effective factors 
in controlling the dynamic shading device and the window opening. This 
was especially achieved when different setpoints were considered for 
the same parameter, for example solar radiation, for controlling the 
shading and window opening. The reason could be justified by the 
coincidence of solar shading and window opening activation. In fact, 
selecting the same parameters, but with different setpoints, for the 
control methods of shading device and window opening ascertained that 
the shading would not be drawn when the windows were open, and the 
best performance of both shading and window opening was achieved. 

Fig. 5 shows the optimal supply air temperatures and supply airflow 
rate setpoints in the AHU and the supply water temperature from the 
central heating system. A different trend is observed in the Max DFavg 

Fig. 5. Optimal (a) supply air temperature profile from AHU, (b) supply water temperature, (c) ventilation supply airflow rate during the cooling season, and (d) 
ventilation supply airflow rate during the heating season. 
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case because modifying the supply air temperature setpoints did not 
affect maximizing visual comfort (see Fig. 5(a) and (b)). However, for 
other cases in which minimizing the energy use and maximizing the 

thermal comfort were the primary optimization objectives, a similar 
variation patterns of the supply air temperature from the AHU, and the 
supply water temperature from the central heating system were selected 
for various cases after the optimization of the reference building (Fig. 5 
(a) and (b)). 

Furthermore, the lowest air flow rate was chosen for the cases in 
which minimizing the building energy use was the primary goal, while 
the highest air flow rate was selected for visual and thermal comfort as 
the main objective during the cooling season, as shown in Fig. 5 (c). The 
same air flow rate, as the reference case, was chosen for all the cases in 
heating season, as shown in Fig. 5 (d). It implies that adjusting the 
supply air temperature in the AHU could both minimize the building 
energy use and satisfy the thermal comfort requirement for all the cases 
resulting in no change in the air flow rate pattern during the heating 
season. 

Fig. 6 shows all the simulated cases after optimization when the 
thermal comfort was the only constraint. Most of the cases could satisfy 
both the thermal discomfort hours and the average PPD requirements. 
The minimum energy use when the thermal comfort was the only 
constraint was obtained around 54 kWh/(m2.year) and the energy use 
for the case with the minimum W_PPD was achieved around 61 kWh/ 

Fig. 6. Scatter plot of optimization solutions filtered only by thermal com-
fort constraint. 

Fig. 7. Scatter plot of optimization solutions filtered only by visual comfort constraint.  

Fig. 8. W_PPD vs DFavg for different values of Etot objective function.  
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(m2.year). Comparing the optimized set of input variables for these two 
specific cases, see Table 6, may justify the results. The best quality of 
window (the lowest U-value) could not be used to reach the minimum 
average PPD due to increase of discomfort hours during the summer. In 
this respect, a slight decrease in the minimum average PPD in the Min 
W_PPD case resulted in a dramatic increase in the overheating hours, 
around 3 times, and the cooling energy use, around 1.2 times more than 
the Min Etot case. This can support the importance of performing opti-
mization to find an optimal solution in retrofitting studies. 

Fig. 7 shows the scatter plot related to the energy use of all the 
optimized solutions considering only daylight factor constraint. 
Compared to the thermal comfort (see Fig. 6), fewer solutions could 
satisfy the daylight factor requirements implying that achieving visual 
comfort was more challenging than thermal comfort when retrofitting a 
building. It also indicates that the thermal comfort and visual comfort 
are two conflicting factors to reach low building energy use. For 
example, the selection of window to floor area ratio in different sce-
narios was the most important parameter on the daylight factor. This 
infers that a larger ratio was more desirable in terms of daylight factor 
(visual comfort condition) whereas smaller ratio was more favorable 
when the thermal comfort was the matter of concern. This in turn could 
affect the choice of other input parameters by the optimization engine in 
order to achieve the minimum building energy use. Fig. 7 also displays 
that, The minimum total energy use was obtained around 55 kWh/(m2. 
year) when the results were only filtered by the visual comfort. Referring 
the optimized input parameters in Table 6, it infers that window to floor 
area ratio was the most sensitive parameter to be optimized so that a 
small increase to satisfy the visual comfort (Min Etot when DFavg > 2%) 
led to the change in all other input parameters including shading device 
control methods to reach the minimum possible energy use. The 
consequence was, however, a significant increase in the discomfort 
hours (see Fig. 7). 

Taking both visual and thermal comfort constraint functions into 
account, fewer solutions fell within the acceptable solution area (see 
Fig. 8). The global optimal solution was the same as the case with 
minimum energy use filtered by the average daylight factor (Min Etot 
when DFavg > 2%). It is interesting to point out that the cases with a low 
W_PPD and high DFavg values had a relatively high energy use (yellow 
and green points in the lower part in the acceptable solutions area). 
However, the solutions with less energy use fell within the thermal 
comfort satisfied area (dark blue points in the lower part in the thermal 
comfort satisfied area) emphasizing the difficulty of finding an optimal 
solution when considering both thermal and visual comfort filters. The 
reason was that a fewer number of parameters (mainly window to floor 
area ratio and partly glazing type) affected daylight factor than the 
thermal comfort. 

The corresponding energy use for different optimized scenarios is 
presented in Fig. 9. Compared to the reference case, the total delivered 

energy reduced dramatically after optimization, 77.4% for the case with 
the minimum Etot filtered by discomfort hours (regardless visual com-
fort) and 77.2% for the global optimal solution. As a matter of fact, this 
considerable energy saving would be more limited if the cost effective-
ness of retrofitting option was also taken into account. However, the 
proposed optimization process in this paper provides informative in-
sights on the importance of various control methods of window opening, 
shading device, and HVAC setpoints adjustment in the improvement of 
building energy performance, which impose almost low investment cost 
during retrofitting process. 

Fig. 10 shows the annual operative temperature variation in one of 
the worst zones, for example, C.O.16 cell office see Fig. 2, in terms of the 
indoor operative temperature fluctuation before and after the optimi-
zation and according to NS-EN 15251:2007 comfort categories for office 
buildings [64]. The three categories limits in Fig. 10 were implemented 
according to the standard for acceptable indoor operative temperature 
in office buildings equipped with a cooling system. In addition to a large 
energy saving after the optimization, see Fig. 9, the operative temper-
ature was also improved during both winter and summer operation. In 
this regard, the number of hours met the comfort category II (recom-
mended for office buildings) considerably increased after the optimi-
zation, up to 10 times more than the reference case. Comparing different 
cases show that the best operative temperature profile, in terms of 
number of hours met the comfort category II, occurred in the Min W_PPD 
(Case (c) in Fig. 10) with around 6,573 h. The consequence was a higher 
delivered energy and higher number of discomfort hours (W_DH26), 
especially during September and October, than the Min Etot, DH26 < 50 
(case (b) in Fig. 10). Furthermore, referring to Table 7, it can be noted 
that a shading control method based on the combination control of solar 
radiation, daylight, and the indoor temperature setpoints led to the best 
performance in terms of satisfactory operative temperature. 

4.2. Results of ZEB balance 

Fig. 11 illustrates the process to reach ZEB balance through the im-
ported and exported primary energy balance. Firstly, a large amount of 
energy saving, around 81%, in primary imported energy was achieved 
during optimization and the ZEB balance was then achieved by 
exporting electricity from onsite production. 

Therefore, the required PV panel area to reach ZEB level was around 
1,352 m2 for the global optimal solution and around 5,960 m2 for the 
reference case, if no optimization was performed. Furthermore, as the 
roof area was around 1,000 m2, these optimized PV might be placed on 
the roof somehow. But, without optimization, it would be completely 
impossible or not feasible. 

Fig. 12 shows the monthly variation of electricity portion in ZEB 
analysis in terms of export/production and import/consumption. The 
maximum electricity production for both the reference and the 

Fig. 9. Total delivered energy for different optimized scenarios.  
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optimized cases was achieved during summer time, due to high solar 
radiation intensity. Consequently, a significant amount of electricity was 
imported during the winter, and a high portion of electricity was 
exported during the summer. 

Additionally, there was still some amount of imported electricity 
even during summer, even though the electricity produced by PV was 
tried to be self-consumed as much as possible. It can be observed in 
Fig. 13 that the optimized case internally consumed nearly half of the 

generated electricity by PV panels. More precisely, considering the 
supply cover factor as defined in Eq. (9), 54% of the on-site produced 
electricity on a monthly basis, and 51% of that on an hourly basis, was 
self-consumed in the building. 

An important point regarding ZEB balance is that it is economically 
preferable to use the generated electricity directly in the building (self- 
consumption) instead of exporting it to the grid. This is because the 
power company will only pay for the electricity price (Spot-price) plus a 
feed-in tariff, but not for the grid-tariff, for the exported electricity. 
Therefore, the price for the exported electricity will be only about the 
half price for the imported electricity. 

5. Discussion 

The findings in the result section pose some issues for discussion 
about the optimization process, both with respect to the adopted method 
and to the obtained results. 

Employing IDA-ICE provided the possibility to implement all opti-
mization input parameters, including the shading and window opening 
control methods, and the constraint and objective function through the 
parametric tab and GS interface in the software, which take advantage of 
a graphical user interface for applying functions and parameters. In 
addition, adopting the PSO algorithm, coupled with GS interface of the 
dynamic simulation IDA-ICE software, allowed decreasing the number 
of simulations by excluding those that did not meet the visual and 
thermal comfort constraint criteria. In this regard, all combinations of 
the 15 considered parameters, each of them with different alternatives, 
were in total 1.07 × 1018 cases. By using the optimization, such a vast 
number of simulation cases were dropped to only 1,900 cases, which 
were performed by IDA-ICE software. Nevertheless, since both energy 
and daylight simulations were run for each case with complicated 
window opening and shading control methods, the computational time 
increased remarkably. 

With regard to the findings related to the energy savings due to the 
building retrofit measures, it is interesting to also discuss about the cost 
effectiveness of the building retrofit interventions. Since a substantial 
reduction of building energy use was achieved, compared to the refer-
ence building, through the optimization process, the operational cost 
would also decrease. This noticeable energy saving might not be reached 
if the cost effectiveness of retrofit measures was also taken into 
consideration, due to the investment costs of using extra systems and 
materials. However, we proposed a large group of retrofit measures, 
including various control methods of window opening, shading device, 
and HVAC setpoints adjustment, which could improve the building en-
ergy performance with almost low investment cost during retrofitting 

Fig. 10. Thermal comfort analysis in terms of operative temperature according 
to NS-EN 15251:2007 for (a) Min Etot when DFavg > 2%, (b) Min Etot when 
DH26 < 50, (c) Min W_PPD when DH26 < 50, and (d) reference cases for the C. 
O.16 cell office located in the third floor. 

Fig. 11. ZEB analysis process in terms of exported and imported primary en-
ergy use. 
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process. This could imply that the reduction of operational cost due to 
enhancement of building energy performance might be dominant in the 
life cycle cost of the building retrofitting. 

6. Conclusion 

This paper focused on the retrofitting of building performance in 
terms of energy use and thermal comfort and visual comfort criteria. For 
this purpose, an inclusive optimization approach integrating building 
envelope, glazing parameters, HVAC setpoints, shading device, and 
window opening control methods was adopted. The shading and win-
dow opening control strategies were implemented using various control 
methods including the indoor air temperature, the CO2 level, the 
daylight level, the wind velocity, and direct solar radiation on the 
façade. All these control methods were developed through the control 
macros in IDA-ICE, while the visual and thermal comfort constraints 
were implemented and linked to GenOpt (optimization tool) using 
Graphical Script interface in IDA-ICE. The main aim was to minimize the 
delivered energy to an office building, located in the Nordic climate, 
while meeting the thermal and visual comfort requirements at the same 
time. Afterwards, a ZEB analysis was performed by integrating PV panels 
in the building site for on-site production of electricity. 

The findings showed that the building energy use for space heating 
and space cooling could be significantly reduced through optimization 
process, up to 77%, compared to the reference building case modelled in 
compliance with the Norwegian building regulation TEK87. Moreover, 
both visual and thermal comfort requirements, according to the Nor-
wegian building regulation TEK17 and the standard NS-EN 15251:2007, 
were satisfied. In this regard, the optimal shading control method was 
based on solar radiation on the exterior side of the windows and the best 
performance regarding the window opening was attained when the 
control method was in accordance with indoor air temperature, direct 
solar radiation on the façade, and wind velocity setpoints, for the 
summer operation. Accordingly, the main factors in controlling shading 
devices and window opening were selected based on the indoor air 
temperature and the solar radiation parameters, but with different 

setpoints for these optimization input variables. The optimal shading 
material was Bisque venetian Blind slat. The other input parameters 
obtained for the global optimal solution included the best quality of 
envelope, except for the roof, and the highest efficiency of heat 
exchanger in the AHU. It was followed by the adjustment of the venti-
lation supply air temperature and the flow rate in the AHU and the 
supply water temperatures from the central heating plant to the local 
radiators. However, the most challenging optimization design variable 
to select was the window to floor area ratio because it influenced the 
thermal and visual comfort in an opposite way. In other words, it was 
difficult to find an optimal ratio satisfying both thermal and visual 
comfort requirements because it would affect the selection of other 
design variables such as window opening and shading control methods, 
which had impact on the thermal comfort and building energy use. This 
could signify the role of optimization methods in feasible studies of 
building retrofitting with large number of design variables. Further-
more, the ZEB analysis revealed that for the optimal solution, the 
required PV panel area was around 1,352 m2 and for the reference case it 
was around 5,960 m2 if no retrofitting was performed. 

Future work on the optimization process can investigate the 
improvement of building performance equipped with all-air system in 
terms of energy use and thermal and visual comfort criteria. Addition-
ally, thermal comfort and visual comfort can be assessed in further detail 
through conducting daylight and CFD simulations as a post processing 
step. It is an interesting case to compare the spatial distribution of 
thermal and visual comfort indexes instead of only evaluating an 
average value of these parameters before and after optimization. It is 
specifically important that a dynamic visual comfort index such as 
daylight autonomy or useful daylight illuminance is applied, as using the 
average daylight factor is not an appropriate way to optimize the posi-
tion of shading device. 
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Fig. 12. Monthly variation of electricity portion in ZEB analysis in terms of (a) export/production and (b) import/consumption for the global optimal solution.  

Fig. 13. (a) Monthly and (b) hourly production and consumption electricity with areas for ZEB balance.  
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Appendix 

The window opening in IDA-ICE was modelled based on the following equation [60]: 

Aeff = Cd⋅W⋅H (10)  

where the discharge coefficient, Cd, was selected as default value set to 0.65. It should be noted that the window opening percentage was associated 
with the effective opening area of the window in Eq. (10). 
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Optical properties of various shading device materials.  

Shading slat 
materials 
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Emissivity 
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Table 9 
Algorithm parameters for the optimization process.  

Algorithm type Algorithm parameter Value 

PSO Neighbourhood topology Von Neumann 
Neighbourhood size 5 
Number of particles 10 
Seed 50 
Number of generations 20 
Cognitive acceleration 2.8 
Social acceleration 1.3 
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Constriction gain 0.5  
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Abstract: Simultaneous satisfaction of both thermal and visual comfort in buildings may be a
challenging task. Therefore, this paper suggests a comprehensive framework for the building energy
optimization process integrating computational fluid dynamics (CFD) daylight simulations. A
building energy simulation tool, IDA Indoor Climate and Energy (IDA-ICE), was coupled with
three open-source tools including GenOpt, OpenFOAM, and Radiance. In the optimization phase,
several design variables i.e., building envelope properties, fenestration parameters, and Heating,
Ventilation and Air-Conditioning (HVAC) system set points, were selected to minimize the total
building energy use and simultaneously improve thermal and visual comfort. Two different scenarios
were investigated for retrofitting of a generic office building located in Oslo, Norway. In the first
scenario a constant air volume (CAV) ventilation system with a local radiator in each zone was
used, while an all-air system equipped with a demand control ventilation (DCV) was applied in
the second scenario. Findings showed that, compared to the reference design, significant reduction
of total building energy use, around 77% and 79% in the first and second scenarios, was achieved
respectively, and thermal and visual comfort conditions were also improved considerably. However,
the overall thermal and visual comfort satisfactions were higher when all-air system was applied.

Keywords: building retrofitting; building performance optimization; CFD; daylight analysis; thermal
and visual comfort

1. Introduction

It is estimated that building stock accounts for approximately 28%, on a global scale [1],
and 40%, in the European Union, of total energy use [2]. Therefore, retrofitting existing
buildings is considered as a crucial step to reach energy goals and to thoroughly decar-
bonize the building stock in Europe by 2050 [3]. A tailored approach in this respect applies
building performance optimization techniques by using optimization algorithms to find
the best set of retrofit measures based on simulation results and proposed objectives [4].
Many researchers, designers, and engineers have used this well-developed technique to
improve building energy efficiency due to its capability in automating design tasks in
various aspects in the last decade. These aspects concern four main elements, namely, ob-
jective functions, design variables, simulation, and optimization tools. Regarding objective
functions, various parameters dealing with energy, visual, and acoustic performance of
buildings are selected. For example, Djuric et al. [5], Rabani et al. [6], Karaguzel et al. [7],
Chantrelle et al. [8] and Ferrara et al. [9] conducted a single objective optimization and
considered the retrofitting costs or the building energy use (the two latter studies) as the ob-
jective. Several studies such as those of Mangnier and Haghighat [10], Harkouss et al. [11],
Asadi et al. [12], Niemelä et al. [13], Wu et al. [14], Hamdy et al. [15], and Palonen et al. [16]
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conducted multi objective optimization to improve building performance. The objectives in
the aforementioned studies dealt with building energy use, CO2 emissions, investment and
operational costs, and thermal comfort indexes such as predicted percentage dissatisfied
(PPD), predicted mean vote (PMV), and discomfort hours. In some studies, such as [17],
the optimization objective was the improvement of renewable technologies such as mini-
mizing the dependency on the nearby energy grid and maximizing the self-consumption
of photo-voltaic (PV) panels. In addition to these objectives, several studies such as those
of Zhang et al. [18], Kirimtat et al. [19], and Fang and Cho [20] focused mainly on day-
light performance. In this regard, Naderi et al. [21] focused on the discomfort glare index
(DGI) as the visual comfort indicator to be minimized. Some studies such as those of
Bassuet et al. [22] and Saksela et al. [23] chose acoustic parameters as the objective function
in the optimization process.

Most of the input design variables corresponded the building envelope and façade and
service systems. For example, Chantrelle et al. [8], Grygierek and Ferdyn-Grygierek [24],
Delgarm et al. [25], Schwartz et al. [26], and Harkouss et al. [11] optimized the window
to wall ratio, façade U-values and thermal properties, roof topology, and glazing types.
Djuric et al. [5], Mangnier and Haghighat [10], Delgarm et al. [27], Arabzadeh et al. [28],
Bamdad et al. [29], and Lu et al. [30] focused on the set points for cooling and heating,
supply air flow rates, solar collector and PV area and tilt angle, storage tank volume, the
supply water temperature and the heat exchange area of the radiators as the input design
variables. Operating strategies for heat storage and energy conversion techniques such
as use of heat pump, solar panel, biomass, and oil boiler were optimized in the study by
Wu et al. [14]. Furthermore, solar shading devices for windows were also optimized in
terms of distance from glazing, movement point and rotation angle of panel, and the angle
of louver blades [19,31,32]. Some research studies such as [33,34] introduced a holistic
platform so that the energy conservation measures (ECMs) and input design variables
were not constrained to those to be applied at building level, but also considered district
level measures. These sets of measures included: (1) passive ECMs relying on the increase
of envelope thermal resistance or the current windows replacement, and upgrades of
the façade, floor, roof, and openings; (2) renewable retrofitting strategies based on the
installation of sustainable energy sources such as: wind, sun, water, and geothermal;
(3) active ECMs including the replacement of existing energy supply systems by new
ones such as biomass boilers, natural gas Combined Heat Power (CHP) units, and heat
pumps; and (4) control ECMs which are related practically to the selected active ECMs
such as system scheduling, optimal start-up and shut-down, weather compensation, load
following, and sequencing control.

Until now, various tools and software packages have been developed for the opti-
mization of building performance. With respect to building energy simulation (BES),
EnergyPlus [7,25–27], TRNSYS [8,11,12,30], and IDA-ICE [13,15,28,35] were widely ap-
plied. Moreover, Radiance software was employed for daylight simulations in several
studies [18–20]. Regarding optimization tools, several algorithms, software systems,
and platforms have been commonly integrated with building performance tools. For
example, GenOpt [5–7,29], MOO [31,36], GAMS [37], jEPlus [25–27], Rhinoceros [38],
MATLAB [15,39,40], non-dominated sorting genetic algorithm II (NSGA II) [13,28,35],
and CPLEX algorithm [14,41] are among the widespread optimization tools and plat-
forms. A recent study has shown that the integration of artificial neural networks such
as Multilayer Feedforward Neural Networks (MFNN) with metaheuristic algorithms
such as NSGA II and Multi-Objective Particle Swarm Optimization (MOPSO) can
minimize the computation time [42].

Nevertheless, optimizing building energy performance using the aforementioned
BES software still cannot ensure desirable indoor air conditions. The reason is that these
software systems adopt a multi-zone approach to model the indoor airflow behavior in
order to facilitate the implementation of simulation models and reduce the computational
time [43]. In other words, each building zone in this approach is considered as a node with
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uniform distribution of temperature, humidity, concentration, etc. [44,45]. As the air is
assumed to be well mixed in the zone, this method may not be effective and can fail to
accurately predict the air flow behavior when a ventilation strategy functioning with a
high vertical gradient (stratified) of air flow distribution is applied. This is important when
controlling Heating, Ventilation, and Air-Conditioning (HVAC) systems for simulating
thermal comfort distribution in the occupancy area [46].

Unlike the multi-zone modelling approach, the computational fluid dynamics (CFD)
method has shown great potential in predicting indoor air flow behavior [47]. In this
method, the building zone is divided into a large number of control volumes and Navier-
Stokes equations are solved in these control volumes to precisely predict the air flow
characteristics in the space [48]. Therefore, coupling BES software with the CFD method
can improve the quality of results and provide detailed information about the thermal load,
building energy use, spatial air temperature and thermal comfort distributions. There are
two methods of coupling BES and CFD, namely one-step and two-step coupling; the first
method only provides CFD with the boundary conditions obtained by BES, while the latter
also returns the simulated boundary conditions from CFD to BES. In this regard, several
researchers have investigated the coupling of BES and CFD.

Novoselac [49] developed a new tool for accurate analysis of building energy use
and thermal comfort. Different coupling methods for exchanging data between BES
and CFD were evaluated through a two-step method. It was found that delivering heat
flux to CFD as boundary conditions and giving surface temperature back to BES can
provide more accurate calculation of surface heat flux than log-law wall functions in
CFD. Tian et al. [50] made a comprehensive review of the methods and applications of
integrating CFD with BES. They compared different one-step and two-step methods in
terms of limitations, accuracy, stability, convergence, and speed for the co-simulation.
Rodríguez-Vázquez et al. [51] reviewed the research studies in which BES–CFD coupling
was used to investigate building systems, building components, and urban configurations
of buildings. Their findings show that the integration of the BES and CFD methods
provides an improvement that ranges between 10% and 50% for predicting building
energy requirements. Furthermore, the analysis showed that the computation time for
implementing the CFD method could be reduced by importing the information from
the BES. Shan et al. [52] coupled EnergyPlus for BES with FLUENT software for CFD
simulation of air temperature and PMV field. Furthermore, the air flow rates across the
virtual partition walls between two adjacent subzones obtained from CFD were given to
EnergyPlus for use as inter-zone air flow. The aim was to find the optimal temperature
set points for the subzones in order to achieve a uniform occupant thermal comfort and
avoid overcooling in a large open office. Pandey et al. [53] also coupled the EnergyPlus
and Ansys Fluent tools for BES-CFD simulations of phase change material (PCM) in the
built environment and compared the results with those obtained from EnergyPlus. Their
findings highlighted that the coupled simulation has better prediction accuracy than the
BES tool for active and passive use of PCM under forced convection. However, the BES
tool is recommended for modeling the passive use of PCM during natural convection.
Yamamoto et al. [54] developed a coupling two-step method combining BES and CFD.
The aim was to assess the accuracy of coupling by analyzing the obtained temperature
distribution in an environment where natural convection by floor heating is dominant.
Colombo et al. [55] considered the application of coupling the thermal network, using
IDA-ICE software, with an external CFD tool, using Star-CCM+ tool, for a double-skin
glazed façade over a warm day cycle. In their iterative process, the surface temperatures
obtained from the BES tool were used as boundary conditions for the CFD simulation
and the heat fluxes to and from the façade components computed by CFD were used to
improve the BES tool estimation. Zhang and Mirzaei [56] proposed a new framework
to substantially reduce the computation cost of the dynamic coupling procedure of CFD
and BES. In their approach, a high-resolution CFD model (CFDf) provides the boundary
conditions, including the flow patterns, to a low-resolution CFD model (CFDc) at the
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openings in the form of the mass flow information to BES, in order to start the iterative
process. Afterwards, the CFDc and BES domains implement a fully dynamic external
coupling to deliver an accurate energy simulation.

The optimization of building energy performance, by integrating different optimiza-
tion and BES tools, to achieve a nearly zero energy building (nZEB) level has been exten-
sively investigated in the literature, but only a few studies have considered the coupling
of optimization, BES tool, and CFD software. In this paper, an inclusive methodology is
introduced to couple the BES software, IDA-ICE [57], to the optimization tool, GenOpt,
and the CFD software, OpenFOAM [58] (integrated in IDA-ICE), in order to reach a nZEB
level with satisfactory thermal and visual comfort conditions. In the optimization process,
both energy and daylight simulations were implemented simultaneously. Furthermore, a
detailed post-analysis of thermal and visual comfort was performed through detailed CFD
and dynamic daylight simulations.

2. Methodology

Figure 1 shows the coupling of optimization and CFD simulation framework.
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In the first step, the reference building model was generated in IDA-ICE and the
optimization input parameters for daylight and energy simulations were described in the
building energy simulation-optimization process (BES-OPT). The obtained results from
both simulation types were evaluated in terms of average daylight factor (DFavg), dis-
comfort hours (DH26), and average predicted percentage of dissatisfied (PPDavg) through
Graphical Script (GS) interface in IDA-ICE. Afterwards, the simulation results were trans-
ferred to the optimization tool to iteratively assess the objective function until an optimal
solution was reached. Finally, a post-processing step analyzed the optimal solutions
in detail in terms of thermal comfort and daylight quality using the CFD and detailed
daylight simulations.

2.1. BES-OPT Process

In this stage, the reference building energy model was first generated using IDA-ICE
software (solid orange objects in Figure 1). This was a typical office building located in
Norway. The total heated floor area of the building was selected at around 3000 m2 as the
majority of office buildings were constructed in the 1980s with a total heated floor area
of between 2500 to 10,000 m2 [59]. The building envelope properties, technical system
specifications and set points were chosen for a general office building constructed in 1987
meeting the Norwegian building code TEK87 [60], as explained in our previous work [61].

The optimization process was implemented by coupling IDA-ICE software with a GS
interface and GenOpt tool. GS interface is an available option in IDA-ICE (dotted orange
objects in Figure 1) considered as an intermediate step to manipulate the outputs from
IDA-ICE regarding the thermal and visual comfort constraints. Details of GS interface
functions can be found in the work done by Rabani et al. [6].

Regarding optimization scenarios, two different cases were considered. In the first
case, it was assumed that the space heating and ventilation systems remained as the same
type as the reference building and in the second scenario, an all-air system was used
instead. An all-air system means that the ventilation, space heating and cooling in different
zones were performed using a demand control ventilation (DCV) system without applying
any means of local heating or cooling units, e.g., a radiator, in the zones. Therefore, two
different set of parameters were considered as the optimization input variables. However,
the input parameters corresponding to glazing and building envelope, shading device and
window opening control methods, and shading materials and lighting rates were common
input variables for both scenarios. The common parameters were as follows:

• Window-to-floor ratio (%): the ratio of window-to-floor varied in the range of 10–24%
with a 2.8% interval. To alter the size of all the windows with a correct coordinate
at the same time as the ratio was changed, a coordinate calculator was developed
through GS in IDA-ICE.

• Window U-values W/(m2·K): the values were changed from 0.6 (based on Norwegian
building code TEK87) to 2.4 (based on Norwegian passive standard for non-residential
buildings NS 3701) with an interval of 0.2 [62]. It should be noted that better window
U-values are also associated with shifting from single glazed to triple glazed windows,
which results in higher investment cost.

• Roof U-values W/(m2·K): the values were improved from U-value 0.2 to U-value
0.06 by adding an EPS S80 insulation layer increasing from a thickness of 180 mm to
620 mm, respectively.

• External wall U-values W/(m2·K): the values were improved by adding Mineral Wool
insulation layer, from a thickness of 30 mm, corresponding to U-value 0.3, to 280 mm,
corresponding to U-value 0.1.

• Window opening control method: three opening control methods included closed
windows, seasonal opening with temperature and CO2 control, and opening with
temperature, wind velocity, and solar radiation control. Details of window opening
control methods are elaborated in our previous work [61].
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• Shading device control method: seven control methods were considered. The main
parameters in these control methods were solar radiation, daylight level, and indoor
operative temperature. The performance of these control methods was elaborated
in our previous work. Details of shading control methods are also explained in our
previous work [61].

• Heat exchanger efficiency in (air handling unit) AHU: three values 0.55, 0.75, and 0.85
were considered.

• Shading materials: Generic outside, Marine, Celery, Pewter, Mocha, Bisque, and White
venetian blind slats as well as Opaque white colored and light-dark colored slats were
selected for the slats of the integrated window shading [61].

• Lighting rate (W/m2): three lighting rates 7, 11, and 30 W/m2 were selected.
• Supply air temperature profile in the AHU: the profile was considered as a function of

outdoor temperature and was described at four points, shown in Table 1.

Table 1. Supply air temperature profile in the air handling unit (AHU) in both scenarios.

Point Number in the Profile Range-Interval (◦C) Corresponding Outdoor
Temperature (◦C)

1st point (16–30)-1.6 −20
2nd point (16–30)-1.6 −15
3rd point (13–22)-1.6 10
4th point (13–22)-1.6 35

The parameters used only in the first optimization scenario (CAV) were the followings:

• Supply hot water temperature profile for radiators used for space heating: the profile
was described in the same manner as the supply air temperature in AHU, shown in
Table 2.

Table 2. Supply hot water temperature profile for space heating from central heating system in the
first scenario.

Point Number in the Profile Range-Interval (◦C) Corresponding Outdoor
Temperature (◦C)

1st point (45–90)-1.6 −31
2nd point (45–90)-1.6 −26
3rd point (25–60)-1.6 20
4th point (14–40)-1.6 25

• Supply/return water temperature to/from radiators: 16 combinations of four supply
temperature set points 45, 55, 65, 70 (◦C) and return temperature set points 25, 30, 35,
40 (◦C).

• Upper/lower limit of ventilation supply airflow rate during heating and cooling sea-
sons. Five profiles for heating season and eight profiles for cooling season, illustrated
in Figure 2.
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The parameters used only in the second optimization scenario (all-air system) were as
follows:

• Type of DCV system: four types of airflow control listed in Table 3.

Table 3. Various types of control method for DCV system in the second scenario.

System Type Control Method

Variable air volume with humidity control

Maximum relative humidity set point: 60% for cooling season and 40%
for heating season 1

Minimum relative humidity set point: 20% for both cooling and
heating seasons 1

Variable air volume with CO2 control Maximum CO2 set point: 1100 ppm
Minimum CO2 set point: 700 ppm

Variable air volume with temperature control Maximum temperature set point: 26 ◦C
Minimum temperature set point: 19 ◦C

Variable air volume with temperature and CO2 control Combination set points for CO2 and temperature
1 There is no specific limit value for humidity of indoor air in Norway, only recommendations to prevent dampness and mold growth [63,64].

Maximum air flow rate set point: the air flow rate varied between 2 to 6 L/(s.m2) with
interval 0.27 L/(s.m2).

The objective of the optimization process was to minimize the total delivered energy
to the building (Etot) meaning that the problem was a single objective optimization. The
constraint parameters were visual comfort index, assessed using average daylight factor
(DFavg), and thermal comfort indexes, evaluated using weighted average PPD (W_PPDavg)
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and weighted discomfort hours over 26 ◦C (W_DH26) [61]. According to the current require-
ments for Norwegian building code TEK17 [65], the DFavg was set greater than or equal
to 2%. Regarding the thermal comfort, building comfort category II [66] was considered
stating that W_PPDavg and W_DH26 should be less than 10% and 50 h, respectively.

In the present study, the optimization Particle Swarm Optimization (PSO) algorithm
was selected in GenOpt to deal with both continuous and discrete input parameters and
benefit from the global features of the PSO algorithm [61,67]. Furthermore, both energy
and daylight simulations were simultaneously carried out in IDA-ICE on 32 GB RAM of
a Windows-based workstation (2.20 GHz) with Intel (R) Xeon (R) Gold 5120 CPU with
14 parallel cores, and lasted for around 40 days to finish each optimization case. Combina-
tions of the input parameters were in total 1.07 × 1018 cases. By using the optimization,
a large number of simulation cases were reduced to only 1900 cases, using IDA-ICE soft-
ware. Nevertheless, since both energy and daylight simulations were run for each case
with complicated window opening and shading control methods, the computational time
increased considerably.

2.2. Boundary Conditions and CFD Process

After finding the optimal solution, as the first step detailed CFD and daylight simula-
tions were performed for optimal solutions to investigate thermal and visual comfort in
further detail. The CFD simulations were done in IDA-ICE by interfacing with the Open-
FOAM CFD engine, and the daylight simulations were performed through the Radiance
program [68]. However, calculation setup and execution were performed in IDA-ICE for
both CFD and daylight simulations.

Regarding the CFD process, the one-way approach was considered. Firstly, coupling
of BES and CFD was validated by the available experimental data and our previous
numerical study for a single office building [69,70], in which we used Star-CCM+ software
for performing CFD simulations [69]. Afterwards, the coupling method was applied to the
optimal solutions, as illustrated in Figure 1 (blue and green objects). In the coupling process,
the required boundary conditions for CFD simulations including surface temperature,
surface convective heat flux, and ventilation air flows were exported from the IDA-ICE
to the OpenFOAM CFD engine. These boundary conditions were then used by the CFD
program to solve the continuity, momentum, and energy equations. Moreover, for the CFD
simulations, the steady state solver with the RNG k-ε turbulence model were selected, as
this model has been used extensively in the simulation of indoor air flow problems [71].
In accordance with the modelled geometry, a hexahedral mesh model was generated
and executed in the CFD interface in IDA-ICE. Furthermore, a mesh refinement was
applied to the boundary layers near the surfaces. The obtained indoor air velocity and
air temperature results from the CFD simulations were then exported to the MATLAB
program for PPD calculation.

Figure 3 shows a real office cubicle fitted with measuring devices and its corresponding
3DModel modelled in IDA-ICE, used for the validation study. The office was equipped
with an active supply diffuser located on the ceiling for both space heating and ventilation
purposes. The details of experimental conditions including room dimensions, location of
supply and exhaust terminals on the ceiling, and supply air temperature and flow rate
were reported in [69,70].
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2.3. Daylight Analysis

To obtain an overview of visual comfort throughout the year, three dynamic daylight
indexes including Useful Daylight Illuminance (UDI), continuous Daylight Autonomy
(cDA), and spatial Daylight Autonomy (sDA) were calculated (see Appendix A for details)
and visualized for two optimization scenarios and the reference case. UDI describes how
many hours or the percentage of the occupancy hours in which daylight levels are within
the desired interval [72]. In this study, 100 lux and 2000 lux were selected as the minimum
and maximum limits, respectively. cDA represents the percentage of the workhours when
the illuminance is over or under a predefined threshold. In the present study, the percentage
of daytime hours over 300 lux with partial credit was considered [73]. Furthermore, sDA
shows the percentage of the occupied hours when the illuminance is equal or greater than
300 lux [74].

The daylight simulations were carried out through the Daylight-tab in IDA-ICE that
uses backward raytracing and Radiance as a simulation engine. In this regard, a climate-
based sky model with high precision was used in the Radiance software and a MATLAB
script was used for visualizing the dynamic daylight indexes.

3. Results and Discussion

In this section, the results obtained from BES-OPT are presented for both scenarios.
Afterwards, a detailed analysis of CFD and daylight simulations for the optimal solutions
are described.

3.1. BES-OPT Analysis

Figure 4 shows the scatter plot of optimized results filtered by both thermal and
visual comfort constraints. The triangles show the simulation cases where the discomfort
hours were larger than 50 and the circles show those cases with discomfort hours
smaller than 50. Furthermore, the dark symbols (both triangles and circles) represent the
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simulation cases with low total delivered energy to the building (Etot) while those with
higher Etot are demonstrated with lighter colors. Comparing the first (Figure 4a) and the
second (Figure 4b) scenarios shows that satisfying thermal comfort requirements was
more difficult in the second scenario than in the first scenario during the optimization
process, which can be observed by the larger number of triangles and larger range of
W_PPDavg in the second scenario. The reason could be the more complicated control
method of space heating and the ventilation system in the second scenario as they
both functioned with a supply air terminal in an all-air system. Therefore, it was more
challenging to find a combination of set points for the ventilation system to minimize
building energy use and achieve thermal comfort concurrently in the second scenario.
On the contrary, the daylight factor requirement was satisfied for more cases in the
second than in the first scenario which could be due to the shading control method and
higher window-to-floor ratio in the second scenario.
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The optimized input parameters for both scenarios are shown in Table 4. Different
window-to-floor ratio, U-value of building envelope, and shading control methods were
required to satisfy both thermal and visual comfort in both scenarios. As was also observed
in Figure 4, satisfying thermal comfort, especially DH26, was more difficult in the second
scenario than in the first. Thus, the best quality of window and external wall could not
be selected in the second scenario as a tighter building envelope would result in larger
DH26 and consequently reduce thermal comfort. The best performance and efficiency of
the lighting system and heat exchanger were selected for both scenarios, as enhancing their
efficiency could decrease the building’s energy use with trivial impact on the visual and
thermal comfort conditions.

The percentile distribution of delivered energy use to the building, filtered by either
and then both thermal and visual comfort conditions, is shown in Figure 5 for all solutions.
Adopting an all-air system in the second scenario could result in overall less energy use
compared to the CAV system. In this regard, around 75% of the simulated cases had less
energy use in the second scenario than the 50% in the first scenario. However, in both
scenarios, the cases filtered only by thermal comfort could arrive at less energy use with
less distribution than by visual comfort, implying that achieving low-level building energy
use with thermal comfort is easier than with visual comfort. The reason is that the number
of input parameters influencing visual comfort were fewer than for thermal comfort.

Table 4. Optimized input parameters for both scenarios.

Parameters First Scenario Second Scenario

Common parameters

Window-to-floor ratio 14.96 17.72
Window (U-value) 0.6 0.8

Roof (U-value) 0.08 0.06
External wall (U-value) 0.1 0.12

Heat exchanger efficiency in air handling unit
(AHU) 0.85 0.85

Window opening control method By indoor temperature, solar radiation, and wind velocity
Shading device control method By solar radiation By daylight and indoor temperature

Lighting rate (W/m2) 7 7
Shading material type Bisque venetian Blind slat Celery venetian blind slat

Supply air temperature profile in the AHU
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Table 4. Cont.

Parameters First Scenario Second Scenario

Only in the first scenario

Upper/lower limit of ventilation supply airflow
rate during heating and cooling seasons

(l/(s.m2))
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Figure 6 shows the amount of delivered energy to the building for the reference case
and two optimization scenarios. Optimizing the building performance could reduce build-
ing energy use by up to approximately 77% and 79% in the first and second scenarios,
respectively, while satisfying both thermal and visual comfort. The reasons were better
building envelope quality, appropriate window-to-floor ratio, and proper control methods
for shading device and window opening that were selected through the optimization
process in both scenarios. Less energy use in the second scenario than in the first could
mainly be due to the type of ventilation in the all-air system, for which the DCV method
could adjust the air flow rate according to the considered control parameters for indoor
conditions (see Table 3). However, the CAV ventilation method in the first scenario main-
tained a constant air flow rate during working hours, disregarding indoor conditions. This
proves that an all-air system can be considered as a potential HVAC system in cold climate
countries as it can reduce the investment and maintenance costs associated with local space
heating and cooling systems.
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3.2. CFD and Daylight Assessment

Figure 7 shows the variation of indoor air temperature and air velocity along the
measurement line in the vertical plane defined in the experimental work [70]. As can be
seen, both temperature and velocity variations obtained in the present study were in good
agreement with our previous numerical study and were also within the uncertainty range
of the experimental data. The RNG k-ε turbulence model, used in this study, and the
Standard K-ε model, used in our previous numerical study [69], indicated almost the same
trend and followed the experimental data with good agreement, except in the proximity of
the ceiling (Figure 7a). However, the RNG k-ε turbulence model could predict air velocity
better than the Standard K-ε model near the floor, and followed the experimental data less
well than Standard K-ε at the middle height of the room (Figure 7b).

Figures 8 and 9 show, respectively, the annual variation of average PPD and spatial
distribution of PPD for the worst zone, in terms of difficulty in meeting comfort conditions,
for the reference case and two optimization scenarios. More precisely, the worst zone
in this study was defined as the zone in the building experiencing the highest operative
temperature in summer and largest temperature fluctuations throughout the year. The
coldest day was 2nd January (Toutdoor = −19 ◦C), and the warmest day was 1st August
(Toutdoor = 31 ◦C), selected based on climate data for outdoor air temperature. Looking at
the annual average variation of PPD, it is found that both optimized scenarios could satisfy
the thermal comfort requirements, based on the comfort category II, for a longer period of
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the year compared to the reference case. The second optimized scenario showed the best
performance in this respect. However, the all-air system (second optimized scenario) could
not provide comfortable conditions, according to any of the thermal comfort categories, in
January and December. This can also be observed in the spatial distribution of PPD on the
coldest day, when a rather high degree of discomfort was experienced in the occupancy
area (the black rectangle) in the second scenario (Figure 9c). On the warmest day, both
optimized scenarios showed an acceptable performance in the occupancy area in spite
of window opening. Although two optimized scenarios could not provide as acceptable
thermal comfort conditions as the reference case on the coldest and warmest days, the
annual thermal comfort was, in general, improved for both optimized scenarios. It should
be pointed out that the improvement of thermal comfort was achieved along with the
reduction of delivered energy to the building by more than 77%.

To examine the uniformity of air temperature distribution and the possibility of
temperature stratification, the distribution of vertical air temperature difference for CFD
cells between the ankle level (0.1 m above the floor) and the head level (1.1 m for a seated
person), in the occupancy area, is shown in Figure 10. The occupancy area was defined as
the area 0.6 m from the side walls and from 0.1 m to 1.8 m above the floor. On the coldest
day of the year (Figure 10), the majority of points met the requirements for vertical air
temperature difference, which is less than 3 K according to the second thermal comfort
category for office buildings [75]; however, a slight temperature stratification was observed
covering around 50% of the occupancy area at the second scenario on the morning of the
coldest day of the year. This could be due to considering yearly average PPD as the thermal
comfort constraint during optimization. In addition, with respect to Figures 8c, 9c and 10,
it can be implied that a different control method for the DCV system should be adopted in
the coldest periods of the year. Nevertheless, the window opening was functional for both
optimized scenarios during summertime and no significant temperature stratification was
observed, despite using a rather low air flow rate compared to the reference case.
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To analyze the visual comfort in detail for the two optimization scenarios and the
reference case, the spatial distribution of three different common dynamic indexes includ-
ing UDI, cDA, and sDA are shown in Figure 11. Both optimization scenarios showed
superior performance compared to the reference case in terms of visual comfort conditions.
Concerning the UDI index, more than half of the occupancy area could reach almost 50%
UDI, which is recommended for office buildings [76], after optimization in both scenarios.
Nevertheless, the second scenario provided more uniform distribution of relatively high
UDI in the entire area during the occupancy hours. This was even more discernible in terms
of cDA and sDA indexes (Figure 11b, two bottom rows) so that only a small area near the
window could achieve around 35% sDA during occupancy hours in the first optimization
scenario while a larger range of sDA, 30%–48%, covered more than 50% of the whole
area. This implies that the combination of shading control method, which adopted indoor
temperature and daylight parameters, and window-to-floor ratio could provide better
visual comfort quality in the second scenario for the entire year. It is worth mentioning that
although a static parameter was considered as the visual comfort constraint (DFavg > 2%),
due to the necessity of Norwegian national requirements, the optimized design variables
provided a great improvement in terms of dynamic daylight indexes compared to the
reference case.
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4. Conclusions

In this study, a framework to take advantage of coupling the building energy simulation-
optimization process with CFD and daylight simulations was presented. The aim of the pro-
posed framework was to refine the efficiency of feasible studies concerning the retrofitting
of building performance.

The objectives were to reduce the building energy use and improve thermal and visual
comfort, to be achieved together with the best possible configuration of building envelope,
fenestration, shading device and window opening control methods and parameters, and
HVAC system set points and control methods. Two different optimization scenarios were
considered; (i) a CAV ventilation system with hydronic heating system with radiators and
(ii) an all-air system equipped with a DCV system for space heating, space cooling, and
ventilation of different zones. The optimization process was carried out using the dynamic
building energy simulation software IDA-ICE coupled with GenOpt as the optimization
engine. Furthermore, a detailed thermal and visual comfort analysis of all scenarios
was conducted through coupling of IDA-ICE with OpenFOAM, which is open source
CFD software, and Radiance, which is an open-source daylight simulation engine. This
could provide better insights regarding the improvement of thermal and visual comfort
throughout the year.

The first part of the results regarding the building energy simulation-optimization
(BES-OPT) process revealed that:

• Satisfying thermal comfort requirements was more difficult in an all-air system than
in a CAV system during the optimization process. However, as visual comfort was
only controlled by window-to-floor ratio and shading device control methods and
materials, it was generally more challenging to reach low-level building energy use
satisfying visual comfort requirements than thermal comfort conditions.

• The building energy use reduced up to by around 77% and 79% in the first and second
scenarios respectively while satisfying both thermal and visual comfort.

The second part of the results regarding the detailed thermal comfort and visual
comfort analysis are as follows:

• Both optimized scenarios could satisfy thermal comfort requirements, based on com-
fort category II, for longer periods of the year compared to the reference case, and the
second optimized scenario showed the best performance in this respect. However,
the DCV system adopted in this scenario could not provide comfortable conditions,
according to any of three comfort categories, in extreme cold.

• Concerning the vertical temperature stratifications, most points in the occupancy area
met the thermal comfort requirements on the coldest day of the year, which is less than
3K according to the second thermal comfort category for office buildings. However, a
slight temperature stratification was observed covering around 50% of the occupancy
area at the second scenario in the morning of the coldest day of the year.

• The window opening was functional for both optimized scenarios during summertime
and no significant temperature stratification was observed, in spite of using a rather
low air flow rate compared to the reference case.

• Regarding the daylight indexes, more than half of the occupancy area could arrive
at almost 50% UDI after optimization in both scenarios. Nevertheless, the second
scenario provided more uniform distribution of relatively high UDI in the entire area
during the occupancy hours. This was even more discernible in terms of cDA and
sDA indexes.

Overall assessment of both BES-OPT process and detailed CFD and daylight analysis
proved that the DCV system (all-air system in the second scenario) can be considered as
a potential HVAC system in cold climate countries as it can reduce the investment and
maintenance costs associated with local space heating and cooling systems. Moreover,
the current framework could suggest a paved method for better evaluation of building
retrofitting measures through detailed and plausible studies.
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Future developments can also focus on the evaluation of the application of such a
method by expanding the possible design variables and objective functions by including
the life cycle cost and CO2 footprint of retrofitting measures in the optimization process.
In this regard, it is also important to consider the impact of HVAC plant refurbishment
in the optimization process as this would have a substantial effect on the total building
energy reduction and its corresponding cost and CO2 emissions. Furthermore, the effect
of other phenomena such as urban heat island and climate change could be considered in
the optimization process as it could have significant impacts on building energy use by
increasing space cooling demand and decreasing space heating demand.
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Appendix A

The dynamic daylight indexes including UDI, cDA, and sDA were calculated as
follows, respectively:

UDI(Pti) =
1
n

n

∑
j=1

H(L(Pti, j))× 100, H(x) =

{
1 Min ≤ x ≤ Max
0 out of range

}
(A1)

cDA(Pti) =
1
m

m

∑
j=1

H(L(Pti, j))× 100, H(x) =

{
1 x ≥ LLimit
x

LLimit
x < LLimit

}
(A2)

sDA(Pti) =
1
n

n

∑
j=1

H(L(Pti, j))× 100, H(x) =

{
1 x ≥ LLimit
0 x < LLimit

}
(A3)

where n and m referred to total occupancy and daytime hours, respectively. Furthermore,
L(Pti,j) represented the daylight simulation results at point i (Pti) and time step j, and H(x)
was a function representing the illuminance value.
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A B S T R A C T   

Through a systematic study, this paper conducted a life cycle assessment (LCA) consisting of evaluation of both 
embodied and operational emissions of different building retrofitting scenarios for a typical office building, 
located in Norway. LCA analysis was performed via the OneClick LCA tool. The emissions associated with the 
operational energy use were evaluated for both the reference and optimized building energy models developed in 
the IDA-ICE models from our previous studies. These models included two different HVAC systems: an all-air 
(AA) system equipped with a demand control ventilation (DCV) and a hydronic system with the radiator 
space heating (RSH) and a constant air volume (CAV) ventilation system. The findings showed that, through 
retrofitting measures, the net total emissions could be reduced up to 52%, from 1336–637 kg carbon dioxide 
equivalent (CO2-eq)/m2, which was achieved for the life cycle cost (LCC) optimal scenario equipped with the AA 
system. The share of operational energy use (B6) in the total CO2-eq emissions was around 77% for the reference 
case, whereas it was around 43–46% for the retrofitting scenarios. The most embodied CO2-eq emitted stages of 
the LCA through retrofitting concerned the product stage (19–23%), transport to construction site (24–31%), and 
the end-of-life service (around 25%). The findings confirmed that it was more environmentally friendly to further 
re-insulate the other parts of the building envelope instead of ground floor, as the latter retrofitting scenario was 
accompanied with a large increase of embodied emissions.   

1. Introduction 

According to the Intergovernmental Panel on Climate Change 
(IPCC), the global temperature has risen by roughly 1 ◦C since the in-
dustrial age, because of human actions. It is also expected that the 
temperature will increase further, by 1.5 ◦C, if the current situation is 
prolonged [1]. Greenhouse gas (GHG) emissions are considered to be 
one of the main sources for the climate change, and there has been 
already introduced a GHG abatement curve in order to maintain the 
global temperature rise below 2 ◦C by 2030 [2]. 

It has been reported that around 30–40% of global CO2 emissions are 
produced in the building stock [3]. Since the 80–90% of the existing 
buildings will still be in operation in 2050 [4,5], it is apparent that 
building retrofitting would substantially mitigate the total GHG emis-
sions in the building sector. Building retrofitting has been broadly 

studied to cope with the climate change issue, but to achieve the target 
of EU’s Policy, the renovation rate should further increase [6]. Ac-
cording to Statistics Norway (SSB), the amount of CO2 emissions in 
non-residential buildings, which form the largest part of building stock 
in Norway (around 58%), has decreased around 39% from 2015 to 2019 
due to improvement of building energy performance [7]. However, 
there must be additional attention to this matter if the goal is to reach a 
carbon neutral level in Norway by 2030. Retrofitting towards the zero 
energy buildings (ZEB) signifies a purposeful step in this regard, 
resulting in reduction of forthcoming buildings energy use. The retro-
fitting process can include renovation measures with regard to building 
envelope and façade, technical system, and utilization of renewable 
energy technologies [8–10]. Furthermore, there are several ZEB defi-
nitions and some of them only focus on the energy use during building 
operation and ignore the energy utilized for the production and 
manufacturing of material and systems when shifting to ZEB level, or so 
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called embodied energy [11,12]. The concepts of the zero energy 
building and embodied energy have proposed the idea to replace the 
former concepts by the zero emission building and embodied emissions, 
in which the balance is applied in terms of GHG emissions [13,14]. In 
this regard, to reach the greatest level of the zero emission building in 
the retrofitting process, it is necessary to conduct a life cycle assessment 
(LCA) on how to compensate the embodied emissions of additional 
materials during the whole life cycle. The balancing can be done using 
the GHG emissions of produced energy from renewable sources such as 
the use of solar energy via photovoltaic (PV) panels [15]. 

A broad range of embodied CO2 emission from buildings has been 
reported in literature. De Wolf et al. [16] signified this by analyzing the 
data obtained from over 200 buildings and the results showed that the 
amount of building embodied CO2 emission equivalent (CO2-eq) varies 
in the range of 150–600 kg CO2-eq/m2 per year of building lifetime. 
Simonen et al. [17] state also a significant change of buildings’ contri-
bution in CO2-eq emissions, which is in the range of 10–1082 kg 
CO2-eq/m2 per year by evaluating 1150 buildings. These variations are 
pointed out regarding several parameters such as building type, mate-
rials, geometry, and other design variables. So far, several studies on the 
life cycle assessment (LCA) of GHG emissions related to both new and 
refurbished buildings have already addressed the impact of the afore-
mentioned parameters. Some of them consider only the building use 
phase, but others also consider the other stages of building life cycle 
including the production, construction, and end-of-life. 

Asdrubali et al. [18] evaluated the energy use and carbon payback 
time of different retrofit scenarios for a school building in Northern Italy. 
They applied the LCA method for calculating environmental impact of 
the building for lifetime of 50 years. Their findings show that a cost 
optimal case, in which the total specific building energy use was around 
70 kWh/m2.year, had a carbon payback time around 3.2 years. Opher 
et al. [19] conducted a LCA, using OneClick LCA tool, to assess the 
embodied emissions associated with the renovation of an existing 
building. By assuming a 60-year lifetime, the results show that the 
installation of renewable energy systems and the raised concrete floor 
are responsible for 31% and 26% of the embodied CO2-eq. Rodriguez 
et al. [20] assessed the embodied carbon emissions associated with the 
mechanical, electrical, and plumbing systems (MEP) in an office build-
ing in the Pacific Northwest, USA and Canada. Various heating, venti-
lation, and air conditioning (HVAC) systems such as variable air volume 
(VAV) air handling unit (AHU), parallel fan terminals, water-source heat 
pump, dedicated outdoor air system, variable refrigerant flow, and en-
ergy recovery ventilator were evaluated. The results showed that the 
embodied carbon estimates ranged from 40 to 75 kg CO2-eq/m2 for 
MEP. García-Sanz-Calcedo et al. [21] quantified the embodied carbon of 
HVAC systems installed in healthcare centers in the region of Extrem-
adura, Spain. The results showed that the embodied carbon considering 
a 15-year lifetime of HVAC installations, is around 48.95 kg CO2-eq/m2. 

This was equivalent to the CO2 emitted for 2.3 years in the operation 
phase. Ylmén et al. [22] investigated the embodied and operational 
carbon emissions from HVAC systems in an office building in Sweden 
and the results showed that 38 kg CO2-eq/m2 was emitted in the pro-
duction phase and 100 kg CO2-eq/m2 in the operation phase. Shuo [23] 
analyzed the embodied emissions associated with three different HVAC 
installations, including a VAV system, a chilled beam system, and an 
underfloor air distribution in an office building in Australia. The total 
embodied carbon emission was reported 21.01 kg CO2-eq/m2, 42.70 kg 
CO2-eq/m2, and 9.2 kg CO2-eq/m2, respectively. Kiamili et al. [24] 
performed a detailed LCA for HVAC systems based on building infor-
mation modelling (BIM) of a newly built office building in Switzerland. 
The results indicated that the embodied impact of HVAC systems was in 
the range of 15–36% of the total embodied impact of office buildings. 
However, Medas et al. [25] indicated that recurring embodied carbon of 
MEP from 30 years of maintenance and replacement might be much 
larger than the initial embodied carbon. 

Moschetti et al. [26] investigated alternative design solutions for a 
zero energy office building, located in Norway, in order to achieve a zero 
emission one. The building model was run using SimaPro tool, and the 
results revealed that it was difficult to totally balance the life cycle GHG 
emissions from materials by renewable energy, even with widespread 
use of PV panels, and hence the embodied emissions from the materials 
should come into the sharp focus. Piccardo et al. [27] conducted the LCA 
of a retrofitted building to passive house level. They considered various 
scenarios including using covering different building materials and 
different electricity production cases. They pointed out that a careful 
choice of building materials might result in maximum 68% reduction of 
the net CO2-eq in the retrofitted building than in the reference case, 
notably when selecting the wood material for building frames. Chen 
et al. [28] presented a multi-criteria evaluation approach for retrofit of a 
residential building to reduce the primary energy, global costs, payback 
period and the CO2 emission. Regarding the environmental impact, an 
CO2-eq factor, corresponding to the emissions from different GHGs 
generated only during building operation, was considered on the time 
frame of 100 years. The results showed the CO2-eq can drop up to 10.4 
kg CO2-eq/m2 in the case of applying extensive retrofits of building 
envelope and use of renewable measures. Pal et al. [29] proposed a LCA 
optimization approach to find the carbon-cost optimal solutions in terms 
of both operational and embodied CO2 emissions. The results showed 
that when the carbon optimal solution was the matter of concern, the 
contribution of carbon embodied emissions in the LCA process was 39%, 
while in the cost optimal solution, its share was 28% in the LCA. Krist-
jansdottir et al. [30] studied the feasibility of achieving a zero emission 
building level, in terms of the life cycle energy and the material emission 
balance, through redesigning a single family pilot building located in 
Norway, which was constructed based on previous concept of zero 
greenhouse gas emission building [31,32]. The findings revealed that 

Nomenclature 

Roman symbols 
AA all-air 
CAV constant air volume 
CHP combined heat and power 
CO2 carbon dioxide 
CO2-eq carbon dioxide equivalent 
COP coefficient of performance 
DCV demand control ventilation 
EU European union 
EPD environmental performance deceleration 
GHG greenhouse gas 
GSHP ground source heat pump 

GWP global warming potential 
HVAC heating, ventilation, air conditioning system 
IPCC intergovernmental panel on climate change 
LCA life cycle assessment 
LCC life cycle cost 
n50 airtightness (1/h) 
nZEB nearly zero energy building 
PH passive house 
PV photovoltaic 
RSH radiator space heating 
ZEB zero energy building 

Greek symbols 
ψ normalized thermal bridge (W/(m2⋅K))  
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the embodied emissions can be compensated up to 60% using the new 
model. However, an optimization framework is necessary to reach the 
balance of the life cycle energy and material emissions. Llantoy et al. 
[33] developed a comparative LCA by focusing on different building 
insulation materials including polyurethane, extruded polystyrene, and 
mineral wool. The results showed that although all insulation materials 
demonstrated a net positive benefit over 55 year’s lifetime, the highest 
environmental impact was corresponding to the polystyrene insulation 
material and the lowest one was for the mineral wool. Echarri-Iribarren 
et al. [34] proposed a Life Cycle Construction Assessment of Envelopes 
(LCCA-e) method for analysis of constructive improvements derived 
from the application of ceramic panels and aluminum in a building 
façade located in Spain. The results showed 65.6% and 67.7% reduction 
in the global energy resources (GER) and global warming potential 
(GWP) indicators in the production phase and a reduction of these in-
dicators by 87.1% and 86.8% respectively in the complete LCA. Chang 
et al. [35] performed a life cycle energy assessment of several academic 
buildings in Singapore. Their findings showed that 90% of the total life 
cycle energy is due to operational energy while the remaining 10% is 
from embodied energy. Sierra-Pérez et al. [36] used an integrated life 
cycle and thermal dynamic simulation assessment to identify the ade-
quacy of each renovation alternative regarding the post-renovation en-
ergy performance of a commercial building, located in Spain. Their 
method included an evaluation of using a renewable insulation material 
in a low-energy building, especially a particular cork solution. The re-
sults showed that the renovation process of the low energy building 
results in an increase in the embodied impacts in the building, mainly for 
the large amount of insulation material. Furthermore, adopting cork did 
not fit the requirements for competing with the common non-renewable 
insulation materials as it did not lead to a better environmental per-
formance in buildings. Luo and Chen [37] established a LCA of a resi-
dential building in different areas and the results showed that the 
amount of CO2 emissions in server cold area and hot summer and warm 
winter area are the largest and the smallest, respectively. Wrålsen et al. 
[38] studied the LCA of retrofitting a residential building block from 
1960s to nearly Norwegian passive house standard level over a 30 years 
period. The results of upgrading showed that all environmental impact 
categories reduced around 56–96% compared to the reference case, and 
the carbon payback period was 1.09 year. Shirazi and Ashuri [39] car-
ried out a systematic LCA comparison of different retrofit measures and 
their associated payback time for a single family residential building. 
The investigation results showed that the foundation wall insulation 
significantly contributed to the carbon and smog potential for the 
building constructed before 1970s. The replacement of windows and the 
HVAC system had the next highest environmental impact. However, for 
after 1970s, HVAC replacement had the highest contribution to the 
carbon and smog potential. 

Some studies focused on the uncertainty of parameters, methods, and 
scenarios in LCA process as it is a long-time frame process and there 
might be significant changes in building fabric features, occupancy 
behavior, climate changes, and etc. Zhang et al. [40], in a comparative 
case study, investigated the uncertainty in the LCA of a building case 
study by adopting deterministic and stochastic approaches. The first 
term is basically defined as the emissions, which are equal to the 
quantity product and the associated emission factor of the analyzed 
process [41]. The second approach could be applied by Monte Carlo 
simulations by considering the data samples generation as the main 
technique, which necessitates the dissemination of input data [42]. The 
results showed that the uncertainty in the input parameters could lead 
the ratio of standard deviation to the results sample mean, which was in 
accordance with the deterministic results, to be obtained around 0.51. 
Zhang et al. [43] also carried out a similar investigation to quantify the 
uncertainties in LCA of building CO2-eq emissions when applying 
different parameter, methods, and modelling. The methods included 
process based method [44,45], input-output analysis [46,47], and 
hybrid method [48,49]. LCA results of two residential buildings showed 

that selection of methods could significantly affect the CO2-eq emissions. 
Furthermore, regarding parameter uncertainty, the input-output anal-
ysis could result in substantial errors, and hybrid techniques were sug-
gested in the emission evaluation instead. Goulouti et al. [50] applied a 
systematic method to investigate the uncertainties of life service of 
building components through a stochastic approach. This method was 
applied for LCA calculation of a multi-family house. Moreover, a 
comprehensive sensitivity analysis was applied. The results showed that 
the main influential building elements on the uncertainty of LCA 
replacement stage were external insulation, windows, roofing, flooring, 
internal layout, and ceiling covering, respectively. 

As the aforementioned studies showed, in the building retrofitting 
context, applying new materials introduces extra embodied emissions 
although the impacts associated with the energy use are reduced. 
Furthermore, LCA is a proper tool to analyze the resulting shifting be-
tween the increased embodied emissions and the reduced impacts 
associated with the energy use from an environmental standpoint. 
Therefore, in this paper, we conducted a feasibility study through 
adapting a cradle to grave method to assess the environmental impacts 
associated with GHGs generated due to applying extra/new materials 
and systems, and the resulting reduction of building energy use, by 
applying several retrofit measures for a typical and existing Norwegian 
office building. The main aim and novelty of this study was to identify 
the environmental impacts associated with the aforementioned retrofit 
measures applied in two different HVAC scenarios: (1) radiator space 
heating (RSH) system with constant air volume (CAV) and (2) all-air 
(AA) system equipped with a demand control ventilation (DCV) sys-
tem. Due to complexity of the building simulation modeling, the 
building energy models corresponding to these scenarios were taken 
from our previous studies [8,51]. In addition, the aim was to find an 
optimal set of design solutions contributing to achieve a zero emission 
building level with regard to these HVAC scenarios. 

The rest of the paper is organized as follows. Section 2 introduces the 
case building study and its characteristics, LCA specifications for anal-
ysis of embodied emissions connected to building materials and com-
ponents, and emissions related to the operational energy use both for the 
reference building and the retrofitting scenarios. Furthermore, the 
building LCA tool and its properties are described in this section (see 
Fig. 1). Section 3 presents the results obtained from the LCA tool and 
discuss and interpret the CO2-eq emissions produced in different sce-
narios and stages of the building life cycle. Finally, Section 4 summarizes 
the conclusions and findings of this study and suggests a framework for 
future work. 

2. Method, building description, and tools 

In this study, the LCA method was adopted to obtain science based 
information about the environmental impact of different retrofit mea-
sures of an office building built in the 1980s, in terms of GHG emissions 
(kgCO2 − eq/m2

floor  area), implemented according to the Norwegian 
standard NS 3720 [52]. This reference is based on the European LCA 
standard EN 15978 [53] and is used for calculation of GHGs in buildings. 
The functional unit was considered as one square meter of heated floor 
area (m2

floor  area) over a service lifetime of 60 years [54]. The GHGs were 
based on the Kyoto basket gases weighted by their global warming po-
tential (GWP) and aggregated to give total greenhouse gas emissions in 
terms of CO2-eq [55]. In the first stage, we conducted energy simulations 
using the building model and the optimized scenarios applied in our 
previous work [8]. In this respect, we updated the building technical 
system and envelope characteristics in the building Indoor Climate and 
Energy (IDA-ICE) simulation software [56] to comply with the Norwe-
gian building regulation TEK 87. Afterwards, we calculated the CO2-eq, 
using OneClick LCA, for various retrofit scenarios in different phase of 
the building life cycle. 
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2.1. Case study and retrofitting scenarios 

The case building that was simulated and analyzed in this study was 
a building model representing a typical and existing office building 
configuration located in Norway (Fig. 2). As shown in Fig. 2 (a) and (b), 
two office buildings, built on 1965 and 2015, have similar rectangular 
geometry and consist of combination of single and landscape offices. The 
considered building model in this study was an existing building from 
1980 that was already applied in our previous studies [8,51]. The 
reference building properties were selected according to the Norwegian 
building regulation TEK 87 describing the characteristics of the typical 
existing Norwegian office buildings in the same time frame [57], as the 
majority of office buildings in Norway were built in the 1980s [7]. All 
data related to the building’s area, volume, and energy use were ob-
tained from the IDA-ICE model in our previous study [8] and were used 
as a basis for the greenhouse gas calculations in the LCA tool. 

The building had a compact square design with a total internal vol-
ume of 9062 m3 and a total floor area of 2940 m2. Details about the 
building system and services can be found in the previous work [51] and 
the most important building properties are given in Table 1. 

In addition, four retrofitting scenarios were considered based on the 

models in our previous work [8]:  

• The first and second scenarios models were designed based on the 
Norwegian Passive House (PH) standard NS 3701 for non-residential 
buildings [58]. The difference between the two scenarios was the 

Fig. 1. Method and different stages of LCA process.  

Fig. 2. (a) FN office building located in Arendal, which was built in 1965 and renovated in 2006 (b) An office building located in Bergen, which was completed in 
2015 for the Norwegian Defence Estates Agency (NDEA) as a nearly zero energy building (nZEB) (c) Considered office building configuration modelled in the energy 
simulation software in our previous studies [8,51]. 

Table 1 
Properties of the building mass used in the energy simulation 
and LCA analyses.  

Building component Values 

Gross volume (m3) 10 200 
Net volume (m3) 9062 
Gross area (m2) 3000 
Useable area (m2) 2940 
Heated area (m2) 2290 
Number of floors 3 
Roof and Floor area (m2) 1000 
External wall gross area (m2) 1326 
External wall net area (m2) 1025 
Window area (m2) 280 
Exterior doors (m2) 21  
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type of HVAC system in the zones. RSH and CAV ventilation system 
were used in the first scenario (the same HVAC system as the refer-
ence building) while the AA system was applied in the second sce-
nario [8].  

• The two other scenarios were the optimized models achieved in the 
previous work [8]. The optimized models were designed so that the 
minimum life cycle cost (LCC) of retrofit measures were reached 
while the building energy use for space heating and cooling did not 
exceed the requirements defined in the Norwegian PH standard NS 
3701. Furthermore, a thermal comfort constraint was also consid-
ered in these cases. The difference between two scenarios was the 
type of space heating and cooling systems. The RSH system was 
adopted in the third scenario whereas AA system, was applied in the 
fourth scenario. 

It should be noted that the space heating and cooling system in the 
reference building and first and second scenarios was the RSH system. 

The minimum requirements for the building envelope and glazing 
properties for the reference building (TEK 87) and the PH cases, and the 
building envelope properties for two other retrofit scenarios were 
selected based on the previous work [8], are shown in Table 2. 

2.2. Life cycle assessment 

2.2.1. LCA tool 
OneClick LCA was used for the LCA by taking into account the 

Norwegian standard NS 3720 [59]. It is a standardized web-based 
platform specifically designed for LCA of construction projects and 
contains EPDs [60], completed together with upstream data from 
well-established commercial LCA databases. It includes twelve 
third-party certifications and complies with more than 30 certifications 
and standards for the life cycle assessment, including NS 3720 [59]. Data 
points used in our life cycle analysis were mainly Norwegian EPDs for 
Norway or Nordic countries. In cases where none of the aforementioned 
standard were accessible in the database, data from other countries were 
used. It should be noted that this tool uses qualitative data input 
meaning that the user selects an option from a given list, i.e. the modules 
and indicators to be considered, the building substructure type, as well 
as pre-established scenarios for construction and end-of-life. It facilitates 
the data inputs, especially in the early stages of design, when exactly 
information is not yet available. However, one of the downsides of 
qualitative inputs is the “black box” approach that does not allow the 
user to modify or access the parameters considered. Moreover, the tool 
does not calculate the operational energy use, however, it allows the 
user to input this information, as well as the electricity and fuel grid. 

2.2.2. Goal, scope, and data source 
Fig. 3 illustrates all the life cycle stages for building constructions. In 

this study, we focused the LCA on the building GHG emissions, calcu-
lated in terms of CO2-eq, from four main stages, i.e. production of ma-
terials, construction phase, operation stage, and the end-of-life (filled 
green and red boxes). The first stage included extraction of raw mate-
rials, transport of them to the production site, and production (A1-A3). 

The second stage encompassed transportation of materials/components 
to the construction site, construction, and installation work (A4-A5). 
The embodied emissions related to the operation of the building 
included renovation and replacement of building materials and com-
ponents during the use of the building (B2–B5). The embodied emissions 
in the last phase covered the demolition, transportation, waste pro-
cessing, and disposal (C1–C4). The life service period for the retrofitted 
building and the reference case study was assumed to be 60 years [54, 
61]. In addition, the life service for various products in this study was 
selected based on the product information provided by the manufacturer 
and it available in the LCA tool. The emissions associated with the 
operational energy use (B6) were calculated based on the energy sim-
ulations performed by considering the details of retrofitting scenarios 
from our previous studies [8,51]. In fact, IDA ICE was used as a platform 
to compute the energy performance of the models, and that data was 
used in One Click LCA to compute the emission in the energy use. It 
should be pointed out that the reuse, recovery, and recycling potential of 
materials/components (phase D) were not taken into account due to 
considering a cut-off system modelling approach, implying that the 
avoided burdens of the recyclable materials were not modelled 
throughout the way to where they recycled to new production. 

For the retrofitting process, we adopted the same framework as in 
Fig. 3, but considering a refurbished process instead of a new building 
construction. This infers that the inputs for materials and components of 
the LCA model were only associated with the retrofit measures and not 
to the entire building in the retrofitting scenarios. Furthermore, the 
database used for the greenhouse gas calculations at different life cycle 
stages in the LCA tool are shown in Table 3. 

In the product stage (A1-A3), the quantity of materials and technical 
information of the building structural foundation, which mostly con-
cerned the reference building, were obtained from the archive for the 
Norwegian Building Research Series for the office buildings constructed 
in the 1980s [57]. 

2.3. Embodied CO2-eq for building materials and components at different 
scenarios 

The material/component quantities, types, and their corresponding 
CO2-eq emissions for the building structural foundation, vertical struc-
tures and facade, horizontal structures, and building HVAC and heating 
supply systems were described only for the reference building, according 
to the TEK87 code (see Fig. 2 c). For the retrofit scenarios, only the 
quantity and the emissions associated with the extra building materials 
and components were considered. Therefore, in the following sections, 
the quantity and CO2-eq emissions of the materials used for the afore-
mentioned building components are firstly described for the reference 
building and afterwards only the changes due to retrofitting are 
mentioned. It should be noted that the life service for building founda-
tion, and vertical and horizontal structures was considered permanent if 
otherwise it was mentioned. 

2.3.1. Structural foundation 
The building materials used in the structural foundation are shown in 

Table 4. These materials were never replaced, considered with perma-
nent lifetime in all scenarios, and their quantities were calculated per 
building gross area. The frost insulation was specified according to the 
Norwegian building instructions and was calculated for the externally 
insulated concrete with the maximum frost amount of 35 000 h◦C [62]. 

2.3.2. Vertical structure and façade 
Table 5 shows the list of all materials’ quantity and their corre-

sponding CO2-eq emissions used in the vertical structures and façade. 
The insulation materials were mineral wool class 36, which were 
selected according to the archive for the Norwegian Building Research 
Series in 1987 [63]. For the material calculation of load-bearing vertical 
structures, the same calculation principles were used as proposed for the 

Table 2 
Building envelope and glazing properties reported in the previous work.  

Building component TEK 87 PH RSH_LCC AA_LCC 

External wall U-value (W/ 
(m2⋅K)) 

≤0.3 ≤0.1 0.12 0.12 

Roof U-value (W/(m2⋅K)) ≤0.2 ≤0.08 0.18 0.08 
Floor towards ground U-value 

(W/(m2⋅K)) 
≤0.3 ≤0.08 0.18 0.18 

Windows/doors U-values (W/ 
(m2⋅K)) 

≤2.4 (doors, 
≤ 2) 

≤0.8 0.8 0.8 

ψ (W/(m⋅K))  ≤0.13 ≤0.03 0.03 0.03 
n50 (1/h) ≤4 ≤0.6 0.6 0.6  
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reference buildings in the Carbon Designer tool. Furthermore, the inte-
rior walls were assumed to be composed of 25% concrete walls and 75% 
timber frame. In addition, a layer of water-based interior paint was 
added to all interior walls in the calculation. 

2.3.3. Horizontal structure 
The quantities and corresponding CO2-eq emissions of the materials 

used in the horizontal structure of the reference building are shown in 
Table 6. The components of the horizontal structure such as roof, floors 
and floor separators were set to be constructed of concrete. 

2.3.4. Fenestration, elevator, and staircase 
Table 7 shows an overview of the quantities and the corresponding 

CO2-eq emissions of the materials used in the windows, stairs, elevators, 

and doors. The considered material quantities corresponded to stairs 
with 11 m height and one elevator shaft. As there was no available 
window or door type with U-value of 2.4 W/(m2.K) in the OnceClick LCA 
library, a generic two-layer windows with wooden/aluminum frame 
were used instead, because it had the same material impact on the CO2- 
eq emissions as those had in 1987. The same assumptions were adopted 
in selecting the type of doors. 

2.3.5. HVAC and heating supply systems 
The HVAC system in the reference building consisted of a generic 

constant air volume system for cooling and heating of ventilation air and 
the RSH system. The materials used for the ventilation system were due 
to duct work and machinery. The materials used in the radiators or the 
RSH system were due to hydronic heating distribution system, as shown 

Fig. 3. Entire building life cycle stages according to NS 3720 [52]. In color: those considered in the boundaries of LCA in the present study. : Stages assessed 
through the LCA tool database. : Those evaluated using the optimized building energy models taken from our previous studies [8,51]. Those not considered 
in this study. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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in Table 8. 
The systems were based on the generic available environmental 

products in the LCA tool and represented the average quantity of the 
materials for the performance criteria determined for the building gross 
area around 3000 m2. The electric boiler was sized to cover the total 
building heating demands. However, there are still large uncertainties 
regarding the data sources used in the LCA tool since the available data 
may not be accurate or can be specific to the investigated system. 

2.3.6. Retrofitting scenarios 
In the retrofitting scenarios, only the additional materials, with 

corresponding CO2-eq emissions, to the aforementioned building ma-
terials were taken into account. In the scenarios where the re-insulation 
of building envelope and façade was essential, a completely new con-
struction component was replaced. This was performed to have a correct 
calculation of the life cycle assessment, so that the replacement of 
component was taken into consideration. In this respect, for example, 
the floor was replaced and the outer layer of asphalt in the roof was 
replaced in order to re-insulate these building components with addi-
tional insulation. All the building envelope components including floor, 
roof, and exterior walls were re-insulated with Glava Extrem 32 in the 
LCA tool. 

Table 9 shows the quantity of extra materials and the associated 
emissions. In the PH scenarios (RSH_PH and AA_PH) the extra materials 

were chosen to meet the standard requirements. The RSH_LCC and 
AA_LCC scenarios were based on the previous work [8], where the re-
quirements were obtained from the LCC optimized solutions. The HVAC 

Table 3 
Data sources used for different LCA stages.  

LCA stage Source/assumption 

Material quantities in 
production stage (A1-A3) 

Quantities and material types were entered 
manually in the LCA tool based on the 
requirements for the reference building case and 
retrofit scenarios. 

Transport of material to the 
production site (A4) 

Automatic regional transport scenarios were used 
representing typical transport distances. If there 
was no data for the materials, the LCA’s Norwegian 
default distance was used. The vehicles’ type used 
for transportation was modelled using the 
available database, so that the maximum capacity 
of the vehicles nearly matches the transported 
mass. 

Construction and installation 
work (A5) 

Emission from waste materials associated with the 
construction and installation work was calculated 
based on the available standard values for each 
individual product. 

Replacement and retrofitting 
(B4–B5) 

Estimated lifetime was based on typical values for 
each material. Maintenance and repairs were 
omitted from the assessment as the materials were 
assumed to be replaced at the end of their technical 
life. 

Operational energy use (B6) Emissions from energy use were calculated based 
on the findings from building energy simulations 
and optimization in our previous study [8]. 

End-of-life service (C1–C4) Emissions in connection with the end-of-life 
service were calculated according to the default 
scenarios in the tool representing the typical 
procedures for different types of material in 
accordance with the requirements in the 
Norwegian standard NS 3720.  

Table 4 
Materials’ quantity and CO2-eq emissions for the ground foundation.  

Component Source Quantity CO2-eq (kg/ 
m2) 

Foundation Base plate, 0.3 m generic 
concrete 

225 m3 28 

Reinforced steel 18 750 kg 
Gravel products 78 7500 kg 

Frost 
insulation 

EPS80 39 m3 0.8  

Table 5 
Materials’ quantity and CO2-eq emissions for vertical structure and facade.  

Component Source Quantity CO2-eq 
(kg/ 
m2) 

Exterior wall made of concrete Wooden studwork 118.9 m2 ×

148 mm 
26 

Mineral wool 
insulation 

906.1 m2 ×

150 mm 
wind barrier 1025 m2 ×

9 mm 
Generic concrete for 
external wall 

1025 m2 ×

200 mm 
Reinforced steel 17 425 kg 

Exterior cladding (external wall) Fiber cement board 
cladding 

1025 m3 1.5 

Concrete columns (support 
systems) 

Generic mixed 
concrete 

56 203 kg 4 

Reinforced steel 4662 kg 
Internal concrete wall with 

reinforcement and filler 
Mortar wall 960 m2 × 1 

mm 
9 

Generic mixed 
concrete 

480 m2 ×

150 mm 
Reinforced steel 6120 kg 

Timber framed wall and 100 mm 
steel stud with mineral wool 
insulation (internal walls) 

Plaster cast 13 mm 2 × 1440 
m2 

7 

Structural steel 
profiles 

3984.5 kg 

Mineral wool 
insulation boards 

1440 m2 ×

100 mm 
Interior paint (internal walls) Water-based 

interior paint 
(lifetime 15 years) 

514.4 kg 0.3  

Table 6 
Materials’ quantity and CO2-eq emissions for horizontal structure.  

Component Source Quantity CO2-eq 
(kg/ 
m2) 

Floor towards ground EPS insulation 1000 m2 ×

80 mm 
39 

Generic concrete 1000 m2 ×

300 mm 
Vapor barrier in plastic 1000 m2 ×

0.2 mm 
Reinforced steel 27 000 kg 
Mineral wool insulation 1000 m2 ×

3 mm 
Floor separator: hollow 

core slab with mineral 
wool insulation 

Generic hollow core slab 1940 m2 ×

265 mm 
43 

Generic concrete 1940 m2 ×

50 mm 
Reinforced steel 4306.8 kg 
Mineral wool insulation 1940 m2 ×

20 mm 
Floor paint Epoxy floor painting 2940 m2 ×

0.1 mm 
0.7 

Floor covering Linoleum covering 
(lifetime 30 years) 

2000 m2 ×

2.25 mm 
0.8 

External roof: Compact 
concrete 

EPS insulation and 
Mineral wool insulation 
boards 

1000 m2 ×

180 mm 
33 

Vapor barrier plastic 1000 m2 ×

0.2 mm 
Generic concrete 1000 m2 ×

200 mm 
Reinforced steel 28 000 kg 

Roof membrane (external 
roof) 

Double layer of asphalt 
roof membrane (lifetime 
60 years) 

1000 m2 ×

3,5 mm 
4  
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system in the RSH_PH and RSH_LCC was the same as the reference 
building but with new waterborne radiators. In the AA_PH and AA_LCC 
the HVAC system was replaced by an AA system to cover space heating, 
space cooling, and ventilation air needs. In that case, the ventilation 
control method was changed to DCV. 

To investigate the effect of different insulation materials, the same 
requirements for the building envelope characteristics should be 
considered. Therefore, we considered the U-value requirements for the 

Norwegian PH standard NS 3701 [58]. The reason was that the PH 
standard required the thickest insulation layers associated with largest 
CO2-eq emissions. Table 10 shows the overview of which products were 
assessed, and whether Norwegian EPDs were used. In the cases where 
the desired product and EPD were not found in the software, generic 
products were used instead, such as cellulose insulation. 

Since a German product was used for the VIP insulation, the trans-
portation distance to the construction site was set to 1160 km. 
Furthermore, the transportation distance to the construction site was 
considered 1000 km for Polyurethane foam due to use of a Finnish 
product. Otherwise, a standard Norwegian value was used for the 
transportation of other insulation materials to the construction site. 

Furthermore, as the aim of the retrofitting was to reach a nZEB level, 
two types of PV were used, namely Monocrystalline and Polycrystalline. 
Similar to the comparison of CO2-eq emissions for different insulation 
materials, the energy use for the PH standard was used as the criterion to 
balance the total delivered energy to the building and to calculate the 
necessary area of PV panels, which was calculated based on the method 
reported in Ref. [51]. The required area was obtained around 1500 m2 

and 1800 m2 for Monocrystalline and Polycrystalline cells, respectively. 
The efficiency of these two types of PV cells was estimated based on 
typical figures for commercial PV panels. To allow these types of panels 
to be comparable in terms of CO2-eq emission, a manufacturer that 
produced both types of panels were chosen, which is a Dutch manu-
facturer. Furthermore, the lifetime of PV cells was considered 30 years 
and their degradation rate neglected in this study. 

2.4. CO2-eq emissions due to operational energy use 

GHG emissions due to operational energy use were calculated based 
on the delivered energy to the building and emission factors for elec-
tricity and district heating in accordance with NS 3720 [52]. Regarding 
the CO2-eq factor related to the electricity production and trans-
portation, 0.13 kg CO2-eq/kWh was assumed based on production mix 
approach in the electricity supply (EU28 + Norge) with an expected 
average over 60 years and starting point based on the average for the last 

Table 7 
Materials’ quantity and CO2-eq emissions for fenestration, elevator, and stairs.  

Component Source Quantity CO2-eq 
(kg/m2) 

Stairs Generic concrete 6.6 m3 0.8 
Reinforced steel 658.4 kg 

Elevator 
shaft 

Generic concrete 19 m3 2 
Reinforced steel 1897.4 

kg 
External 

doors 
Steel door (lifetime 30 years) 12.6 m2 0.7 
Steel garage door (lifetime 30 years) 8.4 m2 

Internal 
doors 

Wooden interior door (lifetime 30 years) 44 units 1.9 
Wooden double door (lifetime 30 years) 13.2 m2 0.6 
Emergency door (lifetime 30 years) 6.15 m2 0.1 

Windows Two-layer window with wooden/ 
aluminum frame (lifetime 30 years) 

280 m2 12  

Table 8 
Materials’ quantity and CO2-eq emissions for HVAC system and central heating 
system.  

Component Source Quantity 
(kg) 

CO2-eq 
(kg/m2) 

Ventilation 
system 

Generic ventilation system 
(lifetime 50 years) 

8250 55 

Heating system Radiator heating system (lifetime 
30 years) 

10 755 18 

Electric boiler Electric boiler, 280 kW (lifetime 
22 years) 

3558 8  

Table 9 
Extra materials’ quantity and CO2-eq emissions for different retrofitting scenarios.  

Component Materials RSH_PH AA_PH RSH_LCC AA_LCC 

Quantity CO2-eq 
(kg/m2) 

Quantity CO2-eq 
(kg/m2) 

Quantity CO2-eq 
(kg/m2) 

Quantity CO2-eq 
(kg/m2) 

Extra insulation for 
external wall 

Glava Extrem 32 1 025m2 ×

215 mm 
4.6 1 025m2 ×

215 mm 
4.6 1 025m2 ×

160 mm 
3.5 1 025m2 ×

160 mm 
3.5 

New exterior façade 
(external wall) 

Fiber cement board cladding 1 025m2 4.3 1 025m2 4.3 1 025m2 4.3 1 025m2 4.3 

Extra insulation of the 
floor towards 
ground 

Glava Extrem 32 1 000m2 ×

240 mm 
116 1 000m2 ×

240 mm 
116 1 000m2 ×

20 mm 
111 1 000m2 ×

20 mm 
111 

Generic concrete 1 000m2 ×

300 mm 
1 000m2 ×

300 mm 
1 000m2 ×

300 mm 
1 000m2 ×

300 mm 
Plastic vapor barrier 1 000m2 ×

0.2 mm 
1 000m2 ×

0.2 mm 
1 000m2 ×

0.2 mm 
1 000m2 ×

0.2 mm 
Armouring 27 000 kg 27 000 kg 27 000 kg 27 000 kg 
Mortar 1 000m2 ×

3 mm 
1 000m2 ×

3 mm 
1 000m2 ×

3 mm 
1 000m2 ×

3 mm 
Epoxy floor paint 1 000m2 ×

0.1 mm 
1 000m2 ×

0.1 mm 
1 000m2 ×

0.1 mm 
1 000m2 ×

0.1 mm 
Extra insulation of the 

roof 
Glava Extrem 32 1 000m2 ×

240 mm 
17.5 1 000m2 ×

240 mm 
17.5 1 000m2 ×

20 mm 
12.9 1 000m2 ×

240 mm 
17.5 

Double layer of asphalt roof 
membrane 

1 000m2 ×

3.5 mm 
1 000m2 ×

3.5 mm 
1 000m2 ×

3.5 mm 
1 000m2 ×

3.5 mm 
Plastic vapor barrier 1 000m2 ×

0.2 mm 
1 000m2 ×

0.2 mm 
1 000m2 ×

0.2 mm 
1 000m2 ×

0.2 mm 
Window Triple glazing, lifetime 30 years 280m2 34 280m2 34 280m2 34 280m2 34 
External door Existing doors were replaced by 

sliding door for use in exterior wall, 
lifetime 30 years 

12.6m2 4 12.6m2 4 12.6m2 4 12.6m2 4 

New hydronic system For RSH_PH, and RSH_LCC, lifetime 
30 years 

10 755 kg 52 NA NA 10 755 kg 52 NA NA  
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3 years [52,64]. The EU28 mix is a global power producer and the result 
of cooperation between the countries of the EU, where the goal is to 
reduce greenhouse gas emissions related to the production of electricity 
[64]. 

The CO2-eq factor for district heating was selected 0.0138 kg CO2- 
eq/kWh, which was based on the public data from Norwegian District 
Heating Fellowship [65]. Additionally, we compared the CO2-eq for 
various types of energy supply system for heating. Four scenarios 
including district heating, a ground source heat pump (GSHP), electric 
boiler, and a combination of GSHP and electric boiler were considered. 
In order to find the necessary electricity required by the GSHP, a COP of 
2.5 was considered for the GSHP [66]. In the hybrid scenario, the GSHP 
covered 60% of the heating demand and the rest was covered by the 
electric boiler. It should be mentioned that the embodied emissions 
related to the district heat distribution and the GSHP were selected 
based on the available data source for Norway in 2019, which were 
equal to 9.23 kg CO2-eq/kW and 59.0 kg CO2-eq/kW, respectively. 

3. Results and discussions 

In this section, the obtained results from the LCA tool are presented 
for both the reference case and the retrofitting scenarios. In this regard, 
the CO2-eq emissions from different stages of building life cycle for the 
reference building are elaborated. Afterwards, the retrofitting scenarios 
are compared with the reference cases in terms of CO2-eq during the 
whole building life span and the CO2-eq payback period is discussed. In 
the third section, the CO2-eq emissions for different insulation materials 
and various heating supply systems are described. In the fourth section, 
the CO2-eq emissions for nZEB cases are presented. 

3.1. CO2-eq emissions for reference building 

The amount of CO2-eq emissions related to various stages of the 
building life cycle for the reference building is presented in Fig. 4. The 

overview of the building life cycle shows that most of emissions, around 
77%, was due to building operational energy use (B6), calculated based 
on the building energy simulation model in our previous study [51]. 
Furthermore, the product stage (A1-A3) stood for 16% of the total 
emissions, and the lowest emissions, around 1%, were related to trans-
port to construction site (A4) and the end-of-life service (C1–C4). This 
implies the importance of improving the energy performance of the 
existing buildings as it leads to significant reductions in the building 
energy use and the corresponding CO2-eq emissions. 

Analyzing the embodied CO2-eq emissions of materials shows that 
decks stood for the largest amount of the embodied CO2-eq emissions, 
around 83 kg/m2, and the stairs generated the lowest amount, approx-
imately 3 kg/m2 see Fig. 5. A Large part of CO2-eq emissions for HVAC 
installations was related to the replacement and retrofitting stage, 
because the service life of the ventilation system, the eating system, and 
the electric boiler was estimated at 50, 30 and 22 years respectively and 
must be, therefore, replaced during the life of the building (60 years). It 
was also pointed out in Ref. [25] that the embodied emissions corre-
sponding to the periodical maintenance of the HVAC system could be 
larger than the initial embodied emissions. However, the total produc-
tion of materials (A1-A3) formed the largest source of emissions from the 
life cycle stages, with 73% of the total embodied emissions. 

Fig. 6 shows the CO2-eq emissions associated with 10 resources in the 
building that have the largest environmental impact in the reference 
building. The finished concrete was the largest driving source of the 
CO2-eq emissions in all stages of building life cycle except the replace-
ment and retrofitting, where the ventilation system was the most CO2-eq 
emitted component. Overall, the finished concrete and ventilation sys-
tem produced around 44% and 21% of the total embodied emissions in 
the entire life cycle stages. However, the minimum embodied CO2-eq 
emissions were generated by the EPS insulation materials due to poor 
insulation quality of the reference building. 

3.2. Environmental impacts of retrofitting scenarios 

Fig. 7 shows the total CO2-eq emissions for the reference building 
and retrofitting scenarios for the lifetime of 60 years. An obvious 
decrease of CO2-eq emissions was obtained in the retrofitting scenarios, 
around 68% and 73% for the RSH and the AA scenarios respectively, 
mostly due to significant energy savings achieved by applying retrofit-
ting measures. It should be noted that the emissions associated with the 
building operational energy use were calculated based on the reference 
and the optimized building energy models in our previous studies [8, 
51]. Less CO2-eq reduction in the cases with the RSH system was, firstly, 
due to the heating distribution network for radiators, which did not exist 
in the cases with the AA system, and secondly, because of the DCV in the 
AA system assisted in higher reduction of the building energy use than 
CAV ventilation in the RSH system. Although, due to the utilization of 
extra materials, the embodied CO2-eq emissions increased in the retro-
fitting scenarios compared to the reference case, around 12–19%, the 
reduction of CO2-eq emissions was much bigger in the operational stage. 
Accordingly, the share of operational energy use (B6) in the total CO2-eq 
emissions was around 77% for the reference case whereas it was ob-
tained around 43–46% for the retrofitting scenarios, and 54–57% of 
total emissions were due to embodied emissions of extra materials. In 
Ref. [38] it was also shown that applying the building retrofit measures 
could reduce the corresponding environmental impacts by 56–96% for a 
residential building in Norway, where the largest reduction was due to 
renovation of energy supply in addition to building envelope retrofit-
ting. Overall, the AA_LCC produced the least CO2-eq emissions, around 
354 kg CO2-eq/m2, among all studied scenarios, owing to less materials 
used in the product stage together with less emissions generated in the 
operational energy use stage. It should be emphasized that the share of 
embodied CO2-eq emissions related to material usage in the RSH and AA 
scenarios may vary depending on how these systems are implemented 
and installed. 

Table 10 
Required quantity of various insulation materials and their corresponding CO2- 
eq emission to satisfy Norwegian PH standard.  

Insulation product Norwegian 
EPD 

Quantity CO2-eq 
(kg/m2) 

Glass wool: Glava 
Extreme 32 

Available Roof and floor: 2 ×
1000m2 × 240 mm 

5 

External wall: 1025m2 

× 215 mm 
Rock wool: Rockwool- 

REDair Plate 
Available Roof and floor: 2 ×

1000m2 × 248 mm 
24 

External wall: 1025m2 

× 221 mm 
EPS80: EPS-group, 

EPS80 
Available Roof and floor: 2 ×

1000m2 × 285 mm 
17 

External wall: 1025m2 

× 255 mm 
VIP insulation, Vacuum 

VIP 
Not available Roof and floor: 2 ×

1000m2 × 53 mm 
121 

External wall: 1025m2 

× 47 mm 
Cellulose insulation No EPDa Roof and floor: 2 ×

1000m2 × 278 mm 
2.6 

External wall: 1025m2 

× 248 mm 
Polyurethane foam No EPDb Roof and floor: 2 ×

1000m2 × 173 mm 
12.2 

External wall: 1025m2 

× 155 mm 
XPS, Sundolitt XPS Available Roof and floor: 2 ×

1000m2 × 255 mm 
30 

External wall: 1025m2 

× 230 mm  

a A Norwegian generic model was selected. 
b A Finnish generic was used. 
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To further compare the embodied emissions for the reference 
building and retrofitting scenarios, the CO2-eq emissions associated with 
different building component and materials are shown in Fig. 8. The 
change in the insulation thickness of the building envelope, together 
with replacement of various types of windows were the differences be-
tween the retrofitting scenarios. The cases equipped with AA system 
generated less emission related to HVAC installations. In this regard, the 
minimum embodied CO2-eq emissions from materials were produced for 
the AA_LCC case. 

Although HVAC installation generated almost the largest embodied 
CO2-eq emissions among all building components and materials for all 
the five cases, which was mainly due to replacement (B4–B5), the largest 
increase in the embodied emissions, due to retrofitting, was associated 
with the re-insulation of the ground floor. Furthermore, to maintain the 
ceiling height the same as that in the reference building, due to re- 
insulation of floors, the ground floor had to be replaced. This retrofit 
measure is not only costly and time consuming, but also turned out to 
have a considerable impact on the total CO2-eq emissions in the LCA 
analysis as it involves new pouring of concrete. It should be noted that 
the share of produced emissions in the operational energy use which was 
only corresponding to re-insulation of the ground floor should also be 
considered to find out if this retrofit measure could compensate for the 
large associated embodied emissions. However, it could have been more 
appropriate, from an environment perspective, to further re-insulate the 
other parts of the building envelope instead of ground floor. It can be 
also observed in Fig. 8 that the emissions associated with retrofitting of 
the exterior walls and the roof were considerably lower compared to the 
ground floor. 

To obtain a comprehensive LCA of retrofit scenarios, the CO2-eq 
payback time was used for the studied cases, as shown in Fig. 9. It is an 

important indicator for finding the retrofit scenarios which have the best 
environmental performance in the building lifetime and determines how 
long it would take before the lower emissions from energy use will offset 
greenhouse gas emissions in connection with retrofitting. In this respect, 
the retrofitting scenarios were compared to the reference building, 
spread over a 60-year period. 

In Fig. 9, the embodied emissions related to all building’s life cycle 
stages, except the replacement, have been considered at the beginning of 
the lifetime period, while the emissions related to the operational energy 
use were successively added over the building lifetime. As the results 
demonstrated, the CO2-eq payback times for the AA_LCC and RSH_LCC 
scenarios were almost the same and equal to 3.9 years, followed by the 
AA_PH and RSH_PH scenarios with CO2-eq payback times equal to 4.6 
and 5.1 years, respectively. These payback periods were obtained 
without considering the retrofitting of the building energy supply sys-
tem and changing the energy supply could shorten the CO2-eq payback 
period. A case in this point was stated in Ref. [38], where retrofitting of 
building envelope along with changing the energy supply system 
resulted in a CO2-eq payback period 1.09 years for a residential building 
in Norway. Overall, considering both the carbon payback times and the 
total CO2-eq emissions generated at various stages of the building life 
cycle, the AA_LCC had the best environmental performance among all 
retrofitting scenarios. It should be noted that these retrofitting scenarios 
are not the most environmentally friendly solutions and are already 
based on our previous LCC optimization study [8]. Nevertheless, they 
can provide worthwhile information about the environmental impacts 
associated with the cost-efficient solutions for the buildings in cold 
climate. 

Fig. 4. Total CO2-eq emissions related to various stages of the building life cycle.  

Fig. 5. Embodied CO2-eq emissions of the materials in the reference building.  

M. Rabani et al.                                                                                                                                                                                                                                 



Building and Environment 204 (2021) 108159

11

Fig. 6. Ranking of embodied CO2-eq emissions of different building materials in various life cycle stages for the reference building.  

Fig. 7. Total CO2-eq emissions related to various stages of the building life cycle for the reference building and retrofitting scenarios.  
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3.3. Environmental impacts of various insulation materials and heating 
supply systems 

To investigate the carbon life cycle impact of various heating supply 
systems and insulation materials, the RSH_PH case was considered as a 
case study, since the environmental impact of the type of insulation and 
heating supply system would be the same for all the scenarios. 

Fig. 10 shows the CO2-eq emissions related to the four supply heating 
systems described in section 3.4. The emissions include only the envi-
ronmental impacts related to the operational energy use and the 
embodied emissions for installation of heating supply systems. 

As Fig. 10 shows, the district heating systems resulted in the mini-
mum CO2-eq emissions among all the considered systems, in terms of 
embodied CO2-eq emissions corresponding to the materials and those 

associated with the operational energy use. The reason was that the 
electricity was supplied to the heating systems by considering the EU28 
mix supply scenario in which 49% of the power production sources is 
from fossil fuels, having a large effect on greenhouse gas emissions. It 
was also pointed out in Ref. [67] that the district heating may reduce the 
CO2-eq more than other supply systems. The reduction amount still 
depends on the source of the district heating system, as reported in 
Ref. [68] that the district heating provided by CHP plants competes with 
other forms of heat generation such as heat pumps. Furthermore, the 
hybrid system did not show better environmental performance than the 
GSHP because the electricity source was the EU28 mix. However, it 
could be an interesting alternative if the boiler was supplied by 
renewable sources and if the Norwegian electricity mix, which has much 
lower CO2-eq impact than the EU28 mix, was used to drive the GSHP. 

Fig. 8. Embodied CO2-eq emissions from materials for the reference building and the retrofitting scenarios.  

Fig. 9. Time plot of CO2-eq for the reference case and different retrofit scenarios.  
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This analysis could be a further research in this area. 
The total embodied CO2-eq emissions of the entire building corre-

sponding to various insulation materials are shown in Fig. 11. Using VIP 
and Glass wool insulation materials led to maximum and minimum CO2- 
eq emissions among all types of insulation materials, respectively. The 
high CO2-eq emissions were mostly associated with the product stage 
(A1-A3) and end-of-life service (C1–C4). However, Cellulose insulation 
material resulted in the minimum CO2-eq emissions in the product stage. 
Although VIP is not an Eco-friendly product, it is still a desirable insu-
lation material in rehabilitation projects with little space for extra 
insulation materials. 

It should be noted that the choice of insulation material will always 
depend on the type of building, type of building components, climate 
conditions at the location, and the thickness and positioning of the 
insulating material. Environmental impact, heat resistance, and area to 
be insulated will be factors that come into play. For example, it was 
found in Ref. [30] that by using a strip foundation of low carbon con-
crete with glass wool insulation and a timber construction, a consider-
able reduction of embodied emissions in terms of CO2-eq is achieved, 
around 40%, for a zero emission single family house located in Norway. 
However, it was reported that retrofitting a Swedish residential building 
with glass wool insulation along with other materials such as 
aluminum-framed windows and aluminum cladding results in trivial 
saving in CO2-eq [27]. The cost of insulations also plays an important 
role in the assessment of various insulation materials. For instance, it 
was reported in Ref. [69] that Cellulose insulation shows the best overall 

performance for the considered areas of applications (energy, environ-
mental, economic) in a residential building in Ireland. Nevertheless, 
each investigation regarding the environmental impacts of insulation 
materials may provide worthwhile information about the environmental 
and economic aspects of them in various conditions. 

3.4. CO2-eq emissions for nZEB scenario 

As mentioned in Section 3.3.5, the nZEB scenario was achieved by 
installing PV panels to balance the total delivered energy to the building. 
The environmental impacts of two types of PV panels were studied for 
the RSH_PH scenario, as shown in Fig. 12. 

Although Monocrystalline resulted in less material usage (smaller PV 
panel areas) to reach nZEB level, due to its higher efficiency than 
Polycrystalline, it generated more CO2-eq emissions than Poly-
crystalline, especially in the product stage and replacement and retro-
fitting see Fig. 12(a). This was due to extra Czochralski process in the 
production of the Monocrystalline PV panels. In addition, in both cases, 
the replacement and retrofitting stood for more than 49% of CO2-eq 
emissions production. Fig. 12(b) shows that installing the PV panels to 
balance the delivered energy use for RSH_PH led to increase of embodied 
emissions around 11% and 6% when applying the Monocrystalline and 
the Polycrystalline, respectively. However, the emissions related to the 
operational energy use, accounting for 50% of total emissions in 
RSH_PH, were decreased resulting in approximately 39% and 44% net 
reduction of CO2-eq emissions in the nZEB 2 and nZEB 1 scenarios, 

Fig. 10. CO2-eq emissions associated with various types of heating systems for the RSH_PH case.  

Fig. 11. Total building embodied CO2-eq emissions associated with using various types of insulation materials for the RSH_PH case.  
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reactively. 
Fig. 13 shows the time profile of CO2-eq emissions for the RSH_PH 

case and the two nZEB scenarios over the lifetime period 60 years. As it 
can be observed, the nZEB 1 had carbon payback time around six years 
while, the payback time was obtained around 12 years for the nZEB 2 
scenario. 

Comparing the results obtained in Figs. 12 and 13 shows that the case 
with the Polycrystalline PV panels had better performance than the 
Monocrystalline ones in terms of environmental impact even though 

with a larger PV area, around 20%, was needed for the Polycrystalline 
PV panels to reach nZEB level. However, the high efficiency and space 
saving make Monocrystalline PV panels attractive on the market, as 
there is often limited installation space. 

4. Conclusions 

This paper investigated a detailed LCA of various retrofit scenarios, 
in terms of CO2-eq, for a typical existing office building built in Norway 

Fig. 12. (a) CO2-eq emissions for two types of PV panels to reach nZEB level and (b) total CO2-eq emissions for the RSH_PH and two nZEB cases.  

Fig. 13. Time plot of CO2-eq for the RSH_PH and two nZEB cases.  
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in 1987, by assuming a 60-years lifetime for both the existing and the 
retrofitted buildings. The alternative design solutions for different sce-
narios were based on the optimized building energy models obtained in 
our previous studies. These alternatives were accordingly based on the 
Norwegian passive house standard and a LCC optimization study. 
Furthermore, in the retrofitting scenarios, two different HVAC systems 
including the AA with a DCV system and the RSH system equipped with 
a CAV ventilation system were taken into consideration. The LCA was 
conducted using OneClick LCA tool by considering the national Nor-
wegian standard NS 3720. Analysis of the reference building showed 
that around 77%, 1021.4 kg CO2-eq/m2, of the total GHG emissions 
were due to building energy use and the 23% were attributed to the 
embodied emissions of building materials and components, of which 
16%, 213 kg CO2-eq/m2, of embodied emissions were related to product 
stage in the building life cycle. The most carbon emitted materials in this 
respect were finished concrete and the ventilation system components. 
Applying the retrofit measures increased the embodied emissions for 
different retrofit scenarios owing to use of extra materials, their trans-
port to construction site, and the end-of-life service, and they were 
accounted for around 18–23%, 25–31%, and around 25%, respectively. 
However, the reduction of CO2-eq emissions associated with the oper-
ational energy use, which were calculated around 69–73%, over-
weighted the embodied CO2 emissions of the extra materials. Among all 
the retrofitting scenarios, the LCC optimized case with the AA system 
(AA_LCC) showed the best performance in terms of environmental 
impact, so that the total CO2-eq emissions were decrease from 1336 kg 
CO2-eq/m2, in the reference case, to 637 kg CO2-eq/m2 in the AA_LCC 
scenario. The reason was that this scenario showed better energy per-
formance with less material use, due to omitting radiators for heating, 
which resulted in less embodied and operational CO2-eq emissions 
compared to other retrofitting scenarios. Looking at the CO2-eq payback 
times of retrofitting scenarios, the LCC scenarios had shorter return 
period, around 3.9 years, than the PH scenarios. In addition, we assessed 
the GHG emissions associated with adopting various heating supply 
system and insulation materials. The results confirmed that the district 
heating system generated the minimum emissions related to operational 
energy use and the embodied emissions for the heating supply systems, 
while the Glass wool and cellulose insulation led to minimum embodied 
emissions related to building materials. Eventually, the GHG missions 
associated with the two nearly zero energy (nZEB scenarios) corre-
sponding to use of the Polycrystalline and the Monocrystalline PV panels 
showed a considerable reduction, around 39–44%, of the total CO2-eq 
emissions compared to the PH case with the RSH system. Although the 
material usage for the Monocrystalline PV panels was less than the 
Polycrystalline ones, due to higher efficiency, the extra Czochralski 
process in the production of Monocrystalline resulted in higher 
embodied emissions for nZEB case for the Monocrystalline PV panels. 
Therefore, based on the LCA for the retrofitting scenarios in terms of 
CO2-eq emissions, the AA_LCC scenario taking advantage of the Glass 
wool insulation material, the district heating supply system, and the 
Polycrystalline PV panels could be considered as a potential retrofitting 
solution greatly contributing to achieve a ZEB level. Nevertheless, they 
can provide worthwhile information about the environmental impacts 
associated with the cost-efficient solutions for the buildings in cold 
climate. Furthermore, the data sources used in this LCA work may 
include some uncertainties arising from inaccuracy of available data or 
their dependency on the specific analyzed systems and inaccuracy of 
parameters modelled in this study. 

To finish, let us recall that the scenarios investigated in our study was 
limited to the Norwegian passive house standard and a LCC optimization 
model obtained in our previous work. As a cost-effective model may not 
fully represent the most environmentally friendly solutions for building 
retrofitting, it would be very interesting to focus on ZEB level by broad 
use of low CO2-eq emission materials and those having negative 
embodied carbon in the construction phase such trees and short-term 
crops. Alternatively, an extensive use of renewable energy sources 

such as PV panels, biomass combined heat and power (CHP), etc. Can 
also be considered to compensate both the embodied and operational 
emissions during entire building life cycle. It would be worth finding out 
which approach is more efficient because if, for example, a scenario of 
low carbon electricity grid is considered, it would be more difficult to 
achieve a zero emission level through extensive use of PV panels. 
However, a combination of LCC and LCA would give a more practical 
perspective in achieving a zero emission level. 
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