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Abstract 
Gasification of biomass is perceived as one of the most attractive thermochemical 

processes to produce carbon neutral syngas that can be burned to release energy or used 

as the building blocks for the production of value-added chemicals, especially liquid 

fuel in the heavy transport sector. In the present thesis, both experimental and numerical 

approaches were applied to investigate the behavior of biomass gasification at high 

temperature and high heating rate conditions. 

Devolatilization of biomass and conversion of solid char are two most important steps 

in the gasification process. In order to assess the behavior of the rapid devolatilization 

of biomass, biomass particles (forest residue, torrefied forest residue, Norwegian spruce, 

and torrefied Norwegian spruce) were subjected to devolatilization experiments at 1073 

K and 1473 K in an electrical heated drop tube reactor (DTR). A computational fluid 

dynamic (CFD) simulation with a proposed two-competing rate devolatilization model 

was also performed and compared to the experimental results. The conversion behavior 

of forest residue char and torrefied forest residue char were further examined under 

oxidation and gasification conditions at 1473 K and 1573 K in the same DTR. The 

morphological analysis of the parent biomass and corresponding char were showed. In 

addition, time-resolved data on compositional transformation of the biomass and char 

were presented based on the metal tracer technics. 

In parallel, Eulerian–Lagrangian CFD models were developed to study the overall 

gasification process in two types of reactors: entrained-flow reactor (EFR) and 

fluidized-bed reactor (FBR). Comprehensive CFD simulations were conducted to 

evaluate the performance of biomass gasification in an EFR operating at 1273-1673 K. 

The model was validated against a wide range of experimental data. Several influential 

factors including reactor temperature, steam/carbon molar ratio, excess air ratio, 

biomass type, and particle size were discussed. Regarding the FBR, particle flow pattern, 

bed expansion, bed pressure drop and fluctuation frequency were compared by using 

three different well-known inter-phase drag force correlations in a non-reactive 

condition. Steam gasification in FBRs was analyzed by the CFD model developed from 

a non-reactive study. Both qualitative and quantitative results were presented to reveal 
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the effects of reactor temperature, steam/biomass ratio, and biomass injection position 

on gasification of biomass. 
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Chapter 1  

Introduction 

1.1 Lignocellulosic biomass and torrefaction  

Biomass is an abundant carbon-neutral renewable resource, whose enhanced use would 

reduce both CO2 emissions and society’s dependence on fossil fuels. Among the various 

types of biomass, lignocellulosic biomass has attracted significant interest in recent 

years due to minimal impact on traditional agricultural production and its wide 

availability, especially in Northern Europe. For example, the potential annual harvest of 

forest residue (FR) is around 2.7 million m3 per year in Norway [1]. The Norwegian 

government has a goal of increasing the use of bioenergy from 14 TWh by 2008 to 28 

TWh by 2020, and particular attention has been given to lignocellulosic biomass to meet 

this target [2]. According to International Energy Agency (IEA), in order to achieve a 

sustainable development, biofuels, primarily produced from lignocellulosic biomass 

feedstocks, are expected to replace 25 exajoules of oil products worldwide (the 

equivalent of total US transport oil demand in 2011) [3]. A large number of studies has 

been carried out focusing the production of biofuel from the lignocellulosic biomass [4–

6]. This will be discussed in more detail later. 

Further utilization of lignocellulosic biomass is often limited because of its inherent fuel 

properties such as low energy density, heterogeneous size and shape, and high moisture 

content. Torrefaction is a promising approach to upgrade biomass into high quality fuel 
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for efficient thermochemical conversion [7]. During the torrefaction process, biomass is 

exposed to an inert atmosphere in the temperature range of 473 K to 573 K. 

Torrefaction can significantly improve the energy density of biomass [8]. Typically for 

woody biomass, around 30% of the dry mass will be released during torrefaction 

through torrefaction gases and vapors, which contain only approximately 10% of the 

initial energy content. The result is an energy densification with a factor of 1.3. 

Torrefied biomass becomes also hydrophobic and less sensitive to degradation. The 

presence of OH groups makes raw biomass easy to absorb water [9]. Study shows that 

torrefied biomass exhibits water repellent properties because of the destruction of OH 

groups during torrefaction process [10]. In addition, chemical rearrangement reactions 

occur, causing the formation of nonpolar unsaturated structures, which helps torrefied 

biomass better withstand biological degradation [11,12]. Another benefit of torrefaction 

is to increase the grindability of biomass. The breakdown of the hemicellulose matrix 

and depolymerization of the cellulose during torrefaction decrease the fiber length and 

reduce its mechanical strength [13,14]. The energy consumption of milling biomass can 

reduce 70-90% by torrefaction based on the types of biomass and the conditions of 

torrefaction [12]. Compared to raw material, torrefied biomass is superior in terms of 

storage, transportation, and energy production [15]. Furthermore, the energy loss 

associated with torrefaction can be partly recuperated by integrating torrefaction with 

thermal process technologies such as gasification [16]. 

1.2 Gasification of biomass 

Thermochemical gasification is the conversion process by partial oxidation of a 

carbonaceous feedstock into a gaseous energy carrier consisting of permanent, non-

condensable gases at elevated temperatures [17]. Thermochemical conversion of 

biomass during the gasification process is complicated and is often described by the 

following partially overlapping steps [18,19]: 

 Drying, during which biomass particles are heated up and liquid water leaves the 

biomass in the form of steam. 

 Thermal decomposition (pyrolysis or devolatilization), during which gases, such as 

H2, CH4, CO,CO2, H2O, etc., as well as tar, are released to the surroundings. In 
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addition, important reactions and transformations take place inside the biomass 

particle and consequently char is produced.  

 Gasification of solid chars, during which part of solid char components react with 

gases in the surrounding atmosphere and produce syngas. 

Gasification of biomass is perceived as one of the most attractive thermochemical 

processes to produce carbon neutral syngas (mainly consists of CO and H2) that can be 

burned to release energy or used as the building blocks for production of value-added 

chemicals especially liquid fuels in the transport sector. A comprehensive review of 

technical and economic assessment of biomass-derived syngas to fuels and chemicals 

can be found by Spath and Dayton [20], which is briefly shown in Figure 1-1. Hydrogen 

is known as a clean fuel, but the majority of the worldwide hydrogen consumption is for 

producing ammonia, which is the second largest synthetic chemical product. Currently, 

the dominant technology for hydrogen production is steam methane reforming. 

However, syngas produced from biomass contains hydrogen and CO can be further 

converted to hydrogen through the CO shift conversion, which makes hydrogen 

production the largest use of syngas. Methanol, one of the top ten chemicals produced 

globally, can be also synthesized from syngas. The produced methanol can be used as a 

transportation fuel or an important chemical intermediate for production of 

formaldehyde, dimethyl ether (DME), methyl tert-butyl ether (MTBE), acetic acid, 

olefins and so on. A well-developed commercial catalytic process for methanol 

synthesis from syngas has reached the overall conversion efficiency of 99%. Another 

synthetic route using syngas is the Fischer–Tropsch process that converts syngas into 

hydrocarbons over transition metal catalysts. It is a promising source for producing 

synthetic lubrication oils and liquid synthetic fuel, especially low-sulfur diesel fuel. As 

shown in Figure 1-1, syngas can be also used for production of alternative fuels, ethanol; 

octane enhancement additives, mixed higher alcohols; aldehydes and alcohols through 

hydroformylation of olefins; isobutene and isobutene through isosynthesis. 

Various types of reactors have been industrially employed in biomass gasification 

processes. Commonly, gasifiers can be classified into one of the following categories: 

 Moving bed reactor 
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 Fluidized bed reactor (FBR) 

 Entrained-flow reactor (EFR) 

 
Figure 1-1 Chemical conversion processes involving syngas [20] 

Moving-bed reactors have been commonly applied due to their simplicity and degree of 

controllability [19]. However, the produced syngas would be heavily contaminated with 

tars in a counter flow moving bed gasifier due to insufficient tar cracking. This tar 

problem could be reduced in the co-current flow configuration by forcing tar rich gases 

to cross the combustion region, but the necessity to maintain good control over the blast 

distribution in the bed restricts this solution to units of very small size [21,22]. 

Therefore only FBRs and EFRs are considered in this study and a brief description 

follows. 

Typical types of FBRs, namely the bubbling fluidized bed reactor and circulating 

fluidized bed reactor, are illustrated in Figure 1-2. The FBR offers excellent mixing 

between feed and oxidant, which promotes both heat and mass transfer. Hence, a wider 

range of fuels or a mixture of them can be gasified. This feature is especially attractive 

for biomass fuels, such as agricultural residues and wood, that may be available for 
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gasification at different times of the year. For these reasons, many developmental 

activities on large-scale biomass gasification are focused on the fluidized bed 

technologies. FBRs typically operate in relatively low temperatures (800 to 1000 °C) 

restricted by the softening point of ash to avoid ash agglomeration. However, this places 

a limitation on the carbon conversion of the fluid-bed processes since the carbon 

conversion ratio is highly temperature dependent. In addition, tar contamination is 

unavoidable due to the comparatively low operating temperatures. 

 
Figure 1-2 Two main types of FBR [22] 

Two types of EFRs which operates either with bottom-feeding or top-feeding are shown 

in Figure 1-3. The powdered fuel is injected into the reactor chamber along with 

gasification agents such as air, oxygen, or steam. Upon the releasing of volatiles, violent 

reactions occur among gasification agents, volatiles and char. Benefiting from the high 

operating temperature, a very high level of carbon conversion with clean, tar free syngas 
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can be achieved with the EFR. In addition, EFRs are attractive for large scale systems. 

Despite all the advantages mentioned above, a special attention needs to be paid when 

using biomass in such reactors. Due to the short residence time of the fuel particles, 

significantly small sizes of particles are required for promoting heat and mass transfer in 

an EFR. Certain pretreatment methods, like torrefaction, are needed for an economical 

reduction of the particle size for biomass as mentioned in the section 1.1. Furthermore, 

the aggressive nature of molten slag (such as alkali metal chlorides) from biomass ash 

will cause corrosion of reactor lining [23].  

 
Figure 1-3 Two main types of EFR [18] 

1.3 Second generation biofuel 

Second generation biofuels usually refer to the liquid fuels produced from the non-food 

biomass, which is in contrast to first generation biofuels produced primarily from food 

crops such as cereals, sugar crops and oil seeds. As concluded in a report by the 

International Energy Agency [24], several concerns of the first generation biofuels have 

been raised, such as, contribution to higher food prices, limited greenhouse gas 

reduction benefits, a negative impact on biodiversity, and competing for scares water 
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resources in some regions. Thus an increasing attention has been devoted to the 

development of production of second generation biofuels. The second generation 

biofuel are not widely commercially available yet, but a considerable number of pilot 

and demonstration plants have been announced or set up in recent years, with research 

activities taking place mainly in North America, Europe and a few emerging countries 

(e.g. Brazil, China, India and Thailand) [25]. The production of second generation 

biofuels especially from lignocellulosic feedstocks can be achieved through two very 

different processing routes [24,26]: 

 Biochemical – in which enzymes and other micro-organisms are used to convert 

cellulose and hemicellulose components of the feedstock to sugars prior to their 

fermentation to produce ethanol; 

 Thermochemical (also known as biomass-to-liquids, BTL) – where 

pyrolysis/gasification technologies produce a synthesis gas from which a wide range 

of long carbon chain biofuels, such as synthetic diesel, aviation fuel, or ethanol, can 

be reformed, based on the Fischer–Tropsch conversion as shown in the Figure 1-1. 

The conversion of the lignin component in the biomass is one of the key differences 

between the above two paths. In biochemical enzymatic hydrolysis processes, lignin 

cannot be converted and is usually used for heat and power generation, whereas in the 

BTL process, lignin is used for producing syngas. Despite this difference, similar 

overall yield in energy and biomass to biofuel conversion efficiencies could be expected 

from the two processes, which are around 6.5 GJ/t and 35% respectively [27]. In 

addition, it seems that there is no clear commercial or technical advantage between the 

biochemical and thermochemical pathways.  However, the final products from 

thermochemical routes are much more flexible compared to ethanol, the only produced 

chemical from biochemical routes. 

1.4 Thesis objective 

Biomass gasification is primarily characterized by devolatilization and subsequent char 

conversion. A good understanding of these two steps is essential for optimization of 

reactors applied for biomass gasification. However, analysis of biomass gasification is 

usually performed using thermogravimetric analyzers which are operated far from 
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practical conditions. Quantitative studies of biomass devolatilization and char 

conversion under high temperatures and high heating rates were rarely reported and 

worth investing for an efficient gasification process in practical systems. 

Furthermore, computational fluid dynamics (CFD) simulations as a relatively cheap, 

non-intrusive technique have gained its popularity recently. Taking account of fluid 

mechanics, heat and mass transfer, solid-fluid interaction, etc., the CFD simulation can 

provide detailed information of both the gas and the solid fuel inside a reactor which is 

usually difficult to measure directly from experiments. This powerful technique helps to 

comprehend more details of the conversion process of biomass and to evaluate different 

configurations of gasifiers.  

The aims of this Ph.D. project are: 1) to carry out a series of experiments that unveil 

crucial characteristics of devolatilization and char conversion for a number of 

lignocellulosic biomass under high temperatures and high heating rates, and 2) to 

develop CFD models that allow for the prediction of biomass gasification in both FBRs 

and EFRs. 

1.5 Thesis organization 

Chapter 2 provides a literature review covering various aspects of biomass gasification 

related to this study, i.e. devolatilization of biomass, conversion of biomass-derived 

char, and CFD simulation of biomass gasification. An introduction of the experimental 

approach is given in Chapter 3 which contains the tested fuel and torrefaction process, 

the drop tube reactor (DTR) used for devolatilization and char conversion experiments, 

experimental procedures, analytical methods, and ash tracer technique for assessing 

conversion ratio of tested fuels. In Chapter 4, all three Eulerian–Lagrangian CFD 

models developed in this study are described, including the model for assisting 

experiments carried out in the DTR, the model for simulating entrained-flow biomass 

gasification, and the model for evaluating drag correlations and biomass gasification in 

the dense gas-solids fluidized beds. Results and discussions are concluded as summary 

of the selected papers in Chapter 5. Chapter 6 offers the comments and 

recommendations for the further work. Five selected papers are attached presenting on 
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each specific subject. One additional publication is included in the Appendix at last. 

This represents related work, yet at more fundamental nature and hence exclude from 

further discussion. Papers I–V are to be considered the main contribution to this thesis. 
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Chapter 2  

Literature Review 

2.1 Devolatilization behavior and pyrolysis kinetics of biomass 

Biomass often contains large percentage of volatile contents. Therefore, extensive 

understand of its devolatilization process is crucial for a more efficient biomass 

gasification processes [28]. Solid thermal degradation, as mentioned in the introduction, 

resulting in production of a variety of chemical compounds, are often lumped into three 

groups: permanent gases, a pyrolytic liquid (bio-oil/tar) and char [29] or simply into 

volatiles and char for engineering applications. The overall pyrolysis may consist of two 

separate steps, primary decomposition of solid fuel and secondary reactions of volatile 

condensable organic products into low-molecular weight gases and char [28]. The 

present work and corresponding review are mainly focused on the primary 

decomposition reaction. 

Thermal gravimetric analysis (TGA) is one of the most commonly applied techniques 

for investigating thermal decomposition of solid fuel. Only very small amounts of the 

sample are usually required by the TGA in order to accurately record mass loss and 

temperature of the tested fuel. It was found that at kinetically controlled conditions, 

primary degradation of biomass initiated at around 500 K followed by rapid release of 

volatiles at about 573 K and the process finished at 700–750 K [28,30–32]. The primary 

decomposition of three main components of lignocellulosic biomass, including cellulose, 

hemicellulose, and lignin, can be identified from thermogravimetric curves under either 
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isothermal or dynamic conditions. Decomposition of cellulose, hemicellulose, and 

lignin happens at 598–648 K, 498–598 K, and 523–773 K, respectively [30]. Due to the 

low availability of hemicellulose, Xylan has been studied as a replacement, which 

decomposes at 493–588 K [33–35]. Using thermogravimetric data, kinetic parameters of 

global or semi-global mechanisms can be conducted. However, difficulties exist in 

kinetic analysis in separating the effects of chemistry and transport phenomena [28]. 

Spatial gradients of temperature during the TGA have been extensively studied and may 

cause deviation for estimating the devolatilization kinetic [32,36–38]. Furthermore, 

traditional thermogravimetric analyzers can be only operated at relatively low heating 

rates, which differ a lot from most practical applications of thermal conversion of 

biomass. Heating rates of biomass influence behavior of biomass devolatilization and 

lead to different kinetic parameters [32,39,40]. Indeed, the applicability of kinetic 

parameters of biomass devolatilization obtained by the TGA in various heating rates has 

been discussed by Mehrabian et al. [41]. It was suggested that the pyrolysis of wood 

dust and wood pellets occurs always in high heating rate regimes in the state-of-the-art 

combustion/gasification plants. Thus the kinetic parameters obtained by low heating 

rate TGA systems (heating rates lower than 50 K/min) are not applicable. However, 

those parameters may be used for wood logs which usually undergo pyrolysis process at 

low heating rate during practical conditions. 

An alternative way to mimic such conditions is to use a DTR or an EFR. However, 

important information about the fuel particle such as residence time and temperature is 

difficult to be measured directly in a DTR or an EFR. A lack of knowledge of the 

detailed thermal history of fuel particles makes precise determination of devolatilization 

kinetics challenging. Li et al. studied rapid devolatilization of raw and torrefied palm 

kernel shell in a DTR operating between 773 K and 1473 K [42]. It was found that the 

devolatilization rate of palm kernel shell decreased as a result of torrefaction. In 

addition, torrefied biomass displayed higher activation energies of devolatilization 

reactions. Xiu et al. investigated the devolatilization characteristics of several biomass 

materials using a plasma-heated laminar EFR operating between 750 K and 900 K [43]. 

Conversion of biomass fuel particles was determined by the ash tracer method and a 

single first-order reaction (SFOR) model was used to investigate the devolatilization 
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process. For the studies briefly reviewed above, particle temperatures were assumed 

constant during the devolatilization process, and equal to the reactor wall temperature. 

In addition, residence time was assumed to be the same for all fuel particles fed into a 

reactor and was calculated based on the velocity of the particle entrainment gas. These 

assumptions may lead to considerable errors when deriving biomass devolatilization 

kinetics. 

Different models have been developed to estimate the biomass devolatilization rate, 

based on calculated particle residence times and/or particle temperatures in a DTR. 

Tolvanen et al. studied the mass loss behavior of several types of solid fuels, including 

peat and torrefied wood, in a DTR over a temperature range of 973 K to 1173 K [44]. 

Devolatilization kinetic parameters were obtained using an SFOR model and a two-

competing step model. In addition, the predicted evolution of fuel particle diameters 

was compared against the measured values. Lu et al. investigated the effects of particle 

shape and size on biomass devolatilization at 1600 K [45]. The intraparticle temperature 

distribution was calculated by discretizing the particle into a one-dimensional domain, 

with wall temperature and gas temperature as inputs. A similar model that considered 

intraparticle heat and mass transfer was used by Dupont et al., who predicted the main 

product yields of woody biomass devolatilization [46]. In addition, Bharadwaj et al. 

found that intraparticle mass transfer was crucial for predicting devolatilization of 

millimeter-sized biomass [47]. However, several parameters, such as gas temperature, 

gas velocity and particle velocity, are needed as raw data for kinetic evaluation via the 

models, which can be obtained by either experiments or empirical equations. Therefore 

the applicability of these types of particle models is restricted. 

Several studies have investigated devolatilization of biomass in DTRs with CFD 

assistant analysis. Sun et al. examined flash pyrolysis of rice husk and sawdust over 

973-1273 K via Ansys Fluent CFD software [48]. An SFOR was used to describe the 

thermal decomposition of biomass. The overall gas yield predicted by the CFD model 

agreed well (deviations less than 7%) with measured values. However, large errors 

existed between predicted and measured values of the gas yield of individual 

components. Simone et al. systematically evaluated the biomass devolatilization 
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kinetics over 673 -1073 K with CFD-aided experiments [49]. The Ansys CFX CFD 

software was used in this study, with an Eulerian/Lagrangian approach. A sub-routine 

was used to search optimal kinetic parameters of an SFOR model for biomass 

devolatilization. Some important observations were noted, such as the importance of the 

particle size distribution, the limited utility of complicated swelling or shrinking models, 

and that the SFOR model is insufficient for predictions of biomass devolatilization over 

an extended temperature range. Papadikis et al. investigated the fast pyrolysis of a 

single large biomass particle (diameter of 5 cm) using a two-stage semi-global model 

[50]. A modified particle model considering the temperature gradient inside the particle 

was implemented as a user defined function (UDF) in Ansys Fluent. They concluded 

that the temperature gradient inside the particle is important to the biomass degradation 

rate. However, the CFD simulation was computationally intensive because of the 

detailed particle model. 

2.2 Conversion behavior of biomass char 

Char conversion is a slow process compared to thermal decomposition of biomass and 

gas-phase reactions of volatile products. Therefore it is usually considered to be the 

rate-limiting step of the entire thermochemical conversion process.[51] A 

comprehensive review of the conversion behavior and reactivity of lignocellulosic 

biomass char has been given by Di Blasi [52]. The influence of several factors, such as 

heating rate, temperature, and external pressure, on char reactivity was thoroughly 

reviewed and discussed. The thermal histories experienced by fuel particles during 

pyrolysis have a strong effect on char reactivity. As fuel particles are heated to a high 

temperature at a high heating rate, volatiles are rapidly released in connection with the 

destruction of the original cell wall structure. Therefore high temperatures and high 

heating rates promote the formation of char particles with a macroporous structure that 

facilitates reactant penetration and therefore char reactivity [53–57]. However, because 

of thermal annealing, the concentration of active sites on the char decreases with 

prolonged retention time at high temperatures, decreasing char reactivity [53,58]. At 

low heating rates, the natural microporosity of the fuel particles is better preserved [59]. 

Yet it is believed that microporosity contributes less to char reactivity at high 

temperatures than a macroporous structure created at high heating rates [54]. In general, 
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char reactivity is reduced for devolatilization at elevated external pressures. High 

external pressures impede volatile release and cause deposition of secondary char 

fragments and reduction of active sites [55,56]. Moreover, the negative effect of 

external pressure on char reactivity may be partly attributed to the formation of 

graphitic structures in chars produced at high external pressures [55,60]. 

In the recent years, increased efforts have been given to investigate the characteristics 

and reactivity of biomass char produced at high temperature and high heating rate 

conditions that are relevant to industrial reactors. DTRs or EFRs are often used for 

achieving such intense conditions for thermal conversion of biomass char. The 

conversion behavior of high heating rate biomass char produced from DTR or EFR 

under different combustion and/or gasification conditions has been previously studied 

and reported. 

Matsumoto et al. examined the gasification kinetics of Japanese cedar char, Japanese 

cedar bark char, and a mixture of hardwood char and Japanese lawn grass char, each of 

which was obtained from an entrained-flow gasifier with steam and oxygen at 1173–

1273 K [61]. They suggested that the order of CO2 and H2O reactivities was positively 

correlated to the content of alkali metals (K2O + Na2O) and the oxygen to carbon ratio 

in biomass char. Silimar findings were also reporeted by Mermoud et al. [62] who 

concluded that the initial apparent reactivities of the charcoals are proportional to the 

initial ash content of the charcoals. Fermoso et al. studied the high-pressure CO2 

gasification reactivity of slash pine char obtained at 1273 K and 1673 K [63]. An 

increase in total pressure of the gasification system led to a decrease in the reaction rate, 

whereas the reaction rate was observed to increase proportionally to the increase in the 

partial pressure of CO2. The mixed CO2 and H2O gasification of high heating rate beech 

wood char was also investigated by Guizani et al. [64]. It was observed that increasing 

the CO2 concentration from 0% to 30% in a 10% steam-containing atmosphere resulted 

in a 2.7-times-higher char reactivity. They demostrated the validatity of an additive law 

reflecting a passive cooperation of steam and carbon dioxide in the gasification reaction. 

The effect of devolatilization atmosphere (CO2 vs. N2) on the characterization and 

oxidation reactivity of char produced from rice husk, forest residuals and wood chips at 
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a temperature of 1223 K was investigated by Borrego et al. [65]. It was found that char 

yield under CO2 was slightly higher than that under N2 for all three biomass. A higher 

apparent reactivity was observed for all biomass chars produced under N2 than under 

CO2. Moreover, an inverse relationship between the weight loss in the DTF and the 

intrinsic reactivity was revealed. Similar studies were also conducted by Guizani et al. 

[66]. However, they found that char yield from wood-chips was lower under 20% CO2 

in N2 than that under pure N2, which indicated that either less char was formed, or that 

char was consumed. In addition, the reactivity of the char produced in N2 towards H2O, 

CO2 and O2 was slightly lower that that char produced in mixed atmosphere. 

Reactivities of coal chars and a biomass char prepared in primary N2 atmosphere (with 

around 0.5 % O2 to prevent tar condensation on the car particles) at 1473–1673 K were 

compared by Karlström et al. [67]. The result revealed that the tested biomass char, with 

an apparent reaction order of 0.78, had higher oxidation reactivity than the coal char. 

Kajitani et al. [68] investigated co-gasification reactivity of coal char and woody 

biomass char produced at 1673 K. They found that CO2 gasification reactivity of the 

mixtures of coal char and biomass char was almost the same as that of single coal char 

at the high temperature gasification, whereas, slightly improvement of reactivity was 

found in low temperature cases because of the catalysis of alkaline and alkaline-earth 

metal species in the biomass char. 

Due to the difficulties for accessing particle information inside DTR, few CFD assistant 

char reactivity experiments were also reported. Meesri et al. performed both 

experimental studies and CFD simulations of combustion behavior of sawdust char 

produced at 1673 K [69]. The CFD simulation have yielded reasonably results 

compared to the experimental data of char burnout. However, some inconsistencies 

were observed to predict the near-extinction burnout characteristic of the sawdust char 

due to the reactivity-independent approach of the model. 

Publications regarding the effects of torrefaction on the conversion behavior of high 

heating rate char are scarce. As reported by Jones et al. [70] and Fisher et al. [71] 

devolatilization of raw willow and torrefied willow was carried out in a pyroprobe at 

1273 K with a heating rate around 1000 K/s and in a DTR at 1173 K with a heating rate 
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over 500 K/s, respectively. The reactivity of the resultant char samples was further 

investigated using a TGA. It was found that char produced from torrefied willow has a 

lower reactivity than char produced from raw willow. In addition, torrefaction was 

reported to have a significant impact on the reactivity of char samples produced at a 

high heating rate [71]. However, to the best of the author's knowledge, the effect of 

torrefaction on the reactivity of forest residue char produced at high heating rate 

conditions has not been previously studied. 

2.3 CFD simulation of biomass gasification 

2.3.1 CFD Simulation of biomass gasification in the fluidized bed reactor 

CFD Modelling of a gas-solid FBR can be generally categorized into Eulerian–Eulerian 

or Eulerian–Lagrangian approaches. For Eulerian–Eulerian approach, both particle and 

fluid phases are treated as interpenetrating continua with appropriate interaction terms 

representing the coupling between the phases. This approach can capture the 

macroscopic characteristics of the FBR and has been developed for many years due to 

the relatively low computational cost [72–74]. However, the Eulerian–Eulerian 

approach does not recognize the discrete character of the particle phase. In addition, 

when the Eulerian–Eulerian approach applies to the poly-disperse fluid-particle systems, 

which are characterized by a continuous distribution of the particle properties, such as 

size or velocity, moment transport equations are mathematically unclosed. On the other 

hand, for the Eulerian–Lagrangian approach, the fluid phase is modelled as a continuum 

by solving the Navier–Stokes equations, whereas for the dispersed phase individual 

particles are tracked in space and time by directly integrating the equations of motion. It 

can also offer detailed microscopic information at the particle level, such as particle 

trajectory, particle-particle and particle-fluid interaction, and transient forces acting on 

each particle, which is extremely difficult, even impossible to obtain by the Eulerian–

Eulerian approach. When the particle phase is solved by the discrete element method 

(DEM), the Eulerian–Lagrangian approach is also called CFD–DEM model. For the 

explicit consideration of particulate interactions, two methods are widely used in the 

CFD–DEM: the hard sphere model [75] and the soft sphere model [76]. For dense 

particle systems with multiple contacts between particles the soft-sphere collision model 
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is usually applied. The use of CFD–DEM for fluidized bed modeling was pioneered by 

Tsuji et al. [77] and since then, thanks to the dramatic increase in computational 

capacity, the CFD–DEM has gained its popularity among engineers and researchers. 

For multiphase simulations, a key consideration is the coupling between the phases. 

From a physical point of view, the coupling currently comprises the effect of (a) volume 

displacement by the particles, and (b) fluid-solid interaction forces exerted on the 

particles. These non-linear fluid-solid interaction forces or called generalized drag 

forces are believed to play a very important role in the formation of heterogeneous flow 

structures in dense gas-fluidized beds [78]. There are various drag correlations available 

in the literature. The Gidaspow correlation [79] is a combination of the Ergun equation 

[80] for the dense granular regime (gas volume fraction less than 0.8) and the Wen and 

Yu equation [81] for dilute granular regime (gas volume fraction lager than 0.8). This 

model is often used in the literature, but the transition between the two regimes is 

discontinuous, which may lead to convergence problems [82]. Di Felice using an 

empirical fit to a wide range of fixed and suspended-particle systems covering the full 

practical range of flow regimes and porosities, proposed a continuous single-function 

correlation for the drag force [83]. More recently, Hill et al. proposed a Hill–Koch–

Ladd (HKL) correlation applicable to different ranges of Reynolds numbers and solid 

volume fractions based on the data from Lattice–Boltzmann simulations [84,85]. Later 

Benyahia et al. blended the HKL correlation with known limiting forms of the gas-

solids drag function and constructed an extended HKL drag correlation (EHKL) which 

is applicable to the full range of solid volume fractions and Reynolds numbers [86]. 

Although some works have investigated the effects of different drag models within the 

Eulerian–Eulerian framework [87–89], few are reported for Eulerian–Lagrangian 

approaches [78]. 

The CFD–DEM is computational expensive due to monitoring particle collisions. 

Therefore, modeling of reactive dense gas-solid mixtures in FBRs using CFD–DEM is 

challenging. To date, most of the CFD–DEM studies have been focused on the 

hydrodynamics of the isothermal fluidized bed and there have been few works on the 

simulation of dense gas-solid flow coupling with chemical reactions. Liu et al. used a 
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CFD–DEM model to study char and propane combustion in a FBR [90]. Their 

simulation conditions were strongly simplified, e.g., only 300 char particles were added 

at the start of simulation and there was no more fuel injection at later times. 

Bruchmüller et al. carried out a biomass fast pyrolysis simulation in a bubbling 

fluidized bed but did not take turbulence into account [91]. Gerber and Oevermann used 

a 2D CFD–DEM model to simulate wood gasification in a FBR but they used only 

charcoal as the bed material without any inert bed material such as sand used in 

ordinary experimental beds [92]. 

2.3.2 CFD Simulation of biomass gasification in the entrained-flow reactor 

The concentration of fuel particles is much lower in the EFR than in the FBR during the 

gasification process and thus particle-particle collisions could be ignored. This 

dramatically reduces computational cost of the Eulerian–Lagrangian simulation and 

makes this approach especially attractive for the solid fuel gasification in the EFR. 

Due to the challenge related to the required high grindability of the fuel and problems 

with slagging, relevant experimental data of biomass gasification in EFRs have been 

rarely reported. Therefore, also CFD simulations of biomass gasification in an EFR are 

scarce. Fletcher et al. investigated biomass gasification in an EFR using CFX4 [93,94]. 

The CFD simulation provided detailed information on the flow characteristics, gas 

composition and temperature distribution. However, because of the computational 

limitations at that time, only a crude devolatilization model, a global gas phase reaction 

mechanism and the Eddy break-up (EBU) combustion model were implemented, which 

resulted in a high discrepancy on gas composition estimations compared with 

experimental results. Recently, Chen et al. performed a comparison study of gasification 

phenomena among biomass, torrefied biomass and coal in an EFR using the ANSYS 

Fluent V12 [95]. It was found that the cold gas efficiency of raw biomass was 

dramatically improved by torrefaction. However, the CFD model has only been 

validated in their previous study by experimental data of coal gasification [96]. 

Compared to rarely reported CFD simulations of biomass gasification in EFRs, a variety 

of sub-models have been developed and applied for CFD simulation of coal gasification. 
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The performance of Reynolds-averaged Navier–Stokes (RANS) turbulence models were 

examined by Kumar and Ghoniem [97,98]. They concluded that the SST k−ω model 

performed best among the tested RANS models for both a non-reacting sudden 

expansion case and a pilot scale gasifier. A advanced large eddy simulation (LES) has 

been performed by Abani and Ghoniem who found that the radial distribution of species 

were improved by the LES and unsteady flow structures of various sizes throughout the 

gasifier domain were captured [99]. Vascellari et al. proposed an iterative procedure for 

an accurate modeling of the pyrolysis process [100]. The optimal kinetic parameters for 

the empirical models could be obtained from detailed pyrolysis models such as CPD 

[101,102], FLASHCHAIN [103] or FG–DVC [104]. Various char consumption models 

have been studied and implemented into CFD simulations [98,105–108], including the 

moving flame front model [109,110] , the simplified Single Nth Order Reaction model 

[111], the shrinking core model [112], and the char consumption models for C-CO 

reaction [113], C-H2O reaction [114], and C-O2 reaction [115] in the kinetics-controlled 

regime. Gas phase reactions, especially the water-gas shift reaction, are important in the 

gasification process. Most of the reaction rates for the water-gas shift reaction were 

obtained with specific catalysts or with the pressure much higher than typical 

gasification conditions. The evaluation and calibration of three sets of water-gas shift 

reaction rates were performed by Lu and Wang [116,117]. The original published rates 

[118–120] were found unsuitable for simulating water quench of the tested gasifier. The 

calibrated global reaction rates were also proposed. Investigation of radiation models in 

the entrained-flow coal gasification has also been carried out by Lu and Wang [121]. 

Five different radiation models were tested and compared including the Discrete 

Transfer Radiation Model, the P-1 Radiation Model, the Rosseland Radiation Model, 

the Surface-to-Surface Radiation Model, and the Discrete Ordinates Radiation Model. 

The result reveals that predicted syngas composition was heavily influenced by the 

radiation model. The P-1 method was found to behave stably and robustly in predicting 

the syngas temperature and composition. Other aspects of the gasification process such 

as slagging behavior have also been thoroughly studied by Yong and Ghoniem [122], 

Chen and Ghoniem [123], Gibson et al. [124], and Ambrosino et al. [125] using CFD 

simulation, but will not be discussed further here. 
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Chapter 3  

Experimental Approach 

Experiments of rapid devolatilization and char reactivity were conducted in order to 

investigate the thermochemical conversion of biomass and to provide important input 

for modelling. Description of fuel and pretreatment, reactor, experimental procedures, 

analytical methods, and ash tracer technique are briefed in this chapter. 

3.1 Fuel and pretreatment 

Two types of lignocellulosic biomass and corresponding torrefied biomass were tested: 

Norwegian spruce (NS), forest residue (FR), torrefied Norwegian spruce (TNS), and 

torrefied forest residue (TFR). NS is a relatively clean and pure biomass compared to 

FR which is a mixture of tops and branches (including needles). Both NS and FR were 

ground and compressed to 6 mm pellets without additional binders. TNS and TFR were 

produced in a torrefaction reactor consisting of four electrically heated horizontal screw 

conveyors and one water-cooled horizontal screw conveyor positioned on top of one 

another. The pellets fed from the top of the reactor were initially heated at 498 K for 5 

min, torrefied at 548 K for 30 minutes, and then cooled to room temperature before 

being discharged from the reactor. The reactor was purged with N2 to ensure inert 

conditions during operation. The details of the torrefaction process have been presented 

elsewhere [126]. All tested biomass was ground using a Thomas Model 4 Wiley Mill 

and then sieved to the size range of 212 to 300 μm. Figure 3-1 shows appearances of all 
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types of pellet and sieved fuel particles used in the experiments. The properties of fuel 

are listed in Table 1. 

 
Figure 3-1 Fuel samples used in the experiments 

 
Table 1 Properties of biomass fuel 

  FR TFR NS TNS 

Proximate analysis 
(as received, wt%) 

Moisture  6.3 4.2 5.0 3.8 
Volatiles  70.0 61.6 77.1 72.3 
Fixed carbon  21.5 31.5 17.5 23.4 
Ash  2.2 2.7 0.4 0.5 
Volatiles 
(dry, ash-free) 76.5 66.2 81.5 75.6 

Ultimate analysis 
(daf, wt%) 

C  52.1 59.5 46.7 52.8 
H 6.1 5.6 6.2 5.8 
N  0.5 0.6 0.1 0.1 
S  < 0.02 < 0.02 < 0.02 < 0.02 
O (diff)  41.3 34.3 47.0 41.3 

Ash measured by TGA  
(dry basis, wt%) 

  2.0 2.9 0.4 0.4 

 

3.2 Drop tube reactor 

Both rapid devolatilization and char reactivity experiments were carried out in an 

electrically heated DTR (Figure 3-2 Schematic sketch of the DTR at Sandia National 

Laboratories), located at the Combustion Research Facility of Sandia National 

Laboratories, Livermore, California. The DTR features a 1.5 m long vertical reactor 

section with a diameter of 5.08 cm and a 1.0 m long horizontal gas preheater section. Its 

operation range spans temperatures up to 1650 K and pressures up to 20 atm. Particle 
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and gas samples for further analysis can be collected at different positions along the 

vertical reactor section. The particulate fuel samples are continuously fed into the 

reactor by a custom-made particle feeder located on top of the DTR. The feeding rate is 

determined by the rate of displacement of the fuel-containing test tube and is therefore a 

volumetric rate (differences in bulk density thus result in different mass feeding rates). 

Fuel particles similar in size will thus enter the reactor in roughly the same number per 

unit time, if the rate of displacement is the same. 

 
Figure 3-2 Schematic sketch of the DTR at Sandia National Laboratories
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3.3 Experimental procedures 

3.3.1 Rapid devolatilization/char production experiments 

The sieved fuel particles were supplied by the feeding system at an approximate mass 

flow rate of 50 g/h. A 4 Standard Liter per Minute (slpm) room temperature N2 carrier 

gas transported fuel particles into the DTR through a water-cooled tube. A 182 slpm of 

N2 was injected into the horizontal gas preheat section regulated by a mass flow 

controller, where it was heated to the desired reaction temperature (either 1073 K or 

1473 K). After the heated N2 stream entered the reactor tube, it first passed a 

honeycomb straightener and then mixed with the cold particle-laden carrier flow. The 

particles passed through the reactor and were subjected to devolatilization. Char residue 

was produced and extracted at various heights of the reactive section by a water-cooled 

sampling probe. An addition 40 slpm of cool N2 flow was injected at the tip of the probe 

to ensure quenching of char. The resulting char particles were eventually collected using 

a cyclone separator which was connected to the sampling probe. Specifically, char used 

in reactivity experiments was produced at 1473 K and sampled where distance between 

the tip of the feeding tube and the quench gas inlet in the sampling tube was 101 cm. 

3.3.2 Char gasification and oxidization experiments 

The conversion of char under gasification and oxidation conditions was also carried out 

in the DTR system. In the gasification experiments 50 slpm of pure CO2 was injected 

into the gas preheater. A slightly higher reactor temperature (1573 K) was used, on 

account of the expected low reaction rate of CO2 with the char. The DTR was purged 

with pure CO2 for at least 5 min prior to each experiment. The char oxidation 

experiments were carried out with a similar procedure, but with the reactor operating at 

1473 K. However, considering the high oxidation rate of the biomass char at such a 

temperature, a mixture of 2.0% O2 in N2 was chosen (180 slpm N2 and 3.6 slpm O2) to 

avoid complete char burnout and facilitate the assessment of reactivity differences of the 

two fuel types. Residual char samples were collected at three different heights in the 

DTR for further characterization and reactivity study. The feeding rate of FR char and 

TFR char was approximately 40 g/h using a 4 slpm N2 carrier flow. 
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3.4 Analytical methods 

The microscopic structures of parent fuel particles, char particles, and residues collected 

from the char gasification and oxidization experiments were characterized using a 

scanning electron microscope (SEM, HITACHI S-3400). Elementary analysis was 

carried out using an element analyzer (EA-1008 CHNS-O). According to ASTM 

standard, the oxygen content was calculated by difference after determining the content 

of C, H, N and S. Average values of the elemental composition of each sample were 

calculated from at least three duplicate analyses. The ash contents of parent fuel 

particles and corresponding char samples were determined using a thermogravimetric 

analyzer (TA Instrument SDT Q600). Approximately 10 mg of sample was oxidized in 

air at 823 K until the weight of the residues is stable. A similar method has been applied 

in another study [67]. For each sample, at least three duplications of ash content 

determination were performed to get more reproducible results. The content of ash 

forming elements in the samples was analyzed by inductively coupled plasma mass 

spectrometry (ICP–MS) and inductively coupled plasma optical emission spectrometry 

(ICP–OES). The diameter distributions of the parent fuel particles and char particles 

were measured using a laser diffraction analysis (Beckman Coulter LS230). 

3.5 Ash tracer technique 

The extent of fuel conversion can be calculated from the changes in the content of non-

volatile tracer elements and organic elements from the original fuel to the partly reacted 

sample. Specifically, the conversion ratio of carbon, Xcarbon, is defined as 

0

,0

1 carbon
carbon

carbon

Tr QX
Tr Q

    (3-1) 

where Qcarbon,0 and Qcarbon represent the mass fraction of carbon in the char before and 

after char conversion, respectively. Tr0 and Tr are the contents of the selected tracer 

element in the char before and after char conversion. For a reliable tracer element, it 

should not volatilize over the investigated experimental conditions and should also be 

present at such a quantity in the raw fuel that it can be readily measured with small 

uncertainty. In a number of studies, the total ash content has been used as a tracer for 

assessing fuel conversion [61,67,68,127–130]. However, decomposition and 
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vaporization of some inorganic mineral compounds [131,132] may yield biased 

estimates of ash content and consequently of fuel conversion. Based on thermodynamic 

equilibrium calculations, titanium, silicon, calcium, manganese, barium, and magnesium, 

all present in wood, are stable at temperatures as high as 1573 K [133]. In addition, 

experimental studies have shown that calcium, manganese, and magnesium only slightly 

volatilize up to 1673 K [134,135]. Due to their relatively refractory nature, titanium 

[136–140], silicon [138,139,141], aluminum [138–140], calcium [140], magnesium 

[140], and iron [140] have been previously used as tracers to evaluate weight loss of 

fuel at high temperature. Calcium, Manganese, barium, and magnesium are used in 

Paper II as fuel tracers, whereas Manganese, barium, and magnesium are used in Paper I. 

Titanium is not selected because of the low concentration in our fuel samples. Silicon is 

also not considered, to avoid potential interferences from entrained particles from the 

reactor’s thermal insulation. 
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Chapter 4  

Modeling Approach 

Several CFD models have been developed for devolatilization and gasification of 

biomass. The Eulerian–Lagrangian approach was selected to both diluted (in a DTR and 

an EFR) and dense (in a FBR) particle systems. The modeling approach is briefly 

introduced in this chapter. 

4.1 Modeling of the drop tube reactor 

A CFD model was developed using the Ansys Fluent 14.0 to simulate the rapid 

devolatilization of biomass in the DTR showed in Figure 3-2. The three-dimensional 

computational domain of the DTR was discretized with a hexahedral mesh (338084 

cells in total), shown in Figure 4-1. The wall temperature and inlet conditions were set 

to match the corresponding experimental conditions. Radiation was taken into account 

using the discrete ordinates model which spans the entire range of optical thicknesses. 

The species transport equations were solved for both N2 and volatiles released from the 

biomass. The standard k-ω model was chosen to match the measured gas temperature 

profiles in the DTR at various bulk gas flow rates. The temperature profiles were 

measured by thermocouples placed in the flow at 5 equally spaced vertical positions 

along the reactive section of the DTR. Gas phase reactions were not considered due to 

the N2 dominated inert environment. 
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Figure 4-1 Three-dimensional computational domain of the DTR 

The simulated biomass particles were assumed to be spherical and were tracked using a 

Lagrangian approach. Every 5 ms, biomass particles with diameters following a Rosin-

Rammler distribution (10 discrete diameters) were injected through the inlet at the top 

of the reactor. A modified two-competing rate devolatilization model was developed 

and used in the CFD simulation, which can be described below: 

 

 
This model is applicable over a broad range of temperatures and has capacity to 

estimate transformation of organic elements in biomass char. The model is an extension 

from previously published two-competing rate devolatilization model and is further 

discussed in Paper I. During devolatilization, the biomass particle diameter was 

assumed to stay constant, whereas the particle density was updated according to mass 

loss. At each corresponding experimental collection position, information on every 

individual particle, such as its mass, temperature, residence time and location, was 

Reaction 1:   Volatile 1    + Residue 1 
Low temperature devolatilization                 

           CVx1HVy1OVz1            CRx1HRy1ORz1 
 

Biomass         (4-1) 
CBx0HBy0OBz0 
        

Reaction 2:   Volatile 2     + Residue 2 
High temperature devolatilization                 

            CVx2HVy2OVz2            CRx2HRy2ORz2 
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recorded in the CFD simulation over a computational duration of 2.5 s (over 5×105 

particles in total). More detailed information related to the mathematical equations can 

be found from the ANSYS Fluent Theory Guide [142]. 

4.2 Modeling of the entrained-flow reactor 

A CFD model was formulated using an open source code, OpenFOAM, to investigate 

entrained-flow gasification. The model was set up according to experiments performed 

by Qin et al. [143] in a high-temperature (1273-1673 K) laboratory-scale EFR, which 

provides abundant data at various conditions and sufficient detail of experimental setup. 

Figure 4-2 shows the schematic of the entrained-flow reactor [143], which operates at 

atmospheric pressure, with a length of 202 cm and a diameter of 8 cm. A three-

dimensional structured grid consisting of 281280 cells was employed as shown in 

Figure 4-3.  

 
Figure 4-2 Schematic of experimental 

setup 

 
Figure 4-3 (a) Three-dimensional (3D) 

computational mesh for the DTU 

laboratory-scale entrained-flow reactor and 

(b) the top view of the reactor inlet 
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Transport equations were solved for the continuous gas phase. The k-ε model was 

employed in order to resolve the turbulence induced by large temperature gradients and 

a large amount of gas products from biomass by devolatilization and gasification. 

Simple global reactions were used to describe the gas-phase chemistry and the effect of 

turbulence on combustion and gasification was resolved by the partially stirred reactor 

(PaSR) model [99]. Considered gas phase reactions are listed below: 

 

4 2 2 2

4 2 2

2 2 2

2 2

2 2 2

CH 2O CO 2H O
CH HO CO 3H
H 0.5O H O
CO 0.5O CO
CO H O CO H

    (4-2) 

 

The trajectories of discrete particles were tracked in a Lagrangian manner. It was 

assumed that the fuel particles, which consist of a mixture of volatile matter, char, and 

ash, can be represented as spherical particles with a prescribed size distribution. The 

pyrolysis compositions released from the fuel can be expressed by the following 

Equation 4-3 and each product yield was solved with the help of the elemental 

conservation relationships. 

 

1 2 2 3 2 4 2 5 4

6 7

Biomass CO H O CO H CH

char(s) ash(s) 1i
i

  (4-3) 

Consistent with Abani and Ghoniem’s work [99], the devolatilization rate was modeled 

using an SFOR Arrhenius reaction. After devolatilization, the fuel particle was left with 

char and ash. The ash was assumed to be carried along with the particle, exiting the 

reactor without taking part in any reactions. Char will react in the presence of oxygen, 

carbon dioxide, and steam and gets converted to carbon monoxide and hydrogen. The 

following heterogeneous reactions were assumed and implemented in OpenFOAM: 
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2

2

2 2

C 0.5O CO
C CO 2CO
C H O CO H

      (4-4) 

The char consumption rate was determined by both bulk diffusion and chemical reaction 

rates. More detailed information related to the mathematical equations can be found in 

the attached Paper III. 

4.3 Modeling of the fluidized-bed reactor 

4.3.1 The non-reacting case 

The CFD–DEM model was developed using OpenFOAM. The continuum gas phase 

hydrodynamics were calculated from the continuity and volume-averaged Navier–

Stokes equations which were coupled with those of the particle phase through the 

porosity and the inter-phase momentum exchange [144]. For discrete phase particles, 

both translational and rotational motions were considered. Trajectories of individual 

particle were determined by three types of forces: gravitational force, fluid-particle drag 

force, and force due to inter-particle or particle-wall contacts. Fluid-particle drag force 

included both viscous drag force and pressure gradient force. Three well-known inter-

phase drag force correlations (Gidaspow model [79], Di Felice model [83], and EHKL 

model [86]), were evaluated, accordingly. The soft sphere model was implemented 

taking account for particle collision.  

The simulated fluidized bed geometry as shown schematically in Figure 4-4 was similar 

to those well-known studies by Tsuji et al. [77], and Xu and Yu [145] for comparative 

reasons. It consisted of a rectangular container of dimension 0.15m (width) × 0.9 m 

(height) × 0.004 m (thickness) with a jet orifice of 0.01 m in width at the center of the 

bottom wall. The left, right, bottom walls, the bottom orifice and the top exit consisted 

of the whole calculation domain boundaries. The fluidization solid particles were a 

group of 2400 spherical particles with a diameter of 4 mm which were also taken from 

Tsuji et al. [77], and Xu and Yu [145]. Note that the thickness of the bed was set equal 

to the particle diameter (one layer of particles) for simplicity. Air at a temperature of 

293 K and standard atmospheric pressure was used as the fluidizing agent and 
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introduced from the bottom orifice with a uniform velocity. The semi-three-dimensional 

domain consisted of 675 (15×45×1) hexahedral meshes. More detailed information 

related to the mathematical equations can be found in the attached Paper IV. 

 
Figure 4-4 Geometry of the FBR 

4.3.2 The reacting case 

The CFD–DEM model was formulated based on the non-reacting model as in Paper IV 

and enlarged to account for the dense and reacting flows including models for 

turbulence, heat and mass transfer, radiation, particle shrinkage, pyrolysis, and 

heterogeneous and homogeneous reactions. 

The gas phase was modeled as a continuum, known as an Eulerian type model. The 

modified k-ε turbulence model was implemented with consideration of volume fraction 

of gas, which is suitable for the dense gas-particle simulation system. For the sake of 

simplification, two global reactions (steam reforming of methane and water-gas shift) 

were used to describe the major conversion rates in the reactor and the effect of 

turbulence on reactions was resolved by the PaSR model [99]. 

The discrete particle phase consisted of sand and biomass particles were modeled in a 

Lagrangian manner. Sand played only the role of heat carrier in the biomass gasification 
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without taking part in any reactions, whereas biomass underwent successive physical 

and chemical processes. The motion of both types of particles was calculated in a 

similar manner as the non-reacting simulation in Paper IV. Pyrolysis and char 

conversion were modeled based on Equation 4-2 and Equation 4-3. Due to the absence 

of oxygen, char oxidation reaction was not considered in this study. 

The reactive CFD-DEM simulation is computational expensive, therefore the present 

study was configured according to the experimental study of Song et al. [146] in which 

a relatively small size of FBR was used. A semi-three-dimensional domain (0.23 m × 

1.5 m × 0.0015 m) as shown in Figure 4-4 was discretized by 1725 hexahedral meshes. 

Initially, the reactor was filled completely with N2 and a packed sand bed which was 

composed of 40,000 spherical sand particles with a diameter of 1.5mm.The initial 

temperature of the sand and the gas in the domain was set equal to the operating reactor 

temperature. At the bottom inlet, mass flow rates for gas and biomass were specified, 

respectively. At the walls, no-slip conditions were applied for the gas phase and the wall 

temperature was specified according to the operating reactor temperature. At the top 

outlet, the atmospheric pressure boundary condition was adopted and particles were 

allowed to exit the computational domain during the simulation, modeling a fine solids 

entrainment phenomenon. In the simulations, biomass was fed through the bottom 

orifice, together with a mixture of steam and nitrogen which was used as the gasifying 

agent as well as the fluidizing gas. The initial diameter of biomass particle was 1.5 mm 

which was taken from the experiment. Note that in order to study the effect of injection 

position on biomass gasification, biomass particles were injected at various positions. 

More detailed information related to the mathematical equations can be found in the 

attached Paper V. 
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Chapter 5  

Summary of Selected Papers  

5.1 Paper I Experimental and modeling study of the effect of 

torrefaction on the rapid devolatilization of biomass 

In this paper, a combined experimental and a CFD approach has been conducted to 

study the rapid devolatilization of biomass and to access the effect of torrefaction. The 

rapid devolatilization of raw and torrefied biomass has been carried out in a DTR under 

high heating rate conditions. Characterization of the parent fuel and solid residues 

collected after DTR experiments has been performed to evaluate the extent of fuel 

conversion and morphological variations in different operation conditions.  The SEM 

and size analysis revealed significant morphological changes (fragmentation and 

melting) and size reduction of char residues. Torrefaction affects the morphology and 

size distribution of char particles produced in the devolatilization process. Despite 

generally smaller fuel particles of torrefied biomass after grinding and sieving 

operations, substantially larger char particles are produced at 1473 K from torrefied 

biomass than non-torrefied biomass. The release of violates is slower for torrefied 

biomass than non-torrefied biomass. Furthermore, torrefied biomass has a higher char 

yield. Mass loss caused by volatiles release is accompanied by compositional changes 

of char, specifically the enrichment of carbon and the loss of oxygen and, especially, 

hydrogen. The evolution of composition from fuel particle to char is found to be 

insensitive to variations in the test conditions. 
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The CFD simulation of devolatilization shows a large dependence of particle 

temperature on particle diameter. Torrefied biomass particles have a higher initial 

temperature than that of non-torrefied biomass because of the shorter drying period. 

Using a procedure to best match predicted mass loss to measured mass loss during 

devolatilization, optimal kinetic parameters are obtained for use in a modified two-

competing rate devolatilization model. The mass loss of fuel as well as its compositional 

transformation in char is well simulated with this approach.  

The results of this study have several implications for investigating thermochemical 

conversion of biomass: (1) torrefied biomass has a longer overall conversion process 

than the corresponding raw fuel (thus a reactor with a large dimension (or lower gas 

flow rate) may be required to ensure complete conversion of torrefied biomass), (2) char 

produced from rapid devolatilization contains non-negligible amounts of oxygen and 

hydrogen. With a slight modification, the two-competing devolatilization model can 

adequately predict the char yield and composition of char throughout devolatilization of 

biomass, (3) biomass fuel often contains a variety of shapes and sizes of particles, and 

(4) extensive fragmentation of biomass occurs during rapid devolatilization. The 

simplified CFD model presented in this study can only capture some basic phenomena 

of the devolatilization process. More advanced CFD model, including treatment of non-

spherical particles, shrinkage of particles, and fragmentation is required to reveal the 

complex structural changes of biomass particles during devolatilization. 

5.2 Paper II Effect of torrefaction on physical properties and 

conversion behavior of high heating rate char of forest residue 

In this paper, the effect of torrefaction on physical properties and conversion behavior 

of biomass char has been investigated. Char from FR and TFR was produced at high 

temperatures and high heating rates using a DTR under dilute fuel loading conditions. 

Torrefaction i found to strongly influence the morphology of the processed particles. 

Analysis of the particle size distributions after applying the same grinding and sieving 

procedure shows that TFR particles are smaller than FR particles, indicating that the 

grindability is improved in the torrefaction process. However, comparison of particle 

sizes after devolatilization reveals that the volume-mean size of TFR char particles is 
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significantly larger than that of FR char. It is partially attributed to more intensive 

fragmentation of the FR particles during the devolatilization process. A tracer method 

has been used to assess the conversion of carbon, oxygen and hydrogen in FR char and 

TFR char after oxidation and gasification reactions in the DTR. Calcium, manganese, 

barium, and magnesium are found to be suitable tracers for both types of char. The 

widely used tracer, total ash content, is found to be very suitable for estimating 

conversion of FR char, but only roughly suitable for assessing conversion of TFR char. 

The results show that the fractional release rate of hydrogen in both types of char is 

much faster than that of the other organic elements. In contrast to previous studies of 

coal char conversion, the fractional release rate of oxygen is slower than that of the total 

mass for both types of biomass char in this study. In addition, TFR char shows a lower 

reactivity than FR char. Compared to FR char, TFR char has a larger particle size, more 

aromatic carbon structure, lower O/C ratio, and less catalytic alkali metal contents, 

which may explain its lower reactivity. However, based on current experimental data, it 

is difficult to separate the effect of these different factors. Additional experiments 

should be performed in the future to clarify the impact of these factors on the observed 

char reactivity. 

5.3 Paper III Eulerian–Lagrangian simulation of biomass gasification 

behavior in a high-temperature entrained-flow reactor 

In this paper, an Eulerian–Lagrangian CFD model based on OpenFOAM has been 

constructed, validated, and applied to a laboratory-scale biomass entrained-flow reactor 

operating at high temperatures (1000−1400 °C). Effects of five operating parameters 

(reactor temperature, steam/carbon molar ratio, excess air ratio, biomass type, and 

particle size) on the species production, particle residence time and carbon conversion 

are particularly addressed. Results show that the reactor temperature has a positive 

effect on the quality of the product gas and rising temperatures lead to a substantial 

increase in the H2 and CO productions; increasing the steam/carbon ratio increases the 

H2 production but decreases the CO production; increasing the excess air ratio decreases 

both the H2 and CO productions; the biomass type appears to have influence on the 

gasification behavior to some extent, because it results in variations in species 
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production and carbon conversion. However, the variations are not so significant 

because of similar biomass nature; hence, one type can be replaced by another without 

any major consequences in the gasification performance. Both the CO and H2 

productions and carbon conversion decrease with an increase in particle size for all of 

the biomasses. Moreover, the predicted results follow the same trends as the wide range 

of experimental data for both pyrolysis and gasification experiments obtained from the 

literature [143]. Quantitative comparisons are also made and the agreement is good. 

Therefore, the established numerical models and chemical kinetics are suitable for 

simulating wood gasification in high temperature entrained-flow reactor. 

5.4 Paper IV Influence of drag force correlations on periodic 

fluidization behavior in Eulerian–Lagrangian simulation of a 

bubbling fluidized bed. 

In this paper, Numerical simulations of a bubbling gas-solid fluidized bed reactor have 

been performed in a pseudo-3D domain using the Eulerian–Lagrangian approach to 

investigate the effects of three widely used drag correlations on the hydrodynamic 

behaviors. A soft-sphere model is adopted to resolve the inter-particle and particle-wall 

collision dynamics. The results have been analyzed in terms of particle flow pattern, bed 

expansion height, bed pressure drop, and fluctuation frequency. Qualitatively, formation 

of bubbles and slugs and the process of particle mixing are observed to occur for all the 

drag models, although the Gidaspow model [79] is found to be most energetic and the 

Di Felice  [83] and EHKL [86] models yield minor difference. Quantitatively, the mean 

pressure drops predicted by the three models agree quite well with each other and the 

amplitudes of the fluctuations measured by the standard deviation are also comparable. 

However, a significant difference in the frequency of pressure fluctuations is found in 

that the Gidaspow model [79] predicts the lowest fluctuation frequency whereas the Di 

Felice  [83] gets the highest one. Considering that there are more than 10 drag 

correlations available in the literature [88,89], care must be taken to make a suitable 

choice for one's particular application. 

The effects of restitution coefficient, friction coefficient, and spring stiffness on the 

fluidization behavior are also investigated in this study. It is found that no bubbling and 
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slugging occur at all for the ideal-collision case and that both mean bed pressure drop 

and fluctuation frequency slightly decrease as the spring stiffness increases for all the 

three drag models. Finally, the discontinuity in the Gidaspow model [79] is removed by 

a linear interpolation scheme and no significant differences are observed in the mean 

bed pressure drop and fluctuation frequency between the original Gidaspow model [79] 

and the linear continuous model. However, fluidized beds are a huge and very 

complicated multi- phase-flow system, and is affected by many related issues such as 

container geometry, operational conditions, particle size distribution and material 

properties. Further modeling efforts are required to study the influence of all these 

parameters. Moreover, new experimental studies should be carried out using recent 

advancements in instrumentation engineering in order to compare with our modeling 

results. 

5.5 Paper V CFD–DEM simulation of biomass gasification with steam 

in a fluidized bed reactor 

In this paper, a comprehensive CFD–DEM numerical model has been developed to 

simulate the steam gasification of biomass in a fluidized bed reactor. Effects of different 

operating conditions, such as reactor temperature, steam/biomass mass ratio, and 

biomass injection position, on the gasification performance are analyzed. Simulation 

results are analyzed both qualitatively and quantitatively in terms of particle flow 

pattern, particle mixing and entrainment, bed pressure drop, product gas composition, 

and carbon conversion. Results show that higher temperatures are favorable for the 

products in endothermic reactions (e.g. H2 and CO). With the increase of steam/biomass 

mass ratio, H2 and CO2 concentrations increase while CO concentration decreases. The 

carbon conversion decreases as the height of injection point increases owing to both an 

increase of solid entrainment and a decrease of particle residence time and particle 

temperature. Meanwhile, the integrated model has also been validated by comparing the 

calculated results with the experimental data. This indicates that the proposed CFD–

DEM model can provide not only the macro structures at fluidized bed scale (bubble or 

slug) but also detailed microscopic information at the particle level which is impossible 

to obtain by an Eulerian–Eulerian approach. So the proposed model can be a powerful 
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tool to gain an insight into the complex dense gas-particle flow behaviors and chemical 

reaction characteristics simultaneously in the process of biomass gasification in a 

fluidized bed reactor. 
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Chapter 6  

Recommendations for Further Work 

For further experimental studies the following are suggested: 

 Following the transformation and conversion of organic elements, the 

vaporization and distribution of ash forming elements during torrefaction and 

gasification should be revealed. 

 Further studies of char using the Nuclear Magnetic Resonance and the Fourier 

Transform Infrared Spectroscopy may aid in understanding transformation of 

carbon structure and functional groups during gasification process. 

 Volatile gas released during rapid devolatilization should also be collected and 

characterized. The results could be applied to verify conversion ratios calculated 

by the metal tracer technique. Furthermore, the accurate measurement of the 

distribution of volatile gas is crucial for developing a comprehensive 

devolatilization model.  

For further numerical studies the following are suggested: 

 In order to better predict the trajectories of non-spherical biomass particles, the 

effect of particle shape on momentum exchange between solid and fluid should 

be carefully examined. A modified drag coefficient or model for the non-

spherical particles, especially for the widely existed needle-like particles in our 

grinded biomass samples, should be developed. 
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 Clear fragmentation of biomass caused by volatiles release has been observed. 

Therefore, more dedicated fragmentation models are required to reflect 

structural changes of biomass particle during devolatilization process. In 

addition, the observed fragment size differences between non-torrefied biomass 

and torrefied biomass should be addressed. 

 Advanced char conversion models taking into account consumption of oxygen 

remaining in char should be developed since the oxygen-rich nature of char is 

produced after rapid devolatilization. 

 Inorganic alkali metals play an important role on char gasification and their 

catalytic effects should be implemented. 

 The CFD model developed from the lab scale reactors should be further tested 

and verified with large scale reactors and used to study scale-up issues. 

 Models account for soot formation and oxidation should be developed and 

implemented into the CFD simulation. 
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Effect of Torrefaction on Physical Properties and Conversion
Behavior of High Heating Rate Char of Forest Residue
Tian Li,*,† Manfred Geier,‡ Liang Wang,§ Xiaoke Ku,† Berta Matas Güell,§ Terese Løvas̊,†

and Christopher R. Shaddix‡

†Department of Energy and Process Engineering, Norwegian University of Science and Technology, Kolbjørn Hejes vei 1b, 7491
Trondheim, Norway
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§SINTEF Energy Research, P.O. Box 4761, Sluppen, 7465 Trondheim, Norway

ABSTRACT: In the work reported here, both forest residue (FR) and torrefied forest residue (TFR) were devolatilized in a
drop tube reactor at 1473 K at a heating rate greater than 104 K/s. The physical properties of parent fuel particles and their
corresponding char particles were examined by using a scanning electron microscope and a granulometer. After the same milling
and sieving process, the TFR particles had a smaller size and smaller aspect ratio than the FR particles. The char particles
consisted of two types of particles with different sizes and morphologies: a small particle mode (presumably char fragments) and
a large particle mode. The volume fraction of char fragments in the TFR char was considerably less than for the FR char. Both
types of char were converted in a drop tube reactor under oxidation and gasification conditions at 1473 and 1573 K, respectively.
The total organic mass loss and release of individual organic elements during char conversion were determined using a tracer
method. Calcium, manganese, barium, and magnesium were found to be suitable for use as tracers. The fractional carbon
conversion rate of TFR char was found to be slower than that of FR char under both oxidation and gasification conditions. The
fractional release rate of hydrogen was much higher than that of total organic mass loss, while the corresponding oxygen release
was lower for both types of char and for different reactive environments.

1. INTRODUCTION

Biomass is an abundant carbon-neutral renewable resource,
whose enhanced use would reduce both CO2 emissions and
society’s dependence on fossil fuels. Among the various types of
biomass, lignocellulosic biomass has attracted significant
interest for bioenergy purposes in recent years due to its
wide availability and minimal impact on traditional agricultural
production. Moreover, lignocellulosic biomass is often derived
from forest and agricultural sectors as wastes or byproducts at
low cost. There have been several recent reviews of production
of biofuel from lignocellulosic biomass.1−3

Forest residue (FR) is one of the most relevant sources of
lignocellulosic biomass for producing heat, power, and biofuels.
In Northern Europe, there are significant quantities of FR
available. For example, the potential annual harvest of FR is
around 2.7 million m3 per year in Norway.4 The Norwegian
government has a goal of increasing the use of bioenergy from
14 TWh by 2008 to 28 TWh by 2020, and particular attention
has been given to FR to meet this target.5 However, further
utilization of FR is often limited because of its inherent fuel
properties such as low energy density, heterogeneous size and
shape, and high moisture content. Torrefaction is a potentially
promising approach to upgrade FR into high quality fuel for
efficient thermochemical conversion.6 During the torrefaction
process, biomass is exposed to an inert atmosphere in the
temperature range of 473−573 K. Torrefaction can significantly
improve the energy density, water resistance, and grindability of
biomass. Compared to raw material, torrefied biomass is
superior in terms of storage, transportation, and energy
production.7 Furthermore, the energy loss associated with

torrefaction can be partly recuperated by integrating
torrefaction with thermal process technologies such as
gasification.8 However, a better understanding of the behavior
of torrefied biomass during its thermochemical conversion is
needed.
Thermochemical conversion of biomass, such as through

combustion or gasification, is a complex process. Primarily, it
consists of two partially overlapping steps: (1) pyrolysis of
biomass to produce volatiles and solid char, and (2) conversion
of the volatiles and solid char. Because heterogeneous reactions
are inherently slow compared to devolatilization of raw fuel
particles, char conversion is usually considered to be the rate-
limiting step of the whole conversion process.9 Depending on
the temperature and the characteristic gas atmosphere, either
char oxidation reactions with oxygen or gasification reactions
with carbon dioxide and steam may be important. In fact, even
in combustion environments, in which oxidation reactions have
been widely assumed to be dominant, recent measurements
and analysis have revealed that gasification reactions can play an
important role.10,11 As a result, knowledge of both gasification
and oxidation behavior of char is crucial for a better
understanding of the efficient thermochemical conversion of
biomass.
A comprehensive review of the conversion behavior and

reactivity of lignocellulosic biomass char has been given by Di
Blasi.12 The influence of several factors, such as heating rate,
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temperature, and external pressure, on char reactivity was
thoroughly reviewed and discussed. The thermal histories
experienced by fuel particles during pyrolysis have a strong
effect on char reactivity. As fuel particles are heated to a high
temperature at a high heating rate, volatiles are rapidly released
in concert with the destruction of the original cell wall
structure. Therefore, high temperature and high heating rate
promote formation of char particles with a macroporous
structure that facilitates reactant penetration and therefore char
reactivity.13−17 However, because of thermal annealing, the
concentration of active sites on the char decreases with
prolonged retention time at high temperature, decreasing char
reactivity.13,18 At low heating rates, the natural microporosity of
the fuel particles is better preserved.19 However, it is believed
that microporosity contributes less to char reactivity at high
temperatures than a macroporous structure created at high
heating rate.14 In general, char reactivity is reduced for
devolatilization at elevated external pressure. High external
pressure impedes volatile release and causes deposition of
secondary char fragments and reduction of active sites.15,16

Moreover, the negative effect of external pressure on char
reactivity may be partly attributed to the formation of graphitic
structure in chars produced at high external pressures.15,20

Recently, increased efforts have been given to investigate the
characteristics and reactivity of biomass char produced at high
temperature and high heating rate conditions that are relevant
to industrial reactors. Drop tube reactors (DTRs) or entrained
flow reactors (EFRs) are often used for achieving such intense
conditions for thermal conversion of biomass. The reactivity of
high heating rate biomass char under different combustion and/
or gasification conditions has been previously studied and
reported.15,16,21−29 However, publications regarding the effects
of torrefaction on the conversion behavior of high heating rate
char are scarce. As reported by Jones et al.28 and Fisher et al.29

devolatilization of raw willow and torrefied willow was carried
out in a pyroprobe at 1273 K with a heating rate around 1000
K/s and in a DTR at 1173 K with a heating rate over 500 K/s,
respectively. The reactivity of the resultant char samples was
further investigated using a thermogravimetric analyzer (TGA).
It was found that char produced from torrefied willow has a
lower reactivity than char produced from raw willow. In
addition, torrefaction was reported to have a significant impact

on the reactivity of char samples produced at a high heating
rate.29 However, to the best of the authors’ knowledge, the
effect of torrefaction on the reactivity of forest residue char
produced at high heating rate conditions has not been
previously studied.
The fuel conversion rate is one of the key aspects that needs

to be determined for prospective fuels. Ash tracer techniques
have been developed and applied to quantify the conversion of
coal and coal char in DTRs for several decades.30−33 However,
the ash tracer method has been rarely applied for assessing the
conversion of biomass fuel at high temperature23−25,34 due to
the small contents of suitable refractory tracer elements.
Consequently, the applicability of the ash tracer method for
studying the thermal conversion of biomass requires further
evaluation.
The main objective of this work was to investigate the effect

of torrefaction on the characteristics and conversion behavior of
FR char produced from a DTR at a high heating rate. The
morphology and composition, including the microstructure,
diameter distribution, and organic contents of the char and
solid residues collected from reactivity experiments were
examined. The char conversion behavior was also evaluated
using the DTR instead of a traditional TGA, because
conversion of solid fuel particles in a TGA under high reaction
rates are influenced by heat and mass transfer associated with
the sample crucible (or pan) and multiparticle interactions.35,36

An elemental tracer technique was carefully assessed and used
to determine organic element release and total char conversion.

2. EXPERIMENTAL SECTION
2.1. Materials and Torrefaction. The fuel studied was FR

collected in the Hobøl forest in Southern Norway, which mainly
consists of tops and branches (including needles) of Norway spruce. It
was ground and compressed to 6 mm pellets without additional
binders. Torrefied forest residue (TFR) was produced in a torrefaction
reactor consisting of four electrically heated horizontal screw
conveyors and one water-cooled horizontal screw conveyor positioned
on top of one another. The pellets fed from the top of the reactor were
initially heated at 498 K for 5 min, torrefied at 548 K for 30 min, and
then cooled to room temperature before being discharged from the
reactor. The reactor was purged with N2 to ensure inert conditions
during operation. The details of the torrefaction process have been
presented elsewhere.37 Both FR and TFR pellets were ground using a

Table 1. Chemical Properties of Parent Fuel Particles and Corresponding Char

parent biomass char

FR TFR FR TFR

ultimate analysis (dry ash free, wt %) C 52.1 59.5 69.8 78.1
H 6.1 5.6 2.7 2.2
N 0.5 0.6 0.5 0.7
Oa 41.3 34.3 27.0 19.0

ash (dry basis, wt %) 2.0 2.9 14.7 10.8
major ash elements in corresponding parent biomass and char (dry basis, wt %) Si 0.4817 1.0200 1.7709 1.0744

Ca 0.4972 0.7498 3.7288 2.4194
K 0.2296 0.3302 1.7886 1.1242
Fe 0.0140 0.0383 0.1139 0.1526
Mn 0.0659 0.0882 0.4735 0.2964
Na 0.0087 0.0473 0.1383 0.0828
Mg 0.0528 0.0707 0.3676 0.2256
Al 0.0480 0.0756 0.1699 0.1340
Zn 0.0084 0.0111 0.0272 0.0122
Ba 0.0065 0.0106 0.0484 0.0275

aOxygen content was calculated by difference.
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Thomas Model 4 Wiley Mill and then sieved to the size range of 212−
300 μm. The ultimate analysis, ash contents, and major ash elements
of both types of sieved fuel particles, and their corresponding char are
listed in Table 1.
2.2. Drop Tube Reactor. Both char production and char reactivity

experiments were carried out in an electrically heated DTR (Figure 1),

located at the Combustion Research Facility of Sandia National
Laboratories, Livermore, California. The DTR features a 1.5 m long
vertical reactor section (with a diameter of 5.08 cm) and a 1.0 m long
horizontal gas preheater section. Its operation range spans temper-
atures up to 1650 K and pressures up to 20 atm. Particle and gas
samples for further analysis can be collected at different positions
along the (vertical) reactor section. The particulate fuel samples are
continuously fed into the reactor by a custom-made particle feeder on
top of the DTR. The feeding rate is determined by the rate of
displacement of the fuel-containing test tube and is therefore a
volumetric rate (differences in bulk density thus result in different
mass feeding rates). Fuel particles similar in size will thus enter the
reactor in roughly the same number per unit time, if the rate of
displacement is the same.
2.3. Char Production Procedure. Char particles were prepared

from both FR and TFR. The sieved fuel particles were supplied by the
feeding system at an approximate mass flow rate of 50 g/h. A 4
standard liter per minute (SLPM) room temperature N2 carrier gas

transported fuel particles into the DTR through a water-cooled tube. A
mass flow controller metered 182 SLPM of N2 into the horizontal gas
preheat section, where it was heated to the desired reaction
temperature. After the heated N2 stream entered the reactor tube, it
first passed a honeycomb straightener and then mixed with the cold
particle-laden carrier flow. The average velocity of gas in the vertical
test section was 6.2 m/s. The particles passed through the reactor,
which was set at 1473 K, and were extracted by a water-cooled
sampling tube positioned near the bottom of the reactor. At the tip of
the sampling tube, 40 SLPM of cool N2 quench flow was introduced.
The distance between the tip of the feeding tube (where mixing of hot
N2 gas and fuel particles occurred) and the quench gas inlet in the
sampling tube was set to 101 cm for all char production experiments.
The resulting char particles were collected using a cyclone separator at
the end of the sampling tube. Because of the low char yield from one
single experiment, char was produced from multiple experiments but
with good reproducibility. The char yields of FR and TFR were
approximately 14% and 33%, respectively, according to metal tracer
analysis (to be described in detail in section 2.6).

A CFD model was developed with Ansys Fluent 14.0 to estimate
particle residence time and particle heating rate. The computational
domain contains the fuel feeding tube, sampling tube, and both
horizontal and vertical sections of the DTR. Boundary conditions, such
as gas flow rates and gas composition, were configured according to
corresponding experimental conditions. Radiation was treated using
the discrete ordinates model. The heat transfer characteristics of the
model were validated previously collected data on gas temperature
profiles in the DTR as a function of flow rates. Fuel and char particles
were simulated using a Lagrangian approach. A large numbers of
particles, varying from 60 000 to 80 000, were tracked at each
experimental condition. The particle residence time was calculated by
averaging the residence times of all particles at a given reactor position
and condition. However, because of the wide size distributions of the
fuel particles and the reduction in particle size after devolatilization, it
is difficult to precisely quantify the particle heating rate during the char
production process. The maximum particle heating rate was calculated
to always be greater than 104 K/s, with smaller particles experiencing a
heating rate of approximately 105 K/s. The particle residence time
during the char production step was approximate 0.2 s.

2.4. Char Gasification and Oxidization Experiments. Con-
version of char under gasification and oxidation conditions was also
carried out in the DTR system. In the gasification experiments 50
SLPM of pure CO2 was injected into the gas preheater. A slightly
higher reactor temperature (1573 K) was used, on account of the
expected low reaction rate of CO2 with the char. The DTR was purged
with pure CO2 for at least 5 min prior to each experiment. The char
oxidation experiments were carried out with a similar procedure, but
with the reactor operating at 1473 K. However, considering the high
oxidation rate of the biomass char at such a temperature, a mixture of
2.0% O2 in N2 was chosen (180 SLPM N2 and 3.6 SLPM O2) to avoid
complete char burnout and facilitate the assessment of reactivity
differences of the two fuel types. Residual char samples were collected
at three different heights in the DTR for further characterization and
reactivity study. The corresponding residence times were calculated by
CFD simulation as 0.16, 0.26, and 0.36 s for the gasification
experiments, and 0.08, 0.14, and 0.19 s for the oxidization experiments.
Char burnout was estimated from the tracer technique detailed in
section 2.6. The feeding rate of FR char and TFR char was
approximately 40 g/h using a 4 SLPM N2 carrier flow.

2.5. Characterization Method. The microscopic structures of
parent fuel particles, char particles, and residues collected from the
char gasification and oxidization experiments were characterized using
a scanning electron microscope (SEM, HITACHI S-3400). Elemen-
tary analysis was carried out using an element analyzer (EA-1008
CHNS-O). According to ASTM standard, the oxygen content was
calculated by difference after determining the content of C, H, N, and
S. Average values of the elemental composition of each sample were
calculated from at least three duplicate analyses. The ash contents of
parent fuel particles and corresponding char samples were determined
using a TGA (TA Instrument SDT Q600). Approximately 10 mg of

Figure 1. Schematic of the drop tube reactor at Sandia National
Laboratories.
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sample was oxidized in air at 823 K until the weight of the residues was
stable. A similar method has been applied in another study.23 For each
sample, at least three duplications of ash content determination were
performed to get more reproducible results. The content of ash
forming elements in the samples was analyzed by inductively coupled
plasma mass spectrometry (ICP-MS) and inductively coupled plasma
optical emission spectrometry (ICP-OES). The diameter distributions
of the parent fuel particles and char particles were measured using a
laser diffraction analysis (Beckman Coulter LS230).
2.6. Ash Tracer Technique. The extent of fuel conversion can be

calculated from the changes in the content of nonvolatile tracer
elements and organic elements from the original fuel to the partly
reacted sample. Specifically, the conversion ratio of carbon, Xcarbon, is
defined as

= −X
Tr
Tr

Q

Q
1i

0 carbon

carbon,0 (1)

where Qcarbon,0 and Qcarbon represent the mass fraction of carbon in the
char before and after char conversion, respectively. Tr0 and Tr are the
contents of the selected tracer element in the char before and after
char conversion. For a reliable tracer element, it should not volatilize
over the investigated experimental conditions and should also be
present at such a quantity in the raw fuel that it can be readily
measured with small uncertainty. In a number of studies, the total ash
content has been used as a tracer for assessing fuel conver-
sion.23−25,38−41 However, decomposition and vaporization of some
inorganic mineral compounds30,42 may yield biased estimates of ash
content and consequently of fuel conversion. On the basis of
thermodynamic equilibrium calculations, titanium, silicon, calcium,
manganese, barium, and magnesium, all present in wood, are stable at
temperatures as high as 1573 K.43 In addition, experimental studies
have shown that calcium, manganese, and magnesium only slightly
volatilize up to 1673 K.44,45 Because of their relatively refractory
nature, titanium,32,46−49 silicon,32,34,48 aluminum,32,48,49 calcium,49

magnesium,49 and iron49 have been previously used as tracers to
evaluate weight loss of fuel at high temperature. In the present work,
we have chosen calcium, manganese, barium, and magnesium as fuel
tracers. Titanium was not selected because of the low concentration in
tested fuel samples. Silicon was also not considered, to avoid potential
interferences from entrained particles from the reactor’s thermal
insulation.

3. RESULTS AND DISCUSSION
3.1. Effect of Torrefaction on Morphology of Parent

Fuel and Char Particles. SEM images of the parent fuel
particles and corresponding char particles are shown in Figure
2. The parent FR is a mixture of fibrous particles with irregular
shapes and different aspect ratios. The fracture properties of
wood particles (during milling) are strongly related to their
cellular structure.50 Wood strength is anisotropic (stronger in
the direction of wood fibers than across the fibers). Therefore,
the long needlelike particles in the direction of the fiber axis in
Figure 2a are most likely the wood from tree branches.
Compared to wood, the strength properties of bark are much
more isotropic, and hence the particles with rather block-like
shapes could be the ground bark. During sieving of the milled
fuel samples, the sieve was easily blocked by parent FR
particles, due to the presence of particles with large aspect
ratios. As shown in Figure 2d, in comparison to FR particles,
the TFR contains more isolated particles and fewer long
needlelike fiber particles were observed. In addition, the TFR
particles have small aspect ratios and a relatively homogeneous
particle size. Also, there is a noticeable reduction in the quantity
of isolated fiber branching on the TFR particle surfaces
compared to the FR particle surfaces. The mechanical strength
and elasticity of wood decrease as a result of torrefaction

treatment.51 As a consequence of shape differences of particles,
significantly more TFR particles were collected with sizes less
than 212 μm after the milling and sieving processes than for
FR.
Regardless of whether the FR was torrefied, the resulting

char particles are smaller than their corresponding parent
particles. Some of this size reduction would be expected due to
conversion of a large fraction of the fuel mass during
devolatilization. However, the presence of a large number of
much smaller particles in the produced FR and TFR char
residues might be partially related to intensive fragmentation of
fuel particles occurred during the severe devolatilization
process. In addition, collection of the char particles in the
cyclone may have resulted in some char fragmentation. It can
be seen from Figure 2e that two characteristic types of TFR
char particles are present: one with a large spherical shape
(Figure 2f) and another with much smaller irregular shapes,
suggestive of char fragments. The FR char particles shown in
Figure 2b also appear to exhibit two major size groups, but the
larger particles (Figure 2c) seem somewhat smaller than the
larger TFR particles and more irregular than the TFR char. A
similar finding was also reported by Fisher et al.,29 who
observed a deformed fibrous structure and a spherical
cenospheric open shell structure for raw willow char and
torrefied willow char, respectively. The authors concluded that
the char morphology differences resulted mainly from initial
particle size differences. In our study, both fuels were sieved
into narrow size fractions before converting them to char.
Although the TFR particles are slightly smaller than the FR
particles (see also section 3.2), such a size effect is a minor
concern. More likely, the FR fuel devolatilized more explosively

Figure 2. SEM images of parent fuel particles (a: FR parent, d: TFR
parent) and corresponding char produced at high heating rate (b and
c: FR char, e and f: TFR char). Images of TFR (d, e, and f) were
originally taken at magnification of 44, 152, and 550, respectively.
They were resized to the same magnification for corresponding images
of FR.
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than the TFR fuel, due to the higher content of volatiles in FR
particles.
Both FR and TFR char particles have a pronounced porous

structure with openings and fissures as shown in Figure 2c,f.
The multivacuolated structures are mainly caused by rapid
release of volatiles, which increases the microscopic surface
area. The visual appearance of both chars in the present work is
consistent with findings of char produced in DTRs as reported
previously.15,16,22,29,52 One should note that relatively high
heating rate char can also be produced through rapid pyrolysis
using a wire mesh reactor15,53,54 and a high frequency furnace.55

However, char particles from such processes are normally less
porous with smoother surfaces. This aspect arises primarily
because the char particles need to be cooled down before
collection and therefore experience high temperatures for a
longer duration than chars produced using a DTF with rapid
particle quench during collection.15,55 During the cooling
process, polymerization and resolidification of tarry vapors
produced during rapid pyrolysis may occur, which condense on
char particle surfaces and cause reduction of particle porosity
and surface areas.56

3.2. Effect of Torrefaction on Size Distribution. Figure
3 shows the particle size distribution of parent fuel and

corresponding char samples. It can be clearly seen that upon
torrefaction, the volume frequency peak of the parent fuel shifts
to a smaller diameter. Both types of fuel particles were
produced following the same grinding and sieving procedure.
Hence, the size reduction of torrefied fuel can be attributed to
an improvement of the grindability, as also found by Repellin et
al.57 The particles of both types of char are much smaller than
the particles of the respective parent material as a consequence
of particle shrinkage and fragmentation (consistent with the
SEM results discussed earlier). The size distributions of both
raw and torrefied fuels appear to be composed of two distinct
unimodal distribution functions. The one with a peak around
105 μm is presumably associated with whole, unfragmented
particles. The other one with a broad peak around 30 μm might
represent fines formed due to intensive fragmentation of raw
feedstock particles. The noticeable difference in the shape of
the size distributions for the char stems from the relative
distribution of “shrunk” intact particles and fragmented
particles. While the char from the torrefied material retains a
predominant fraction of unfragmented particles, most of the
mass of the char from the raw material is found in small particle
fragments.
3.3. Effect of Torrefaction on Char Conversion

Behavior. 3.3.1. Comparison of Different Tracers. Char

conversion, represented by the carbon conversion ratio Xcarbon,
is shown in Figure 4. It was determined by analyzing the
changes in the contents of four nonvolatile ash-forming
elements (calcium, manganese, barium, and magnesium) and
total ash in the char samples before and after conversion at
different conditions. The Xcarbon calculated from these four
tracer elements lies consistently within 2 percentage points of
the average conversion ratios for these four tracers for both FR
and TFR. The Xcarbon calculated by the total ash content agree
well with the Xcarbon calculated by other tracer elements for FR
char, while significant differences exist for TFR char. For
consistency for both types of char, the conversion ratios in later
discussion were obtained by averaging the values calculated by
those four tracer elements. It should be noted, however, that if
one were to use the total ash content as a tracer, even for the
TFR char, the deduced trends with burnout would likely not be
greatly different.

3.3.2. Effect of Torrefaction on the Conversion of
Elements of Char Gasification and Oxidation. As shown in
Figure 4, the carbon conversion rates that can be deduced from
the measured char loss as a function of residence time do not
extrapolate linearly back to zero conversion at t = 0. Rather the
rate appears to be significantly faster over the first 30−40% of
char conversion than at later times. This behavior might be
explained by the reduction of reaction surface at the late stage
of conversion of char particles, as predicted by some
models,24,58,59 or it might reflect the effects of thermal
annealing of the char. In agreement with previous results,28,29,60

the carbon conversion rate of the torrefied fuel char is
noticeably slower than that of the raw fuel char under both
gasification and oxidation conditions. This difference in char
reactivity might be explained by differences in the char particle
size distribution. As shown in Figure 3, FR char particles are
significantly smaller than the TFR char particles and therefore
have a greater ratio of external surface to volume. In addition,
the transformation of carbon structure of lignocellulosic
biomass during torrefaction may also ultimately affect char
reactivity. A previous study has suggested that the amount of
both aromatic carbons and the aromatic ring clusters increases
in torrefied biomass.61 It has been reported that after
torrefaction, cellulose with randomly and highly cross-linked
precursors tends to yield char with lumping carbon clusters
(consisting of a large number of cross-linked monomers
connected by glycosidic and hydrogen bonds) in the fast
pyrolysis process.62,63 The potentially more aromatic and larger
carbon clusters would be expected to reduce the reactivity of
char produced from TFR.
It is well-known that alkali metals have a catalytic effect and

promote conversion of low rank coals and char produced from
them especially at low temperatures.64−67 A similar catalytic
effect for calcium, sodium, and potassium on the reactivity of
biomass char produced at high heating rate was also recently
reported.24,25 As shown in Table 1, FR char contains more
alkali metals than TFR char (although both chars come from
the same feedstock, the torrefied material contains more carbon
relative to the amount of minerals present). Thus, one would
expect higher intrinsic reactivity of FR char than TFR char.
The extent of carbon, hydrogen, and oxygen release for both

types of char are presented in Figure 5. The diagonal unity line
in each subplot represents the total release of organic mass.
Data points above and below the line indicate that the release
rate is, respectively, higher and lower than the total daf mass
release rate. The fractional release rate of hydrogen is seen to

Figure 3. Size distribution of parent fuel particles and char produced at
high heating rate.
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be faster than that of oxygen or carbon, for both types of char.
The fractional release rate of oxygen is slower than loss of the
organic mass. In addition, oxygen content in the char remains at
high levels even at the highest conversion stage of char, which
accounts for approximately 50% of the organic portions of the
char. Similar findings were reported for char produced from
both woody biomass by Matsumoto et al.24 and Wornat et al.34

and from low rank coals by Mitchell et al.32 The fast release of
hydrogen is expected since the C−H bond is easily broken and
labile peripheral groups such as −OH and −COOH group are
more readily released than aromatic carbon.32 The slow release
of oxygen suggests that a significant amount of the oxygen in
char is in the form of aliphatic ether structures like C−O−C
instead of alcohol (−OH) groups or carbonyls (−COOH). It is

Figure 4. Fractional carbon conversion of char calculated by use of different tracers.

Figure 5. Fractional organic element conversion vs daf mass loss for chars produced from FR and TFR (oxygen content was calculated by
difference).
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also interesting to note differences between biomass char
conversion and coal char conversion. As reported in previous
studies, the fractional release rate of both hydrogen and oxygen
is greater than the daf mass loss for intermediate rank coal char
under combustion conditions.32,48 No obvious effect of
torrefaction can be observed in Figure 5. The release of
oxygen for FR char seems to be slightly faster than for TFR
char. As mentioned before, this may be due to the differences of
distributions of oxygen moieties in char. Further study of char
structure using nuclear magnetic resonance and Fourier
transform infrared spectroscopy may aid in understanding
these behaviors.
Some studies have associated the reactivity of biomass char

with the oxygen to carbon ratio (O/C ratio) of the char.24,34

Because of dehydration and release of volatile organic products
(mostly CO and CO2)

61,63,68 during torrefaction, TFR has a
lower O/C ratio of 0.58 compared to 0.79 for FR. Following
further devolatilization in the char production processes, the
TFR char has a lower O/C ratio of 0.24 compared to that of FR
char, which is about 0.39. Surprisingly, as shown in Figure 6,

O/C ratios increase with carbon consumption regardless of the
reactive environment and type of char. In addition, as displayed
in Figure 6, the change of the O/C ratios follows the same
trend for the same type of char for both oxidation and
gasification conditions. This trend of increasing O/C with
burnout suggests that char carbon that is not bonded to oxygen
is preferentially consumed. Further support for this inter-
pretation is given by the observation that the oxidation and
gasification rates appear to be decreasing with increasing
conversion, even as the O/C ratio increases.

4. CONCLUSION
A Norwegian forest residue was used to study the effect of
torrefaction on physical properties and conversion behavior of
biomass char. Char from FR and TFR was produced at high
temperatures and high heating rates using a DTR under dilute
fuel loading conditions. Torrefaction was found to strongly
influence the morphology of the processed particles. Analysis of
the particle size distributions after applying the same grinding

and sieving procedure shows that TFR particles are smaller
than FR particles, indicating that the grindability is improved in
the torrefaction process. However, comparison of particle sizes
after devolatilization reveals that the volume-mean size of TFR
char particles is significantly larger than that of FR char. It is
partially attributed to more intensive fragmentation of the FR
particles during the devolatilization process. A tracer method
was used to assess the conversion of carbon, oxygen, and
hydrogen in FR char and TFR char after oxidation and
gasification reactions in the DTR. Calcium, manganese, barium,
and magnesium were found to be suitable tracers for both types
of char. The widely used tracer, total ash content, was found to
be very suitable for estimating conversion of FR char, but only
roughly suitable for assessing conversion of TFR char. The
results show that the fractional release rate of hydrogen in both
types of char is much faster than that of the other organic
elements. In contrast to previous studies of coal char
conversion, the fractional release rate of oxygen is slower
than that of the total mass for both types of biomass char in this
study. In addition, TFR char shows a lower reactivity than FR
char. Compared to FR char, TFR char has a larger particle size,
more aromatic carbon structure, lower O/C ratio, and less
catalytic alkali metal contents, which may explain its lower
reactivity. However, based on current experimental data, it is
difficult to separate the effect of these different factors.
Additional experiments should be performed in the future to
clarify the impact of these factors on the observed char
reactivity.
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Eulerian−Lagrangian Simulation of Biomass Gasification Behavior in
a High-Temperature Entrained-Flow Reactor
Xiaoke Ku,* Tian Li, and Terese Løvas̊

Department of Energy and Process Engineering, Norwegian University of Science and Technology (NTNU), 7491 Trondheim,
Norway

ABSTRACT: In this paper, a multiscale Eulerian−Lagrangian CFD model based on OpenFOAM has been constructed, which
takes into account heat and mass transfer, pyrolysis, homogeneous and heterogeneous reactions, radiation, as well as the
interactions between the continuous gas phase and discrete particles. The proposed model is validated and applied to a
laboratory-scale biomass entrained-flow reactor. The operating temperatures are high (1000−1400 °C) and influences of five
operating parameters (reactor temperature, steam/carbon molar ratio, excess air ratio, biomass type, and particle size) on the
gasification behavior are explored. Results show that an increase in the reactor temperature has a positive effect on both the H2
and CO productions; increasing the steam/carbon ratio increases the H2 production but decreases the CO production;
increasing the excess air ratio decreases both the H2 and CO productions; the variations in the gas product for the four biomasses
studied are not so significant, because of similar biomass nature and, hence, one type can be replaced by another without any
major consequences in the gasification performance; and both the CO and H2 productions and carbon conversion decrease with
an increase in particle size. Moreover, the predicted results follow the same trend as the experimental data available in the
literature. Quantitative comparisons are also made, and the agreement is good.

1. INTRODUCTION
Biomass is the world’s fourth largest energy resource, after coal,
oil, and natural gas. There are several methods of utilizing
biomass to generate energy among which gasification appears to
be more attractive, bceause of its nonoxidation conditions and
low pollutant emissions. Biomass gasification is a complex
thermochemical process in which biomass is converted to
synthetic gas (syngas) under substoichiometric conditions. The
syngas could be then used as a fuel in internal combustion
engines, gas turbines, or fuel cells for the production of heat,
mechanical energy, or power, or as a feedstock for the synthesis
of liquid fuels and chemicals. As far as gasification is concerned,
the gasifiers can be broadly catalogued into fixed bed,1 fluidized
bed,2−5 and entrained-flow reactors.6−8 By virtue of higher
syngas yield and low-tar product gas, entrained flow reactors have
been widely utilized for coal gasification. However, only a few
experimental investigations are published on entrained-flow
biomass gasification. For example, Hernańdez et al.6 exper-
imentally studied the effect of the addition of steam to air as
gasifying agent in biomass entrained-flow gasification and they
found that the addition of steam proved positive for the process
performance. Qin et al.8 has experimentally investigated the
gasification of two types of biomass, wood, and straw, in a
laboratory-scale atmospheric-pressure entrained-flow reactor at
low oxygen concentration, and they found that the biomass was
completely converted and the syngas contained almost no tar at
the highest applied reaction temperature of 1350 °C. Besides the
few experimental studies, reported works on computational fluid
dynamics (CFD) modeling of biomass gasification in the
entrained-flow reactor are not available, to our knowledge.
CFD models are powerful predictive tools in multiphase

reacting flow research. Generally, all the CFD models developed
can be broadly categorized into Eulerian−Eulerian and
Eulerian−Lagrangian approaches. For Eulerian−Eulerian ap-

proach, both fluid and particle phases are treated as inter-
penetrating continua. However, in addition to the difficulty of
providing closure models for interphase interaction within its
continuum framework, the Eulerian−Eulerian approach does not
recognize the discrete character of the particle phase and, thus,
has trouble in modeling flows with a distribution of particle types
and sizes. These difficulties can be naturally overcome by a
Eulerian−Lagrangian approach in which the gas is treated as
continuous and the particle is treated as a discrete phase. Each
particle is tracked in space and time by directly integrating the
equations of motion while accounting for interactions with the
continuous phase. An Eulerian−Lagrangian approach has been
widely used to simulate coal combustion or gasification in the
past decade.9−17 However, an Eulerian−Lagrangian model of
entrained-flow biomass gasification and its validation is not
available to our knowledge. In addition, experimental data
available for an actual entrained-flow biomass reactor are very
limited, because of the challenge related to the required high
grindability of the fuel and problems with slagging. Yet, recently,
Qin et al.7 performed such experiments in a high-temperature
(1000−1400 °C) laboratory-scale entrained-flow reactor in
which biomass particles were injected along with air jets from a
central nozzle and steam was injected from the surrounding
secondary nozzle hole. They obtained syngas composition
measurements at the outlet of the reactor for different operating
conditions. Taking into account the literature background, in this
paper, we describe the construction of a multiscale Eulerian−
Lagrangian CFD model for a high-temperature biomass
entrained-flow reactor using the open source code, OpenFOAM
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(version 2.1.1).18 All processes of heat and mass transfer,
pyrolysis, homogeneous and heterogeneous reactions, radiation,
and the interactions between the continuous gas phase and
discrete particles have been implemented. Particular emphasis is
placed on the effects of five operating parameters (reactor
temperature, steam/carbon molar ratio, excess air ratio, biomass
type, and particle size) on the gas product composition, syngas
yield, particle residence time, and carbon conversion. The
predictive capacity and accuracy of the proposed model is also
demonstrated by validating the integrated model against a wide
range of experimental data of Qin et al.7

2. MATHEMATICAL MODELING
The CFD model is formulated using the Eulerian−Lagrangian
frame of reference, meaning that transport equations are solved
for the continuous gas phase and trajectories of discrete particles
are tracked through the calculated gas field. The interaction
between the continuous phase and the discrete phase is taken
into account by treating the exchange of mass, momentum, and
energy between the two phases as source terms in the governing
equations.
2.1. Discrete Particle Phase. The behavior of particles is

modeled in a Lagrangian manner. It is assumed that the fuel
particles, which consist of a mixture of volatile matter, char, and
ash, can be represented as spherical particles with a prescribed
size distribution. The particles are also subjected to turbulent
dispersion, which is modeled using a stochastic turbulent
dispersion model. The governing mass, momentum, and energy
equations for particles are as follows:14,19
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where mi, vi, ρi, di, ci, Ti, Api, and εi are, respectively, the mass,
velocity, density, diameter, specific heat, temperature, external
surface area, and emissivity of particle i, and g is the gravitational
acceleration. ρg, ug, μg, and Tg are the density, velocity, dynamic

viscosity, and temperature of gas, respectively. fD,i, CD, and Rep
are the drag per unit mass, drag coefficient, and particle Reynolds
number. The choice of drag force models has been discussed in
an earlier publication.20 hi is the interphase thermal transfer
coefficient, G is the incident radiation whose initial value is set to
zero and its transport equation is solved by a P-1 radiation model.
The P-1 model is the approximate of more general P−N model
and has generally been chosen for pulverized fuel combustion
and gasification for CFD applications.17 σ is the Stefan−
Boltzmann constant, and H is the heat of reaction to evaporate
water (latent heat) or one of the three heterogeneous char
reactions. dmvapor, dmdevol, dmC−O2

, dmC−CO2
, and dmC−H2O are the

change in mass of particle i due to loss of water vapor,
devolatilization, and char reactions, respectively. As shown in eq
6, the particle temperature is calculated taking into account the
heat transfer due to convection, radiation, and source terms,
which includes both the latent heat of vaporization of water from
the particle to the gas phase and the heat generated by the
heterogeneous char reactions.

2.2. Pyrolysis. The particle phase accounts for fuel
conversion via pyrolysis and char consumption. Since the
entrained-flow reactor operates at high temperatures, the
pyrolysis process occurs at a very fast rate. The pyrolysis
compositions released from the fuel can be expressed by the
following equilibrium equation and each product yield is solved
with the help of the elemental conservation relationships.

∑
α α α α α

α α α
→ + + + +

+ + =s s

Biomass CO H O CO H CH

char( ) ash( ) 1
i

i

1 2 2 3 2 4 2 5 4

6 7
(7)

Note that, in the present model, CH4 is the only hydrocarbon
species taken into consideration. Although C2H2, C2H4, C2H6,
and other higher hydrocarbons (tar) are produced in the
pyrolysis process, they are treated as nonstable products and this
mechanism has also been widely used by other researchers.21,22

Soot is also an increasingly important topic in the field of biomass
gasification research but the fundamental aspects of soot have
been mainly studied by experiments using laboratory-scale
reactors. Considering there is no simple soot model that can be
easily coupled to a three-dimensional (3D) CFD model, no
attempt is made to model soot here. The carbon contained in the
fuel, which is not converted to CO, CO2, and CH4 in the
pyrolysis process, will remain in the solid char, based on eq 7. The
heterogeneous reactions, which will be described in more detail
in the following subsection, are responsible for the char reactions
in the presence of oxygen (O2), carbon dioxide (CO2), and steam
(H2O). However, soot will be addressed in the further
development of the presented work.
Consistent with Abani and Ghoniem’s9 work, the devolatiliza-

tion rate is modeled using a single-step first-order Arrhenius
reaction:
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d
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where mdevol is the mass of the volatiles remaining in the particle,
A = 5.0 × 106 s−1, E = 1.2 × 108 J/kmol,23 and Tp is the particle
temperature. The devolatilization process is assumed to be
energetically neutral because the heat of devolatilization is
generally negligible, compared to the heat of reactions due to
char consumption and combustion reactions.9
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2.3. Char Conversion Chemistry.After devolatilization, the
fuel particle is left with char and ash. The ash is assumed to be
carried along with the particle, exiting the reactor without taking
part in any reactions. Char will react in the presence of oxygen,
carbon dioxide, and steam and gets converted to carbon
monoxide (CO) and hydrogen (H2). The following heteroge-
neous reactions are assumed and implemented in OpenFOAM.

+ →C 0.5O CO2 (R1)

+ →C CO 2CO2 (R2)

+ → +C H O CO H2 2 (R3)

Reaction R1 is the partial oxidation reaction of char, which is
exothermic. Reactions R2 and R3 are endothermic gasification
reactions; R2 is known as the Boudouard reaction.
The char consumption rate, which includes the effects of both

bulk diffusion and chemical reaction rates, is given as
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where mC‑i is the mass of the char remaining in the particle when
char reacts with gasifying species i (i = O2, CO2, or H2O), Ap is
the particle surface area, pi,g is the partial pressure of the gasifying
species in the gas surrounding the particle, and rdiff,i and rkin,i are
the diffusion rate and the kinetic rate, respectively. Tp and Tg are
particle and gas temperatures, respectively, dp is the particle
diameter, and Ci is the mass diffusion rate constant. Ai and Ei are
the parameters typical of the Arrhenius forms of kinetic rates. For
wood biomass considered in the present study, the constants
used for kinetic and diffusion rates are assembled in Table 1.9,24,25

2.4. Continuous Gas Phase. For continuum gas phase, the

governing mass, momentum, energy, and species equations can

be typically represented by the following equations:14,26
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Here, ρg, ug, p, and hs are the density, velocity, pressure, and
sensible enthalpy of the gas phase, respectively. Yi is the mass
fraction of the ith species in the gas mixture. Sp,m, Sp,mom, Sp,h, and
Sp,Yi are the source terms that describe interphase exchange terms

for mass, momentum, enthalpy, and species. Sh and SYi are the
source terms due to the homogeneous gas-phase reactions. Srad is
the radiation source term. The effective stress tensor (τeff) is the
sum of the viscous and turbulent stresses and calculated as
follows:

τ μ μ= − ∇· + ∇ + ∇u I u u
2
3

( ) (( ) ( ) )eff eff g eff g g
T

(17)

where μeff is the effective dynamic viscosity (μeff = μg + μt). μg is
the gas phase viscosity, and μt is the turbulent viscosity and will
be described in more detail below. Similarly, the effective
dynamic thermal diffusivity αeff and mass diffusion coefficient for
species Deff also take both the viscous and turbulent
contributions into account.

α α
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Here, αg andDg are the gas-phase thermal diffusivity and themass
diffusion coefficient for species in the mixture, respectively. As
shown by eqs 18 and 19, the turbulent thermal diffusivity and
turbulent mass diffusion coefficient are calculated using a
turbulent Prandtl number (Prt) and a turbulent Schmidt number
(Sct), respectively. In our model, we assume that Prt = 1.0 and Sct
= 1.0, which are standard values used in OpenFOAM.
There are big variations in the gas velocity within the reactor,

because of large temperature gradients and a large amount of gas
products from biomass by devolatilization and gasification.
Hence, the local Reynolds number (Re) can be very high and
turbulence should be taken into account. In order to resolve the
turbulence, the governing transport equations for k and ε are
solved and it is the most frequently employed turbulence model
in CFD studies of gasification.14
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Table 1. Heterogeneous Reaction Constants

parameter value

AO2
(s m−1) 2.51 × 10−3

EO2
(J kmol−1) 7.48 × 107

AH2O (s m−1) 2.0 × 10−3

EH2O (J kmol−1) 1.96 × 108

ACO2
(s m−1) 3.0 × 10−1

ECO2
(J kmol−1) 2.0 × 108

Ci (where i = O2, H2O, CO2) (s K
−0.75) 5.0 × 10−12
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Here, k is the turbulent kinetic energy, ε is the dissipation rate of
turbulent kinetic energy, and Gk represents the generation term
for k. The parameters Cε1, Cε2, σk, and σε are constants (Cε1 =
1.44, Cε2 = 1.92, σk = 1.0, and σε = 1.3). μt is the gas-phase
turbulent viscosity, which is computed as a function of k and ε:
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where Cμ is a constant, which is set as 0.09 as standard.
2.5. Gas-Phase Reactions. Simple global reactions are used

to describe the gas-phase chemistry and the effect of turbulence
on combustion and gasification is resolved by the partially stirred
reactor (PaSR) model.9 Chemical reaction equations and their
kinetic constants, as well as adopted references, are shown in
Table 2. Reactions R4 and R5 are the consumption of CH4
through oxidation and steam reactions. Reactions R6 and R7 are
H2 and CO consumption reactions. Reaction R8 is known as the
reversible water−gas shift reaction, and the forward reaction rate
kf and backward reaction rate kb are related by the equilibrium
constant keq = kf/kb.
2.6. Computational Methodology. Since the governing

equations for particles and the gas phase are different, different
solution schemes must be used. For discrete particles, a first-
order Euler time integration scheme is used to solve the particle
motions. Meanwhile, the drying, pyrolysis, and gasification
submodels update particle properties such as temperature,
composition, and heat capacity at each fluid time step. For
continuous gas phase, time discretization of the transporting
equations is based on an Euler scheme and spatial discretization
uses a finite-volume technique. The coupling between the
discrete particles and the gas phase is achieved by the interphase
source terms (Sp,m, Sp,mom, Sp,h, Sp,Yi), which are solved at every
fluid time step. All mathematical models and schemes described
above have been developed and implemented into an open
source C++ toolbox OpenFOAM (OpenCFD, Ltd., 2012).

3. SIMULATION SETUP
The simulations are performed on the Technical University of
Denmark (DTU) laboratory-scale entrained-flow reactor, which
operates at atmospheric pressure, with a length of 202 cm and a
diameter of 8 cm. A schematic of experimental setup is shown in
Figure 1, and a more-detailed description of the experimental

facility can be found in the literature.7 Here, the reaction tube is
constructed and meshed using OpenFOAM preprocessing
utility. A three-dimensional structured grid consisting of 281
280 cells is employed to define the total volume and is depicted in
Figure 2a. The mesh is locally refined in the center injection zone
in order to enhance the prediction of the devolatilization and
initial combustion steps of the fuel particles. Figure 2b shows the
top view of the reactor inlet, which consists of a center inlet and a
concentric ring inlet. Four common biomasses in Europe2,7 are
used as the fuel, and their properties, such as proximate and
elemental analyses, are summarized in Table 3. The

Table 2. Considered Chemical Reactions and Their Reaction Rates

reaction reaction rate refs

+ → +CH 2O CO 2H O4 2 2 2 (R4) = × −− ×( )k T5.16 10 [CH ][O ] exp
RT

13 1
4 2

1.30 108 27

+ → +CH H O CO 3H4 2 2 (R5) = × − ×( )k 7.0 10 [CH ][H O] exp
RT

6
4 2

1.26 108 28

+ →H 0.5O H O2 2 2 (R6) = × − ×( )k 2.2 10 [H ][O ] exp
RT

9
2 2

1.09 108 27

+ →CO 0.5O CO2 2 (R7) = × − ×( )k 1.0 10 [CO][O ] [H O] exp
RT

10
2

0.5
2

0.5 1.26 108 27

+ ↔ +CO H O CO H2 2 2 (R8) = × − ×( )k 2.78 10 [CO][H O] expf RT
3

2
1.26 107 27

= × − ×( )k 9.59 10 [CO ][H ] exp
RTb

4
2 2

4.66 107

= ×( )k 0.029 exp
RTeq

3.40 107

Figure 1. Schematic of experimental setup.7
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compositions of volatiles for the four biomasses, which are shown
in Table 4, are determined by the equilibrium equation (eq 7)

and the elemental conservation relationships. The volatiles are a
mixture of H2, CO, CO2, and CH4. Because of the high
temperatures encountered in the entrained-flow reactor, the
volatiles release at a very fast rate, which is calculated from eq 8.
When the compositions of volatiles are released from the fuel
particles, their combustion and gasification are naturally taken
into account by the homogeneous reactions listed in Table 2.
The grid resolution employed here has been determined using

a corresponding grid independence study. To seek a proper grid
system, four different grid systems of 70 320 cells, 140 640 cells,
281 280 cells, and 351 600 cells are tested. In the test, only air
(293 K) with the uniform inlet velocity (U0) is injected into the
reactor. Figure 3 displays the Uz velocity distribution in the
midplane and at the bottom exit of the reactor. It can be seen that
the velocity profiles in terms of the third and fourth grid systems
coincide with the analytic solution. This implies that the third
grid system of 281 280 cells can satisfy the requirement of grid
independence. Note that for turbulent multiphase reacting flows,

the choice of grid size is somewhat not straightforward. In 2012,
Kumar and Ghoniem14 concluded that it became increasingly
difficult to determine a steady-state solution for a very finer mesh,
because of the inherently transient problem of turbulent
multiphase reacting flows in gasifiers and the stochastic nature
of the particle turbulent dispersion model. Therefore, the grid
system of 281 280 cells is a good choice that takes both the grid
independence and steady-state solution into account.
Biomass is fed into the reactor from the center inlet by the cold

feeder air stream (10 NL/min). Both the biomass and feeder air
temperatures are 300 K. The preheated air and steam, whose
temperatures are equal to the operating temperature, are blown
into the reactor from the outer ring inlet. The fuel particles are
injected using a stochastic technique and at a rate of 50 000
particles per second. Four mean particle diameters (dp̅ = 200,
310, 500, 750 μm) are employed to study the effect of particle
size and the initial particle size distributions follow the Rossin−
Rammler distribution, which are shown in Figure 4. The particle

size distributions are the same for all the biomasses studied.
Initially, a pure nitrogen environment within the reactor is
adopted, i.e., at the start of simulation (t = 0), there is only one
species (N2) in the reactor. The operation conditions are
established using measurements made during the experimental
runs7 and the detailed test cases are listed in Table 5. As shown in
Table 5, besides 27 gasification cases, we have also tested three
pyrolysis cases.

4. RESULTS AND DISCUSSION
In the following subsections, the productions of the main gas
product components (H2, CO, CO2, and CH4, expressed in Nm

3

Figure 2. (a) Three-dimensional (3D) computational mesh for the
DTU laboratory-scale entrained-flow reactor and (b) the top view of the
reactor inlet.

Table 3. Biomass Properties

beech pine holm oak eucalyptus

Proximate Analysis (wt %, as-received basis)
moisture 9.04 12.0 9.5 10.6
ash 0.61 0.5 2.5 0.7
volatile 76.70 71.5 70.2 74.8
fixed carbon 13.65 16.0 17.8 13.9

Elemental Analysis (wt %, daf basis)
C 49.9 51.6 51.1 52.8
H 6.4 4.9 5.3 6.4
O 43.6 42.6 42.7 40.4
other 0.1 0.9 0.9 0.4

Table 4. Composition of Volatile Matter for the Four
Biomasses

Mass Fraction (%)

component beech pine holm oak eucalyptus

CH4 18.2 17.8 14.8 24.6
H2 2.9 1.5 3.0 1.5
CO2 41.4 42.4 43.8 37.5
CO 37.5 38.3 38.4 36.4

Figure 3. Velocity distribution (Uz) in the midplane and at the bottom
exit of the reactor when only air with the uniform inlet velocityU0 is sent
into the reactor.

Figure 4. Biomass particle size distributions.
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Table 5. Test Cases

parameter case
Tr

(°C) S/C λ fuel
d ̅p

(μm)
fuel feeding rate

(g/min)
particle residence

time (s)
air/steam flow rates through outer ring

inlet (g/min)

Pyrolysis Cases
steam/carbon molar
ratio, S/C

P1 1400 0 0 beech 310 12.8 2.27 0/0

steam/carbon molar
ratio, S/C

P2 1400 0.5 0 beech 310 12.8 1.82 0/4.3

steam/carbon molar
ratio, S/C

P3 1400 1.0 0 beech 310 12.8 1.53 0/8.6

Gasification Cases
reactor temperature, Tr G1 1000 0.5 0.3 beech 310 12.8 2.55 6.9/4.3
reactor temperature, Tr G2 1100 0.5 0.3 beech 310 12.8 2.27 6.9/4.3
reactor temperature, Tr G3 1200 0.5 0.3 beech 310 12.8 2.03 6.9/4.3
reactor temperature, Tr G4 1300 0.5 0.3 beech 310 12.8 1.80 6.9/4.3
reactor temperature, Tr G5 1400 0.5 0.3 beech 310 12.8 1.63 6.9/4.3

steam/carbon molar
ratio, S/C

G6 1400 0 0.3 beech 310 12.8 1.94 6.9/0

steam/carbon molar
ratio, S/C

G7a 1400 0.5 0.3 beech 310 12.8 1.63 6.9/4.3

steam/carbon molar
ratio, S/C

G8 1400 1.0 0.3 beech 310 12.8 1.42 6.9/8.6

excess air ratio, λ G9 1400 0.5 0.25 beech 310 15.3 1.48 6.9/5.2
excess air ratio, λ G10a 1400 0.5 0.3 beech 310 12.8 1.63 6.9/4.3
excess air ratio, λ G11 1400 0.5 0.35 beech 310 10.9 1.76 6.9/3.7

fuel G12a 1400 0.5 0.3 beech 310 12.8 1.63 6.9/4.3
fuel G13 1400 0.5 0.3 pine 310 12.8 1.82 7.1/4.4
fuel G14 1400 0.5 0.3 holm oak 310 12.8 1.70 7.5/4.4
fuel G15 1400 0.5 0.3 eucalyptus 310 12.8 1.59 7.9/4.5

mean particle size, d̅p G16 1400 0.5 0.3 beech 200 12.8 1.67 6.9/4.3
mean particle size, d̅p G17 1400 0.5 0.3 pine 200 12.8 1.98 7.1/4.4
mean particle size, d̅p G18 1400 0.5 0.3 holm oak 200 12.8 1.76 7.5/4.4
mean particle size, d̅p G19 1400 0.5 0.3 eucalyptus 200 12.8 1.64 7.9/4.5
mean particle size, d̅p G20 1400 0.5 0.3 beech 500 12.8 1.58 6.9/4.3
mean particle size, d̅p G21 1400 0.5 0.3 pine 500 12.8 1.72 7.1/4.4
mean particle size, d̅p G22 1400 0.5 0.3 holm oak 500 12.8 1.65 7.5/4.4
mean particle size, d̅p G23 1400 0.5 0.3 eucalyptus 500 12.8 1.56 7.9/4.5
mean particle size, d̅p G24 1400 0.5 0.3 beech 750 12.8 1.56 6.9/4.3
mean particle size, d̅p G25 1400 0.5 0.3 pine 750 12.8 1.68 7.1/4.4
mean particle size, d̅p G26 1400 0.5 0.3 holm oak 750 12.8 1.61 7.5/4.4
mean particle size, d̅p G27 1400 0.5 0.3 eucalyptus 750 12.8 1.54 7.9/4.5
aCases G7, G10, and G12 are the same as case G5.

Figure 5. Species production in the product gas as a function of steam/
carbon molar ratio (S/C) for pyrolysis cases (cases P1−P3 in Table 5).

Figure 6. Average particle residence time along the reactor length at
different steam/carbon molar ratio (S/C) for pyrolysis cases (cases P1−
P3 in Table 5).
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of gas component produced per kg of dry and ash-free fuel) is
used to explore the effects of different operating conditions on
pyrolysis and gasification performances. The gas production can
provide valuable information on the overall gasification process,
since it takes into account both the gas quality and the fuel
conversion.
4.1. Pyrolysis. Compared to coal, biomass typically has a

much higher volatile matter content. For the four biomasses
studied, the volatile content is more than 70% (see Table 3).
Therefore, the pyrolysis process is more important for biomass
than coal. In this subsection, we first validate our integrated CFD
model by testing three pyrolysis cases. The corresponding
experimental runs are conducted by Qin et al.7 For pyrolysis
cases, N2 (at a flow rate of 10 NL/min) is employed as the feeder
gas, which is different from the 10 NL/min air stream used for
gasification cases.

Figure 7. Average particle weight loss along the reactor length for the
pyrolysis case (case P1 in Table 5).

Figure 8. (a) Temperature distribution, (b-g) predictions of species mass fraction distribution in a plane passing through the axis of the reactor at t = 10 s,
(h) beech wood particle distribution (colored based on the concentration of the mass fraction of char), and (i) char burnout rate (kg/s) (case G5 in
Table 5).

Figure 9. Species production as a function of reactor temperature Tr
(cases G1−G5 in Table 5).

Figure 10. Average particle residence time along the reactor length at
different reactor temperatures Tr (cases G1−G5 in Table 5).
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Figure 5 shows the species production in the product gas for
the three pyrolysis cases (cases P1−P3 in Table 5), and the

predicted results are compared with experimental data reported
by Qin et al.7 The lines represent the numerically calculated
results, whereas the corresponding symbols represent the
experimental data. Note that the hydrocarbon production in
the experimental work of Qin et al.7 are joined together as CH4. It
can be seen that the predictions of the model show good
conformance to the experimental measurements. For H2, the
minimum relative error of calculation to experiment is ∼5% and
the maximum relative error is <15%. For CO, the minimum
relative error is ∼1% and the maximum relative error is <9%. For
CO2, the minimum relative error is ∼3% and the maximum
relative error is within 22%. The errors of CH4 are somewhat
large, which might be related to its small amounts which can
easily cause big errors. However, considering the simple single-
step first-order Arrhenius reaction equation (eq 8) used for
modeling the pyrolysis process in our CFD model, the match
between our predictions and experimental results of Qin et al.7

can be considered to be encouraging.
Figure 6 shows the predicted average particle residence time

along the reactor length for the three pyrolysis cases (cases P1−
P3 in Table 5). It is observed that a higher S/C ratio results in a
shorter particle residence time inside the reactor. This is
reasonable since the steam flow rate increases as the S/C ratio
increases, causing a decrease in the particle residence time. In
addition, the particle residence times at the outlet of the reactor
are summarized in Table 5.
Figure 7 depicts the average particle weight loss along the

reactor length for case P1. It is easily seen that the volatiles release
at a very fast rate and the devolatilization is finished just
downstream from the inlet (z = 0.2). Moreover, from Figure 6,
we can extract that, at z = 0.2, the predicted particle residence
time for case P1 is 0.16 s.
The above subsection has shown the validity of the integrated

CFD model by comparing our simulated results for pyrolysis
cases with the experimental data obtained from the literature.7 In
the following, the proposedmodel is further validated by testing a
wide range of gasification cases.

4.2. Gasification Phenomena. Some qualitative results are
first presented. Figure 8a shows the predicted temperature
contours in the midplane of the reactor at Tr = 1400 °C, S/C =
0.5, and λ = 0.3 for beech wood (case G5 in Table 5). It is clearly
observed that the peak temperature (∼2200 K) exists away from
the axis, in a region just following the fuel injection. The sharp
temperature increase near the injector is due to the exothermic
combustion of volatiles, because more than 75% of the beech
wood injected is devolatilized and transported radially outward
from the cold central jet, along with the conveyance air fed from

Figure 11. (a) Species production and (b) H2/CO molar ratio in the
product gas, each as a function of the steam/carbon molar ratio (S/C)
(cases G6−G8 in Table 5).

Figure 12. Average particle residence time along the reactor length for
different steam/carbon molar ratio (S/C) (cases G6−G8 in Table 5).

Figure 13. Species production as a function of excess air ratio λ (cases
G9−G11 in Table 5).

Figure 14. Average particle residence time along the reactor length for
different excess air ratio (λ) values (cases G9−G11 in Table 5).
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the inlets. This is typical of jet diffusion flames.9 Further
downstream, the temperature distribution is almost homoge-
neous and gasification reactions are dominant. Figure 8b−g
present the concentration (mass fraction) contours of gas phase
species in a plane passing through the axis of the reactor. A higher
concentration of H2, CO, CO2, and CH4 in the upstream region
can be explained by the volatile matter content of wood, which

releases high amount of volatiles during devolatilization. Figure
8g demonstrates that the oxygen is quickly consumed during the
combustion of volatiles. Downstream, CO and H2 concen-
trations are higher and CO2 and H2O concentrations are lower,
which are attributed to the char gasification reactions. Figure 8h
shows the biomass particle distribution colored according to the
char concentration (mass fraction) remaining in the particle. It

Figure 15. (a) Temperature distributions, mass fraction distributions of (b) H2, (c) CO in a plane passing through the axis of the reactor, and (d) fuel
particle distributions (colored based on the concentration of mass fraction of char) at t = 10 s for four biomasses (cases G12−G15 in Table 5).
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can be seen that, just downstream from the inlet, the particle has
some volatiles left and, hence, the mass fraction of char is low
(blue color). After a fast devolatilization, the particles have higher
char concentration (red color), because there are only char and
ash left. Further downstream, the char gets consumed and most
of the particles have a low concentration of char (blue color),
because they are left with only ash. Figure 8i plots the
corresponding char burnout rate of each particle. It can be
observed that, just downstream from the inlet, the char burning
rate is high, because of the existence of oxygen in this location.
Further downstream, most of the particles are gone, with only ash
remaining, as shown in Figure 8h; therefore, they have zero char
burnout rate. The predicted char conversion from simulation for

Figure 16. Species production at the reactor exit for different biomasses
(cases G12−G15 in Table 5).

Figure 17. Carbon conversion at the reactor exit for different biomasses
(cases G12−G15 in Table 5).

Figure 18. Average particle residence time along the reactor length for
different biomasses (cases G12−G15 in Table 5).

Figure 19. Species production as a function of mean particle diameter d ̅p
(cases G12−G27 in Table 5): (a) beech and pine, and (b) holm oak and
eucalyptus.

Figure 20.Carbon conversion as a function of mean particle diameter d ̅p
(cases G12−G27 in Table 5).

Figure 21. Average particle residence time along the reactor length at
different mean particle diameter d ̅p for pine (cases G13, G17, G21, and
G25 in Table 5).
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this case is 95.8%, which is in good agreement with the measured
value of ∼93% that has been reported by Qin et al.7

4.3. Effect of Reactor Temperature. In this subsection the
effect of the reactor temperature on the species production and
particle residence time is studied. The reactor temperature (Tr,
defined as the external temperature of the reactor tube) ranges
from 1000 °C to 1400 °C with otherwise fixed operating
parameters (cases G1−G5 in Table 5). Figure 9 compares the
predicted results with experimental data reported by Qin et al.7

Again, the predictions of the model show good conformance to
the experimental measurements. For the two most important
syngas species (H2, CO), the minimum relative error of
calculation to experiment is ∼1% and the maximum relative
error is <25%. For CO2, the minimum relative error is∼0.5% and
the maximum relative error is <6%. For CH4, the maximum
relative error is also within 19%. The overestimation of H2 can
probably be attributed to the neglect of tar and methanation
reaction.
Figure 10 shows the predicted average particle residence time

along the reactor length for different reactor temperatures. It is
easily seen that an increase in Tr will decrease the particle
residence time inside the reactor, and this trend is qualitatively
consistent with the experimental findings of Qin et al.7 However,
here, we will not attempt to quantitatively compare our predicted
particle residence times with those of Qin et al.7 The particle
residence times of our simulation are directly calculated from the
residence time of each particle, whereas the particle residence
times of Qin et al.7 were approximately estimated by the gas
mean residence time, assuming that there was no relative velocity
between the solid phase and the gas phase. This, strictly speaking,
is not necessarily the case and new advanced experimental
techniques are needed in order to accurately measure the particle
residence time, in comparison to the CFD.
Both the reactor temperature and the particle residence time

have important roles for the reaction progress. Although the
particle residence time is shorter at higher reactor temperatures,
as shown in Figure 10, the reactor temperature has a more
significant effect on the increase in the reaction rate. This means
that, within theTr range studied (1000−1400 °C), the increase in
the reactor temperature is dominant for determining the gas
composition. As shown in Figure 9, rising temperature leads to a
substantial increase in the H2 and COproductions, which are due
to two reasons: (i) the production of H2 and CO through the
endothermic char gasification reactions (reactions R2 and R3),
which are favorable at elevated temperatures, and (ii) the
increase of H2 and CO yield resulting from the steam reforming
of CH4 (reaction R5). Simultaneously, the CO2 production
monotonically decreases with increasing temperature, because of
its consumption via Boudouard reaction (reaction R2, promoted
at higher temperatures), and the CH4 yield also declines steadily
with the rise in temperature and nearly vanishes at 1400 °C due
to the steam reforming reaction (reaction R5).
4.4. Effect of Steam/Carbon Molar Ratio. In this

subsection, the effect of the steam/carbon molar ratio (denoted
as S/C) on species production and particle residence time is
explored. Accordingly, three different cases (cases G6−G8 in
Table 5) where the S/C ratio varies from 0 to 1.0, while the other
operating parameters remain otherwise fixed, are tested. Figure
11a shows the production of the main components in the
product gas as a function of S/C ratio. Note that the yield of CH4
is fairly low, in contrast to the other species at T = 1400 °C (see
Figure 9), so that it is not shown in this figure. Again, the
calculated results show good agreement with the experimental

measurements. For H2 and CO, the minimum relative error of
calculation to experiment is∼4% and the maximum relative error
is <19%. For CO2, the minimum relative error is ∼5% and the
maximum relative error is also within 19%. It can be also easily
observed that the H2 and CO2 productions increase steadily
while the CO yield decreases almost linearly by increasing the S/
C value. These results can be explained mainly by the water−gas
shift reaction (reaction R8), which transforms CO and steam to
H2 and CO2. As the S/C ratio increases, the partial pressure of
steam and the steam flow rate increases. This means that the rate
of the water−gas shift reaction (reaction R8) increases. Figure
11b plots the H2/COmolar ratio in the product gas as a function
of S/C ratio. The increase in H2/CO ratio, from ∼0.7 (S/C = 0)
to∼1.1 (S/C = 1) confirms the promotion of the water−gas shift
reaction, because of the increase in the amount of steam available
to get involved in the reaction.
Figure 12 shows the predicted average particle residence time

along the reactor length for different S/C ratios. As expected, an
increase in S/C will decrease the particle residence time inside
the reactor since S/C is controlled by the steam flow rate, which
increases with the S/C value. For the narrow S/C range studied
(0−1.0), increasing the reaction rate of water−gas shift reaction
(reaction R8) has a more significant effect than decreasing the
particle residence time.

4.5. Effect of Excess Air Ratio.The excess air ratio (λ) is the
ratio of net air input in the reactor to the amount of
stoichiometric air needed for complete combustion of the fuel.
λ could be varied either by changing the fuel feeding flow rate
while keeping the air flow constant or vice versa. In this
subsection, the total inlet air rate is kept constant and the applied
excess air ratio is increased from 0.25 to 0.35 by reducing the fuel
feeding rate while keeping the other operating parameters
otherwise fixed (cases G9−G11 in Table 5). Figure 13 presents
the effect of λ on the species production. For H2 and CO, the
minimum relative error of calculation to experiment is ∼3% and
the maximum relative error is <18%. For CO2, the maximum
relative error is within 9%. It is also found that increasing λ clearly
decreases the H2 and CO productions but increases the CO2
production. These trends are most likely because of more
oxidizing conditions at the higher excess air ratio, leading to
oxidation of H2 and CO (see reactions R6 and R7).
Figure 14 shows the predicted average particle residence time

along the reactor length for different excess air ratios λ. It is
observed that an increase in λ will increase the particle residence
time inside the reactor, and this trend is also qualitatively
consistent with the experimental findings of Qin et al.7

The above subsections have demonstrated the validity of the
integrated CFD model by comparing our simulated results for
both pyrolysis and gasification cases with the wide range of
experimental data of Qin et al.7 In the following, in order to
further demonstrate the predictive capacity of the proposed
model, the calculated results are used to explore the effects of
biomass type and particle size on gasification performance for
which we have not been able to find suitable experimental data.

4.6. Effect of Biomass Type. Four common biomasses in
Europe (beech, pine, holm oak, eucalyptus) are adopted to
explore the effect of biomass type on gasification behavior (cases
G12−G15 in Table 5). Beech, holm oak, and eucalyptus are
hardwoods, while pine is a softwood. Figure 15 shows the
predicted temperature contours, mass fraction distributions of
H2 and CO in the midplane of the reactor, and fuel particle
distributions (colored according to the char concentration
remaining in the particle) for the four biomasses. It is seen that,
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regardless of which biomass is consumed, the peak temperature
(∼2200 K) always exists away from the axis, in a region just
following the fuel injection (Figure 15a). The sharp temperature
increase near the injector is due to the exothermic combustion of
volatiles. At the exit, the concentrations of H2 from the
gasification of beech and eucalyptus are relatively higher, whereas
the concentration of CO from the gasification of holm oak is the
lowest (Figures 15b and 15c). Figure 15 overally indicates that
the gasification phenomenon is qualitatively similar for the four
biomasses, and there is no significant difference in the contours,
which can be attributed to their similar properties, as shown in
Table 3 (high volatile matter, low ash, and high oxygen).
Figure 16 presents the species production at the reactor exit for

the four biomasses. It is observed that, although the beech and
eucalyptus exhibit higher H2 production and the holm oak gets a
lowest CO production, the four biomasses generally provide
quite similar gasification performances, with little difference in
the species productions. This finding is qualitatively consistent
with the results of previous experimental studies.2,7 Therefore,
one biomass can be replaced by another without any major
consequences in the process performance. This is advantageous,
because the availability of biomass fuel is very seasonal.
Carbon conversion (CC) is another vital index that is used to

evaluate the performance of gasification. It is defined as follows:29
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where YC is the mass fraction of carbon in the feed fuel.
Figure 17 shows the predicted CC at the reactor exit for the

four biomasses. Specifically, the values of CC for the beech, pine,
holm oak, and eucalyptus are 95.8%, 97.3%, 91.1%, and 94.0%,
respectively, revealing that over 90% of the carbon in these fuels
is converted to CO, CO2, and CH4, because of high operating
temperature (1400 °C). Figure 18 depicts the predicted average
particle residence time along the reactor length for different
biomasses. As expected, the pine (softwood) has the longest
residence time, because of its lower density, compared to other
biomasses (hardwood), which is probably why pine has the
highest carbon conversion (97.3%).
4.7. Effect of Particle Size. Fourmean particle diameters (d̅p

= 200, 310, 500, 750 μm) are employed to study the effect of
particle size on the species production and carbon conversion
(cases G12−G27 in Table 5). Figure 19 shows the effect of dp̅ on
exit species production for the four biomasses. Overall, the
predicted CO and H2 productions decrease as dp̅ increases, so a
smaller particle is conducive to the formation of CO and H2. It is
also found that increasing d ̅p leads to very little change in the
production of CO2.
The relationship between the carbon conversion and dp̅ is

drawn in Figure 20. The symbols represent the 16 simulation
cases (cases G12−G27 in Table 5), and the lines almost
threading the symbols represent the corresponding fit curves. As
indicated, CC decreases as d ̅p increases for all of the biomasses
studied. In order to explore the possible reasons, Figure 21
depicts the predicted average particle residence time along the
reactor length at different d ̅p for pine (cases G13, G17, G21, and
G25 in Table 5). It is easily observed that smaller particles have a
relatively longer residence time, compared to bigger particles,
and this trend is same for all four biomasses. This is reasonable
because bigger particles have larger inertia and tend to locate near
the central fuel jet region. Meanwhile, smaller particles could be

easily transported radially toward the walls, where the velocity of
the carrier gas is lower, causing smaller particles to have a longer
residence time.
In examining the fit curves shown in Figure 20, the carbon

conversions for the beech, pine, holm oak, and eucalyptus
decreases as the −0.0581, −0.0544, −0.0691, and −0.0754
power of increasing dp̅, respectively. Note that carbon conversion
is accomplished by devolatilization and char heterogeneous
reactions in the reactor. The devolatilization of biomass is
assumed to be independent of particle diameter (see eq 8). The
char heterogeneous reactions at high temperature are thought to
be inversely proportional to particle diameter for bulk diffusion
control.11 The predicted particle diameter dependences
(−0.0581,−0.0544,−0.0691, and−0.0754 powers) fall between
the limits for diffusion-controlled heterogeneous reaction (−1
power) and devolatilization (0 power). They are larger than the
reported value of−0.145 found by Chen et al.11 for an entrained-
flow coal gasifier, because of a much higher volatile matter
content of biomass, compared to coal.

5. CONCLUSION

A multiscale Eulerian−Lagrangian computational fluid dynamics
(CFD) model based on OpenFOAM has been constructed,
validated, and applied to a laboratory-scale biomass entrained-
flow reactor. The operating temperatures are high (1000−1400
°C) and effects of five operating parameters (reactor temper-
ature, steam/carbon molar ratio, excess air ratio, biomass type,
and particle size) on the species production, particle residence
time and carbon conversion are particularly addressed. Results
show that the reactor temperature has a positive effect on the
quality of the product gas and rising temperature leads to a
substantial increase in the H2 and CO productions; increasing
the steam/carbon ratio increases the H2 production but
decreases the CO production; increasing the excess air ratio
decreases both the H2 and CO productions; the biomass type
appears to have influence on the gasification behavior to some
extent, because it results in variations in species production and
carbon conversion. However, the variations are not so significant,
because of similar biomass nature; hence, one type can be
replaced by another without any major consequences in the
gasification performance. Both the CO and H2 productions and
carbon conversion decrease with an increase in particle size for all
of the biomasses. Moreover, the predicted results follow the same
trends as the wide range of experimental data for both pyrolysis
and gasification experiments obtained from the literature.7

Quantitative comparisons are also made and the agreement is
good. Therefore, the established numerical models and chemical
kinetics are suitable for simulating wood gasification in high-
temperature entrained-flow reactor.
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H I G H L I G H T S

� We investigate the effects of three well-known inter-phase drag force correlations.
� Formation of bubbles and slugs is observed to occur for all the drag models.
� Gidaspow model is most energetic and it predicts a lowest fluctuation frequency.
� No bubbling and slugging occur at all for the ideal-collision case (e¼1, μ¼0).
� Increasing spring stiffness will slightly decrease the fluctuation frequency.
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a b s t r a c t

In this paper, an Eulerian–Lagrangian approach, in which the gas flow is solved by the volume-averaged
Navier–Stokes equation and the motion of individual particles is obtained by directly solving Newton's
second law of motion, is developed within the OpenFOAM framework to investigate the effects of three
well-known inter-phase drag force correlations (Gidaspow, 1994, Di Felice, 1994 and EHKL, 2006) on the
fluidization behavior in a bubbling fluidized bed reactor. The inter-particle and particle–wall collisions
are modeled by a soft-sphere model which expresses the contact forces with the use of a spring, dashpot
and friction slider. The simulation results are analyzed in terms of particle flow pattern, bed expansion,
bed pressure drop and fluctuation frequency. Qualitatively, formation of bubbles and slugs and the
process of particle mixing are observed to occur for all the drag models, although the Gidaspow model is
found to be most energetic and the Di Felice and EHKL models yield minor difference. The flow behavior
also shows a strong dependency on the restitution coefficient e and the friction coefficient μ and no
bubbling and slugging occur at all for the ideal-collision case (e¼1, μ¼0). Quantitatively, the mean
pressure drops predicted by the three models agree quite well with each other and the amplitudes of the
fluctuations measured by the standard deviation are also comparable. However, a significant difference
in fluctuation frequency is found and the Gidaspow model predicts a lowest fluctuation frequency
whereas the Di Felice model gets a highest one. Finally, effects of the spring stiffness and the
discontinuity in the Gidaspow model are studied. The results show that both mean bed pressure drop
and fluctuation frequency slightly decrease as the spring stiffness increases for all the three drag models
and no significant differences are observed in the mean bed pressure drop and fluctuation frequency
between the Gidaspow model and the linear continuous model.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Gas–solid fluidized bed reactors are widely used in many
industrial operations, such as gasification, combustion, catalytic
cracking and various other chemical and metallurgical processes.
Some of the compelling advantageous features of fluidized bed
reactors are good mixing properties, high particle heating rates,
and high reaction rates between gas and solids due to large gas–

particle contact area. A good understanding of the hydrodynamic
behavior of this system is important for the design and scale up of
the new efficient reactors. Thus, in the last two decades significant
research efforts have been devoted to the development of numer-
ical models to study the complex hydrodynamics of gas–solid
flows in fluidized bed reactors (see, among many others, Esmaili
and Mahinpey, 2011; Hoomans et al., 2000; Kafui et al., 2002; Loha
et al., 2012; Tsuji et al., 1993).

Generally, all the modeling methods developed can be broadly
categorized into Eulerian–Eulerian and Eulerian–Lagrangian
approaches. For Eulerian–Eulerian approach, both particle
and fluid phases are treated as interpenetrating continua with
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appropriate interaction terms representing the coupling between
the phases. It can predict the macroscopic characteristics of a
system with relatively low computational cost and has actually
dominated the modeling of fluidization process for many years
(Gerber et al., 2010; Taghipour et al., 2005). However, in addition
to the difficulty of providing closure models for mass exchange or
inter-phase interaction within its continuum framework, Eulerian–
Eulerian approach is unable to model the flow characteristics of
individual particles. On the other hand, for Eulerian–Lagrangian
approach which is sometimes called Discrete Element Method
(DEM) (Cundall and Strack, 1979), the gas is treated as continuous
and particle as discrete phase. The trajectories of individual
particles are tracked in space and time by directly integrating
the equations of motion while accounting for interactions with
other particles, walls and the continuous phase. For dense particle
system with multiple contacts between particles the soft-sphere
collision model is usually applied. Eulerian–Lagrangian/DEM
approach can offer detailed microscopic information, such as
trajectories of individual particles and transient forces acting on
each particle, which is extremely difficult, even impossible to
obtain by macroscopic models or experiments (Jung and
Gidaspow, 2005). The use of DEM for fluidized bed modeling
was pioneered by Tsuji et al. (1993) and since then, thanks to the
dramatic increase in computational capacity, DEM has come more
and more into the focus of engineers and researchers (Lin et al.,
2003; Papadikis et al., 2009; Su et al., 2011; Zhou et al., 2008).

For both Eulerian–Eulerian and Eulerian–Lagrangian
approaches, a key consideration is the coupling between the
phases. From a physical point of view, the coupling currently
comprises the effect of (a) volume displacement by the particles,
and (b) fluid–solid interaction forces exerted on the particles.
These non-linear fluid–solid interaction forces or called general-
ized drag forces are believed to play a very important role in the
formation of heterogeneous flow structures in dense gas-fluidized
beds (Li and Kuipers, 2003). There are various drag correlations
available in the literature. The Gidaspow correlation (Gidaspow,
1994) is a combination of the Ergun equation (Ergun, 1952) for
dense granular regime (porosity εg<0.8) and the Wen and Yu
equation (Wen and Yu, 1966) for dilute granular regime (εg>¼0.8).
This model is often used in the literature, but the transition
between the two regimes is discontinuous, which may lead to
convergence problems (Kloss et al., 2009). Di Felice (1994), using
an empirical fit to a wide range of fixed and suspended-particle
systems covering the full practical range of flow regimes and
porosities, proposed a continuous single-function correlation for
the drag force. More recently, Hill et al. (2001a, 2001b) proposed a
Hill–Koch–Ladd (HKL) correlation applicable to different ranges of
Reynolds numbers and solids volume fractions based on data from
Lattice–Boltzmann simulations. Later Benyahia et al. (2006)
blended HKL correlation with known limiting forms of the gas–
solids drag function and constructed a extended HKL drag correla-
tion (EHKL) which is applicable to the full range of solids volume
fractions and Reynolds numbers. Although some works have
investigated the effects of different drag models within the
Eulerian–Eulerian framework under very different conditions from
ours (Du et al., 2006; Esmaili and Mahinpey, 2011; Loha et al.,
2012), few are reported for Eulerian–Lagrangian approach (Li and
Kuipers, 2003). In our earlier paper (Ku et al., 2012), we reported
some preliminary results of the qualitative influence of various
drag models on the fluidization behavior. In this paper, we
detailedly present an Eulerian–Lagrangian approach with a soft-
sphere collision model for the simulation of a bubbling fluidized
bed. The three drag correlations (Gidaspow, 1994, Di Felice, 1994
and EHKL, 2006) as described above are implemented in our
model. The simulation results are analyzed both qualitatively and
quantitatively in terms of particle flow pattern, bed pressure drop,

and fluctuation frequency with a focus on the detailed comparison
between the different drag models.

The rest of this paper is organized as follows. In Section 2, the
equations of motion describing evolution of the spherical particles
and gas phase are firstly formulated. Then the three different drag
models and the simulation setup are tabulated. In Section 3, the
numerical results of motion of particles in a bubbling fluidized bed
are presented. Here, we first verify our approach by predicting the
minimum fluidization velocity and compare our results with data
available in the literature. Then we investigate the fluidization
behavior and the pressure drop across the bed where the differ-
ences between the drag models are highlighted. Finally effects of
the restitution coefficient e, the friction coefficient μ, the spring
stiffness kn and the effect of the discontinuity in the Gidaspow
model are also documented. A short summary and conclusions are
given in Section 4.

2. Mathematical modeling

2.1. Discrete particle phase

A particle in a gas–solid system undergoes translational and
rotational motions as described by Newton's second law of motion.
The equation governing the translational motion of particle i,
which reads in a quiescent frame and in dimensional form, is

mi
dvi
dt

¼ f g,iþ f c,iþmig ð1Þ

where mi and vi are, respectively, the mass and velocity of particle
i, and g is the gravitational acceleration. fg,i is the total fluid–
particle drag force on the particle i including viscous drag force
and pressure gradient force in the current case (Hill et al. (2001a,
2001b); Kafui et al., 2002; van der Hoef et al., 2005), and fc,i is the
total force on the particle i due to inter-particle or particle–wall
contacts. Note that in the above force balance the added mass
effects, Saffman lift force and Basset history force have been
neglected, because they play a minor role for the type of flows
considered here (Hoomans et al., 1996), as well as the buoyancy
force which is allowed because of the negligible density of the gas
phase with respect to the density of the particles.

The equation governing the rotational motion of particle i is

Ii
dωi

dt
¼ T i ð2Þ

where ωi is the angular velocity, Ti is the torque arising from the
tangential components of the contact forces, and Ii is the moment
of inertia, given as Ii ¼ 2=5miR

2
i for spherical particles with radius

Ri.
Particle-to-particle collision models can be generally classified

as hard-sphere or soft-sphere models. In the hard-sphere model,
the particles are assumed to be rigid spheres, and collisions among
particles are treated as binary, instantaneous and impulsive
events. The collisions are processed one by one according to the
order in which the events occur. One advantage of the hard-sphere
model is that there is an analytical solution available for the
collision model. Given the velocities of the particles prior to
collision together with the particle properties the post-collision
velocities can be calculated exactly. The hard-sphere model is
more suitable for simulations of dilute or rapid granular flows
since it considers two-body collisions only. However, at high
particle number densities, the hard sphere model may break down
with long inter-particle contact durations. For further details on
the implementation of the hard-sphere model the interested
reader is referred to the works of Hoomans et al. (1996, 1999,
2000) and Deen et al. (2007).
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Most of the commonly observed gas–solid flows are dense
particle systems and exhibit multiple-particle and long-duration
contacts. The soft sphere model, which is proposed by Cundall and
Strack (1979), is the most applicable in such regimes and also
adopted in this paper. In the soft-sphere model, the inter-particle
contact forces, namely, the normal, sliding and damping forces, are
computed using equivalent simple mechanical elements, such as
spring, slider and dashpot (as shown in Fig. 1). The particles are
allowed to overlap slightly. The normal force tending to repulse
the particles can then be deduced from this spatial overlap and the
normal relative velocity at the contact point. The spring stiffness kn
can be calculated by Hertzian contact theory when the physical
properties such as Young's modulus and Poisson ratio are known.
Particle–wall interactions are treated in the same way as particle–
particle interactions except that the walls are assumed to be
massive. Concerning the wall properties such as restitution and
friction coefficients, the same values as the particle could apply.
The net contact force fc,i and torque Ti acting on each particle result
from a vector summation of the forces and torques at each
particle–particle or particle–wall contact. A characteristic feature
of the soft particle models is that they are capable of handling
multiple particle–particle contacts which is of importance when
modeling dense particle systems. Moreover, non-contact force can
also be incorporated into soft-sphere model easily. Detailed
implementation issues of the soft-sphere model are available in
the literature (e.g. Tsuji et al., 1992), which are not stated here for
the sake of shortness.

2.2. Continuous gas phase

The continuum gas phase hydrodynamics are calculated from
the continuity and volume-averaged Navier–Stokes equations
which are coupled with those of the particle phase through the
porosity and the inter-phase momentum exchange (Kafui et al.,
2002).

The continuity equation is as follows:

∂
∂t

εgρg
� �

þ∇⋅ εgρgug

� �
¼ 0 ð3Þ

and the momentum equation is given by

∂
∂t

εgρgug

� �
þ∇⋅ εgρgugug

� �
¼ −∇pþ∇⋅ εgτg

� �þεgρgg−Sp ð4Þ

Here, εg is the porosity, and ρg, ug, τg and p are the density,
velocity, viscous stress tensor and pressure of the gas phase,
respectively. Sp is a source term that describes the momentum
exchange of the gas with the solid particles and will be discussed
in more detail below. τg is assumed to obey the general form for a
Newtonian fluid (Bird et al., 1960),

τg ¼ λg−
2
3
μg ∇⋅ug
� �

Iþμg ∇ug
� �þ ∇ugÞT

� ��
ð5Þ

where the bulk viscosity λg can be set to zero for gas, μg is the
dynamic gas viscosity, and I is the identity tensor. The porosity εg,
which denotes the fraction of a cell volume occupied by gas, is

determined by

εg ¼ 1−
∑kc

i ¼ 1Vi

ΔVcell
ð6Þ

where Vi is the volume of particle i and kc is the number of
particles in the computational cell with volume ΔVcell.

As the fluid drag force acting on each particle fg,i is known (see
Section 2.1), according to Newton's third law of motion, the
volumetric fluid–particle interaction force, Sp, in a computational
cell can be obtained by summing up the fluid forces fg,i acting on
all the particles in a fluid cell and dividing by the volume of the
fluid cell ΔVcell, thus

Sp ¼
1

ΔVcell
∑

∀i∈cell
f g,i ð7Þ

2.3. Drag models

The fluid drag force acting on particle i, fg,i, can be convention-
ally expressed as follows,

f g,i ¼
Viβ
εp

ug−vi
� � ð8Þ

where ug is the instantaneous gas velocity at the particle position,
εp ¼ 1−εg , and β is the inter-phase momentum transfer coefficient.
Three correlations for calculating β are summarized in Table 1.

As shown in Table 1, the Gidaspow model combines the Ergun
(1952) and Wen and Yu (1966) correlations for the dilute and
dense granular regime where a porosity εg of 0.8 is adopted as the
boundary between these two regimes. This model is very com-
mon, but the step change inherent in the calculated drag forces at
a porosity of 0.8 may be not good from a numerical point of view
(Kafui et al., 2002). Di Felice (1994), using an empirical fit to a wide

Fig. 1. The spring-slider-dashpot model.

Table 1
Three drag correlations proposed for particulate flows.

1. Gidaspow model (1994)

β¼ 150 ε2pμg
ε2g d

2
p
þ1:75 εpρg

εgdp
ug−vp εgo0:8 3

4 Cd
εpρg
dp

ug−vp
�� ��ε−2:65g εg≥0:8

�������

Cd ¼
24
Rep

1þ0:15Re0:687p

� �
Repo1000

0:44 Rep≥1000

8<
:

Rep ¼ εgρgdpjug-vpj=μg
2. Di Felice model (1994)

β¼ 3
4Cd

εpεgρg
dp

���ug−vp
���ε−χg

Cd ¼ 0:63þ4:8 ffiffiffiffiffiffi
Rep

p Þ2 : χ¼ 3:7−0:65exp − ð1:5-log10 ðRep ÞÞ2
2

h i	
Rep ¼ εgρgdpjug-vpj=μg
3. EHKL model (2006)

β¼ 18μg εg εp
d2p

F

F ¼ 1þ3=8Rep , εp≤0:01 and Rep≤ðF2−1Þ=ð3=8−F3Þ
F ¼ F0þF1Re2p , εp40:01 and Rep≤ðF3þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F23−4F1ðF0−F2Þ

q
Þ=ð2F1Þ

F ¼ F2þF3Rep , otherwise

8>><
>>:
F0 ¼

ð1−wÞ 1þ3
ffiffiffiffiffiffiffi
εp=2

p
þð135=64Þεp lnðεp Þþ17:14εp

1þ0:681εp−8:48ε2pþ8:16ε3p
þw 10εp

ε3g
0:01 < εp < 0:4

10εp=ε3g εp≥0:4

8><
>:

F1 ¼
ffiffiffiffiffiffiffiffiffiffi
2=εp

p
=40 0:01 < εp≤0:1

0:11þ 0:00051e11:6εp εp > 0:1

(

F2 ¼
1−wð Þ 1þ3

ffiffiffiffiffiffiffi
εp=2

p
þð135=64Þεp lnðεp Þþ17:89εp

1þ0:681εp-11:03ε2p þ15:41ε3p
þw 10εp

ε3g
εpo0:4

10εp=ε3g εp≥0:4

8><
>:

F3 ¼
0:9351εpþ0:03667 εpo0:0953
0:0673þ0:212εpþ0:0232=ε5g εp≥0:0953

(

Rep ¼ εgρgdpjug−vpj=2μg :w¼ e-ð10ð0:4-εp Þ=εp Þ
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range of fixed and suspended-particle systems covering the full
practical range of particle Reynolds number Rep and εg, proposed a
continuous single-function correlation for the drag force on a
particle in a multi-particle system (Di Felice Model). Hill et al.
(2001a, 2001b) proposed a set of drag correlations applicable to
different ranges of Rep and solids volume fractions εp, based on
data from Lattice–Boltzmann simulations. These correlations do
not cover the full range of Rep and εp encountered in fluidized bed
simulations. Later Benyahia et al. (2006) blended the Hill–Koch–
Ladd (HKL) drag correlations with known limiting forms of the
gas–solids drag function such that the blended function (EHKL
model) is continuous with respect to Rep and εp. Note that, in EHKL
model, Rep is based on particle radius, rather than particle
diameter.

2.4. Computational methodology

Since the governing equations for the gas phase and the
particle phase are different, different solution schemes have to
be used. For discrete particle simulations, a first-order Euler time
integration scheme is used to solve the translational and rotational
motions of particles. For continuous gas phase, the governing
equations are discretized in finite volume form and solved with a
standard pressure based PISO (pressure implicit splitting of opera-
tors) solver for variable density flow. The coupling between the
discrete particles and the gas phase is numerically achieved as
follows. At each time step, the discrete particle equations of
motion are first solved yielding the positions ri and velocities vi
of individual particles. This enables the porosity εg and volumetric
fluid–particle interaction force Sp of each computational cell to be
calculated. Using the known values of εg and Sp at the current time,
the gas-phase hydrodynamic equations are next solved to give the
gas velocity and pressure fields fromwhich the fluid drag forces fg,i
and torque Ti acting on individual particles are calculated. Using
the fg,i and Ti will produce information about the motion of
individual particles for the next time step. All the above schemes
have been developed and implemented into an open source C++
toolbox OpenFOAM (OpenCFD Ltd, 2011). Within the OpenFOAM
framework, one can customize solvers or extend the numerical
libraries to their own needs relatively easily which is a major
advantage over commercial software. The codes are used in a
variety of scientific applications, and there are an increasing
number of researchers who are using OpenFOAM as their devel-
oping platform in their work on topics related to the present work
(Oevermann et al., 2009; Su et al., 2011).

2.5. Simulation setup

The simulated fluidized bed geometry as shown schematically
in Fig. 2 is similar to those of Tsuji et al. (1993) and Xu and Yu
(1997). It consists of a rectangular container of dimension 0.15 m
(width)�0.9 m (height)�0.004 m (thickness) with a jet orifice of
0.01 m in width at the center of the bottom wall. The left, right,
bottom walls, the bottom orifice and the top exit consist of the
whole calculation domain boundaries. The fluidization solid par-
ticles are a group of 2400 spherical particles with a diameter of
4 mm which are also taken from Tsuji et al. (1993) and Xu and Yu
(1997). Note that the thickness of the bed is set equal to the
particle diameter; that is, the bed contains one layer of particles.
Air at a temperature of 293 K and standard atmospheric pressure
is used as the fluidizing agent and introduced from the bottom
orifice with a uniform velocity. This particle–fluid combination
corresponds to a Geldart group D type (Geldart, 1973). Table 2
shows the parameter settings used in the simulation and the
boundary conditions for the gas phase are listed in Table 3. Unless

stated otherwise, all results of the following sections are based on
the settings of Table 2.

The grid resolution employed here is arrived at by a corre-
sponding grid independence study. To seek a proper grid system,
four different grid systems of (Δx, Δy)¼(25 mm, 45 mm), (15 mm,
30 mm), (10 mm, 20 mm) and (5 mm, 10 mm) are tested. In the
test, only air (293 K) with the uniform inlet velocity 0.01 m/s
covering the whole bottom section is sent into the reactor. Fig. 3
displays the velocity distribution at the top exit of the reactor. It
can be seen that the velocity profiles in terms of the third and
fourth grid systems coincide with the analytic solution. This
implies that the third grid system, i.e. (Δx, Δy)¼(10 mm,
20 mm), can satisfy the requirement of grid independence. More-
over, for dense gas–solid flows, the choice of grid size is a little
more complex. As is well-known, the grid size should be larger
than the particle size for DEM simulations. Wang et al. (2009)
concluded that in order to obtain correct bed expansion character-
istics, the grid size should be of the order of three particle
diameters. Considering the particle diameter is 4 mm in our study,
(Δx, Δy)¼(10 mm, 20 mm) is a good choice which takes both the
grid independence and particle size into account. For the grid
system of (Δx, Δy)¼(10 mm, 20 mm), three small time steps,
1.0�10–4, 1.0�10−5, and 1.0�10−6 s which are consistent with
the CFL criterion, are also tested to study the time step indepen-
dence. No difference in the velocity profiles at the top exit is
observed upon switching a time step 1.0�10−5 s to a smaller value
of 1.0�10−6 s. So 1.0�10−5 s is chosen for all the simulation cases.

3. Results and discussions

3.1. Bed preparation

The first step of the fluidization simulation is to obtain an initial
bed configuration which is generated as follows. The container is
uniformly divided into a set of small rectangular lattices through-
out the calculation domain. Then 2400 particles with zero velocity
are positioned at the centers of these lattices and allowed to fall
down under the influence of gravity in the absence of inlet jet gas.
As shown in Fig. 4, pluvial deposition of the particles finally results
in a static bed of height about 0.23 m and porosity around 0.42.

Fig. 2. Geometry of the fluidized bed reactor.
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This deposited bed is then used as the initial input data for the
fluidization simulation. As pointed out by Xu and Yu (1997), the
initial input data for fluidization include not only the particle
coordinates but also the forces and torques which come with the
deposition of particles in the packing process.

3.2. Minimum fluidization velocity

To test the validity of our approach, defluidization simulations,
which allow the minimum fluidization velocity umf to be deter-
mined, are performed using each of the three drag correlations
formulated in Table 1. As shown in Fig. 5, the defluidization curves
are given by the mean pressure drop through the bed, Δp vs
superficial gas velocity us. The superficial gas velocity us, here as
an alternative to the gas jet velocity, is defined as the total
volumetric gas flow rate divided by the entire bed cross-
sectional area. Totally, 20 runs of simulation are carried out for
each drag model, corresponding to the cases with a decreasing us.
The case for the maximum us of 3.2 m/s is simulated under the
same boundary and initial conditions outlined in Section 3.1. Then
the cases corresponding to the decreasing us are simulated by
successively decreasing us, with the final results at a higher
velocity as the initial input data for the simulation at next lower
velocity. All the cases are run for 10 s real time for statistical

Table 2
Parameter settings for the simulations.

Particles Gas phase Bed

Shape Spherical Viscosity, μg 1.8�10−5 Pa.s Width 0.15 m
Diameter, dp 4 mm Density, ρg a Height 0.9 m
Density, ρp 2700 kg/m3 Temperature, T 293 K Thickness 4 mm
Number, Np 2400 Fluid time step, Δt 1�10−5 s Cell width, Δx 10 mm
Restitution coefficient, e 0.9 Inlet jet velocity 48 m/s Cell height, Δy 20 mm
Friction coefficient, μ 0.3 Orifice width 10 mm

a ρg is determined using the ideal gas law.

Table 3
Boundary conditions for gas phase in the simulation.

Boundaries Velocity Pressure Porosity

Left and right walls No slip Zero gradient Zero gradient
Bottom wall No slip Zero gradient Zero gradient
Inlet orifice (bottom) Fixed value Zero gradient Fixed value
Outlet (top) Zero gradient Fixed value Zero gradient

Fig. 3. Velocity distribution at the top exit when only air with the uniform inlet
velocity U0 ¼0.01 m/s covering the whole bottom section is sent into the reactor.

Fig. 4. Particle configurations after a simulated packing process.

Fig. 5. Defluidization curves for the three drag models.
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purpose. Two regimes are indentified from the defluidization
curves: fluidized bed regime and packed bed regime. As will be
delineated in the following section, at the fully fluidized bed
regime, bubbles and slugs are generated continuously during the
gas flow and particles move vigorously inside the bed. This regime
is characterized by an almost constant mean bed pressure drop Δp.
It can be observed that all three drag models predict a complete
fluidization at the same level of Δp. The Δp keeps almost constant
with decreasing us until a critical point (minimum fluidization
velocity umf) is reached. After umf Δp starts to continuously
decrease with decreasing us and a packed bed regime where no
bubbles exist is generated. The dotted horizontal line in Fig. 5
indicates the constant mean pressure drop at fluidized bed regime
and it intersects the defluidization curves at point umf. Table 4
shows the comparison of predicted values of minimum fluidiza-
tion velocity umf by the three drag models with the numerical data
reported by other investigators (Boyalakuntla, 2003; Hoomans
et al., 1996; Xu and Yu, 1997). It can be seen that good agreement
is obtained. Fig. 6 depicts the predicted porosity distributions at
minimum fluidization velocity umf for the three drag models. It is
observed that only a small bubble forms at the jet region and the
porosity distribution is relatively homogeneous through the bed
which indicates that the gas could pass through the bed without
resulting in a rigorous particle flow. There are no significant
differences in porosity distribution among the three drag models
except for the upper surface of the bed.

The umf is a key quantity for fluidized bed and the successful
prediction of this quantity thereby provides an important example
to verify the proposed approach. It should be noted that, although

the deviation is not large, Gidaspow model predicts a smallest umf

while EHKL model gives a largest one.

3.3. Fluidization behavior

Using the particle configurations as shown in Fig. 4 as the initial
input, a single central jet of air with velocity of 48 m/s is injected
from the bottom orifice to investigate the fluidization behavior.
From detailed examinations of the video sequences of the simula-
tions (available on demand), two ranges are identified: the start-
up stage and the fluidization stage. The start-up time range 0.00–
0.40 s can be roughly recognized from the first fluctuation of
Fig. 11 which depicts the bed pressure drop Δp against time t in
the following section. Fig. 7 illustrates the comparison of simu-
lated particle flow patterns using different drag models at the
start-up stage. As an initial response of the bed to the introduction
of fluidizing gas, a significant upward flow of particles is caused
due to the instantaneous breakup of the inter-particle locking. For
all models, it is readily observed that a bubble with an oval shape
is formed at the jet region, which forces particles in its front to rise
and then fall down along the walls. This bubble grows as gas flows
upward and eventually collapses. Besides the bubble formation,
the existence of “slug” structure at the upper part of the bed is also
clearly predicted by all the models. The term “slug” is used here to
describe a dilute region of particles which occupies the whole
width of the bed and a similar definition is also given by other
investigators (Hoomans et al., 1996; Kafui et al., 2002). The
formation of bubbles and slugs in a spouting bed of Geldart group
D type powder is also reported in the literature both numerically
(Boyalakuntla, 2003; Hoomans et al., 1996; Xu and Yu, 1997) and
experimentally (Tsuji et al., 1993). Although the bubble shape and
slug structure are accurately predicted by all the three models, the
size of them as well as the height of bed expansion is different. It is
easily seen that the Gidaspow model predicts the biggest bubble
and slug structure. At t¼0.20 s, a bed expansion estimated at 70%
of the initial bed height is observed for the Gidaspow model
compared to 50% for the Di Felice model and 40% for the
EHKL model.

After the start-up stage, a dynamically stable fluidization stage
is reached in which a periodic generation of bubbles and slugs is
observed. Fig. 8 shows the typical particle flow patterns at this
stage for the three drag models. Because the total simulation time
is 20 s, a time range which is close to 10 s (half of the total
simulation time) is chosen to act as a general representative period
for all the models. For each model, five snapshots of the particle
patterns show the rise and fall of a bubble which roughly
represents a period, which shows that the bubbling period is
longest for Gidaspow model and almost same for Di Felice and
EHKL models. Similar to the start-up stage, the particle flow
patterns predicted by the three models featured by a gas cavity
at the jet region above which a bubble is formed and continuously
grows and rises until converts to a slug. However, the bubble and
slug patterns can differ significantly among the drag models and
their intensity is strongest for Gidaspow model and much weaker
for Di Felice and EHKL models. These observed differences suggest
that the performance characteristics obtainable from the different
drag models differ, perhaps significantly, depending on the parti-
cular application.

As indicated in Eq. (1), the motion of a particle is governed by
the gravitational, fluid drag and inter-particle forces. The fluid drag
is closely related to the particle configuration (porosity), gas–solid
slip velocity and properties of the gas and the particles. Fig. 9
presents plot of the drag forces acting on a single particle for the
three drag models as a function of porosity εg at three gas–solid
slip velocities |ug−vp|. In the plot the step change inherent in the
calculated drag forces from the Gidaspow model at a porosity εg of

Table 4
Comparison of predicted values of minimum fluidization velocity umf by the three
drag models with the data reported by other investigators.

Drag model
used

Minimum fluidization velocity umf (m/s)

This
work

Hoomans et al.
(1996)

Xu and Yu
(1997)

Boyalakuntla
(2003)

Gidaspow
(1994)

1.7 1.77 − 1.85a

Di Felice
(1994)

1.8 − 1.8 −

EHKL (2006) 1.9 − −

a The drag model used by Boyalakuntla (2003) is not explicitly specified in
his work.

Fig. 6. Simulated porosity distributions at minimum fluidization velocity for the
three drag models. (a) Gidaspow model; (b) Di Felice model; (c) EHKL model.
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0.8 is clearly observed. Three scenarios exist for constant |ug−vp|.
First, for εg<0.4, Di Felice and EHKL models predict drag forces
close to each other which are larger than the one produced by
Gidaspow model. Second, for εg between 0.4 and 0.8, Gidaspow
model gives much larger drag force than Di Felice and EHKL
models. Finally, for εg >0.8, Gidaspow model has a step change and

produces a smallest drag force. These trends for the three slip
velocities are similar, but the intersections of the curves shift to
lower porosities when |ug−vp| increases. Considering εg ranges
from about 0.42 (packed bed as shown in Fig. 4) to 0.96 (only one
particle in a fluid cell) for our simulation cases, it is reasonable that
Gidaspow model is found to be most energetic as shown in

Fig. 7. Particle flow patterns at the start-up stage. (a) Gidaspow model; (b) Di Felice model; (c) EHKL model.
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Figs. 7 and 8. Moreover, EHKL and Di Felice models intersect at a
point around εg¼0.6 and produce a same level drag force for
εg<0.8 which is a possible explanation to the similar fluidization
behaviors observed for these two models.

From the fluidization behavior shown in Figs. 7 and 8, we know
that most of the particle mixing occurs in two fast particle flow
regions: one is away from the bottom orifice due to the gas dragging
in the main stream (bubble) and the other at the upper part of the bed
due to the falling of the particles to fill in the vacant space (slug). There
is a big vortex developed corresponding to these two fast flow regions,
which promotes particle mixing considerably. However, near the
bottom corners the particles become consolidated and mix slowly. If

the particles are initially colored in layers gradually changed from blue
at bottom to red at top, the degree of mixing at the end of simulation
(t¼20 s) for different models are shown in Fig. 10. It is evident that the
mixing is best for the Gidaspow model and the particle distribution
appears to be uniform throughout the bed. Whereas for Di Felice and
EHKL models there is still local accumulation of red particles along the
right wall and the degree of mixing is comparable for the two models.

3.4. Bed pressure drop

In the previous section, most comparisons between the differ-
ent drag models are qualitative. In order to quantify the

Fig. 8. Typical particle flow patterns at the fluidization stage. (a) Gidaspow model; (b) Di Felice model; (c) EHKL model.
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differences, the pressure drop across the bed Δp, which is obtained
as the difference between the average gas pressure in the bottom
and top rows of the computational cells, is recorded over a
sufficiently long time (20 s) to permit the calculation of a time-
averaged value. Fig. 11 shows a comparison between all drag
models in prediction of Δp against time. It is easily seen that Δp
fluctuates with time and a similar fluctuating pattern is observed
for the three drag models. At the start-up stage the bed pressure
drop is much higher than that at the stable fluidization stage
because of the need to overcome the inter-particle locking. The
mean pressure drops of 2.51 kPa, 2.54 kPa and 2.53 kPa for the
Gidaspow, Di Felice and EHKL models, respectively, agree quite
well with each other and the amplitudes of the fluctuations
measured by the standard deviation (sd), are also comparable.

However, a significant difference is still evident from Fig. 11 in that
Gidaspow model predicts the lowest fluctuation frequency
(2.45 Hz), about 85% of what is predicted by the two other models.
The frequencies predicted by Di Felice and EHKL models are close
to each other, although a slightly higher (∼4%) frequency is
obtained with Di Felice model.

The bed pressure drop fluctuations in a bubbling fluidized bed
are considered to be caused by bubbles and slugs that form and
collapse at regular intervals (Boyalakuntla, 2003). From a close
inspection of Figs. 8 and 11, we see that the pressure fluctuation
frequency is in accordance with the bubbling frequency thus
supporting the idea that bubbles and slugs are a major cause for
the pressure fluctuations. Based on the work of Tho-Ching and
Walawender (1983), bigger bubble or slug structure has higher rise
velocity. Since Gidaspow model produces bigger bubble and slug
than Di Felice and EHKL models, the bubble rise velocity of
Gidaspow model is highest which is in contradiction to the lowest
pressure fluctuation frequency predicted by Gidaspow model as
shown in Fig. 11 at first glance. Keep in mind that Gidaspow model
also gives the largest bed expansion and the fluctuation period is
related to the ratio of the expanded bed height to the rise velocity.
The lowest fluctuation frequency (i.e. longest period) predicted by
Gidaspow model implies that the traveling distance of the bubble
dominates its rise velocity for our simulation cases.

3.5. Effect of collision parameters e and μ

In order to study the effect of the two key collision parameters:
the restitution coefficient e, and the friction coefficient μ, on the
fluidization behavior, an ideal-collision case (e¼1, μ¼0) is also
simulated. Fig. 12 shows the snapshots of particle flow patterns for
the ideal-collision case at t¼15 s for the three drag models.
Moreover, in the animation of the results it can be observed that,
except for the start-up stage (t<1 s), no bubbling and slugging
occur at all and after a vigorous expansion the bed remains rather
homogeneously fluidized, which is completely different from the
case with non-ideal, more realistic particles (e¼ 0.9, μ¼0.3) as

Fig. 9. Comparison of drag forces acting on a 4 mm diameter particle as predicted
using the Gidaspow model, Di Felice model, and EHKL model for a range of
porosities at three superficial slip velocities.

Fig. 10. Degree of mixing at the end of simulation, t¼20 s. (a) Gidaspow model; (b) Di Felice model; (c) EHKL model.
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shown in Fig. 8 where a bubble experiences its generation, growth
and collapse process periodically. A possible explanation for this
phenomenon is depicted in Fig. 13. As shown in Fig. 13, the bed
pressure drop Δp is almost constant with time in the ideal-
collision case, which results in a nearly homogeneous flow
structure (constant bed expansion). However, the pressure

fluctuation in the non-ideal case is much larger than that in the
ideal case, implying that it produces a more heterogeneous flow
structure (periodic bubbling). This phenomenonal difference indi-
cates that material properties, as reflected by collision parameters
(e and μ) have a strong influence on the particle pattern formation.
Therefore, real parameters should be chosen in order to obtain

Fig. 11. Bed pressure drop Δp against time t. (a) Gidaspow model; (b) Di Felice model; (c) EHKL model.
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realistic fluidization behavior. As also shown in Fig. 12, although all
the three drag models predict no bubble and slug formation for
the ideal case, the height of the expanded bed is different and
Gidaspow model has the largest bed expansion, this feature is
consistent with the previous findings in Section 3.3. It is worth to
mention that Hoomans et al. (1996) who adopted a hard-sphere
collision model in contrast to our soft-sphere model also reported
the same phenomenon as ours for the ideal-collision case, which
qualitatively verifies the capacity of our approach.

Li and Kuipers (2003) explored the effect of non-linearity of the
gas drag by altering values of the exponent of the porosity εg in
drag correlations. They found that, when increasing the exponent
of εg, the flow structure displays many modes, ranging from

perfectly homogeneous particulate flow with small bed expansion
to heterogeneous flow with high bed expansion for ideal-collision
case. From Table 1, it is easily observed that the increase of
porosity exponent provides a stronger drag force acting on the
particles and it will make the bed height increase dramatically.
They also reported that the heterogeneous flow structure for ideal-
collision case features with looser packing, which differs signifi-
cantly from the heterogeneous flow structure in non-ideal case
(clear bubble or slug formation). The loose packing of particles in
the ideal system is attributed to the fact that no energy is
dissipated during the frequent particle–particle collisions. This
loose-packing feature is in agreement with the phenomenon
presented in Fig. 12. Since the conventional values of porosity

Fig. 12. Snapshots of particle flow patterns at t¼15 s for ideal-collision case (e¼1, μ¼0). (a) Gidaspow model; (b) Di Felice model; (c) EHKL model.

Fig. 13. The comparison of bed pressure drop Δp between the ideal-collision case (e¼1, μ¼0) and the non-ideal collision case (e¼0.9, μ¼0.3) for Gidaspow model.
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exponent are kept for each drag model in our work, enhancing
exponent of the porosity to produce more heterogeneous flow
structure for idea-collision case like Li and Kuipers (2003) did is
beyond the scope of this work.

3.6. Effect of spring stiffness

The spring stiffness is also a parameter needed to be prede-
termined for the soft-sphere collision model adopted in this work.
As discussed in Section 2.1, using the Hertzian contact theory, the
spring stiffness can be calculated from the physical properties such
as Young's modulus and Poisson ratio (Tsuji et al., 1992). The
previous researchers (Hoomans, 1999; Xu and Yu, 1997; Tsuji et al.,
1993) usually assumed that the effect of spring stiffness on particle
motion was negligible and a small value (102–104) was arbitrarily
chosen to save computation time. To test the influence of the
spring stiffness, totally three runs of simulation are carried out for
each drag model, corresponding to the cases with an increasing
spring stiffness of one order of magnitude. Table 5 lists the
predicted mean pressure drops and fluctuation frequencies. It
can be observed that both bed pressure drop and fluctuation
frequency decrease as the spring stiffness increases for all the drag
models although the variation is small. Therefore if experimental
data are available and one aims to improve the agreement
between the simulated result and the experimental one, the spring
stiffness is also an issue needed to be taken into account. After

detailed examinations of the video sequences of the simulations,
the effect of the spring stiffness on the fluctuation frequency can
be explained as follows. As discussed in Section 3.4, the fluctuation
frequency is in accordance with the bubbling frequency. With an
increase in the spring stiffness, the particles become more rigid
and the overlap allowed between them becomes smaller which
leads to a particle configuration where the particles are less closely
spaced which results in a higher expanded bed. Consequently it
will take a rising bubble a little longer time (a lower frequency) to
travel through a higher bed.

3.7. Effect of the discontinuity in the Gidaspow model

As mentioned above, the Gidaspow drag model has a discon-
tinuous transition between the Ergun (1952) and Wen and Yu
(1966) correlations at a gas volume fraction εg of 0.8. Physically,
the drag force is a continuous function of both particle Reynolds
number Rep and εg and therefore drag models should be contin-
uous functions. In order to remove the discontinuity in the
Gidaspow model, here, a similar approach to the one used by
Leboreiro et al. (2008a) is implemented, namely a linear inter-
polation over a transition region. The Ergun (1952) expression
(denoted by βE) for the inter-phase momentum transfer coeffi-
cient, is used when εg is below 0.7. If εg is above 0.8, then the Wen
and Yu (1966) correlation (denoted by βWY) is employed. If εg lies
in the transition region between 0.7 and 0.8, the following linear
interpolation is adopted:

βTG ¼ βE
0:8−εg
0:1

þ βWY
εg−0:7
0:1

ð9Þ

where βTG is the inter-phase momentum transfer coefficient in the
linear transition region for the Gidaspow model. Fig. 14 presents
the bed pressure drop Δp against time t for the original Gidaspow
model and the linear continuous one described above. No sig-
nificant differences are observed in the mean pressure drop and
fluctuation frequency between the original Gidaspow model and
the continuous one, which is consistent with the findings by
Leboreiro (2008b).

Table 5
Simulation results of various stiffnesses for the three drag models.

Model Spring stiffness kn,
(N/m)

Mean bed pressure drop,
Δp (kPa)

Frequency f,
(Hz)

Gidaspow
(1994)

1.28�105 2.51 ∼2.45
1. 28�106 2.50 ∼2.30
1. 28�107 2.49 ∼2.20

Di Felice
(1994)

1. 28�105 2.54 ∼2.90
1. 28�106 2.51 ∼2.70
1. 28�107 2.49 ∼2.65

EHKL (2006) 1. 28�105 2.53 ∼2.80
1. 28�106 2.52 ∼2.70
1. 28�107 2.51 ∼2.55

Fig. 14. Bed pressure drop Δp against time t for Gidaspow model and the linear continuous Gidaspow model.
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4. Conclusions

Numerical simulations of a bubbling gas–solid fluidized bed
reactor have been performed in a pseudo-3D domain using the
Eulerian–Lagrangian approach to investigate the effects of three
widely used drag correlations on the hydrodynamic behaviors. A
soft-sphere model is adopted to resolve the inter-particle and
particle–wall collision dynamics. The results have been analyzed
in terms of particle flow pattern, bed expansion height, bed
pressure drop, and fluctuation frequency. Qualitatively, formation
of bubbles and slugs and the process of particle mixing are
observed to occur for all the drag models, although the Gidaspow
model is found to be most energetic and the Di Felice and EHKL
models yield minor difference. Quantitatively, the mean pressure
drops predicted by the three models agree quite well with each
other and the amplitudes of the fluctuations measured by the
standard deviation are also comparable. However, a significant
difference in the frequency of pressure fluctuations is found that
the Gidaspow model predicts a lowest fluctuation frequency
whereas the Di Felice gets a highest one. Considering that there
are more than 10 drag correlations available in the literature
(Esmaili and Mahinpey, 2011; Loha et al., 2012), care must be
taken to make a suitable choice for one's particular application.

The effects of restitution coefficient e, friction coefficient μ, and
spring stiffness kn on the fluidization behavior are also investi-
gated in this study. It is found that no bubbling and slugging occur
at all for the ideal-collision case (e¼1, μ¼0) and that both mean
bed pressure drop and fluctuation frequency slightly decrease as
the spring stiffness increases for all the three drag models. Finally,
the discontinuity in the Gidaspow model is removed by a linear
interpolation scheme and no significant differences are observed
in the mean bed pressure drop and fluctuation frequency between
the original Gidaspow model and the linear continuous model.
However, fluidized bed is a huge and very complicated multi-
phase-flow system, and is affected by many related issues such as
container geometry, operational conditions, particle size distribu-
tion and material properties. Further modeling efforts are required
to study the influence of all these parameters. Moreover, new
experimental studies should be carried out using recent advance-
ments in instrumentation engineering in order to compare with
our modeling results.
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� A CFD–DEM model is developed to simulate the biomass gasification in a FB reactor.
� Higher temperatures are favorable for the products in endothermic reactions.
� H2 and CO2 concentrations increase with the increase of steam/biomass mass ratio.
� Carbon conversion decreases as the height of fuel injection point increases.
� The calculated results compare well with the experimental data.

a r t i c l e i n f o

Article history:
Received 4 June 2014
Received in revised form
18 August 2014
Accepted 20 August 2014
Available online 27 August 2014

Keywords:
CFD–DEM
Biomass gasification
Steam
Fluidized bed reactor
Syngas
Carbon conversion

a b s t r a c t

A comprehensive CFD–DEM numerical model has been developed to simulate the biomass gasification
process in a fluidized bed reactor. The methodology is based on an Eulerian–Lagrangian concept, which
uses an Eulerian method for gas phase and a discrete element method (DEM) for particle phase. Each
particle is individually tracked and associated with multiple physical (size, density, composition, and
temperature) and thermo-chemical (reactive or inert) properties. Particle collisions, hydrodynamics of
dense gas-particle flow in fluidized beds, turbulence, heat and mass transfer, radiation, particle
shrinkage, pyrolysis, and homogeneous and heterogeneous chemical reactions are all considered during
biomass gasification with steam. A sensitivity analysis is performed to test the integrated model's
response to variations in three different operating parameters (reactor temperature, steam/biomass
mass ratio, and biomass injection position). Simulation results are analyzed both qualitatively and
quantitatively in terms of particle flow pattern, particle mixing and entrainment, bed pressure drop,
product gas composition, and carbon conversion. Results show that higher temperatures are favorable
for the products in endothermic reactions (e.g. H2 and CO). With the increase of steam/biomass mass
ratio, H2 and CO2 concentrations increase while CO concentration decreases. The carbon conversion
decreases as the height of injection point increases owing to both an increase of solid entrainment and a
decrease of particle residence time and particle temperature. Meanwhile, the calculated results compare
well with the experimental data available in the literature. This indicates that the proposed CFD–DEM
model and simulations are successful and it can play an important role in the multi-scale modeling of
biomass gasification or combustion in fluidized bed reactor.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Due to the limited supply of conventional fossil fuels and global
environmental problems, more and more attention has been paid to
the renewable and clean energy technologies, among which bio-
mass gasification is one of the most promising technologies for the
efficient utilization of biomass. Biomass gasification is a complex
thermo-chemical process in which biomass is converted into

synthetic gas (syngas), a combination of hydrogen, carbon mon-
oxide, and methane. The syngas could be then used as a fuel in
internal combustion engines, gas turbines, or fuel cells for the
production of heat, mechanical energy, or power, or as a feedstock
for the synthesis of liquid fuels and chemicals. The fundamental
aspects of biomass gasification have been mainly studied by
experiments using lab-scale reactors (Gil et al., 1999; Qin et al.,
2012; Warnecke, 2000). Among the various gasification reactors,
the fluidized bed (FB) reactor presents good prospects due to its
high rates of heat and mass transfer, good temperature control, and
its excellent mixing properties (Kern et al., 2013; Li et al., 2004;
Shen et al., 2008). In a typical FB reactor, fuel feed, together with
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inert bed material (e.g. sand) which acts as heat capacitance for the
fuel, are fluidized by the gasifying agents, such as air (Kim et al.,
2013), steam (Song et al., 2012), pure oxygen or their combination
(Meng et al., 2011). There are many physico-chemical processes
within a real biomass FB reactor, such as mixing, segregation,
collision, particle heat-up, drying, pyrolysis, volatile matter combus-
tion, and char reaction with O2/steam/CO2. Moreover their scales
are greatly separated, which results in detailed study of the entire
gasification process being a challenging task.

Computational fluid dynamic (CFD) models have become more
and more popular in recognizing the dense gas–solid flow
dynamics (Lathouwers and Bellan, 2001; Papadikis et al., 2010;
Ku et al., 2013) and chemical reactions (Ergüdenler et al., 1997;
Nikoo and Mahinpey, 2008; Sadaka et al., 2002) in FB reactors.
Generally, all the CFD models developed can be broadly categor-
ized into Eulerian–Eulerian and Eulerian–Lagrangian approaches.
For Eulerian–Eulerian approach, both particle and fluid phases are
treated as interpenetrating continua. It can predict the macro-
scopic characteristics of a system with relatively low computa-
tional cost and has actually dominated the modeling of fluidization
process for many years (Gerber et al., 2010; Taghipour et al., 2005;
Wang et al., 2009). However, in addition to the difficulty of
providing closure models for interaction terms between phases
within its continuum framework, Eulerian–Eulerian approach does
not recognize the discrete character of the particle phase and thus
has trouble in modeling flows with a distribution of particle types
and sizes. These difficulties can be naturally overcome by Euler-
ian–Lagrangian approach (Snider et al., 2011; Xie et al., 2013) in
which the gas is treated as continuous and particle as discrete
phase. When the particle phase is solved by discrete element
method (DEM), the Eulerian–Lagrangian approach is also called
CFD–DEM model. For CFD–DEM model, each particle is individu-
ally tracked and can be composed of multiple physical (size,
density, composition, and temperature) and thermo-chemical
(reactive or inert) properties. It can also offer detailed microscopic
information at the particle level, such as particle trajectory,
particle–particle and particle–fluid interaction, and transient
forces acting on each particle, which is extremely difficult, even
impossible to obtain by Eulerian–Eulerian approach. A crucial
point when using CFD–DEM is the CPU load for particle collision
monitoring as the number of particles increases. Thus, CFD–DEM
simulations are often performed on the order of 104 particles and
are mostly restricted to 2D or quasi-3D (domainwidth is one particle
diameter) solutions. If chemical reactions are added, computation is
more and more complicated and expensive. To date most of the
CFD–DEM studies performed have been focused on the hydrody-
namics of the isothermal fluidized bed and there have been few
works on the simulation of dense gas–solid flow coupling with
chemical reactions. Liu et al. (2011) used a CFD–DEM model to study
char and propane combustion in a fluidized bed although their
simulation conditions were strongly simplified, e.g., only 300 char
particles were added at the start of simulation and there was no
more fuel injection at later times. Bruchmüller et al. (2012) carried
out a biomass fast pyrolysis simulation in a bubbling fluidized bed
but did not take turbulence and chemical reactions into account.
Gerber and Oevermann (2014) used a 2D CFD–DEM model to
simulate wood gasification in a fluidized bed reactor but they used
only charcoal as the bed material without any inert bed material
such as sand used in ordinary experimental beds.

The aim of this study is to develop a comprehensive CFD–DEM
model capable of describing dense, thermal, and reactive multi-
phase flows like biomass gasification in a fluidized bed reactor. The
model described here is an extension of our previous hydrody-
namic CFD–DEM model. In our earlier paper (Ku et al., 2013), an
isothermal and non-reactive CFD–DEM model was developed and
applied to a series of test cases in order to quantify its predictive

capabilities. These included (i) prediction of the characteristic
fluidization behaviors (bubbles or slugs) of a typical bubbling
fluidized bed, (ii) comparison of the minimum fluidization velo-
cities predicted by different researchers, and (iii) comparison of
the bed pressure drops generated by various drag correlations. The
above comparisons performed have validated the hydrodynamic
aspect of our CFD–DEM model. As a continuation, the hydrody-
namic CFD–DEM model is enlarged here to account for the dense
and reacting flows including models for turbulence, heat and mass
transfer, radiation, particle shrinkage, pyrolysis, and heteroge-
neous and homogeneous reactions. The noteworthy novelties of
the present CFD–DEM model include (i) a systematic presentation
of the particle governing equations and gas transport equations
within the Eulerian–Lagrangian concept, (ii) modeling of multiple
homogeneous and heterogeneous reactions, (iii) resolving of
turbulence by a k–ε model, (iv) 4�104 sand particles used as
inert bed material and inter-particle and particle–wall collisions
being resolved by a soft-sphere collision model, and (v) continuous
biomass injection throughout the total simulation time. The
integrated model is then applied to biomass gasification with
steam in a lab-scale fluidized bed reactor. Simulation results are
analyzed both qualitatively and quantitatively in terms of particle
flow pattern, particle mixing and entrainment, bed pressure drop,
composition distributions of product gas and other important
characteristics in a fluidized bed reactor at different operating
conditions (e.g. reactor temperature, steam/biomass mass ratio,
biomass injection position). Besides, comparisons between calcu-
lated results and experimental data available in the literature are
also carried out in order to verify the model.

This paper is organized as follows: In Section 2, the governing
equations describing evolution of the particles and gas phase are
firstly formulated. Herein, the sub-models of pyrolysis, char gasifica-
tion, particle shrinkage, and gas phase reactions are also presented.
In Section 3, the simulation setup is tabulated. In Section 4, the
numerical results of biomass gasification with steam in a fluidized
bed reactor are presented. Here, we first investigate the fluidization
behavior, particle entrainment, and bed pressure drop. Then effects
of different operating conditions, such as reactor temperature, steam/
biomass mass ratio and biomass injection position, on the composi-
tion distributions of product gas and carbon conversion are docu-
mented where the CFD–DEM model is verified by comparing the
calculated results with experimental data. Finally, a short summary
and conclusions are given in Section 5. In addition, the symbols and
subscripts used in the equations and abbreviations are described in
the nomenclature at the end of the paper.

2. Mathematical modeling

The CFD–DEM model is formulated based on an unsteady-state
Eulerian–Lagrangian multiphase model meaning transport equa-
tions are solved for the continuous gas phase and each of discrete
particles is tracked through the calculated gas field. The interac-
tion between the continuous phase and the discrete phase is taken
into account by treating the exchange of mass, momentum and
energy between the two systems as source terms in the governing
equations. Specifically, the mechanisms of mass and energy
exchange are adopted from the work of Kumar and Ghoniem
(2012) with certain modifications as will be outlined below.
Furthermore, for momentum exchange, detailed implementation
issues are available in our earlier publication (Ku et al., 2013).

2.1. Discrete particle phase

The discrete particle phase consists of sand and biomass
particles which are modeled in a Lagrangian manner. Sand plays
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only the role of heat carrier in biomass gasification without taking
part in any reactions, whereas biomass undergoes successive
physical and chemical processes such as heat-up, drying, pyrolysis,
and gasification and its behavior is strongly related to operating
conditions.

2.1.1. Particle motion
The governing mass, momentum, and energy equations for

each particle are as follows,
Mass:

dmp

dt
¼ dmvapor

dt
þdmdevol

dt
þdmC�CO2

dt
þdmC�H2O

dt
ð1Þ

Momentum:

mp
dvp
dt

¼ fgþfcþmpg ð2Þ
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dTp
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epAp

4
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As shown in Eq. (2), fc, i.e. the total contact force acting on
particle due to inter-particle or particle–wall collisions, is taken
into account and it is necessary for dense gas-particle flows. This is
different from the model of Kumar and Ghoniem (2012) which
does not consider the contact forces and thus their model is only
applicable to dilute multiphase systems.

Here, the inter-phase momentum exchange coefficient β is
modeled via the well-known Gidaspow drag correlation (Gidaspow,
1994). As shown in Eq. (5), the Gidaspow model combines Ergun
(1952) and Wen and Yu (1966) correlations for the dilute and dense
granular regime where a porosity εg of 0.8 is adopted as the
boundary between these two regimes. This model is often used in
the literature and effects of using different drag models were
discussed in earlier publication (Ku et al., 2013).

As shown in Eq. (8), the particle temperature is calculated
taking into account the heat transfer due to convection, radiation,
and source term Qp including both the latent heat of vaporization
of water from the particle to the gas phase and the heat generated
by the heterogeneous char reactions.

The inter-particle or particle–wall collisions are resolved by a
soft-sphere discrete element method which was firstly proposed
by Cundall and Strack (1979). In this method, the inter-particle
contact forces are calculated using equivalent simple mechanical
elements, such as spring, slider and dashpot (see Fig. 1). Particles
are allowed to overlap slightly. The normal force tending to
repulse the particles can then be deduced from this spatial overlap
and the normal relative velocity at the contact point. The spring
stiffness can be calculated by Hertzian contact theory when the
physical properties such as Young's modulus and the Poisson ratio
are known. A characteristic feature of the soft-sphere model is that

it is capable of handling multiple particle–particle contacts which
is of much importance when modeling dense particle systems like
fluidized bed. Detailed implementation issues of the soft-sphere
model are available in the literature (e.g. Tsuji et al., 1992), which
are not stated here for the sake of shortness. In this study, the
following physical properties are adopted for the collision model:
Young's modulus is 5�106 Pa; Poisson ratio is 0.3; coefficient of
restitution and friction coefficient are 0.9 and 0.3, respectively. All
values are equally valid for walls and particles (Bruchmüller et al.,
2012; Ku et al., 2013).

2.1.2. Pyrolysis
As soon as fresh biomass is fed into the bottom of the hot sand

bed, it is immediately heated up, and thereby the devolatilization
and pyrolysis of biomass as well as char gasification occurs. The
pyrolysis compositions released from biomass can be expressed by
the following equilibrium equation and each product yield is
solved with the help of the elemental conservation analysis.

Biomass-α1COþα2H2Oþα3CO2þα4H2þα5CH4þα6charðsÞ
þα7ashðsÞ; ∑

i
αi ¼ 1 ð9Þ

Note that, in the present model, reactions with sulfur and
nitrogen are not taken into account due to their little amount (see
Table 3), and they are considered passing directly to ash. CH4 is the
only hydrocarbon species taken into consideration. Although C2H2,
C2H4, C2H6, and other higher hydrocarbons (tar) are produced in
the pyrolysis process, they are treated as non-stable products and
this mechanism has also been widely used by other researchers
(Ergüdenler et al., 1997; Gerber et al., 2010).

Consistent with Abani and Ghoniem's work (Abani and
Ghoniem, 2013), the devolatilization rate is modeled using a single
step first-order Arrhenius reaction.

dmdevol

dt
¼ �Aexp � E

RTp

	 

mdevol ð10Þ

where mdevol is the mass of the volatiles remaining in the particle,
A¼5.0�106 s�1, and E¼1.2�108 J/kmol (Prakash and Karunanithi,
2008). The devolatilization process is assumed to be energetically
neutral because the heat of devolatilization is generally negligible as
compared to heat of reactions due to char consumption reactions
(Abani and Ghoniem, 2013).

2.1.3. Char conversion chemistry
After devolatilization, the biomass particle is left with char and

ash. Ash is assumed to be carried along with the particle without
taking part in any reactions. Char will react in the presence of
carbon dioxide and steam and gets converted into carbon mon-
oxide and hydrogen. The following heterogeneous reactions are
assumed and implemented in OpenFOAM.

CþCO2-2CO (R1)

CþH2O-COþH2 (R2)

Fig. 1. The spring–slider–dashpot collision model.
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Reactions R1 and R2 are endothermic gasification reactions and
R1 is known as the Boudouard reaction.

The char consumption rate which includes the effects of both
diffusion and kinetic rates is given as

dmC� i

dt
¼ �Appi

rdiff ;irkin;i
rdiff ;iþrkin;i

ð11Þ

rdiff ;i ¼ Ci
½ðTpþTgÞ=2�0:75

dp
ð12Þ

rkin;i ¼ AiTpexp
�Ei
RTp

	 

ð13Þ

where mC� i is the mass of the char remaining in the particle when
char reacts with gasifying species i (¼CO2, or H2O), pi is the partial
pressure of the gasifying species, rdiff,i and rkin,i are the diffusion
rate and the kinetic rate, respectively. Ci is the mass diffusion rate
constant. Ai and Ei are the parameters typical of the Arrhenius
forms of kinetic rates. For wood biomass considered in the present
study, the constants used for kinetic and diffusion rates are
assembled below in Table 1 (Abani and Ghoniem, 2013).

2.1.4. Particle shrinkage
The char–gas chemistry consumes the solids and biomass

particles shrink as they react with the gas phase. Particle shrinkage
not only has an effect on gasification but also strongly affects
particle trajectory on its way out of the reactor. Without particle
shrinkage char entrainment will be highly over-predicted. Here we
assume that particle density (ρp) stays constant throughout the
gasification process and a mass-proportional shrinkage is adopted
for each biomass particle. Thus the diameter of biomass particle
shrinks as follows (Bruchmüller et al., 2012),

dp ¼
6mp

πρp

 !1=3

ð14Þ

2.2. Continuous gas phase

The gas phase is modeled as a continuum, known as an
Eulerian type model.

2.2.1. Gas phase motion
For continuum gas phase, the governing mass, momentum,

energy, and species transport equations can be typically repre-
sented by the following equations.

Mass:

∂
∂t
ðεgρgÞþ∇UðεgρgugÞ ¼ Sp;m ð15Þ

Momentum:

∂
∂t
ðεgρgugÞþ∇UðεgρgugugÞ ¼ �∇pþ∇U ðεgτeff ÞþεgρggþSp; mom

ð16Þ

Energy:

∂
∂t
ðεgρgEÞþ∇UðεgugðρgEþpÞÞ ¼∇U ðεgαeff∇hsÞþShþSp;hþSrad ð17Þ

E¼ hs� p
ρg

þu2g
2

ð18Þ

Species:

∂
∂t
ðεgρgYiÞþ∇U ðεgρgugYiÞ ¼∇UðεgρgDeff∇YiÞþSp;Yi þSYi ð19Þ

Note that the above transport equations have taken the volume
fraction of gas εg into account and are applicable to the dense and
reactive gas–particle flow in fluidized beds studied in this paper.
They are different from the ones of Kumar and Ghoniem (2012)
which do not consider εg and are only suitable for very dilute gas–
particle flows.

Here, the effective stress tensor, τeff, is the sum of the viscous
and turbulent stresses. Similarly the effective dynamic thermal
diffusivity αeff and mass diffusion coefficient for species Deff take
both the viscous and turbulent contributions into account. P-1
radiation model is adopted to solve the radiation source term Srad
as it has generally been chosen in CFD simulations of pulverized
fuel gasification with radiation scattering (Backreedy et al., 2006).

As shown by Eq. (19), a transport equation is solved for each gas
species, and the total gas phase properties are calculated from the
mass fractions of the gas species making up the gas mixture. The
mass, momentum, and enthalpy Eqs. (15), (16) and (17), respec-
tively, are solved at each time step for the gas mixture. The flow is
compressible, and the gas phase pressure, volume, temperature,
and density are related through equations of state.

In order to solve turbulence, the governing transport equations
for k and ε, which take into account the volume fraction of gas εg
and are suitable for our dense gas–particle simulation system, are
as follows (Kumar and Ghoniem, 2012, Wang et al., 2009),

∂
∂t
ðεgρgkÞþ∇U ðεgρgugkÞ ¼∇U εg μgþ
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ε
k
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ð21Þ
The constants Cε1¼1.44, Cε2¼1.92, σk¼1.0, and σε¼1.3. The

turbulent viscosity μt is computed as a function of k and ε,

μt ¼ ρgCμ
k2

ε
ð22Þ

where Cμ is a constant which is set as 0.09.

2.2.2. Gas phase reactions
There are hundreds of gas phase chemical reactions in a

gasification reactor. Even if all the elemental reactions and their
rates of reaction could be identified, it is not possible to calculate
so large number of coupled reactions. For the sake of simplifica-
tion, a reduced set of 2 global reactions (3 reactions considering
reverse reaction) is used to describe the major conversion rates in
the reactor and effect of turbulence on reactions is resolved by the
partially stirred reactor (PaSR) model (Abani and Ghoniem, 2013).
Chemical reaction equations and their reaction rates as well as
adopted references are listed in Table 2. The reaction rate is in
kmol/(m3 s), and [ � ] implies mole concentration (kmol/m3) of the
gas species enclosed in the brackets. Reactions R3 is the consump-
tion of CH4 through steam reforming. Reaction R4 is known as the
reversible water–gas shift reaction. Both forward reaction rate kf

Table 1
Heterogeneous reaction constants.

Parameters Values

AH2O (s/(m K)) 45.6
EH2O (J/kmol) 4.37�107

ACO2 (s/(m K)) 8.3
ECO2 (J/kmol) 4.37�107

Ci (i¼H2O, CO2) (s/K0.75) 5.0�10�12
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and reverse reaction rate kb of R4 are calculated in lieu of a
combined forward–reverse rate and kf and kb are related by the
equilibrium constant keq¼kf/kb.

2.3. Computational methodology

Since the governing equations for particles and the gas phase
are different, different solution schemes have to be used. For
discrete particles, a first-order Euler time integration scheme is
used to solve the translational and rotational motions of particles.
Inter-particle and particle–wall collisions are modeled by soft-
sphere collision method (see Fig. 1), where the solution scheme is
well documented in the literature (e.g. Tsuji et al., 1992). Mean-
while, the drying, pyrolysis, and gasification submodels update
particle properties like temperature, diameter, composition, and
heat capacity at each fluid time step. For continuous gas phase,
time discretization of the transporting equations is based on an
Euler scheme and spatial discretization uses a finite-volume
technique. The coupling between the discrete particles and the
gas phase is achieved by the inter-phase source terms (Sp,m, Sp,mom,
Sp,h, Sp,Yi), which are solved at every fluid time step. All mathe-
matical models and schemes described above have been devel-
oped and implemented into an open source Cþþ toolbox
OpenFOAM (OpenCFD Ltd, 2012). The codes are made parallel
and each case shown in the following sections takes about 14 days
running time on a 16-core Intel node to accomplish the 20 s real
time of simulation.

3. Simulation setup

All calculations are performed on a lab-scale biomass fluidized
bed reactor which is taken from the experimental study of Song
et al. (2012). Fig. 2 shows a sketch of the simulated geometry.
It consists of a rectangular container of dimensions 0.23 m
(width)�1.5 m (height)�0.0015 m (thickness) with a orifice of
0.01 m in width at the center of the bottom wall. The left, right,
bottom walls, the bottom orifice and the top outlet compose the
whole calculation domain boundaries. Initially, the reactor is filled
completely with N2 and a packed sand bed which is composed of
40,000 spherical sand particles with a diameter of 1.5 mm. The
initial temperature of the sand and the gas in the domain is set
equal to the operating reactor temperature (Tr). Hence, although
the sand bed is initially stationary, it is assumed that it has been
preheated. At the bottom inlet, mass flow rates for gas and
biomass are specified, respectively. At the walls, no-slip conditions
are applied for the gas phase and the wall temperature is specified
according to the operating reactor temperature. At the top outlet,
the atmospheric pressure boundary condition is adopted and
particles are allowed to exit the computational domain during
the simulation, modeling a fine solids entrainment phenomenon.

In the simulations, biomass is fed through the bottom orifice,
together with a mixture of steam and nitrogen which is used as
the gasifying agent as well as the fluidizing gas. The initial

diameter of biomass particle is 1.5 mm which is taken from the
experiment. Pine wood is used as the biomass fuel and its initial
properties, such as proximate and elemental analyses, are given in
Table 3. The operating conditions such as reactor temperatures
(Tr), biomass feed rate, and steam/biomass mass ratio (S/B), are in
accordance with Song et al.'s (2012) experiment data. Table 4
summarizes the parameter settings used in the simulation and the
boundary conditions for the gas phase are listed in Table 5. Note
that all simulation cases are performed with a bottom biomass
injection (see Fig. 2) except in Subsection 4.6. “Effect of biomass

Table 2
Considered homogeneous chemical reactions and their reaction rates.

Reactions Reaction rate Refs.

CH4þH2O-COþ3H2 (R3) k¼ 3:0� 108½CH4�½H2O�expð�1:26� 108=RTÞ Jones and Lindstedt (1988)

COþH2O2CO2þH2 (R4) kf ¼ 2:78� 103½CO�½H2O�expð�1:26� 107=RTÞ
kb ¼ 9:59� 104½CO2�½H2�expð�4:66� 107=RTÞ
keq ¼ 0:029expð3:40� 107=RTÞ

Gómez-Barea and Leckner (2010)

Fig. 2. Geometry of the fluidized bed reactor.

Table 3
Pine wood properties (Song et al., 2012).

Proximate analysis (wt%, on the as-received
basis)

Elemental analysis (wt%, on the daf
basis)

Moisture 11.89 C 46.29
Ash 1.56 H 6.48
Volatile 71.78 O 46.08
Fixed carbon 14.77 N&S 1.15

X. Ku et al. / Chemical Engineering Science 122 (2015) 270–283274



injection position” where the particle behaviors are compared
among three different injection positions.

4. Results and discussions

4.1. Initial bed preparation

As described in Section 3, an initial packed sand bed is needed
to start the fluidized bed simulation and it is generated as follows.
The container is uniformly divided into a set of small rectangular
lattices throughout the calculation domain. Then 40,000 sand
particles with zero velocity are positioned at the centers of these
lattices and allowed to fall down under the influence of gravity in
the absence of inlet jet gas. As shown in Fig. 3, pluvial deposition
of the particles finally results in a static bed of height about 0.35 m
and porosity around 0.42. This deposited bed is then used as the
initial packed bed for the fluidized bed gasification simulation.
As pointed out by Xu and Yu (1997), the initial input data for this
deposited bed include not only the particle coordinates but also
the forces and torques which come with the deposition of particles
in the packing process.

4.2. Fluidization behavior

To investigate the fluidization behavior of the bed, the forma-
tion and development of bubbles with time are firstly illustrated.
Fig. 4 shows the simulated particle flow patterns with the time
increment being 0.1 s at the beginning of simulation, representa-
tive for the base case (Tr¼820 1C, S/B¼1.2). Particles are colored by
solid type. Brown color indicates sand particle and black color
denotes biomass. Overally, the conditions in the reactor are almost
symmetrical at the beginning of simulation. As an initial response
of the bed to the introduction of fluidizing gas, a significant
upward flow of particles is caused due to the instantaneous
breakup of the inter-particle locking. It is readily observed that a
big bubble (void structure) with an oval shape is firstly formed at
the jet region (t¼0.1 s), which forces particles in its front to rise.
This bubble grows as gas flows upward and eventually collapses
(t¼0.2 s, 0.3 s). At later times, new bubbles continue to form at the
bottom of bed and then they undergo the same procedure. Besides

the bubble formation, the existence of “slug” structure at the
upper part of the bed is also clearly predicted (t¼0.4 s). The term
“slug” is used here to describe a dilute region of particles which
occupies the whole width of the bed and a similar definition is also
given by other investigators (Hoomans et al., 1996; Kafui et al.,
2002). The formation of bubbles and slugs in a typical fluidized
bed reactor was also reported in the literature both numerically
(Boyalakuntla, 2003; Hoomans et al., 1996; Xu and Yu, 1997) and
experimentally (Tsuji et al., 1993). At t¼0.40 s, a bed expansion
estimated at 120% of the initial bed height is observed. Fig. 4 also
shows the biomass particles (in black color), which start to enter
into the reactor at t¼0 through the bottom orifice, move up inside
the dense sand bed.

Table 4
Parameter settings for the simulation system.

Property Value Property Value

Bed size, (m) 0.23�1.5�0.0015 Sand density, (kg/m3) 2600
Reactor temperature, (1C) 820, 870, 920 Sand specific heat, (J/(kg K)) 860
CFD cell size, (m) 0.01�0.02�0.0015 Sand number, (dimensionless) 40,000
Fluid time step, (s) 1.0�10-5 Biomass type, (dimensionless) pine
Total simulation time, (s) 20 Initial biomass diameter, (mm) 1.5
Particle shape, (dimensionless) Spherical Biomass density, (kg/m3) 470
Collision restitution coefficient, (dimensionless) 0.9 Biomass specific heat, (J/(kg K)) 1500
Particle friction coefficient, (dimensionless) 0.3 Biomass feed rate, (g/s) 0.03125
Solid emissivity, (dimensionless) 0.9 Gas density, ρg n

Sand diameter, (mm) 1.5 Inlet gas flow rate, (g/s) 0.18935

n ρg is determined based on the gas equation of state.

Table 5
Boundary conditions for gas phase in the simulation.

Boundaries Velocity Pressure Temperature Porosity

Left and right walls No slip Zero gradient Fixed value Zero gradient
Bottom wall No slip Zero gradient Zero gradient Zero gradient
Inlet orifice (bottom) Fixed flow rate Zero gradient Fixed value Fixed value
Outlet (top) Zero gradient Fixed value Zero gradient Zero gradient

Fig. 3. Particle configurations after a simulated packing process.
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Fig. 4. Particle flow patterns with the time increment being 0.1 s at the beginning of simulation. Tr¼820 1C, S/B¼1.2. (For interpretation of the references to color in this
figure the reader is referred to the web version of this article.)

Fig. 5. Particle flow patterns with the time increment being 0.1 s at the end of simulation. Tr¼820 1C, S/B¼1.2.
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Fig. 5 depicts the particle flow patterns with the time incre-
ment being 0.1 s at the end of simulation. Generally, due to the gas
productions from biomass by pyrolysis and gasification, the con-
ditions in the reactor are not symmetrical and the bed is in a
churned-turbulent state. It is observed that the inlet jet degen-
erate into bubbles, which rise through the bed and grow by
coalescence with other bubbles to form slugs. When bubbles and
slugs burst at the bed surface, particles tend to be pushed towards
the wall and then fall down along the wall. This provokes a quite
vigorous fluidization and strong mixing takes place. It is easily
seen that biomass particles are relatively evenly distributed
throughout the dense sand bed, illustrating the effectiveness for
particle mixing which is regarded as a special characteristic of
fluidized beds. Good mixing favors the direct contact between
virgin cold biomass and hot sand and in turn allows a good heat
transfer.

Fig. 6 depicts the snapshot of particle temperatures at the end
of simulation. It is easily observed that the sand particles play the
role of heat carrier and they have a temperature which is very
close to the operating temperature (Tr¼820 1C). At the same time,
the strong mixing demonstrated in Fig. 5 favors the direct contact
between virgin cold biomass and hot sand and results in a quick
increase in the biomass temperature, whereas most of the biomass
particles still have a relatively lower temperature compared to
sand particles as shown in Fig. 6.

To show the transient behavior due to the fluidization of the
bed, the pressure drop across the bed Δp is plotted in Fig. 7 as a
function of time t. Δp is obtained as the difference between the
average gas pressure in the bottom and top rows of the computa-
tional cells. It is easily observed that Δp fluctuates with time. The
bed pressure drop fluctuations in a bubbling fluidized bed are
considered to be caused by bubbles and slugs that form and
collapse at regular intervals (Boyalakuntla, 2003) and effects of
different drag models on the bed pressure drop has been discussed
in our earlier paper (Ku et al., 2013).

As shown in Figs. 4 and 5, the vigorous fluidization is char-
acterized by the formation of large bubbles and slugs whose
intensive eruptions can make light particles have high velocities
and then reach the top outlet where they are eventually entrained
out of the reactor (substantiated by snapshots at different times in
Fig. 5). Fig. 8 shows the moving trajectory for a selected biomass
particle before it is entrained. It is seen that, before entrainment
occurs, the particle changes its moving direction and falls back
(preferably near the wall) into the bed many times due to gas–
particle interactions, particle–particle collisions and boundary
effects near the bed top. This mechanism makes biomass particles
have a long residence time in the reactor and a high carbon
conversion ratio, which favors the syngas production from char
gasification.

4.3. Product gas composition

For biomass gasification, H2 and CO are the two most important
product gas species. Figs. 9 and 10 illustrate the H2 and CO mass
fraction distributions in the reactor under base conditions
(Tr¼820 1C, S/B¼1.2), respectively. It can be observed that, at the
lower part of the reactor, the concentrations of H2 and CO are high
at similar locations representing regions where the biomass
temperature has increased enough to produce large quantities of
gas products due to devolatilization and gasification reactions.
Moreover, the conditions in the reactor are not symmetrical which
is also caused by the gas products from biomass by pyrolysis and
gasification. From the analysis in the previous section, we know
that, in a vigorous fluidized bed reactor, particles tend to migrate
outwards toward the wall, driven by gas–particle interactions,
particle–particle collisions and boundary effects, and then descend
along the wall. As a result, there is a higher concentration of
particles in the wall region where H2 and CO concentrations are
augmented as shown in Figs. 9 and 10. At the upper part of the
reactor, the almost homogeneities in the mass fractions of H2 and
CO are a result of both the lower particle concentration and the gas
transport process in the reactor.

Fig. 11 shows the volume fractions of the product gas composi-
tions at the reactor outlet as a function of time t for the base case
(Tr¼820 1C, S/B¼1.2). Note that the calculated results are based on
the dry and N2 free gas, which is consistent with the experimental
study of Song et al. (2012). It is observed that there is only a strong
dependence of product gas compositions on t in the initial period
of simulation (to5 s). After the initial period (t45 s), each
composition reaches a quasi-steady state. Thus in the following

Fig. 6. Snapshot of particle temperatures at the end of simulation. Tr¼820 1C,
S/B¼1.2.

Fig. 7. Bed pressure drop Δp against time t. Tr¼820 1C, S/B¼1.2.
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sections, all the quantitative results are on a time-average basis
from t¼5 s to 20 s.

4.4. Effect of reactor temperature

Operating rector temperature (Tr) plays an important role in
biomass gasification. Fig. 12 shows comparisons of the calculated
results with the experimental data of Song et al. (2012) for product
gas composition versus reactor temperature in the range of 820–
920 1C. The steam/biomass mass ratio (S/B) is fixed at 1.2. It can be
observed that, the predictions of the model show good confor-
mance to the experimental measurements. For the two most
important syngas species (H2, CO), the minimum relative error of
calculation to experiment is about 1% and the maximum relative

error is less than 25%. For CO2, the maximum relative error is also
within 30%. The underestimation of CH4 can be attributed to the
simplification of pyrolysis model and the neglect of tar and
methanation reaction. Considering there exist no complete and
unified set of gasifier chemistry equations and reaction rates in the
open literature, errors cannot be avoided. This implies that the
present CFD–DEM simulations are reasonable and the validity of
the integrated model is verified.

The product gas composition is the result of the combination of
a series of complex and competing reactions, as given in reactions
(R1–R4). Generally speaking, higher temperature favors the pro-
ducts in endothermic reactions. Those endothermic reactions
include the Boudouard (R1), the (R2) and the methane-steam
reforming reaction (R3). Thus reactions (R1)–(R3) are strength-
ened with an increase in the reactor temperature, which result in
an increase of CO and a decrease of CO2 and CH4 in the product
gas. For H2, on the one hand, high temperature is in favor of
H2 formation owing to endothermic reactions (R2) and (R3). On
the other hand, the temperature increase impels the exothermic
water–gas shift reaction (R4) toward the negative direction at the
expense of H2. Therefore, the trend of H2 content with increasing
temperature is governed by the competing reactions (R2)–(R4). As
shown in Fig. 12, H2 content slightly decreases with an increase in
the reactor temperature for the experiment, while it is not very
sensitive to the temperature change for the simulation.

4.5. Effect of steam/biomass mass ratio

The effect of steam/biomass mass ratio (S/B) on the product gas
composition at the reactor temperature of 820 1C is shown in
Fig. 13. Again, the calculated exit gas compositions are in a good
agreement with the experiment. With the increase of S/B, H2 and
CO2 concentrations increase while CO concentration decreases.
This can be mainly explained by water–gas shift reaction (R4) and
high S/B boosts the forward reaction of (R4). Furthermore, due to
methane-steam reforming reaction (R3), slightly decreasing trend
of CH4 composition with S/B is observed.

4.6. Effect of biomass injection position

Biomass injection position is another important parameter for
design purposes. Fig. 14 shows the effect of three different
injection points on the biomass particle distributions. For clarity
purpose, the sand particles are excluded in the figure. As shown in
Fig. 14, besides the default bottom feed point (Feed1), two other
feed points, Feed2 and Feed3, are created at the left side wall and
located at 0.2 m and 0.6 m above the bottom of the reactor,
respectively. Feed2 denotes a point at the lower part of the sand
bed and Feed3 represents a point just above or near the top of the
sand bed. Therefore, the three feeding points adopted covers both
bottom and top feeding of fuel which are commonly used in
practical applications.

Fig. 14 shows that, for Feed1 and Feed2, no significant differ-
ence related to biomass particle distributions is observed except
for a small local accumulation of biomass close to Feed2 position.
However, for Feed3 where biomass is injected near the sand bed
surface, the relatively low density of biomass precludes its good
mixing with the sand bed and more biomass particles tend to be in
the freeboard and then have a higher probability of being
entrained out of the reactor.

Fig. 15 depicts the average biomass particle temperature for the
three different injection points. Specifically, the values of particle
temperature for the Feed1, Feed2, and Feed3 are 692.3 1C, 686.9 1C,
and 661.3 1C, respectively. As expected, Feed1 has the highest
biomass particle temperature due to its best mixing performance.

Fig. 8. Moving trajectory for a selected biomass particle before it is entrained out of
the reactor. Tr¼820 1C, S/B¼1.2.
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Fig. 9. Snapshots of H2 mass fractions with the time increment being 0.1 s at the end of simulation. Tr¼820 1C, S/B¼1.2.

Fig. 10. Snapshots of CO mass fractions with the time increment being 0.1 s at the end of simulation. Tr¼820 1C, S/B¼1.2.
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Fig. 16 shows the average moisture content of biomass particles
for the three different injection points. It can be seen that the
moisture content is very low for all three injection positions

because the vaporization process occurs at a very fast rate due to
the high operating temperature (Tr¼820 1C). Specifically, the
values of moisture content for the Feed1, Feed2, and Feed3 are
0.07%, 0.10%, and 0.20%, respectively. Again, as expected, Feed3 has
the highest moisture content due to its worst mixing performance
which in turn results in a lowest biomass particle temperature as
shown in Fig. 15.

Carbon conversion (CC) is a vital index used for evaluating the
performance of gasification. It is defined as follows (Chen et al.,
2013),

CC ð%Þ ¼ _mout;CO12=28þ _mout;CO212=44þ _mout;CH412=16
_min;fuelYc

� 100

ð23Þ
where Yc is the mass fraction of carbon in the feed fuel (biomass).

Fig. 17 shows the CC at the reactor outlet for the three injection
points. Specifically, the values of CC for the Feed1, Feed2, and
Feed3 are 95.3%, 94.9%, and 86.7%, respectively. The CC decreases
as the height of injection point increases owing to both an increase
of solid entrainment and a decrease of particle residence time and
particle temperature (see Figs. 14 and 15).

5. Conclusions

A comprehensive CFD–DEM numerical model has been devel-
oped to simulate the biomass gasification process in a fluidized
bed reactor. The gasifying agent is steam. The methodology is
based on an Eulerian–Lagrangian concept, which uses an Eulerian
method for gas phase and a discrete element method for particle
phase. Each particle is individually tracked and associated with a
range of physical and thermo-chemical properties, making it
possible to look at accurate and detailed multi-scale information
(i.e., any desired particle property, trajectory, and particle interac-
tion) over the entire particle life time. The integrated model
further considers particle collisions, hydrodynamics of dense
gas–particle flow in fluidized beds, turbulence, heat and mass
transfer, radiation, particle shrinkage, pyrolysis, as well as homo-
geneous and heterogeneous chemical reactions. The interaction
between the continuous gas phase and the discrete particle phase
is also considered by treating the exchange of mass, momentum
and energy between the two systems as source terms in the
governing equations.

Effects of different operating conditions, such as reactor tem-
perature, steam/biomass mass ratio, and biomass injection posi-
tion, on the gasification performance are analyzed. Simulation
results are analyzed both qualitatively and quantitatively in terms
of particle flow pattern, particle mixing and entrainment, bed
pressure drop, product gas composition, and carbon conversion.
Results show that higher temperatures are favorable for the
products in endothermic reactions (e.g. H2 and CO). With the
increase of steam/biomass mass ratio, H2 and CO2 concentrations
increase while CO concentration decreases. The carbon conversion
decreases as the height of injection point increases owing to both
an increase of solid entrainment and a decrease of particle
residence time and particle temperature. Meanwhile, the inte-
grated model has also been validated by comparing the calculated
results with the experimental data. This indicates that the pro-
posed CFD–DEM model can provide not only the macro structures
at fluidized bed scale (bubble or slug) but also detailed micro-
scopic information at the particle level (such as particle trajectory,
particle–particle interaction, particle entrainment, and particle
reaction, see Figs. 5, 8 and 14) which is impossible to obtain by
an Eulerian–Eulerian approach. So our proposed model can be a
powerful tool to gain an insight into the complex dense gas–
particle flow behaviors and chemical reaction characteristics

Fig. 11. Temporal evolution of product gas volume fractions at the reactor outlet.
Tr¼820 1C, S/B¼1.2.

Fig. 12. Effect of reactor temperature on product gas composition at the reactor
outlet. S/B¼1.2.

Fig. 13. Effect of steam/biomass mass ratio on product gas composition at the
reactor outlet. Tr¼820 1C.
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Fig. 14. Biomass particle distributions at the end of simulation for three different injection positions. Note that sand particles are excluded for clarity purpose. Tr¼820 1C,
S/B¼1.2.

Fig. 15. Average biomass particle temperature for the three different injection
positions. Tr¼820 1C, S/B¼1.2.

Fig. 16. Average moisture content of biomass particles for the three different
injection positions. Tr¼820 1C, S/B¼1.2.
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simultaneously in the process of biomass gasification in a fluidized
bed reactor.

Nomenclature

A pre-exponential factor, 1/s
Ap particle surface area, m2

cp specific heat of particle, J/(kg K)
Cd drag coefficient, dimensionless
Cε1, Cε2 model constants for ε equation
dp particles diameter, m
dmC-H2O change in mass of particle due to char reaction R2, kg
dmC-CO2

change in mass of particle due to char reaction R1, kg
dmdevol change in mass of particle due to devolatilization, kg
dmvapor change in mass of particle due to loss of water vapor, kg
Deff effective mass diffusion coefficient for gas, m2/s
ep particle emissivity, dimensionless
E activation energy, J/kmol or parameter in Eq. (18), J/kg
fc total contact force acting on particle due to collision, N
fg gas drag force acting on particle, N
g gravitational acceleration, m/s2

G incident radiation, kg/s3

Gk generation term for k
h heat transfer coefficient, W/(m2 K)
hs sensible enthalpy of gas phase, J/kg
Ip moment of inertia of particle, kg m2

k reaction kinetics, kmol/(m3 s) or turbulent kinetic
energy, m2/s2

mp particle mass, kg
p gas pressure, Pa
pi partial pressure of gas species i, Pa
Qp energy source term in particle energy equation, W
R universal gas constant, J/(kmol K)
Rep particle Reynolds number, dimensionless
Sh enthalpy source term due to homogeneous reactions,

W/m3

Sp,m mass source term from particle phase, kg/(m3 s)
Sp,h enthalpy source term from particle phase, W/m3

Srad radiation source term in gas phase energy equation,
W/m3

Sp,Yi
species source term from particle phase, kg/(m3 s)

SYi
species source term due to homogeneous reactions,
kg/(m3 s)

Sp,mom momentum source term, N/m3

t time, s
Tg gas temperature, K
Tp particle temperature, K
Tp torque acting on particle, kg m2/s2

ug gas velocity, m/s
vp particle velocity, m/s
Vp particle volume, m3

Yi mass fraction of species i, dimensionless

Greek letters

αeff effective thermal diffusivity, kg/(m s)
β inter-phase momentum exchange coefficient, kg/(m3 s)
ε dissipation rate of turbulent kinetic energy, m2/s3

εg volume fraction of gas, dimensionless
εp volume fraction of particle, dimensionless
μg gas phase viscosity, kg/(m s)
μt turbulent viscosity, kg/(m s)
ρg gas density, kg/m3

ρp particle density, kg/m3

σ Stefan–Boltzmann constant, W/(m2 K4)
σκ constant in Eq. (20)
σε constant in Eq. (21)
τeff effective stress tensor, Pa
ωp particle angular velocity, 1/s

Subscripts

c contact
g gas phase
i genreral index
p particle
t turbulent

Abbreviations

CC carbon conversion
CFD computational fluid dynamics
daf dry and ash free
DEM discrete element method
FB fluidized bed
syngas synthetic gas
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This paper investigates the performance of Reynolds-averaged Navier-Stokes 
model on dispersion of particles in wall turbulence. A direct numerical simula-
tion of wall-bounded channel flow with particles suspensions was set as a 
benchmark. The standard k–ω model coupled with two different eddy interaction 
models was used in Reynolds-averaged Navier-Stokes model and compared to  
the direct numerical simulation. Detailed comparisons between direct numerical 
simulation and Reynolds-averaged Navier-Stokes model on particle distribution 
evolving over time were carried out.  
Key words: turbulent dispersion, eddy interaction model, particle distribution, 

direct numerical simulation 

Introduction 

Turbulent particle-laden flow is a significant feature in many industry applications. 
One of the most widely used methods is Eulerian-Lagrangian approach. Taking the advantage 
of complete fluid velocity information from direct numerical simulation (DNS), treatment of 
the particle tracking becomes straightforward. Turbulent dispersion of particles is explicitly 
obtained by drag through the fluid velocity fluctuations. Eaton et al. [1] performed the DNS 
and experiments on the particle preferential concentration in turbulence. Marchioli et al. [2] 
found that sweeps and ejections are efficient transfer mechanisms for particles. Lin et al. [3] 
explored the effect of Stokes number, density ratio and aspect ratio on the particle spatial and 
orientation distributions. Yamamoto et al. [4] performed a four-way coupled large eddy simu-
lations (LES) in a vertical channel and obtained a good agreement with experimental data. Yu 
et al. [5, 6] performed a LES on nanoparticle coagulation in the planar jet flow and on nuc-
leated vehicle exhaust particulate. However, both DNS and LES are time consuming. More 
commonly, empirical equations or Reynolds-averaged Navier-Stokes (RANS) models are 
chosen. Unfortunately, due to lack of turbulent velocity fluctuations information, turbulent 
dispersion of particles has to be modeled. Lin et al. [7] adopted a Fourier series and studied 
orientation distribution of fibers immersed in turbulent pipe flows. Zhang et al. [8] and Lin et 
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al. [9] assumed the fluctuating velocities of the fluid as a random variable with Gaussian dis-
tribution and investigated the orientation of cylindrical particles in a turbulent T-shaped 
branching channel flow and a turbulent contraction flow. Smith et al. [10] studied particle 
motion using diffusion force. However, in the model a diffusion coefficient is obscure and 
usually difficult to be determined. To overcome this, a novel approach called stochastic par-
ticle dispersion model was presented. Eddy interaction models (EIM) has been widely applied 
and also plenty of modified EIM models were proposed. Graham [11] developed an improved 
EIM model with random length and time scales. Chen [12] studied particle dispersion in in-
homogeneous, anisotropic turbulent flows by using Reynolds-stress transport model. Agniho-
tri et al. [13] presented an anisotropic EIM and studied mono-disperse aerosols in a simplified 
human upper airway and a 90° bend pipe. Among the literatures mentioned above, detailed 
comparison between DNS and RANS model results on particle distribution is rarely reported. 
The present study aims to evaluate the performance of RANS model with EIM by comparing 
the results of particle distribution obtained by DNS.  

Modeling approach 

The standard k–ω model with low Reynolds number corrections is used to simulate 
the fluid phase. The trajectories of particle are solved in a Lagrangian frame. The only force 
taken into account is the Stokes drag F. The dispersion of particles is caused by the fluid fluc-
tuation velocity u'f. By using Reynolds decomposition of the fluid velocity, the force acting 
on the particle is decomposed as F = 3πμd(uf – up) = 3πμd(Uf – up) + 3πμdu'f (μ is the viscosi-
ty of the fluid, d – the particle diameter, uf – the fluid velocity, Uf – the fluid mean velocity, 
and up – the particle velocity). EIM simulates the turbulent dispersion of particles as a succes-
sion of interactions between fluid eddies and particles, in which the interaction time tint and 
velocity fluctuations u'f both need to be modeled. For tint, the eddy lifetime te and the particle 
crossing time tc should be calculated firstly: e ln ( )( )lt C r k  and tc = –τp ln [1 – (le/urel τp)] 
(Cl is a coefficient, r – a random number between 0 and 1, τp – the particle relaxation time,  
le – the eddy length scale, and urel – the relative velocity between local fluid and particle).  
By using tc and te, the tint can then be determined as tint = te, if urel < le/τp, otherwise,  
tint = min(te, tc). The fluid velocity fluctuations u'f in terms of Cartesian components are mode-
led as u' = v' = w' = ξ (2k/3)1/2, where ξ is a Gaussian random number with zero mean and 
unit standard deviation. After an interaction time tint, a new value of the velocity fluctuations 
is obtained by applying a new random number. 

Anisotropic eddy interaction model 

The original EIM model is based on an isotropic assumption. However, the flow 
field is indeed not isotropic in wall turbulence. By using damping functions, Wang et al. [14] 
provided a modified EIM which can account for the effects of anisotropy. The damping func-
tions are given by Kim et al. [15] and Mansour et al. [16]. The fluid velocity fluctuations with 
the damping functions are [15]: u' = fuξ(2k/3)1/2, v' = fvξ(2k/3)1/2, w' = fwξ(2k/3)1/2, fu = 1 +  
+ 0.285(y+ + 6) exp[–0.455(y+ + 6)0.53], fv = 1 – exp(–0.02 y+), fu = (3 – fu

2 – fv
2)1/2, and y+ is 

the dimensionless wall distance). The interaction time as discussed above is modeled in the 
same manner, including the definitions of the eddy life time and particle crossing time. 
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Numerical set-up 

Figure 1 shows the calculation domain. Apart from non-slip boundaries of the upper 
and lower walls, all the other boundaries are imposed with periodic boundary conditions. The 

turbulent channel flow was driven by a constant 
pressure gradient with Reτ = 360 [17]. The Reτ is 
defined as Reτ = Uτ h/ν (Uτ is the friction velocity, 
h – the channel height and ν – the kinematic vis-
cosity of the fluid). The pseudo-spectral DNS code 
consists of 1923 grid nodes. The mesh contains 
31 × 41 × 31 grid points. The particle initial velo-
city equals to local fluid velocity. The dimension-
less relaxation time τ+ is 30, particle dimensionless 
diameter d+ – 0.72, density ratio ρp/ρf – 1041.7  

(ρp – the particle density, ρf – the fluid density), and the total number of particles Np is 105. 

Results and discussions 

To enable an in-depth exploration of turbulent dispersion of particles, the channel 
was evenly divided into 20 bins in wall-normal direction as shown in fig. 1. The number of 
particles in each bin was counted and results from bin 1, 4, 7, and 10 are shown in fig. 2. Be-
cause of the symmetrical channel, a clear picture of particle distribution evolution can be con-
structed by the information from those four bins.  

 
Figure 2. Particle distribution evolution (W and J stands for EIM [14] and isotropic is original EIM) 

 
Figure 1. Sketch of the channel model 
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As shown in fig. 2, a steady increase of the particle number in Bin 1, which is clos-
est to the wall, can be observed. The particle numbers in other bins decreased, i. e., particles 
in the channel center tend to migrate to the wall. According to the data in fig. 2, the particle 
numbers in selected bins predicted in EIM [14] is in better agreement with the DNS results 
than the results given by the original isotropic EIM. The velocity fluctuations in the original 
EIM cause great deviations of v′. It is the overproduction of v′ which accelerates the particle 
dispersion rate by providing particles with a stronger drag force in wall-normal direction. 
Consequently, the particle numbers in Bin 4, 7, and 10 reduced faster than DNS result, while 
correspondingly particle number in Bin 1 increased much faster. With Fluent default setting 
(Cl = 0.15), neither the original EIM nor the EIM [14] can give satisfactory results of particle 
dispersion. A larger Cl could extend the interaction time between particle and fluid, which al-
so indicates stronger turbulent dispersion effect. By adjusting Cl, the overall optimum is found 
around 0.10 for EIM [14].  

Conclusions 

It has been shown that the original isotropic EIM cannot fully reproduce the particle 
distribution development calculated by DNS. However, with EIM [14], RANS model can 
give more reasonable particle distribution prediction. By adjusting Cl, the optimal overall dis-
tribution trend was obtained when Cl equals to around 0.10 with EIM [14]. 
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