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Assignment

MLOps is the discipline of operationalizing machine learning systems. Machine learning
systems are usually complex and particularly vulnerable to errors. They are typically of
higher complexity than traditional /non-adaptive software systems. Unpredictable data that
changes over time, combined with adaptive software learning from this data, introduces a
new set of challenges. Recent years have seen a surge in the technological development of
MLOps, and it is in the process of being established as a new scientific field. This means
that literature in this area is limited.

This thesis researches testing of machine learning systems and MLOps, and associated
challenges. It investigates how machine learning systems are typically developed and what
are the components making up their life cycle. This thesis aims to highlight the challenges
faced when operationalizing these systems. The thesis takes on a system perspective, but
also elaborates on important details concerning the components in such a system. An
important contribution of this thesis is gathering relevant information and literature to be
presented in a systematic manner, which can be demanding in a new and unestablished
field.

This thesis is conducted in collaboration with Solution Seeker, a company delivering Al-
as-a-service to the process industry.

Tasks:

e Perform a study on machine learning theory, with emphasis on deep learning, and a
study on MLOps.

e Investigate how testing can be performed on machine learning systems.

e Make a systematic overview of a typical machine learning life cycle. Describe the
different components in this life cycle.

e Implement an experimental machine learning system; a simple machine learning sys-
tem applied to a process system, to highlight challenges.

e Discuss testing, challenges, and technology choices and provide advice for good prac-
tice regarding operationalizing a machine learning system.
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Abstract

There is an increasing demand for machine learning applications within several industries.
While good machine learning models exist, there is a widespread struggle in operationaliz-
ing them. A lack of tools and established best practices on how to operationalize machine
learning system results in many models being left on the shelf. Machine learning systems
differ from traditional software in that they are dynamic and stochastic. This poses new
challenges, especially in terms of testing. MLOps is the newly emerged discipline of opera-
tionalizing machine learning system. However, exactly what it involves is yet to be formally
established. This thesis aims to investigate the challenges associated with operationaliz-
ing machine learning systems, the current status of MLOps, and propose a set of best
practices for how to go about operationalizing a machine learning system. A study is per-
formed on machine learning theory, with emphasis on deep learning to be familiarized with
the concept and to provide background for challenges and requirements concerning opera-
tionalization. Further, an investigation is conducted on methodologies for testing machine
learning systems. Current research on MLOps is explored, and an overview is presented
of the typical components in a machine learning life cycle, and how they integrate. A
set of modern technologies related to MLOps are reviewed. Lastly, an experimental minia-
ture machine learning system is implemented, providing first-hand experience with machine
learning development, and highlighting associated challenges. Some of the investigated test-
ing methodologies are found useful, and others are more specific or experimental. Based
on the research and work conducted throughout this thesis, a set of best practices for how
to approach the operationalization of machine learning systems is proposed, addressing
common challenges, including technology choices. The developed machine learning system
exhibits a minimum viable product and can be used for testing some general machine
learning-related techniques.
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Terminology

In the machine learning field there exists a plethora of terms and phrases that are not
common lingo within ordinary software development. This section aims to elaborate on
some of these in order to provide clarity concerning the terminology in this thesis.

ML: the term machine learning is often abbreviated as ML.

ML life cycle: constitutes the different steps required to build and maintain a machine
learning system. A life cycle signifies a continuous process.

Traditional software/Software 1.0: software without machine learning.
Software 2.0: software that applies machine learning.

Big Data: large amounts of data. Refers the increased availability of data during the last
decades.

(ML /Data/Deployment) Pipeline: a series of transformations or operations applied
to data or code between its source and destination.

Online learning: frequently updating/retraing a machine learning model using a contin-
uous stream of data.

ML Ops/MLOps/Model Ops/Model Operations: are used interchangeably, this the-
sis refers to the term as MLOps.

v
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Chapter

Introduction

Machine learning is a method of data analysis that automates analytical model building by
using algorithms that improve automatically by the use of data. While artificial intelligence
(AI) is the broad science of mimicking human abilities, machine learning is a specific subset
of Al that trains a machine how to learn. Machine learning itself is not a brand new science,
but the ability to rapidly and automatically apply complex mathematical calculations to
large amounts of data (big data) is a recent development. As such; machine learning is not
a new science, but one that has gained fresh momentum [1].

Deep learning is a subset of machine learning which has emerged from the era of big data.
Deep learning algorithms are applied to particularly complex problems because of charac-
teristics that provide good prediction performance [2, 3, 4|. Deep learning is manifesting
as an important technique for providing predictive analytics solutions for large-scale data
sets, and has, in the last decade, attracted much attention from the academic communities
within speech recognition, computer vision, language processing, and information retrieval

[2, 5, 6, 7, 8.

Deep learning systems are the type primarily considered in this thesis. Still, most of the
research is general and largely applicable to other machine learning systems.

The fresh momentum gained by machine learning has extended its range of applications,
and many industries are attempting to adopt this technology and apply it to their domains.
This has led to increasing demand for operationalized machine learning systems.

Operationalizing a system, in the context of machine learning, involves migrating machine
learning from theory and statistics into production where it can perform real-time predic-
tions to be used by the system into which it is integrated. Deep learning can be used in
control systems where there is an abundance of data, but the correlation between input and
output is too complex to model with mathematics in a practical manner, or as predictive
systems where forecasts are made based on correlations in data that are beyond human
comprehension ability. Some examples of this are presented below.

Johansson et al. [9] present an operational system where an ensemble of online machine
learning algorithms are used to predict heat demand, to improve a district heating and
cooling (DHC) system. Since DHC systems are demand-driven, the ability to predict future
demand is a valuable feature in terms of optimizing energy efficiency. The heat demand in
all the households and other units controlled by a DHC system is influenced by a lot of



variables and is thus difficult to model using mathematical equations. Using empirical
data to train machine learning algorithms has been proven beneficial for this system.
Using online learning has also enabled the algorithms to adjust to new data, e.g. seasonal
differences.

Lagerquist et al. [10] present the development of convolutional neural networks to predict
next-hour tornado occurrence. The National Weather Service (NWS) is responsible for
issuing tornado warnings and generally issues warnings at lead times up to 30 minutes.
And although the skill of NWS tornado warnings has generally improved over time, critical
success index (CSI)! and lead time have stagnated in the last decade [12]. What has not
stagnated is the amount of data available to forecasters; this has increased significantly and
includes dual-polarization radar observations, high-resolution satellite observations, and
forecasts from convection-allowing models. This data is a valuable resource and encourages
the development of a machine learning system. The predictors during this experiment
were proximity sounding and storm-centred radar images. Comparison with ProbSevere, a
machine learning model currently used for operational severe weather prediction, suggests
that the developed models would be useful operationally.

Nallaperuma et al. [13] propose an expansive smart traffic management platform (STMP)
based on several machine learning techniques, including deep learning. During the last
decades, the technological landscape of transportation has gradually integrated disruptive
technology paradigms into current transportation management systems, leading to intel-
ligent transportation systems (ITS) [14, 15]. Internet of Things (IoT), sensor networks
and social media have lead to increased efficiency of data collection, with voluminous and
continuous streams of real-time data. Nallaperuma et al. [13] reports that the volatile
data generation and the dynamicity of data generated that originates from these sources
present challenges for and impede the effectiveness of many existing Al techniques. One
of the main challenges is that of concept drift?. The solution proposed revolves around
frequent updates/retraining of the machine learning model, using the continuous stream
of new data, i.e. online learning. The STMP combines this technique with several types of
machine learning algorithms and data from a variety of sources to produce a platform that
has been successfully demonstrated on 190 million records of smart sensor network traffic
data generated by 545,851 commuters and corresponding social media data on the arterial
road network of Victoria, Australia.

Operationalizing machine learning requires integrating machine learning models with sup-
porting software and production pipelines to form a complete system. Data must be struc-
tured and directed into the machine learning algorithm, and the resulting output must
be interpreted and acted upon. The machine algorithm itself simply outputs data. This is
where data scientists and software engineers must collaborate to achieve operationalization.

Machine learning systems possess a larger degree of scientific characteristics and mathemat-
ical complexity compared to traditional software - they combine data and code in dynamic,
adaptive stochastic systems. Such systems invoke a completely new set of demands and
challenges that do not apply to traditional software systems.

A distinct challenge is testing. The dynamic nature of machine learning systems necessi-
tates frequent testing. The stochastic nature renders traditional software testing techniques

! Also called the threat score (TS), is a verification measure of categorical forecast performance equal
to the total number of correct event forecasts (hits) divided by the total number of storm forecasts plus
the number of misses (hits + false alarms + misses) [11].

2Concept drift primarily refers to an online supervised learning scenario when the relation between the
input data and the target variable changes over time [16].




insufficient. Testing is important for achieving quality assurance, and well-defined tests al-
low for automating processes.

MLOps (abbreviated from Machine Learning Operations) refers to the discipline of oper-
ationalizing machine learning systems. At its core, MLOps is a set of practices on how to
build, deploy, monitor, and maintain machine learning pipelines in production or opera-
tional systems. Being a relatively ripe field in rapid development, MLOps has experienced
a lack of attention in terms of establishing guidelines and best practices.

Naturally, most available papers present a successfully operationalized machine learning
system; it is less appealing to share the inability to figure out how to put a spectacular
machine learning model to use. However, various reports highlight the struggle in opera-
tionalizing machine learning.

According to Deeplearning.ai [17], only 22% of companies using machine learning have
successfully deployed a model. Research from Gartner shows that only 53% of Al prototypes
make it into production, due to a lack of tools [18]. Matt Macaux, Global Field CTO for
HPE Ezmeral [19], reports that ~ 60% models are built, but not operationalized [20], also
mentioning the lack of tools as a reason.

MLOps requires both machine learning expertise and software engineering operating in
harmony - a gap between software engineers and data scientists hinders its utility [21, 22]

1.1 Scope

The scope of this thesis includes a review of the fundamentals of deep learning and a more
concise review of some well-established techniques and extensions in the field. How to test
machine learning systems is discussed, and associated challenges and possible approaches
are addressed through reviews of some methodologies of varying prevalence. Also within
the scope is research on MLOps; considering different definitions, discussing its prevalence
and how it fits in with related disciplines and evaluating its importance. Complementing
this is a systematic overview of a machine learning life cycle accommodating MLOps. Some
components of particular interest are discussed in more detail. The scope further includes
a short review of a set of modern technologies related to MLOps. Lastly, within the scope
is developing a miniature machine learning system. This includes a neural network, a
simulator for a CSTR with a Van de Vusse reaction, and supporting modules required to
build pipelines.

1.2 Methodology and structure

The coverage of MLOps, machine learning pipelines, machine learning deployment, and
other closely related fields is scarce in terms of acclaimed literature. Evolution of and
discussions about the topics are heavily influenced by ad hoc applications, unpublished
articles, and blog posts. This means that a keen eye and a selective attitude is of the
essence regarding research in this area. As a result of this, a solid understanding of the
fundamentals of deep learning, as well as first-hand exposure to challenges in machine
learning development, is considered of increased value as learning resources.

Chapter 2 provides an immersion into deep learning through a series of courses offered
by Coursera [4]. The first three courses involve the fundamentals of how deep learning




works, challenges associated with it, and some techniques for how to structure machine
learning projects. Much of the content also applies to machine learning in general. The
insight provided by these courses is highly relevant for understanding the techniques for
and challenges associated with operationalizing machine learning systems. Courses number
four and five introduce techniques that extend the basic deep learning functionality. These
techniques are widely adopted in deep learning applications and are in many cases essential
for their feasibility and performance levels. A detailed explanation of them is not highly
relevant for the remainder of this thesis, but a review of their high-level structure and
functionality highlights the complexity and computational power required by some machine
learning systems - making them demanding to operationalize.

A task that is particularly difficult when performed on machine learning systems is testing.
Adaptivity and stochasticity require frequent testing and non-binary test results. Such tests
can be difficult to create. The basic idea of machine learning is to have the algorithm build
itself, making it inherently difficult to inspect its structure and logic to verify its correctness.
Testing of machine learning systems is discussed in chapter 3. This chapter also includes
reviews of some papers presenting testing approaches of various prevalence. These reviews
are results of an optimistic search for acclaimed testing methods and help to illustrate the
variety of use cases and approaches within this area.

Chapter 4 involves research on the current state of MLOps and what it constitutes, includ-
ing important preliminaries and how to go about employing it, such as machine learning
pipelines and organizational philosophies.

Chapter 5 presents typical components in a machine learning life cycle organized in a pro-
posed architecture. Particularly noteworthy components are elaborated on in greater detail
and supplemented with references to relevant literature. The illustrative architecture and
corresponding component overview are intended to form a basis for structuring a sustain-
able machine learning life cycle. The chapter works to highlight the benefit of thinking in
terms of MLOps from an early development stage and is formulated to appeal to both data
scientists and software engineers in order to form a common understanding and bridge the
gap between them.

Chapter 6 reviews a selection of technologies in the business of supplying support for ma-
chine learning operationalization. There is only so much insight to be gained from reading
about a technology as opposed to testing it. However, their solutions and focus areas help
highlight some of the challenges associated with operationalizing machine learning from a
more practical point of view, contrasting the hitherto theoretically dominated perspective.

Chapter 7 presents the development of a miniature machine learning system and its ul-
timate functionality. The system consists of a neural net modelling an industrial process,
chosen to be a CSTR with a Van de Vusse reaction, in the form of a simulator, along with
the building blocks for training and prediction pipelines.

This machine learning system is an integral part of this thesis in the sense that its devel-
opment was initiated early in the process and has functioned as a touchstone throughout
it, by allowing first-hand exposure to the machine learning scene. The process of actually
writing code and implementing a system offers a different perspective on challenges and
needs as opposed to that of reading research papers. As a result, developing - as a parallel
process throughout this thesis - has directed the structure of it.

Along with this influence; the system itself forms the foundation of a valuable tool in terms
of testing techniques and technologies. It provides a shortened feedback loop, as the system




can run locally, data can be quickly produced through simulations, and the configurable
size of the neural network offers relatively fast training jobs.

In chapters 8 and 9 methodologies for testing are discussed and evaluated. Challenges
for machine learning are summarized, and current MLOps approaches are discussed. A
brief personal view is offered on modern technologies, complemented with comments on
how to approach technology selection. Insight gained machine learning development is
presented, and possible additions to form a more complete system are discussed. These
reflections contribute to a proposed set of advise for best practice in approaching the
operationalization of machine learning systems.




Chapter

Deep Learning

This chapter provides insight into the fundamentals of machine learning theory - with spe-
cific emphasis on deep learning, constituting important groundwork for the remainder of
this thesis. To understand the challenges and requirements discussed in later chapters it is
important to be familiar with the basics of deep learning. This chapter also highlights some
popular extensions to basic deep learning functionality in sections 2.4 and 2.5. These ex-
tensions have grown to be established as state of the art techniques, and are vital to several
active deep learning focus areas, such as image recognition and natural language processing
(NLP). They bring attention to the complexity and computational power associated with
deep learning, and some practical applications are mentioned.

The research is conducted through aspecialization! on deep learning, named Deep Learning
Specialization, offered by Coursera [4]. The specialization is quite detailed and consists of
five courses:

e Course 1: Neural Networks and Deep Learning

Course 2: Improving Deep Neural Networks: Hyperparameter Tuning, Regularization
and Optimization

Course 3: Structuring Machine Learning Projects

Course 4: Convolutional Neural Networks

Course 5: Sequence Models

each of which is divided into approximately 4 weekly sub-modules. The most important
parts of the courses are summarized throughout this chapter. Everything discussed in this
chapter, except where a different source is explicitly specified, is from courses by Coursera

14].

2.1 Course 1: Neural Networks and Deep Learning

Deep learning is a sub-science of machine learning; and it refers to training neural networks,
often very large ones. The adjective “deep” is used to emphasize the use of multiple layers

L Coursera-term for a collection of courses



in a neural network, as illustrated in fig. 2.1.

Simple Neural Network Deep Learning Neural Network

@ Input Layer () Hidden Layer @ Output Layer

Figure 2.1: A simple and a deep neural network, as illustrated by Vazquez [23].

What is a neural network?

A neural network is, as the name implies, a network of neurons. A neuron is a unit that
takes a number of inputs x, multiplies by weights w and adds biases b, as shown in eq. (2.1).

N
=1

The result is passed to an activation function whose output is the output of the neuron.
This output can be either the output of the entire neural network or be passed as an input
to the next layer in the neural network. Figure 2.2 illustrates a single neuron.

. (Bias)

@w\‘
(Inputs)—|

(Summation function)

EEEEN | .

pred

(Activation function)

(Weights)

Figure 2.2: The structure of a single neuron, as illustrated by Ganesh [24].

As mentioned, a deep neural network consists of multiple layers. The layers that are neither
input nor output layers are referred to as hidden layers. This because the outputs of these
layers are not visible outside the neural network, but function as part-computations that
contribute to the network as a whole.




Activation function

The activation function is a nonlinear function that essentially determines the significance
of the summation in the neuron, represented in a way that is favourable for the succeeding
layers of the neural network. The activation function can, in theory, be anything, but not
all choices are equally likely to be successful. A simple example of an activation function
is the ReLLU (Rectified Linear Unit)-function. Say the purpose of a neural network is to
predict the price of a house, and the inputs are attributes like area, neighbourhood, parking
space, etc. Whatever the inputs, weights and biases sum to, the price of a house cannot
be negative. Thus there is no purpose for the activation function of the output layer to
output a negative number. The ReLU-function computes ReLU (z) = max(0, z), yielding
an output that is always non-negative.

Some common activation functions are:

1
14+e—*

o sigmoid: ¢(z) =

z

o tanh: ¢(z) = E=%

eft+e~ %

e ReLU: ¢(z) = max(0, z)

leaky ReLU: ¢(z) = maz(a * z,z) where a is a small constant, e.g. a = 0.01, so that
the slope of the function is decreased when below zero.

The cost function

To measure how well a neural network performs, it is needed to define exactly what it is
that the neural network is meant to achieve. This is where the cost function enters. A neural
network will work to minimize the defined cost function, and the predictions it produces
will be the predictions that the neural network “believes” will produce the lowest cost. The
most common cost function is the mean squared error (MSE) between the prediction of
the neural network, ¥ and the actual measurement, Y, shown in eq. (2.2)

n

1 N
MSE = = Y; - Y;)? 2.2
S n;( ) (2.2)

The cost function is usually denoted J(w,b), where w are the weights, and b the biases.
Note: The loss function refers to the error of a single training erxample, while the cost
function refers to the average of the loss function over the entire training set.

Gradient Descent - forward and backward propagation

Gradient descent is an algorithm that the neural network uses to minimize the defined cost
function. The gradient descent algorithm starts with an initial guess for values for weights
and biases in the neural network. Followingly, forward propagation is performed. Forward
propagation is the process of the neural network applying its weights, biases and activation
functions to a given input to produce an output. As the weights and biases are randomly
initialized, the resulting prediction is likely to be far off. To adjust the weights and biases,
their derivatives with respect to the cost function are computed for every layer in the neural




network. The weights and biases are then adjusted by “taking a step” in the direction of
their respective derivatives. The length of this step is decided by the learning rate. This
process is referred to as backward propagation or backpropagation, as it propagates the
error backwards in the neural network. By performing forward and backward propagation
over several iterations the neural network will eventually end up with weights and biases
that produce an optimal (or close to optimal) output with respect to the cost function.
Figure 2.3 gives a schematic of gradient descent. A caveat for gradient descent is that it only

A

J(w)

e nitial
weight

min(w} e BB

w

Schematic of gradient descent.

Figure 2.3: Schematic of gradient descent, as illustrated by Moawad [25].

guarantees convergence to a local minimum, and thus works sub-optimally for non-convex
functions - which have several local minima.

Logistic Regression

Logistic regression is a relatively simple learning algorithm used for binary classification
problems; when all output labels Y in a supervised learning problem are either zero or
one. In such a case one would want the neural network to produce an output prediction
Y € [0,1], based on the input features X. Y represents the estimated probability for
Y = 1. With the use of an activation function, the network will convert this estimate into
an output of 1 or 0.

Weight initialization

When initializing the weights in a neural network, they must be randomly initialized, not
initialized to zero. Zero-valued weights eliminate the influence of input values on a neuron,
since they are multiplied by zero. Succeeding activations will be equal because all hidden
units are computing the exact same function. In backpropagation, when computing the




derivatives of each hidden unit, they will also be identical, due to them having the same
influence on the output. After each iteration, when the weights are updated, it is proved by
induction that the hidden units will still compute the same function. Thus, the functionality
is equal to that of using only one hidden unit. This concept is referred to as hidden units
being symmetric. On the other hand, biases can be initialized to zero.

Shallow versus deep neural network

Figure 2.1 illustrates a shallow and a deep neural network. Shallow versus deep is a matter
of degree. Over the last years, the machine learning community has realized that there
are functions that very deep neural networks can learn, which shallower models are often
unable to. It might be hard to predict in advance exactly how deep the neural network
should be.

Parameters and hyperparameters

The parameters in a neural network are the weights and biases that are adjusted as the
network is trained. There are other characteristics as well, that make up a model, specifying
the structure of the neural network and how it is trained. These are called hyperparameters.
A common hyperparameter is the learning rate, which decides how much the weight and
biases are adjusted at each iteration. The number of layers in a neural network can also be
considered a hyperparameter. Another hyperparameter, discussed in the next section is the
reqularization parameter. Optimal hyperparameter values are not so easy to obtain, and
they often differ between the domains to which machine learning is applied. As a result,
hyperparameter tuning is usually subject to iterative development. This is discussed in
section 2.2

Supervised Learning, Unsupervised Learning, Reinforcement Learning

There are three primary methods of machine learning, the following definitions are taken
from [1]:

e Supervised learning algorithms are trained using labelled data. Input data with
corresponding output labels are fed into the algorithm. The algorithm then compares
its output with the actual label and then adjusts itself to best fit its output with the
given labels. The goal is that when an algorithm is trained on enough labelled data, it
can correctly predict the label of unlabeled input data, e.g. label an image as a cat or
not a cat. Most machine learning examples in this thesis are instances of supervised
learning.

e Unsupervised learning algorithms are used on unlabeled data. The algorithm is
not given any ‘“correct answer”, the goal is to explore the data and find some struc-
ture in it. This might reveal patterns between different features that the human
eye is unable to recognize. An example of unsupervised learning is identifying peo-
ple/customers that should be treated similarly in marketing campaigns.

¢ Reinforcement learning algorithms use trial and error to discover which actions, in
which states, yields the highest reward. A reinforcement learning algorithm consists
of three main components: the agent is the decision-maker; the environment describes

10



what the agent interacts with; the actions make up the possibilities that the agent
must decide between. The objective is for the agent to choose actions that yield the
highest combined reward over a given period. Reinforcement learning is often used
for robotics, gaming, and navigation.

2.2 Course 2: Improving Deep Neural Networks: Hyperpa-
rameter Tuning, Regularization and Optimization

Splitting data sets

All the data available for creating a neural network must be divided into separate data
sets with distinct purposes; a training set, a validation/development set, and a testing set.
Setting up the data sets well can help speed up the iterative development process. The
training set builds the neural net. The validation set is then used to assess how the net
is trained and consider whether to perform any adjustments. The validation set can also
be used to determine which model to use from a selection of trained models. An example
of this is cross-validation, where the training set is divided into k parts, and the model is
trained on k£ — 1 of these parts and validated on the last one. This requires k& models to be
trained from scratch since each of the k parts should act as the validation set once. Not
all training procedures involve a validation set, e.g. if the amount of data is scarce, using
some of it for validation might not be prioritized.

The test set is used for the final assessment of the model. After the net is subjected to
the test set, no adjustments based on the test results should be performed. Doing this is
referred to as data leakage, where the model is exposed and tailored to the data it should
be tested on. Data leakage renders the test results invalid, as they no longer give any
information regarding the predictive power of the neural network. As the validation set
is used to tune the model, the validation set and the test set should come from the same
distribution, to score the model as accurately as possible.

In the previous era of machine learning, it was common practice to split the data with a ra-
tio of 70/30 in a train/test split, and perhaps 60/20/20 in a train/validate/test split. In the
modern big data era, where there might be millions of examples to train on, these fractions
have changed, and a more common split ratio is around 98/1/1 for train/validate/test.

Bias and variance

A model that suffers from high bias is said to have underfitted the data, while a model
with high variance has overfitted the data. Underfitting the data signifies not paying much
attention to it and thus ending up with an oversimplified model, insensitive to important
data features. Overfitting is the exact opposite, where the data is paid too much attention
to, and the resulting model is poor at generalizing unseen data.

Bias is the difference between the mean prediction by the model and the correct values.
Variance is the variability of model predictions.

Figure 2.4 illustrates combinations of low and high bias and variance with the use of a
bullseye target, and fig. 2.5 illustrates the behaviour of an underfitted, an overfitted, and
a well-balanced model.
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Figure 2.4: Low and high bias and variance, illustrated with bullseyes by Fortmann-Roe
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Figure 2.5: Overfitting and underfitting compared with good balance, as illustrated by
Singh [27].
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The key indicators of bias and variance are the training set and validation set errors. A high
training set error indicates that the algorithm suffers from high bias, and has underfitted
the training data. A high difference between the training set error and the validation set
error indicates that the algorithm suffers from high variance. Since the algorithm performs
much worse on unseen data, it has probably overfitted the data and generalized poorly.
These assessments are based on the assumptions that the base error? is relatively small,
and that the training and validation sets are from the same distribution.

At the early stages of machine learning, the bias-variance tradeoff was an important consid-
eration, as one was improved at the expense of the other. This is not as relevant in modern
machine learning, as it is possible to improve both without affecting the other. If the al-
gorithm suffers from high bias, then a possible solution is to extend the neural network,
by adding more layers. Obtaining more data or altering the architecture of the neural net
might also counteract bias. The latter two measures can be effective for addressing high
variance as well. Perhaps the most efficient tool for counteracting overfitting, however, is
called regularization.

Regularization

Regularization is the practice of regulating the degree to which the model fits the data.
The most common regularization technique is called L2 regularization. L2 regularization
uses the squared L2-norm (Euclidean distance) of the weights vector. This is multiplied
with a regularization parameter, A, and divided by 2m, where m denotes the number of
training examples. To achieve regularization, this term is added to the cost function J to
penalize large weight values.

In a neural network, there are several hidden layers, and the weights are represented by
a matrix, W, containing the weight vectors for each layer, wl!). When implementing L2-
regularization for a neural network, it is actually the squared Frobenius norm that is
applied to the cost function. The squared Frobenius norm is the sum of all the squared
L2-norms of the vectors in the matrix. Equation (2.3) shows a cost function where L2
regularization is implemented. Here J denotes the cost function, £ the loss function for
each training example, W the weight matrix, w!! the weight vector for layer I, and b the bias
vector. A is the regularization parameter, L and m are the number of layers and training
examples, respectively, and Q(i) and y(i) are the prediction and actual value, respectively,
for training example i. ||[W||% = Zlel w2 denotes the squared Frobenius norm of the
weight matrix, W.

m

L
J(W,b):EZL‘(y(),y())Jr%ZHwWHQ (2.3)
=1

=1

It is possible to add the bias of the respective layer bl to the regularization term, but
this has limited impact and is often not prioritized. A less frequently used regularization
technique is L1 regularization, where the squared L2-norm is substituted with the L1-norm

2The base error, or the optimal error, is the error one could expect for a near-perfect classifier. For
difficult problems, the base error is usually higher.

13



(Manhattan distance), resulting in eq. (2.4).

m L
JW,0) = = 320,50 + 23 ful!) 24)
i=1 =1

The general difference between L1 and L2 regularization is that L1 regularization is more
prone to shrinking some weights to zero, effectively removing some features’ impact on the
output, yielding a network with lower complexity. This can work well for feature selection®
in cases where there a huge number of features. L2 regularization shrinks the weights
overall, but are more incentivised to penalising large values than further shrinking small
values, due to the squared term. Thus, L2 regulates the impact of all features but removes
fewer.

Another powerful regularization technique is dropout reqularization. In dropout regulariza-
tion, each node in each layer is given a probability of whether or not it will be included
in an iteration of forward propagation. If the node is not included, all outputs from it are
omitted in the proceeding computation and the following backpropagation. The process
is repeated for each training example, resulting in a different set of nodes being used at
each iteration. This contributes to regulating the importance of each feature and thus pre-
vents overfitting. The dropout is only applied during training, to regulate the weighting -
when testing, applying dropout will result in noisy predictions. A downside with dropout
is that the cost function is no longer well-defined. Since random nodes are omitted at each
iteration, it is difficult to verify that the cost function is monotonically decreasing. Even
though no guarantees are offered, it is possible to run through the training set once without
dropout, and verify that the cost function is decreasing, first, and then applying dropout,
hoping no bugs have been introduced.

An alternative regularization approach is data augmentation. To avoid the algorithm over-
fitting data and focusing on less important features, it is possible to augment the training
data to provide a more diverse training set. Say the goal is to train an algorithm that can
recognize pictures of cats. If all the images in the training set contain cats facing towards
the right, the algorithm might struggle when presented with a cat facing to the left. Simply
adding a flipped copy of the cat pictures in the training set will make the algorithm focus
less on the orientation of the cat, and more on more important features.

The last regularization technique to be mentioned is early stopping. This technique involves
running the algorithm on the validation set after each training iteration, and monitoring
how the cost function behaves. If the cost function starts increasing halfway through the
training procedure, it is possible to halt the training procedure prematurely, when the
weights are not finished adjusting. The main caveat with this approach is that it couples
the tasks of optimizing the cost function and regulating the algorithm, making the process
more complicated.

3Feature selection involves selecting a subset of relevant features to train on. Effects are: simplified
model, shorter training times, reduced overfitting.
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2.2.1 Setting up the optimization problem
Normalizing inputs

One measurement that can be taken to speed up the training, is normalizing the inputs.
This consists of two steps; the first being to subtract the mean from the data, according
to eq. (2.5), where x is the training data, and p is the mean.

1 )
Ly
= x

M- (2.5)

Ti=T— U

The second step is to normalize the variances, as shown in eq. (2.6), where ¢? is the
variance, and thus o is the standard deviation. (2(?)2 denotes element-wise multiplication.
Note that the mean is already subtracted.

o (2.7)

It is important to use the same p and ¢ when normalizing the test set, as the training set
and the test set should be subjected to the same normalization.

The purpose of normalizing the inputs is that it results in a more symmetric cost function,
where each iteration yields a greater decrease. This is illustrated in fig. 2.6. The cost
function is likely to have significantly more than three dimensions, but this is difficult to
illustrate.

Vanishing /Exploding gradients

In a deep neural network, layers that are deep into the network are subjected to several,
recurring matrix multiplications. If the weight matrices, and followingly the activation
functions, take on large values, or simply values that are greater than 1, then the com-
puted values will grow exponentially. This is reflected in backpropagation when computing
the gradients, as they are made up of the derivatives of each layer multiplied together.
If the derivatives are large (> 1), they will accumulate, and the gradients will increase
exponentially, referred to as exploding gradients. Alternatively, if the derivatives are small
(< 1), the gradients decrease exponentially, causing vanishing gradients. Exploding gradi-
ents result in an unstable network, incapable of learning effectively. Vanishing gradients
can result in a model with so small gradients that the weights are effectively prevented
from altering their values.
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Figure 2.6: The cost function with unnormalized and normalized inputs, illustrated by Ng
et al. [4].

A partial solution to this problem is formed through weight initialization heuristics. One
such heuristic, which is especially effective for tanh activation functions, involves initializing
the weights in accordance with eq. (2.8), where U signifies a uniform distribution, and nl—1]
denotes the number of nodes in layer [ — 1, i.e. the number of inputs to layer [.

! ! ] (2.8)

W/Z:U_ )

Xavier initialization [28| is a modification to this heuristic, where the boundaries are
changed, as in eq. (2.9).

B V6 V6
Vol ol /pli=11 1 pll

Wi =U (2.9)

He initialization [29] in eq. (2.10) is an alternative which works better for ReLU-like
activation functions.

V2 V2
- m] (2.10)

Wi =U

These heuristics have proven to counter the problems of vanishing or exploding gradients.
However, they are just heuristics and are not guaranteed to work, but may provide a good
starting point.

Note: Coursera [4] refers to eq. (2.8) as Xavier initialization, and also presents an al-
ternative version of Xavier initialization that is similar to eq. (2.9), but with \/2 in the
nominators instead of \/6. The official paper by Glorot and Bengio [28], however, refers to
eq. (2.8) as a “common heuristic” and presents Xavier initialization (“normalized initial-
ization”, as it is referred to in the paper) as it is shown in eq. (2.9).
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2.2.2 Optimization algorithms

Applying machine learning is a highly empirical, and highly iterative process. To find a
good model, one must usually train several and pick the best one. For this reason, it is
highly beneficial that the training jobs proceed quickly, which can be a challenge in the
context of big data. Having good optimization algorithms can significantly help speed up
the training jobs.

Mini-batch gradient descent

Normal gradient descent iterates through the entire training set before making adjustments
to the weights. If the training set is very large, this can be a slow process, since each iteration
through the training set takes a long time. By dividing the training set into several mini-
batches, and making adjustments to the weights after each mini-batches, the model will
make more frequent progress, and the training procedure will finish more quickly. This
technique is called mini-batch gradient descent. The following optimization algorithms are
all usually implemented with the mini-batch characteristic.

Exponentially weighted averages

Exponentially weighted averages (EWA) is a key component in several optimization al-
gorithms. It is a technique for analyzing data by creating a series of averages of different
subsets of the full data set. These averages provide a smoother, less noisy curve, than the
raw data points. The technique can be considered to capture general trends in how the
data evolve, which can be beneficial for optimization. The weighted average at each time
t, V; is the weighted average at the previous time V;_; times a factor § added with the
data point at the corresponding time, #; times 1 — 8. The computation procedure is shown
in eq. (2.11).

Vi=pVici+ (1 - )b, (2.11)

The EWA represents the average over approximately the ﬁ preceding data points. The
higher the value for 8 € [0, 1], the smoother the curve, but the slower the EWA is to adjust
to new data.

The initial EWA, Vj is not necessarily a good estimate and might cause a bias that leads to
poor EWA. A technique to counter this is bias correction, shown in eq. (2.12). This helps
the EWA, especially in the initial phase, since for large values of ¢ the B! term becomes
negligible.

v
V= —

Gradient descent with momentum

The idea of gradient descent momentum is to compute an exponentially weighted average
of the gradients, and then use this to update the weights and biases instead. This will lead
to less drastic changes to the parameters, analogous to them having a type of momentum.
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This can help to eliminate oscillations when approximating the local minimum of the cost
function. The gradients and weight and bias updates are thus computed in accordance with
egs. (2.13) to (2.16).

Viw = BVaw + (1 — B)dw (2.13)
Vi := BVay + (1 — B)db (2.14)
wi=w— Vg, (2.15)
b:=b—aVy (2.16)

Bias correction is usually not necessary in this context but can be applied if preferred.

RMSprop (root mean square prop)

Like gradient descent with momentum, the goal of RMSprop is to dampen out oscillations
and focus the descent towards the minimum. RMSprop also utilizes exponentially weighted
averages, but a new notation Sy, is used to distinguish from gradient descent with mo-
mentum. Equations (2.17) to (2.20) show how gradients, weights and biases are updated
in RMSprop, where dw?, db? signifies element-wise multiplication. The ¢ is added to the
denominator to avoid dividing by very small numbers that cause exhaustive weight and
bias updates. € = 1078 is a good default value [4, 30].

Saw = BSaw + (1 — B)dw? (2.17)
Sav := BSab + (1 — B)db? (2.18)
w ::w—adiw (2.19)

V/Sqw + €

db
bi=b—a— 2.20
VSap + € ( )

The intuition is that too-large gradients in sub-optimal directions causing oscillations will
be dampened out since the learning rate is divided by a large number, while too-small
gradients in the optimal direction will be magnified when divided by a smaller number.

Adam optimization

The Adam optimization algorithm essentially combines gradient descent with momen-
tum and RMSprop. Adam is an acronym for “Adaptive Movement Estimation”. Adam has
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proven to be a widely successful algorithm and is perhaps the most popular one in the
machine learning community. Vg, Vip, Sqw and Sg, are computed in accordance with
egs. (2.13), (2.14), (2.17) and (2.18). In order to distinguish between them, g is substi-
tuted with 81 and 9 for gradient descent with momentum and RMSprop, respectively.
For Adam, bias correction is usually implemented, giving eqs. (2.21) to (2.24), where t
denotes the number of iterations.

de
Vézorrected — (221)
Vb
Vdcborrected — (222)
1- 4
de
Sél:orrected — (223)
Sdb
Sggrrected _ (224)
1- 54
Finally, the weights and biases are updated with egs. (2.25) and (2.26).
corrected
wimw— (2.25)
/Sggurrected Ry
Scorrected
b:=b—a—%=L (2.26)

/ngrrected Ry

The values for the hyperparameters are suggested to be a = 0.001, 81 = 0.9, 82 = 0.999
and € = 10~% [30].

Learning rate decay

Another measure towards faster training procedures is to reduce the learning rate over time.
This will maintain fast learning early in the training phase, but also help the algorithm
converge when it is nearing the optimum. This can be implemented with eq. (2.27), where
the initial learning rate ag and the decay rate ¢ are tunable hyperparameters. n¢pocn, denotes
what number epoch the training procedure is in, i.e. how many times it has passed through
the training data.

a0

= - 2.27
“ 1+ Cnepoch ( )

2.2.3 Hyperparameter tuning

As has become apparent by now, neural nets are largely dependent on hyperparameters.
Choosing the correct hyperparameter values can be challenging, especially if the neural net
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in question depends on a multitude of them. Some hyperparameters are more important
than others. Ng et al. [4] names the learning rate alpha as the most important one, and
then secondarily the number of hidden units, the mini-batch size, and the momentum term
B if gradient descent with momentum is used as the optimization algorithm. The hyperpa-
rameters specific to the Adam optimizer rarely need tuning. Naturally, the regularization
parameter A\, and the dropout rate are also important if regularization is implemented.

A classical approach to hyperparameter tuning is setting up a selection of values for each
hyperparameter in an n-dimensional grid, where n is the number of hyperparameters. Each
cell in this grid represents a unique combination of hyperparameter values. Training thus
ensues with each of these combinations to find the best one. This approach is not that
popular anymore as one end up wasting many training jobs on tuning hyperparameters
that are less important, and additionally, the same values for important hyperparameters
are tested multiple times. A better approach is in fact to sample random values.

When sampling at random, the best approach is not always to do so uniformly over the
range of valid values. When searching for the number of hidden units to have in a layer, or
the number of layers the neural network should have, uniform sampling over a linear scale
might be a valid approach. However, in the case of the learning rate «, for which [0.0001, 1]
is a reasonable range of values, a uniform search over a linear scale will yield ~ 90% of
samples within the range [0.1, 1]. Using a logarithmic scale instead yields the same amount
of samples in the ranges [0.0001,0.001], [0.001,0.01], [0.01,0.1], and [0.1,1], which is a
much more reasonable approach. The scale on which values are picked is important to keep
in mind when sampling hyperparameter values.

Hyperparameter optimization is discussed further in chapter 5.

When maintaining a machine learning system over time, the data might gradually change
over time, or the algorithm might be subjected to small alterations. This might cause
the best hyperparameter settings to get stale. Thus it is recommended to reevaluate the
hyperparameters in regular intervals.

Ng et al. [4] mentions two major schools of thought for hyperparameter tuning. The first one
is referred to as the panda approach, where one model is watched carefully over the course
of several days. The learning curve is monitored continuously, and the hyperparameters
are altered continually based on the observations made. This is a typical approach when
computational resources are scarce. It is called the panda approach due to the similarity
between how a panda reproduces - it has very few babies, and pay much attention to them.

The second approach is the caviar approach. In the caviar approach several models, with
different hyperparameter settings, are trained in parallel, and the most promising one is
chosen. This is an analogy to how fish reproduce, laying thousands of eggs, and has thus
been named the caviar approach.

2.2.4 Batch normalization

One of the most important ideas in the rise of deep learning; batch normalization, is an
algorithm created by Ioffe and Szegedy [31], to expedite the hyperparameter search problem
and make the neural network more robust. As discussed in section 2.2, normalizing the
inputs can alter the contour of the cost function so that training proceeds faster. Batch
normalization applies this concept to deep neural networks. As the parameters of layers
change during training, the distribution of the inputs to the succeeding layer changes. Ioffe
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and Szegedy [31] refer to this phenomenon as internal covariance shift and explain that
it slows down the training process by requiring lower learning rates and careful parameter
initialization, and causes models with saturating nonlinearities to be notoriously difficult
to train.

The idea behind the algorithm is to normalize layer inputs and integrate the process of
doing so as part of the model architecture. Normalization is performed for each mini-batch.
Applying this algorithm allows for much higher learning rates and less careful initialization,
and, in some cases, provides a degree of regularization. The normalization addresses the
internal covariance shift, rendering the learnable parameters less susceptible to extreme
alterations when faced with input data containing unfamiliar characteristics, which in turn
allows for higher learning rates and reduces overfitting.

It is possible to normalize either z;, the value before the activation function, or a;, the
value after the activation function, which is the actual input to the succeeding layer. In
practice, normalizing z; is done more often, and is the approach recommended by Ng et al.

[4].

Similarly to when normalizing inputs eqgs. (2.5) to (2.7), the outputs of all hidden units
before passing through the activation function, z[® ; e [1,m], where m denotes the
number of hidden units in layer [, are normalized with zero mean and unity variance, as in
egs. (2.28) to (2.30). I, denoting the layer, is from here on omitted for brevity. In eq. (2.30)
€ is added to the denominator in case o = 0.

1 &,
p=— > 20 (2.28)
1 &
o? == (2 - p)? (2.29)
m %
A (@) _
PO — (2.30)

norm \/0'27—1—6

Often a different distribution is desired for hidden units. If the activation function for
the respective hidden unit is a sigmoid function, one might desire a larger variance or a
different mean to better utilize the nonlinearity of the sigmoid function, instead of limiting
the range to the linear regime. Thus (%) is computed from eq. (2.31), where v and 8 are
learnable parameters, that control the mean and variance of the hidden unit values.

2D =20 + 8 (2:31)

The 2@s are then substituted for the z(®s for the succeeding computations in the neural
network.

One thing to note about batch normalization is that, due to eq. (2.28), any bias b® added
to () is removed, and might as well be omitted or valued to zero. It is in a way replaced
by /3, which adds a constant to the resulting (%),

At test time, one might need to process one example at a time, instead of mini-batches.
This provides a problem in terms of ;i and o2 since it makes no sense to compute these
from one example. The solution to this problem is to estimate values for  and o2 for each
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layer, using the computed values for the respective layers during the training phase. The
most common way to do this is by computing an exponentially weighted average for p and
o? for each layer, based on the p and o2 for computed each mini-batch on the respective
layer during training.

2.3 Course 3: Structuring Machine Learning Projects

Effective means for structuring machine learning projects are beneficial for operationaliza-
tion, providing clarity and resulting in effort more efficiently being translated into progress.

A challenge with deep learning is that when a reasonably good, but not sufficient model
has been achieved, it is difficult to figure out what to change to further improve the model.
This challenge can result in entire teams spending much time on changes that ultimately
have no or little impact, effectively laying all the work to waste. To cope with this, there
are some strategies for analyzing the problem and identifying the most promising measures
for improving the model.

2.3.1 Orthogonalization

The concept of orthogonalization involves obtaining a clear overview of what to tune to
achieve a certain effect. It is derived from orthogonality, e.g. orthogonal vectors, which have
a dot product of zero, meaning that they affect completely separate features in a system.
Achieving orthogonalization allows for a systematic tuning process, much more likely to
translate effort into progress.

Say that a model is performing below par. Instead of assuming that collecting more training
data will increase the performance, it is wise to take a closer look at the model, to try and
pinpoint exactly what needs to be improved.

Investigating how well the algorithm performs on the training set is a good start. If the
algorithm does not fit well with the training data, then adding more data is not likely
to effectively solve the problem. Adding more hidden units and/or layers to the neural
network might enable the algorithm to identify more characteristics in the training data,
thus increasing training set performance. Another approach could be to switch to a different
optimization algorithm.

If the problem lies not with the test set, a natural next step is to investigate the validation
set performance. If this is not satisfactory, tuning the regularization parameters could help
increase performance. Alternatively, collecting more training data is a valid course of action
for improving validation set performance.

If the algorithm performs well on the validation set, but badly on the test set, a likely
reason is that the algorithm has overfitted the validation set, and a solution might be to
increase the size of the validation set.

Finally, if the algorithm performs well on the training, validation, and test sets, but is not
delivering good results for real-world data, then likely the distribution for the validation
and test sets is not representative enough, or the cost function is not well-defined.

These steps form a systematic approach, where problems are closely examined to deduce
the most promising courses of action.
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Early stopping is a technique that aligns badly with orthogonalization. Early stopping
affects how well the algorithm fits the training set, while simultaneously being used to
improve validation set performance, thus affecting two things.

2.3.2 Setting up the goal

Defining concise goals allows for more efficient and frequent evaluations of model per-
formance. This is auspicious in an operationalized system, where models require regular
updates.

Single number evaluation metric

When evaluating model performance, several metrics provide different insights. This is
beneficial in terms of achieving a clearer picture of the model, but it poses problems when
comparing different models, some models can score high on some metrics and low on others.
Creating a single metric that combines several metrics in a weighted manner that makes
sense for the model offers more easily accessible insights into the models, and makes it
simpler to compare them. Typical evaluation metrics, as well as some combinations, are
discussed in chapter 5.

Satisficing and optimizing metric

Combining several metrics into one metric can be difficult. A technique that can be used
is distinguishing between satisficing and optimizing metrics. Optimizing metrics are the
metrics that should be optimized, the ones where a high a score as possible is desired, such
as accuracy. Satisficing metrics are metrics that only need to reach a certain threshold,
and are not considered much beyond this threshold. An example of a satisficing metric is
the run time of a classifier; as long as the classifier finishes within a certain time period,
e.g. 100 milliseconds, it is not necessary to make it run faster.

2.3.3 Error analysis

Error analysis involves examining the misclassifications or erroneous predictions made by a
model to understand what characteristics the algorithm struggles with. E.g., a classifier for
cat pictures has 90% accuracy, and it turns out that out of the 10% misclassified pictures,
70% of them are of dogs. This might motivate working on a solution for distinguishing
especially between dogs and cats. On the contrary, if 2% of the misclassified pictures are
actually raccoons, then focusing on a solution that distinguishes between raccoons and
cats, is perhaps not worth the effort.

Cleaning up incorrectly labelled data

Sometimes data can be incorrectly labelled, which naturally has a bad impact on the
algorithm. However machine learning algorithms are relatively robust to random errors, so
long as only a small percentage of the training set is incorrectly labelled, and thus cleaning
up the errors might not be worth the effort. Systematic errors, e.g. consequently labelling
images of dogs as images of cats, are worse and should be cleaned up.
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2.3.4 Data set distributions

It is imperative that the validation and test sets are from the same distribution. If they
are not, the algorithm is prone to optimize on false premises, which will lead to poor
performance on the test set.

Training and testing on different distributions

There are scenarios when the application subject to development is particularly specific,
yielding much training data that is related to but not within the primary domain of interest.
Imagine a speech recognition system for a music application. Such a system must recognize
a lot of song names, and names of bands and artists, as well as commands for playing,
pausing, skipping, etc. The amount of speech data in this domain may be limited, while
the amount of general speech data is much larger. In this case, it can be beneficial to use
all speech data available, and not just the data from the music application domain.

In such a situation it is important that the data from outside the domain is only used in
the training set, and not in the validation or test set. Using it in the training set is likely
to improve how well the algorithm recognizes different characteristics, which is positive.
Using the data in the validation or test set, however, will lead the algorithm to optimize
on false premises, and not optimize for the actual implementation.

Bias and variance with mismatched data distributions

As discussed in section 2.2, comparing the error on the training set with the error on
the validation set can provide insight into whether the algorithm is suffering from bias or
variance. These assessments can not be made when the training and validation sets are
from different distributions. To address this, a new data set is created from the training
set, called the training-validation set. The training-validation set is not explicitly trained
on but comes from the same distribution as the training set. Comparing the error on the
training set with the error on the training-validation set can now reveal bias or variance.
Comparing the training and training-validation sets with the validation set can reveal
something else; if the errors differ largely, this indicates data mismatch, signifying that the
algorithm is trained well, but for the wrong distribution.

To address data mismatch, it is possible to conduct error analysis and pinpoint the specifics
of how the data in the validation and test sets differ from the data in the training set. When
the differences are identified, it is possible to conduct artificial data synthesis to perform
alterations on the training data, making it more similar to the validation and test data.
Taking the example of speech recognition for a music application, it could be that the data
in the validation and test set have much background noise, while the training data does
not. Sampling similar background noise and synthesizing this with the training data might
help to solve this problem.
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2.3.5 Learning from multiple tasks
Transfer learning

Transfer learning is when knowledge that a neural network has gained from solving one task
can be applied to solve different tasks. This is a very powerful tool in deep learning. This
can be done by taking a trained neural network, removing the last layer which produces
the output and the weights that are fed into this layer, and replacing them with a new
layer and a new set of initialized weights. The modified network can now be trained on
a much smaller data set for the new application. Optionally, the already trained weights
can be frozen, so that they are not adjusted by the new training data. A rather humorous
and quite magnificent example of transfer learning comes from Japan, where a neural net
created to identify pastries turned out to be able to recognize cancer cells [32].

Multi-task learning

Multi-task learning is when a neural network is designed to perform multiple tasks, i.e.
predict multiple things. When the tasks have the same input and share some low-level
features this has its advantages, as compared to training separate neural networks for each
task. An example is a self-driving car that needs image recognition for deciding when to
stop. There are many reasons why a car should stop; there could be a stop sign, a red
traffic light, a pedestrian, etc. The images containing these objects can be very similar in
structure; they are likely to contain the sky, other traffic signs, cars, road markings, etc.,
and some images could contain multiple objects that should trigger a stop signal. A neural
net can then be trained to output several predictions on whether a relevant object is in
the picture or not.

2.3.6 End-to-end deep learning

Many data processing or learning systems consist of multiple stages. The idea of end-to-
end deep learning is these stages with just a single neural network. Traditionally, speech
recognition required many stages; first a processing algorithm for extracting low-level fea-
tures of audio, then a machine learning algorithm to identify phonemes?* in the audio clip.
Then the phonemes are combined to form words, which in turn are combined to form
transcripts. An end-to-end approach for speech recognition will take the original audio clip
as the input and output the transcripts, with a single neural network. End-to-end deep
learning is a pure machine learning approach. Allowing the algorithm to fully explore and
capture the characteristics and statistics of the data, rather than being forced to reflect
human perceptions, such as phonemes, might yield better performance. Eliminating hand-
designed components will also simplify the system. This is a double-edged sword, however,
since potentially useful hand-designed components are excluded. Another caveat is that
end-to-end deep learning requires vast amounts of data to fulfil its potential.

4Phonemes are the “basic units” of sound.
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2.4 Course 4: Convolutional Neural Networks (CNNs)

Computer vision

Computer vision has gained a lot of traction with the rise of deep learning. Computer
vision is used in applications such as facial recognition, which is widely used for unlocking
phones, and object detection, used in self-driving cars, to mention a few. Due to the rapid
development in this area, the computer vision research community has been inventive and
creative in terms of forming new architectures and algorithms for neural networks. These
have been found to be applicable in many other areas of research as well.

One of the challenges in computer vision that have fueled innovation is that the inputs
can be really big. A 1000 by 1000 pixel image results in a 3 x 1000 x 1000 = 3,000, 000
dimensional input. The dimension is multiplied by 3 because each pixel must be represented
in 3 channels to incorporate the RGB values of each pixel. A fully connected layer with 1000
hidden units yields a 1000 by 3.000.000 dimensional matrix, which is incredibly large. With
that many parameters, it is difficult to collect enough data to avoid overfitting. Moreover,
the computational requirements of such a network are immense. A fully connected layer
is a layer in which every neuron is connected to every neuron in the preceding layer. An
alternative to this, which has emerged from computer vision research, is the convolutional
layer.

What a convolutional layer does is that it takes the input tensor® and convolves it with a
filter to produce a feature map, which makes up the next layer. The filter, also sometimes
referred to as the kernel, is a tensor of lower dimension than the input, constructed in
a way that extracts the features of interest. Traditionally, they are constructed by hand,
but they can be learned as well. The convolution operation demands far fewer connections
between layers and is thus less computationally expensive, and it allows for the extraction
of general features without overfitting. Figure 2.7 illustrates how input is convolved with
a filter to produce a feature map. Asterisk, * is used to denote convolution. All elements
in the filter are element-wise multiplied with the elements in an overlapping region in the
input. These products are then summed up and stored in the corresponding region in the
output /result. The region is then shifted one place to the right, and the process is repeated.
After the rightmost region, the process starts again from the left, shifted one place down.
This is repeated until the region in the bottom right corner is covered.

Edge detection using convolution

Edges in an image are features that are commonly detected using convolution. For this
purpose, the filter design is, in fact, rather intuitive. Imagine a matrix with pixel values
for a grey-scale image, where the lower the value, the darker the pixel. fig. 2.8 illustrates
how a vertical edge detection-filter convoluted with the original image produces a feature
map where an edge is detected.

Padding

A downside with convolution is that every time it is applied, the resulting feature map
has lower dimensions than the input, i.e. the image shrinks. The dimension of the output,

5 . . . . . .
°A tensor is an umbrella term of which specific instances include scalars, vectors, and matrices.
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Figure 2.7: The convolution operation, as illustrated by Prijono [33].
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Figure 2.8: Vertical edge detection using convolution, as originally illustrated by Ng et al.
[4], and revised by datahacker.rs [34].

where the input is an n x n matrix, and the filter a f x f matrix, is (n— f+1) x (n— f+1),
given by eq. (2.32)

Dim(X*f)=n—-f+1)x(n—f+1) (2.32)
,where X € R™", f e RI*/ '
Another caveat is that the edge pixels in an image have much less impact on the output
than what the middle pixels, which are iterated over multiple times, have. Padding is a
concept that addresses both these problems. It involves adding a border - conventionally
consisting of 0s, also called zero-padding - around the input. Figure 2.9 illustrates a case
where padding with a border of size p = 1 is applied. As seen, the output has the same
dimensions as the original input. This is referred to as same convolution. Convolution with
no padding is called valid convolution.
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Figure 2.9: Padding of size p = 1 applied to the input of a convolution operation, originally
illustrated by Ng et al. [4], and revised by datahacker.rs [34].

Strided convolutions

It is possible to adjust the step size, or the stride in a convolution operation. The stride,
s denotes how many places the region is shifted after each multiplication-summation pro-
cedure. A higher stride results in a lower-dimensional output. Equation (2.33) shows the
dimension of the output, taking both padding and stride into consideration.

. n+2p—f n+2p—f
Dim(X =|——+41 —+1
im(xn f) = | ZF2 Ty PRy .
,where X € R f e RIS

Pooling layers

An alternative, but somewhat similar operation to convolution is the pooling operation.
There are two types; max pooling and average pooling. Max pooling is used the most -
average pooling is quite rarely applied. In pooling, the filter contains no elements but
applies a max-operation or an average-operation to the region. Thus, a pooling operation
contains no learnable parameters, just the hyperparameters f and s for filter size and
stride, respectively. It is possible to apply padding also in pooling layers, but this is rarely
done. Figure 2.10 illustrates the two pooling operations. Equation (2.33) also applies to
the output dimensions of a pooling operation.

The intuition behind max pooling is that it detects features in different locations of the
input (image). A high number in a region signifies that there is a feature there, and this
information is conveyed deeper into the network. If there is no particular feature, then the
highest number will be relatively low. There is discussion whether this intuition really aligns
with reality. Nonetheless, max pooling has proven to work well in a lot of experiments.
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Figure 2.10: To the left: max pooling, to the right: average pooling. Originally illustrated
by Ng et al. [4], and revised by datahacker.rs [34].

2.4.1 Examples of efficient convolutional network architectures
ResNets

Deep residual nets, or ResNets, are the result of an architecture presented by He et al.
[35]. As networks grow deeper, they become harder to train, due to challenges such as
vanishing and exploding gradients. The motivation behind ResNets is to facilitate the
training of even deeper neural networks without degrading training performance. They are
based on the notion of skip connections and residual blocks, fig. 2.11. A skip connection
is an activation that is passed on to a layer that is even deeper than the layer directly
following the activation. The block into which this activation is passed is a residual block.

X
A 4
weight layer
]-(x) ! relu «
weight layer identity

Figure 2.11: A skip connection into a residual block, as illustrated by He et al. [35].

ResNets have been proven successful in improving the training of very deep neural networks.
Figure 2.12 shows as ResNet and a plain neural net.
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Figure 2.12: A plain neural net and a ResNet. Illustrated by He et al. [35].

Inception Network

Inception is a deep convolutional neural network architecture proposed by Szegedy et al.
[36]. The inspiration behind the name is actually the famous “we need to go deeper” internet
meme [37], which is listed as the first reference in [36].

Raj [38] mentions some problems that the ResNet architecture addresses. Images in training
sets can vary with respect to the position of, and the area covered by the object of interest.
This makes the choice of filter size for the convolution operation hard, as larger filter sizes
are in general preferred for information that is distributed globally over the image, while
smaller filter sizes are preferred for more locally concentrated information. Stacking large
convolutional operations is computationally expensive, and results in very deep networks
which are prone to overfitting. While improved utilization of the computing resources
inside the network is the main hallmark of the Inception architecture, it impacts the other
problems as well.

The Inception architecture involves performing multiple operations in parallel on the same
layer. This produces a network that is, in a sense, wider, as opposed to deeper. Several
iterations of the architecture are presented in the paper, and more in later papers, but to
convey the general structure fig. 2.13 illustrates the naive version of the Inception module.

Filter
concatenation

T

1x1 convolutions 3x3 convolutions 5x5 convolutions 3x3 max pooling
Previous layer

Figure 2.13: The naive version of the Inception module, as illustrated by Szegedy et al.
[36].
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The actual network developed in Szegedy et al. [36] is called GoogLeNet, and is shown in
fig. 1 in appendix B.

2.5 Course 5: Sequence Models

Sequence models are models that deal with sequence data, e.g. speech recognition, where
an input audio clip is mapped to a text transcript, or sentiment classification, where the
input is a phrase, and the output classifies the sentiment in the phrase. In the former, both
the input and the output are sequences, while in the latter only the input is a sequence.
Other examples are music generation; DNA sequence analysis; video activity recognition;
and more.

Note: This section does not deal with convolution, and * now denotes element-wise multi-
plication.

Recurrent Neural Networks (RNNs)

Recurrent neural networks have had a great impact on areas such as speech recognition
and natural language processing.

A problem with using standard neural networks for sequence models is that not all data
examples of sequences have the same length, and the output sequences can also vary in
length. To cope with this in a standard neural network, a maximum size must be set,
and unused space filled with zeros or some sort of null value. This is not a good solution.
Another problem with a naive neural network architecture is the inability to share features
learned across different positions in a sequence. If a model for name detection detects a
name early in a sentence, this should weigh in on its ability to detect the same name
later in the same sentence. Recurrent neural networks solve these problems. An RNN is
illustrated in fig. 2.14. T, and T}, are used to denote the input and output sequence length,
respectively. The < ¢ >-superscript is used to denote the ¢-th element in a sequence, so
x<t> t € T, are all elements in the same example.

5(1) 5(2) 5(3) 5(Ty)
;VA yA y‘ 'y
Wyq Wyq Wyq Wya

~[0000
~[0000
[00C0

ax V(IX

£ x(@ £3) 1 (T)

Figure 2.14: Simple representation of RNN architecture. Illustrated by Ng et al. [4], and
revised by [34].

As shown in fig. 2.14, the activation for each element is passed as an input to the prediction
for the next element. This addresses the second problem with standard neural networks,
enabling the RNN to use features learned from previous elements. The initial activation
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function a<%> is normally simply a vector of zeros. The architecture in fig. 2.14 also allows

for varying sizes of inputs and outputs between examples but requires each input-output
pair to be of equal length.

Forward propagation ensues with eqs. (2.34) and (2.35): one activation is passed on to
the next element, and a second internal activation function computes the output for each
element. The activation that is passed on need to be accounted for in backpropagation,
and that is why backpropagation for RNNs is sometimes referred to as backpropagation
through time.

< = g5 (waq % a7 - wap x 2= 4 by) (2.34)

551 = gt (wyq + <1 4 b,) (2.35)

This architecture only enables later elements to use features learned from previous elements,
and not vice versa. Bidirectional recurrent networks (BRNNs) address this later in this
section.

Different RINN architectures

There are four possible input-output size combinations:

Many-to-many

Many-to-one

One-to-many

One-to-one

Figure 2.14 is an example of a many-to-many RNN, but with the specific case where
T, = T,. In a machine translation algorithm, where a sentence in one language is translated
into a different language, for example, usually T}, # T}. In such a case the neural network
is separated into two parts; an encoder that “reads and understands” the sentence, and a
decoder that translates the sentence into another language. This is illustrated in fig. 2.15.

A one-to-one RNN is just a standard neural network. Many-to-one and one-to-many, as
are the cases for sentiment analysis and music generation, respectively, are illustrated in
fig. 2.16.
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decoder
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Figure 2.15: A many-to-many RNN separated into an encoding part and a decoding part.
[lustrated by datahacker.rs [34]
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Figure 2.16: To the left: a many-to-one RNN architecture. To the right: a one-to-many
RNN architecture. Illustrated by datahacker.rs [34].

Language models

For natural language processing systems, a language model is usually applied to improve
performance. A language model estimates the probability of a word appearing in a sentence,
depending on how common it is and what word is preceding it. It is built by analyzing
large amounts of text in the language, and optionally in the domain, in which the natural
language processing system operates.

Vanishing gradients with RNNs

With sequence data, elements in the same sequence, but far away from each other can
have relations that are important for the output. This is common in natural language
processing. Whether a noun is singular or plural affects the verb form to be used in the
sentence. However, there can be many elements between the appearances of the noun and
the verb. As a result, RNNs are particularly susceptible to vanishing gradients during the
backpropagation of a sequence, because this decreases the effect elements have on other
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elements that are not in close vicinity. Following are brief explanations for two solutions
to this, Gated Recurrent Unit and Long Short Term Memory.

Gated Recurrent Unit (GRU)

GRUs are modified hidden units in an RNN, intended to help the model in capturing
long-term dependencies, such as mentioned above. The idea behind GRU is to store the
activation of an element and pass it on for later use. this is done by adding a memory cell
c¢<'>, a candidate value ¢<*>, and an update gate I';, to each unit in the layer in the RNN.
c<> stores the memory of whether an element is single or plural, and passes it on to the
next unit. In a GRU, the memory cell and the activation is the same signal; ¢<t> = a<>.
I', decides whether the stored memory, received from an earlier unit, should be applied to
this element, i.e. whether the verb should be in singular or plural form. The purpose of ¢<t>
is to evaluate whether the memory received from the previous unit should be replaced.

I’y is computed by a sigmoid function. In the simplified GRU; if ', &~ 1, the memory cell
value ¢<*> is replaced by the candidate value é<t>. If I',, =~ 0, the cell value ¢<*> is passed
on to the next unit.

In a full GRU, another gate is added; the relevance gate, I',. This modifies the computation
of ¢<*>, by adding a factor of how relevant the potential new memory is.

A GRU is implemented with egs. (2.36) to (2.39).

&<t = tanh(W,[T, x c<t71> <] 4+ b,) (2.36)
Ty = o(Wyle<t71> 2= +b,) (2.37)

L, =o(W [ <] +b,) (2.38)
=Ty % & 4 (1 -T,) %<1 (2.39)

Long Short Term Memory (LSTM)

LSTM is another unit for learning long-range connections in a sequence and is even more
powerful than the GRU. LSTM was developed by Hochreiter and Schmidhuber [39]. In
LSTMs, the memory cell and the activation are no longer the same signal, so ¢<t> # a<>.
It is possible to use a relevance gate, I',. for LSTM, but it is rarely done. Instead, two new
gates are added: the forget gate, I'y, and the output gate I';. An LSTM is governed by
egs. (2.40) to (2.45).

&< = tanh(W,[T, x ¢<t71> <] + b,) (2.40)

Iy =o(W[ct1>, 2] + by) (2.41)
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Ty = o(Wy[a<t7"> 2<>] 4+ b,) (2.42)

T, = o(W, [t 2<1>] 4+ b,) (2.43)
P =Ty % & 4 Ty x> (2.44)
a<"” =T, x tanh(c~*) (2.45)

As seen in both GRUs and LSTMs, the gates are implemented quite similarly, mainly dif-
fering in their respective weights and biases. This is because they are intended to represent
a binary output, thus the name “gate”, of some property posed by the combination of the
input <*>, and the memory cell ¢<*=1> or activation a<*~1> received from the previous
layer. Because the memory cell and the activation is no longer the same signal, two separate
gates are needed for computation; I', and I',. Another thing to notice is the introduction of
a separate forget gate I'y, replacing the (1 —I',) term from the GRU. Figures 2.17 to 2.19
illustrates a normal RNN unit, a GRU, and an LSTM. The relevance gate I, is omitted
for simplicity.

}*,(t)
RNN unit softmax
a(t_ 1) tal:]il a(t)
x(0

Figure 2.17: Normal RNN unit. Illustrated by datahacker.rs [34].
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Figure 2.18: GRU without I';. Illustrated by datahacker.rs [34].
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Figure 2.19: LSTM without I',. Illustrated by datahacker.rs [34].

Both GRU and LSTM aim to achieve a form of memorization to apply learned features
to other elements regardless of distance. LSTM is more comprehensive than GRU, and in
general more powerful. It is often the default choice for the first iteration of a development
cycle. However, the GRU is a simpler model, making it easier to build a big network, and it
runs a bit faster than LSTM computationally. There is no widespread consensus on which
is the best choice, as they each win out on different problems.

Bidirectional RNNs

A common architecture for sequence models, especially for natural language processing,
is the bidirectional recurrent neural network (BRNN). As mentioned previously, RNNs
enables the usage of learned features from previous elements, but not from future elements
- they are unidirectional. A BRNN adds connections from the later units to the earlier
units in a “backward layer”, as shown in fig. 2.20. This connection enables units to apply
information from later units, before asserting their prediction. How this is done is not
investigated in further detail in this thesis, but is covered by Schuster and Paliwal [40].

BRNNs are commonly combined with LSTM, but can also be implemented with GRU or a
regular RNN unit. An example of where BRNN can be useful is in name entity recognition.
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Given the sentence “Bear Grylls enjoys nature”, upon analysing the first word “Bear”, the
algorithm has no way of telling whether it is a name or not. The sentence could turn out
to be "Bear with me for a second", in which case “Bear” would not be a name. Without
knowledge about the rest of the sentence, the algorithm lacks the preconditions for making
the correct prediction.

Backward layer ---

Ly

Forward layer

Figure 2.20: A BRNN with separate backward and forward layer. Illustrated by Mei et al.
[41].

Deep RNNs

The illustrations and explanations of RNNs so far have all considered a one-layer network
for simplicity. Naturally, RNNs are usually applied in a deep sense, like in fig. 2.21.
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Figure 2.21: High-level overview of a deep RNN, as illustrated by [4]
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Chapter

Techniques for Testing Machine Learning
Systems

Reliable methods for testing are important to ensure a correctly functioning system and
to sustain rapid development and, by extension, automated processes. This is necessary
to maintain an operationalized machine learning system. Testing machine learning sys-
tems presents challenges because conventional software testing techniques do not always
apply. The stochasticity of machine learning systems poses difficulties in terms of defining
a reliable test oracle!. Their dynamic nature requires frequent testing, making effective
testing methods desirable. Noisy data, non-convex objectives, model miss-specification,
and numerical instability can all cause undesired behaviours in machine learning systems
[43], making it difficult to pinpoint the origin of a bug. There is an important distinction
between evaluating and testing models; evaluating involves measuring the predictive per-
formance of a model with respect to relevant metrics. Testing involves revealing bugs in
the system and ensuring that the learned logic is as intended.

This chapter presents what value traditional software testing techniques and data checks
offer machine learning systems. Further, a proven approach for behavioural testing of NLP
models is presented and, to highlight the extensivity of the challenge, a selection of methods
based on different approaches with various prevalence are reviewed.

3.1 Conventional Software Testing

Machine learning systems introduce new and more complex requirements in terms of test-
ing, but that doesn’t mean that the need for traditional software testing disappears. Ma-
chine learning systems consist of several components that deal only with traditional soft-
ware and/or data, and are not affected by the machine learning algorithm itself. Most
components require standard software testing.

Mohandas [44] and Jordan [45] combine to form a typical software testing suite:

e Unit tests: tests on individual components that each have a single responsibility.
Atomicity is important in this context; units must have a single responsible so that

! An oracle is a mechanism for determining whether a program has passed or failed a test [42].
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they are easily testable.

e Integration tests: tests the combined functionality of individual components, i.e.
how components integrate with each other. These tests typically take longer to run
as they observe higher-level behaviour.

e Regression tests: testing previously encountered bugs to ensure that new changes
do not reintroduce them.

From [45], conventions associated with the testing suite include:

e Avoid merging code unless all tests are passing.
e Always write tests for newly introduced logic.

o When fixing a bug, write a test to capture the bug and prevent future regressions.

3.1.1 Pre-train testing

Standard testing techniques and data checks can also be performed before the model is
created. This is referred to as pre-train testing [45]. The main purpose of pre-train testing
is to detect errors and faults that are susceptible to occur during, or as a result of, training,
prior to initiating actual training. Identifying errors and faults early on prevents wasting
an entire training job.

From [45], some tests that can be performed without trained parameters include:
e Verifying the validity of training and validation sets, e.g. checking for missing or
faulty values.
e Verifying the shape of the model output.

e Checking that the output values are valid (e.g. that all outputs of a classification
algorithm are between 0 and 1 and that the sum of all outputs do not exceed 1).

e Verifying decreasing loss after one batch of training.

e Training on different devices.

3.2 CheckList: Three Types of Behavioural Testing

This section reviews the paper “Beyond Accuracy: Behavioral testing of NLP models with
CheckList” by Ribeiro et al. [46]. The paper is spoken highly of and referenced in several
settings [44, 45, 47], including by Victor Sanh (Hugging Face [48]), Ambarish Jash (Google
AT [49]), and Piero Molino (Stanford University [50], Ludwig [51], and former Uber AI [52])
in a webinar offered by Comet ML [53].

Behavioural testing involves treating the model as a black box and test input data against
expected outputs. Ribeiro et al. [46] introduce a task agnostic methodology for testing
NLP models based on the principles of behavioural testing, with a tool called CheckList.
Ribeiro et al. [46] define three types of tests:
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e Minimum functionality tests (MFT)
o Invariance tests (INV)

e Directional expectation tests (DIR)

CheckList is designed to test NLP models, but the concept behind it might be adopted
and applied to other models. This section focuses on the concept rather than the tool
itself. Ribeiro et al. [46] recommend structuring tests around the capabilities the model
is expected to acquire from training. For an NLP model, these capabilities might include:
vocabulary and part of speech - whether a model has the necessary vocabulary, and whether
it can appropriately handle the impact of words with different parts of speech on the task;
sentiment - ability to identify words that carry positive, negative, or neutral sentiment;
name entity recognition (NER) - detecting names; fairness - outputs that should be inde-
pendent of certain variables; robustness - to typos or irrelevant changes; negation - changes
that negate the output; temporal relationships - understanding the order of events [46]. Ca-
pabilities in an image recognition model might include: object rotation; perspective shift;
lighting conditions; weather conditions [45]. The examples are intentionally many since this
is deemed to highlight the motivation behind these tests; the training data might include
coincidental correlations which cause the model to learn unintended patterns.

Minimum functionality tests

Minimum functionality tests (MFT), inspired by unit tests in traditional software testing,
are collections of simple labelled examples to check the behaviour within a capability. MFTs
are particularly useful for detecting when a model uses “shortcuts” to handle complex inputs
without actually mastering the relevant capability [46]. MFTs quantify model performance
for specific cases, similarly to how unit tests isolate and test atomic components [45].

Invariance tests

Invariance tests (INV) involve applying label-preserving perturbations to inputs with the
expectation that the model prediction remains unchanged. Different capabilities need dif-
ferent perturbation functions, e.g. altering an independent variable to test fairness, or
introducing a typo to test robustness.

Directional expectation tests

Directional expectation tests (DIR) are similar to invariance tests, with the distinction
that the prediction is expected to change in a certain way after applying a perturbation to
the input.

Invariance tests and directional expectation tests are inspired by metamorphic testing,
which is discussed in section 3.3. They allow testing on unlabelled data since they test
behaviour with respect to relationships between predictions before and after perturbations
are applied [46].

CheckList revealed critical bugs in commercial systems developed by large software com-
panies, indicating that it complements current practices well [46]. CheckList is applied
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Capability Min Func Test INVariance = DIRectional
Vocabulary  Fail. rate=15.0% _ 162%  (#) 34.6%

NER 0.0% e 20.8% N/A
Negation (1) 76.4% N/A N/A
Test case Expected Predicted Pass?
Q Testing Negation with MFT Labels: negative, positive, neutral
Template: I {NEGATION} {POS_VERB} the {THING}.
| can’t say | recommend the food. neg pos X
| didn’t love the flight. neg neutral X

Failure rate = 76.4%
e Testing NER with INV Same pred. (inv) after removals / additions

@AmericanAir thank you we got on a inv ﬁ pos
different flight to [ Chicago — Dallas ]. neutral
@VirginAmerica | can’t lose my luggage, inv ﬁ neutral
moving to [ Brazil = Turkey ] soon, ugh. neg

Failure rate = 20.8%

0 Testing Vocabulary with DIR Sentiment monotonic decreasing (1)
@AmericanAir service wasn't great. You il ﬁ neg

are lame. neutral X
@dJetBlue why won't YOU help them?! . ( neg
neutral X

Ugh. | dread you.

Failure rate = 34.6%

Figure 3.1: CheckListing a commercial sentiment analysis model developed by Google.
Ilustrated by Ribeiro et al. [46].

to a commercial sentiment analysis model developed by Google in fig. 3.1, which shows
examples of test cases and how well the model performed on them.

3.3 Improving Dependability of Machine Learning Applica-
tions

The section reviews the paper “Improving dependability of Machine Learning Applications”
by Murphy and Kaiser [54].

Murphy and Kaiser [54] presents a methodology for improving the dependability of machine
learning systems, consisting of three approaches: niche oracle-based testing, parameterized
random testing, and metamorphic testing. These approaches are not intended as alternatives
but in combination. The paper places machine learning applications, being software systems
with no reliable test oracle available, in the category of “non-testable programs” from [55].
It is naturally possible to pass a data point with a known label into a machine learning
algorithm, and see whether it produces the correct result or not, but this is not a sufficient
representation for the general case. In machine learning, as in any software testing, it is
possible only to show the presence of bugs, but not their absence [54]. As they put it,
the research in Murphy and Kaiser 54| “seeks to address the issue of how to devise test
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cases that are likely to reveal bugs, and how one can indeed know whether a test actually
is revealing a bug, given that we do not know what the output should be in the general
case.”.

Niche oracle-based testing

The first approach uses a “niche oracle”, a test oracle that only applies to a very small subset
of the input domain, for which the expected output, in fact, can be known in advance. In
this approach, small predictable data sets are hand-crafted, such that a particular model
will be obtained if the algorithm is implemented correctly. This particular model thus
functions as a test oracle for a small data set, a niche oracle. These data sets are typically
quite trivial, but the tests function as preliminaries before other testing can proceed. This
approach bears similarities to MFTs discussed in section 3.2.

Parameterized random testing

This approach is based on the notion of random testing [56, 57]. Random testing is a
convenient way to produce large input data sets, in the absence of sufficient real-world
data sets. This addresses the limitation of niche oracle-based testing, where the data sets
are small. A challenge is that, due to the randomness, there is no test oracle specifying the
expected output. In the parameterized random testing-approach, the randomness that is
used to generate large data sets is parameterized based on the different equivalence classes
that are intended for testing.? Although this approach does not result in any oracle, it
helps reveal defects and inconsistencies in some cases [54].

Metamorphic testing

Metamorphic testing, also discussed in [58, 59|, is designed as a general technique where
existing test cases, particularly those that have not revealed any failure, are used as bases
for creating follow-up test cases intended to find uncovered flaws. The methodology re-
volves around reusing input test data to create additional test cases whose outputs can
be predicted, allowing the application to act as a “pseudo-oracle” for itself, by specifying
the behaviour that is expected upon changes to the input. Even though the output of the
follow-up test case is as expected, it is based on the output of the initial test case, meaning
that both outputs could be wrong. Still, metamorphic testing forms a powerful technique
for revealing defects [54].

3.4 Testing Deep Neural Networks

The section reviews the paper “Testing Deep Neural Networks” by Sun et al. [60].

2The equivalence classes devised, and used to guide the generation of appropriate input data sets for
the three approaches, in Murphy and Kaiser [54] are: small vs. large data sets; repeating vs. non-repeating
attribute values; missing vs. non-missing attribute values; repeating vs. non-repeating labels; negative
labels vs. non-negative-only labels; predictable vs. non-predictable data sets; and combinations thereof.
These were devised after analysis of the MartiRank and SVM algorithms, the algorithms which, in the
paper, are subjected to the three test approaches.
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Sun et al. [60] propose a family of four novel test criteria that are tailored to the structural
features of deep neural networks and their semantics. The criteria are inspired by the
MC/DC (modified condition/decision coverage) criterion but are designed for the specific
attributes of deep neural networks. MC/DC, developed by NASA [61], is a method of
measuring the extent to which safety-critical software has been adequately tested. At its
core is the idea that if a decision can be made, all possible factors that contribute to that
decision must be tested [60].

The paper is quite extensive, and the reader is referred to [60] for deeper immersion in the
criteria and their derivations than what is provided in this section.

Sun et al. [60] state that the core idea of their criteria is “to ensure that not only the
presence of a feature needs to be tested but also the effects of less complex features on a
more complex feature must be tested.”. This formulation is influenced by the claim that
nodes in a deeper layer in a deep neural network represent more complex attributes of the
input [62]. Further, Sun et al. [60] consider every feature, i.e. a subset of nodes in a layer,
as a decision, and say that its conditions are those features connected to it in the preceding
layer, to integrate the context of MC/DC.

Feature changes

The criteria are defined by capturing different ways of instantiating the changes of the
conditions and the decision. Sun et al. [60] consider the observed on a feature to be either
a sign change or a value change. A sign change occurs if the sign of all nodes in a feature
differs on two separate test cases; e.g.

sign(ng;, 1) # sign(ng j, x2)Vng ; € Yi

, where ny, ; is a node j in layer k in ¢ ;. And vy is feature [ in layer k, and 21 and x5 are
test cases. A sign change is denoted by sc(¢x 1, x1,x2). A non-sign change occurs if the sign
of no nodes in a feature differs on two separate test cases. A non-sign change is denoted by
nsc(y,, x1, x2). Value change is dependent on the wvalue function[60], g — {true, false},
which expresses the deep neural network developer’s intuition or knowledge about what
constitutes a significant change on a feature 1)y ;, by specifying the difference between two
vectors 1y 1] and 1y [x2]. There are no formal restrictions on the form of the value
function other than that it needs to be evaluated efficiently, for practical reasons. Thus
value change signifies that a test case x; constitutes a significant change on feature 1y,
compared to test case xa:

9(p 1, x1,22) = true

, and is denoted by ve(g, Y, 1, 2).

The four test criteria

A test criterion is defined on an instance of a deep neural network, with a set of test cases,
a set of feature pairs, and a coverage method [60]|. The essence of the four test criteria are
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the four coverage methods, which Sun et al. [60] define as follows:

Sign-Sign Coverage, or SS Coverage
A feature pair o = (¢pi,¢¥r41,;) is SS-covered by two test cases x1, x2, denoted by
SS(a, x1,x2), if the following conditions are satisfied by the deep neural network instances

N(x1) and N (z2):

o sc(Vyi,x1,x2) and nsc(Py \ VY4, x1, T2)

o sc(Vrt1,5,T1,%2)

where Py is the set of nodes in layer k.

In worded form from [60]: SS coverage provides evidence that the sign change of a condition
feature v, ; independently affects the sign of the decision feature 1541 ;, of the next layer .

Value-Sign Coverage, or VS Coverage
Given a value function g, a feature pair o = (¢ 3, ¥r41,5) is VS-covered by two test cases
x1, w2, denoted by VS9(a,xl,x2), if the following conditions are satisfied by the deep
neural network instances N (x1) and N (x2):

e vc(g, ¥ri, 1, 22) and nsc(Py, x1,2)

o sc(Yri15,21,22)

In worded form from|[60]: Intuitively, the first condition describes the value change of nodes
in layer k and the second requests the sign change of the feature 15,1 ;. In addition to
ve(g, Vi, x1, x1), nsc(Py, 21, x2), which denotes no sign changes for any node at layer k is
needed. This is to ensure that the overall change to the activations in layer k is relatively
small.

Sign-Value Coverage, or SV Coverage
Given a value function g, a feature pair o = (¢ 3, ¥r41,5) is SV-covered by two test cases
x1, T2, denoted by SV9(«,x1,22), if the following conditions are satisfied by the deep
neural network instances N (z1) and N(x2):

o sc(Ypi, w1, 72) and nsc(Py, \ Yr.i, 21, 72)

o vc(g, Yry1,5, 1, x1) and nsc(yy;, xl, x1)

In worded form from [60]: The first condition is identical to the first condition for SS
Coverage. The second condition considers the feature value change ve(g, ¥r41,5, 21, 1)
with respect to a value function g by independently modifying one of its condition features’
sign. Intuitively, SV Coverage captures the significant change of a decision feature’s value
that complements the sign change case.

Value-Value Coverage, or VV Coverage

Given two value functions g; and go, a feature pair o = (¥p 3, ¥r41,5) is VV-covered by two
test cases x1, x2, denoted by VV91:92(a, 21, x2), if the following conditions are satisfied by
the deep neural network instances A (z1) and N (z2):

e vc(g1, Yr i, o1, 72) and nsc(Py, x1, z2)
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o vc(g2, Yit1,5, 1, v2) and nsc(VPy41,5, 1, T2)

In worded form from [60]: Intuitively, VV coverage targets scenarios in which there is no
sign change for a condition feature, but the decision feature’s value is changed significantly.

The test conditions required by these criteria exhibit particular conditions between the
condition feature and the decision feature, and generating test cases for them are not
trivial [60]. As discussed in [63], random test case generation is inefficient for coverage
testing of deep neural networks, since every new input generates new coverage. Sun et al.
[60] consider the symbolic encoding in the concolic testing® method in [64] expressive
enough to encode test conditions required by their criteria. Sun et al. [60] also present a
new test case generation algorithm based on gradient descent search, which scales better
to large deep neural networks.

Other proposed structural test coverage criteria for deep neural networks include neuron
coverage 65| and some extensions of it [66]: neuron boundary coverage, multisection neuron
coverage, and top neuron coverage, and safety coverage [67].

3.5 Developing Bug-free Machine Learning Systems with For-
mal Mathematics

The section reviews the paper “Developing bug-free machine learning systems with formal
mathematics” by Selsam et al. [43].

Due to the many potential causes for undesired behaviour in a machine learning system,
implementation errors can be extremely difficult to detect. Selsam et al. [43] demonstrate a
methodology in which developers use an interactive proof assistant [68, 69, 70, 71, 72, 73, 74]
(via [43]) to both implement their system and to state a formal theorem that defines what
it means for their system to be correct. This methodology enables developers to find and
eliminate implementation errors systematically without recourse to empirical testing. Its
structure is abstractly illustrated in fig. 3.2.

Standard methodology: test it empirically

_Debug _

.

Our methodology: verify it mathematically

Debug

-

N
Specify —-{ Program }——{ Prove |

Figure 3.2: High-level comparison between standard methodology for testing machine learn-
ing systems and the methodology presented by Selsam et al. [43], as illustrated by Selsam
et al. [43].

The interactive proof assistant consists of: a programming language; a language to state
mathematical theorems; and a set of tools for constructing formal proofs? of such theorems.

3Concolic testing combines program execution and symbolic analysis to explore the execution paths of
a software program [64].

“In Selsam et al. [43] the term formal proof means a proof that is in a formal system, and so can be
checked by a machine.
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In the approach, developers first use the theorem language to state a formal mathematical
theorem, defining what it means for their implementation to be free of errors in terms of
the underlying mathematics. Implementing the system with the programming language
ensues, and developers use the set of tools to construct a formal proof of the previously
stated theorem, which states that their implementation is correct. The interactive proof
assistant will then expose any implementation errors systematically, by yielding impossible
proof obligations.

The ultimate goal is to abstract the mathematics and logic to be checked by a machine so
that cognitive demand during development is reduced.

Selsam et al. |[43] report that their initial application of the methodology imposed many new
requirements that increased the overall workload, but the development process as a whole
was experienced as less cognitively demanding. They also suggest that their methodology
can be adopted incrementally, by having the specifications not cover functional correctness,
or not all theorems proved. This is subject to the assurance level of the applications.
Selsam et al. [43] thus expect that pragmatic use of their methodology could be useful for
developing a wide range of machine learning systems to varying standards of correctness.
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Chapter

Employing MLOps

A good machine model yields little reward if it is not available for practical use or applicable
to real-world data. To fully utilize a machine learning system, it must be operationalized.
Operationalizing is a demanding task that poses several challenges. As such, teams struggle
in how to approach operationalization of machine learning systems. This chapter investigate
methods for organizing this process, both in terms of useful software tools, and on a more
organizational level, exploring the discipline of MLOps.

4.1 Machine Learning Pipeline

The section introduces the machine learning pipeline, a valuable technique for structuring
and defining modules in a machine learning application. Also presented are other useful
pipelines.

Note: pipeline/pipelining in this context does not refer to the technique for implementing
instruction-level parallelism within a CPU, also known as “instruction pipelining”.

The overarching purpose of a pipeline is to streamline all processes needed for an application
to fulfil its purpose.

Pipelines exist in various forms. A data pipeline is a series of transformations that are
applied to data between its source and a destination and is one of the core concepts in
data engineering [21]. A deployment pipeline makes up the automatic process of taking
code from version control to production deployment, through acceptance tests and devel-
opment environments [75], and is instrumental to DevOps. These successful applications
have inspired the machine learning pipeline. This section elaborates on why a pipeline is
useful and explains how it can be used in machine learning.

One use case for a pipeline is to obtain an automated workflow [76], so that little hu-
man interaction is required for an iteration of the application it is applied to. This is a
highly desired property in a deployment pipeline, e.g. a CI/CD pipeline (abbreviated from
Continuous Integration & Continuous Delivery/Deployment). Continuous integration
signifies the practice of developers merging their changes into the main branch (of version
control) frequently, and is sustained by automatically building a new build that is run on
automated tests [77]. Upon integrating more frequently, it is easier to detect bugs, and
potential bug fixes requires less work. It also saves developers from spending a lot of time
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implementing large changes that turn out not to be feasible. The backbone of this practice
is the automation of building and testing, which, if done manually, requires so much time
that continuous integration is not feasible. Continuous Delivery /Deployment is the
extension of continuous integration, where integrated code is automatically deployed into
a testing and /or production environment [77]. This allows for reliable and quick delivery of
bug fixes, features and configuration changes into production [75]. “Continuous delivery”
and “continuous deployment” are used interchangeably, but [77] defines the difference as
“continuous delivery” requiring human intervention, typically in the form of a button click,
before actually deploying, while “continuous deployment” implies that new releases are de-
ployed automatically, without human intervention, and are only prevented in the case of
failed tests.

Another effect of pipelines is modularity in a workflow. A machine learning pipeline can
be created by splitting machine learning workflows into independent, reusable modular
parts that can be pipelined together to create models [76]. Smaller parts with well-defined
purposes improve readability and run time visibility, make maintenance and debugging
easier, and provide a better foundation in terms of scalability. Modularity also allows for a
higher degree of independence for each module, e.g. concerning the programming language
or framework to be used in its development.

Algorithmia [76] emphasizes three problems that arise when scaling a monolithic (non-
modular) architecture:

e Volume: when deploying multiple versions of the same model, the whole workflow is
run every time, even though the first steps are identical. This results in unnecessary
use of computation power and time.

e Variety: upon expanding the model portfolio code from the beginning of the work-
flow must be copied and pasted, which is inefficient.

e Versioning: some parts of the workflow are more prone to frequent changes, and
when these changes are due, all script must be updated manually, which is time-
consuming and creates room for errors.

Algorithmia [76] then suggests creating a pipeline from a more modular architecture to
address these problems:

e Volume: only call the separate parts of the workflow when needed and cache or store
results for later use, if necessary.

e Variety: parts from the beginning of the workflow can simply be pipelined into new
models without being replicated.

e Versioning: only one copy of each part to update. The remaining modules all depend
on the one copy where changes are implemented.

The steps in creating a machine learning model include, among other things, data pre-
processing and training, which are essentially data transformations. These transformations
are often achieved through the use of scripts or cells in a notebook and are thus hard to man-
age and run reliably [21]. One can thus integrate machine learning-related transformations
into a data pipeline to create a machine learning pipeline. For a machine learning system,
one would typically create two such pipelines; one for training and one for serving/making
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predictions. This is due to the difference in how each process formats and accesses data.
This difference is particularly prominent in models that serve real-time requests/streamed
data, as opposed to batches [21].

The machine learning pipeline is created as a pure code artefact, which is independent of
specific data instances, meaning it can be versioned with source control, and its deployment
can be automated with a regular CI/CD pipeline [21]. This is illustrated in fig. 4.1.

Data
___________________________________ [
Data transformation
Model Predictions
ML Pipeline P> ML Pipeline
(training) (serving)
ClI/CD
—
Code

Figure 4.1: ML pipeline in CI/CD pipeline as illustrated by Breuel [21]

4.2 Machine Learning Operations (MLOps)

“Would you spend many years and big money training athletes and then send them to the
Olympic Games, only to make them stay in their hotel instead of competing?... Models that
do nothing more than provide static insights in a slideshow are not truly “operational”, and
they don’t drive real business change.” - Sweenor et al. [7§]

The machine learning era has made way for a new discipline named MLOps. This section
explains its emergence, describes what it is, and discusses its importance and status as a
research topic.

What is MLOps, and why is it needed?

Defined by Sweenor et al. [78]; “ML Ops is a cross-functional, collaborative, continuous
process that focuses on operationalizing data science by managing statistical, data sci-
ence, and machine learning models as reusable, highly available software artefacts, via a
repeatable deployment process.”

Simply put; the purpose of MLOps is to get machine learning systems into production
so that they can fully serve their purpose, instead of being reduced to a statistical tool
that hardly ever sees the light of day. The term “MLOps” is derived from “machine learn-
ing” and “operations” in the same way that “DevOps” originates from “development” and
“operations”, and can be simplified as “DevOps for ML”. In reality, it is a mix of many
disciplines; machine learning, data science, data engineering, software development, De-
vOps, etc. There exists no official consensus on the disciplines involved, and thus “MLOps”
is deemed a practical and concise term. Its diverse composition might be a reason why
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MLOps has not been given the attention it deserves; no discipline considers MLOps to be
a part of it.

MLOps is a continuous process in the way that an important part of it is to continuously
monitor the system in production, and in the event of a machine learning model needing
to be updated, other parts are set in motion as well. However, “process” is a slightly
inaccurate term, so perhaps it is more correct to say that MLOps is a set of practices and
that continuous monitoring is one of these practices.

Although there are preliminary preparation steps, the step when a system actually enters
an operationalized state is deployment. Limited ability to deploy machine learning systems
is a widespread problem |79, 80, 81|. In Algorithmia’s report from 2019 |80, 81] the majority
of companies report on spending between 8 and 90 days to deploy a single model, and 18%
even longer than that. According to [17] (2019), only 22% of companies using machine
learning have successfully deployed a model.

Due to the current infancy of MLOps, it cannot simply be employed and, as a result, solve
these problems. Hopkins [20] writes about MLOps in collaboration with HPE Ezmeral [19],
an MLOps platform. According to Hopkins [20] Matt Maccaux'! states that between 80-85%
of companies employing MLOps are unable to put models into practice and that some 60%
of all machine learning models across the enterprise have been built but not operationalized,
due to a lack of implementation tools. Further from [20], Matheen Raza? claims that at
its most efficient and effective “MLOps must enable enterprises to standardize the machine
learning lifecycle while providing users with the flexibility to deploy their machine learning
applications across their choice of infrastructure - either on-premises, in multiple clouds,
or at the edge - while also maintaining enterprise-grade security and governance.”.

Why are machine learning systems so difficult as compared to traditional soft-
ware?

DevOps is extremely useful in traditional software development, enabling frequent releases
of traditional software by abstracting away and automating much of the complexity in-
volved in deploying new versions. This begs the question of why companies struggle so
much with operationalizing their machine learning systems.

One of the root causes is that, as opposed to traditional software, where changes are only
performed in the code before a new release, machine learning systems experience alter-
ations along three axes: the code, the model and the data [22]|. Code is predictable, being
crafted in a controlled development environment. Data comes from the continuously chang-
ing “unending source of entropy that is the real world” [21], which renders it unpredictable.
The model changes in a controllable manner, on the volition of the developers. However, its
contents depend on the unpredictable data, yielding unpredictable characteristics. This un-
predictability presents difficulties in automation and abstraction, and testing as discussed
in chapter 3.

In terms of data, challenges occur - not solely because of its unpredictable nature - but
also due to its sheer volume. Code can be stored and versioned with classic version control
tools, such as Git, but this is highly impractical with large amounts of data that change
frequently. The essence of a machine learning algorithm is that it builds itself, using data.
Thus, versioning a machine learning model by tracking the changes in its contents; weights

'Matt Maccaux is the Global Field CTO for HPE Ezmeral.
2Matheen Raza is Senior Manager, GTM Strategy for HPE Ezmeral.
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and other parameters, provides little value. Developers and data scientists have no way
of making sense of that information. To version a model, it needs to be associated with
metadata; the version of the code at the time of its creation, the hyperparameters used for
training, and, perhaps most importantly, the data that was used for training [21].

Incorporating MLOps

To successfully incorporate MLOps in your organization, it is paramount that it is given
sufficient attention. One thing that more or less all sources on MLOps agree on is the
importance of a close-knitted, cross-functional team [78, 21, 82, 83, 22|. Using a software
project as a metaphor for the team, with each team member /faction making up each of the
modules in the software project: it is of the essence that each of the modules receives the
input it expects and that they produce the output expected from other modules. Naturally,
the concept of cross-functional teams is not particularly revolutionizing; being considered
important in practically any organization. It is considered particularly important in this
context, however, because to be able to produce the output expected, one must first be
familiar with the other modules. This may involve attaining new skills within other disci-
plines. If this groundwork fails to be performed properly, a team risks wasting time, having
to redo work that was based on presumptions about the requirements.

In fact, the task of knitting all the involved disciplines together is so comprehensive, and
the presence of an actor with a certain amount of knowledge within several disciplines,
who can function as a “gap-bridger”, is so valuable, that Sweenor et al. [78] propose the
role of MLOps engineer. The MLOps engineer is essentially in charge of managing the
model life cycle, including provenance, version control, approval, testing, deployment, and
replacement. The models must also be managed in a central repository to enable approvals,
electronic signatures, version control, tracking and reuse. Thus, an MLOps engineer is
ideally someone with enough knowledge about machine learning models to understand
how to deploy them, and enough knowledge about operational systems to understand how
to integrate, scale, and monitor models. The MLOps engineer is depicted among other
relevant roles in fig. 4.2.
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Figure 4.2: The role of the MLOps engineer throughout the entire pipeline, as illustrated
by Sweenor et al. [78]

Sweenor et al. [78] elaborate on the collaborative team in fig. 4.2:

The data engineer ensures that all data sources are available and provides curated data
sets to the other analysts. The data scientist explores the data, and trains and builds the
predictive machine learning model. After this, they collaborate with the MLOps engineer
to test the trained model on production data in a development/“sandboz™ environment.
If the model produces satisfactory test results, the MLOps engineer deploys it into final
production environments. Data scientists and MLOps engineers both communicate with the
business user to understand what the model should predict and what regulatory constraints
are applicable. The application designer collaborates with the data scientist, deciding which
models to use and how best to integrate them, and the application developer writes the
actual code for integrating the model into the application. The DevOps engineer leads the
system from development to IT Operations, which maintains the infrastructure and ensures
that the application and its models run, perform, and scale optimally.

The importance of a well-defined team and, situationally, a specified MLOps engineer is
further manifested by [86], which reports that 40% of respondents say that they work with
both models and infrastructure, in a survey with responses from 331 professionals in the
machine learning domain from 63 different countries.

3A sandbox is a testing environment that isolates untested code changes and outright experimentation
from the production environment or repository. [84] via [85].
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4.2.1 A four-step model of MLOps

There is little consensus as to exactly what MLOps includes. The scope and purpose of
MLOps, and thus how it is divided into separate parts, is influenced by the role of the
author of the literature addressing it. Sweenor et al. [78| define four main steps of MLOps:
Build, Manage, Deploy and Integrate, and Monitor. Agrawal and Mittal [87] prefer
to divide MLOps into five steps: Business Understanding, Data Acquisition, Model
Development, Model Deployment, and Model Monitoring.

The scope of this thesis best coincides with the four-step model. The five-step division
emphasizes the process of deciding whether or not machine learning should be applied to
a problem, considering use case, data availability, etc. While this is important, this thesis
focuses on the case where a machine learning model is ready, but the operationalization
remains. The four-step model does not make up a complete guide of MLOps, but it does
offer insight into the diversity of its contents and addresses several important aspects.
Following is a systematic review of the four-step model presented by Sweenor et al. [78].
Contextual elaborations and reflections by the author of this thesis and other sources are
added occasionally, for completeness and for emphasizing relevance.

Build

The building step described by Sweenor et al. |78] revolves around machine learning in
its data scientific term. Data scientists orient themselves in the data landscape to make
sure that training data provides characteristics that are representable for data that will be
encountered in the real world, once the model is deployed. They must then set up machine
learning and data pipelines that perform necessary operations on the data and the model.
Feature engineering is performed to optimize the potential of the machine learning models.
After this, the models are trained and tested until satisfactory behaviour is achieved.

Feature engineering involves analyzing variables in data and determining what transfor-
mations to apply to these variables with the purpose of increasing the predictive power
of a machine learning model. It is also possible to create new variables to achieve this
purpose. It is critical that these engineered features can be reproduced in the operational
system [78]. If not, the model will be unable to perform predictions due to lack of necessary
features.

Testing the model includes examining the model’s performance and accuracy through exe-
cuting it on data that is representative of the production environment. Often, in practice,
there are several environments; development environment, testing environment, as well as
other pre-production environments, including environments where new models are run in
parallel with the current one, to best evaluate any potentially increased performance. Such
agility can often be provided by modern cloud-based technologies, without adding much
overhead in cost and effort [78§].

Manage

What Sweenor et al. [78] describes as the managing step includes the MLOps engineer,
described previously in this section, and how that role integrates with other roles in a
collaborative, cross-functional team. Also included in the managing step is attempting to
control model proliferation. Multiple people working along the machine learning pipelines
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causes frequent creation of models for testing purposes. Over time it becomes clear that
several of these models address the same problems, but this is not sufficiently communicated
between team members. Automation techniques, e.g. AutoML [88, 89|, make it easy to
generate new models. This is a good thing in terms of streamlining testing and development,
but it also poses problems in how it results in a greater need to track, govern, and manage
models across the organization [78§].

In terms of managing model proliferation, Sweenor et al. [78| claims that the best way to
centralize, and thus avoid multiple model generation sources, is to reuse and repurpose
models from a centrally managed repository, which tracks who is building which model
and keeps track of existing versions. Multiple people can then use a single, approved model
for multiple applications. Such an approach provides insight into the progress of the data
science team and the number of models it is building. It tracks connections between data,
models, and projects, and is searchable [78].

Tracking and managing models lead to important insights and overviews. It enables quick
transitions between models when deemed necessary. It also provides the means necessary for
analysis; determining which alterations to the model resulted in certain effects. Consistent
version tracking is essential for reproducibility [21], and for compliance - compliance is
important in many organizations, and thus being able to identify which version of a model
performed a specific prediction can be vital |78].

Due to the dynamic and data-dependent nature of machine learning models, they are more
difficult to track than traditional software. Version control for models should track the
data and parameters that were used to build each version, as well as the model outputs;
accuracy, coefficients, etc. This to achieve a clear provenance and a way to track how the
model was produced [78§].

Both models and metadata can be tracked using standard version control, such as Git.
It is important not to tie the model life cycle to the code life cycle, as training and code
releases should happen on different schedules [21]. Data is usually too large and mutable
for standard version control to be a practical solution. The ideal solution would be a
purpose-built tool, but as of now, there is no clear consensus in the market [21].

Deploy and integrate

“In the Deploy and Integrate step, the model stops looking in the rearview mirror at histor-
ical data and looks through the windshield at live, real-world data” - Sweenor et al. [78].

Deployment and integration are closely intertwined. Sweenor et al. [78] define “deployment”
as the process of taking a model from the environment in which it is developed and turning
it into an executable form. “Integration” is followingly defined as the process of taking that
deployed model and embedding it within an external system. Deployment options usually
depend on integration endpoints and vice versa. Thus, Sweenor et al. [78] conclude that
the best way to approach deployment is as a function of how the model will be integrated,
and the best way to regard integration is as an extension of deployment.

The goal of deploying and integrating is to make an actual impact on the business ap-
plication. This impact naturally depends on the application in question. E.g., in the case
of embedding product recommendations from a machine learning model into a mobile ap-
plication, the model does not represent the main purpose of the application and must be
integrated in a way that aligns well with the application development. Contrastingly, in
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the case of using time series data from an industrial process to train a machine learning
algorithm to model the process, the machine learning model is the very essence of the
application, and integration can be done in a way that better accommodates the model.

Nonetheless, a machine learning model must be integrated into an application that facil-
itates it. This can largely alter the software development life cycle [78], and thus MLOps
comes into play also on parts that are not directly related to the machine learning model.
The degree to which the software development life cycle is changed naturally depends on
the prominence the machine learning model exhibits in the application.

Sweenor et al. [78] recommend entirely decoupling the machine learning models from the
application, by providing them as a set of APIs that developers can test and incorporate
into their code. This requires thorough documentation from the data scientists, describing
how the models are to be used, what are their required inputs and expected outputs,
their limitations and domains of applicability, levels of accuracy and confidence, and data
dependencies [78]. This process is subject to close collaboration between data scientists
and developers upon iterations of model development and refinement - it cannot simply be
“thrown over the wall” [78].

Due to the unpredictable nature of data, a predictive model may quickly become highly
inaccurate and needs to be swapped or disabled. The model must be integrated into the
application in a way that allows for this to happen without requiring a new version of the
application |78].

To detect if a model is deteriorating in performance, it needs to be continuously monitored.

Monitor

Monitoring starts once a model has been deployed. The monitor step described by Sweenor
et al. [78] covers three types of metrics: statistical, performance, and business/ROI (Return
of Investment). Also included in the monitor step are the tasks of automatic retraining and
remodelling, thus monitoring extends to continuously reviewing the model, and retraining
or replacing it when deemed necessary.

Sweenor et al. [78] divide statistical metric tracking into three practices:

e Accuracy tracking includes misclassification rate, confidence rate, or other error rates
decided by the data scientists. When these rates fall below a given threshold the model
should be retrained or remodelled.

o Champion-challenger is a practice of continually comparing the model in production
(champion) with a potentially better model (challenger). A challenger model — either
an updated version of the champion model, or a different model altogether — is run
periodically, and its results are compared to those of the champion model. The most
accurate model is chosen to run in production.

e Population stability involves constantly checking the distribution of data sets over
time for reasonable consistency, to ensure that the current models are still relevant.

An obvious challenge with accuracy tracking is that there are no verified labels to which
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the predictions can be compared. Else the predictions would have no purpose. In some
cases, there might be an indirect way of assessing the quality of the predictions, such as
measuring the amounts of clicks of an advert recommendation. In other cases, one has to
rely on statistical measurements, by comparing predictions made in separate time periods,
and check if they deviate more than any acceptable reason indicates that they should [21].

Performance metrics are less subjected to interpretation. Their purpose is to evaluate how
well the infrastructure supports the models. Performance metrics include input/output,
execution time, number of records scored per second, as well as hardware metrics, such as
memory and CPU usage [78].

Business metrics and ROI evaluate the impact of the model in a business sense and thus
serve as an important check against statistical metrics [78|. The statistical metrics deter-
mine how well a model performs in terms of the specified desired behaviour. The business
metrics determine how much this desired behaviour actually impacts the business that the
model is intended to improve. It is possible that the model is performing optimally, but
that its purpose has no significant impact on the business. When the business metrics and
statistical metrics do align, it indicates that the model is beneficial for the business, and
yields return on investment of operationalizing machine learning [78].

It is important to monitor metrics across slices, to detect problems affecting specific seg-
ments. Different segments could be erroneous, but tested globally these errors might null
each other out, and pass by undetected [21].

Model drift, also known as concept drift, is a phenomenon that occurs when real-world
variables change over time, resulting in deteriorating accuracy of the model predictions.
Such changes may occur due to real-world variables changing in their distribution, or their
relationship to each other, or new variables may be introduced, that were not present at
the time of creation of the current model [78]. When this happens, the model is no longer
a good representation of the real-world process. To counteract model drift, models require
constant monitoring and updating |78|.

Updating the model involves either retraining the model; keep the current variables and
model structure, but use newer data - or complete remodelling; add, remove, or alter
variables, and restructure the model. In a scenario where real-world variables have changed
in their relationship to each other, the model is likely to be improved through retraining.
The structure is the same, but how the variables combine to influence the output is altered.
Retraining requires the least effort and is in most cases sufficient to counteract model drift
[78]. Remodelling might be required in a scenario where one or several real-world variables
that affect the process have been newly introduced or neglected during initial creation.
Figure 4.3 illustrates model decay over time, and how retraining improves performance.

Sweenor et al. [78| present a series of steps that ensue when a model is retrained and pro-
moted to production, and include proposed ways of conducting them:

o Model accuracy assessment is based on a set of Gini coefficients?. If outside allowable
limits, models are automatically reevaluated using a genetic algorithm for searching
the parameter space. Candidate models are regularized with Elastic Net 5, decreasing
variance at the cost of introducing some bias.

4@Gini coefficient measures the inequality among values of a variable. It is a metric commonly used in
econometric studies. [90].
5Regularization technique.
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Figure 4.3: Model decay and the effect of retraining as illustrated by Sweenor et al. [78|.

o Model updates and explainability includes assessment of business goals, variable im-
portance, overfit, bias, outliers, and regulatory perspectives. The current and prior
models are evaluated in a champion-challenger setting.

o Model diagnostics involves assessing local predictive power and accuracy across the
predictor space. Areas of concern can be identified by assessing particular regions of
the predictor space per recent trends. Statistical hypothesis test results and model
diagnostic metrics provide more global insight. Model diagnostic metrics may include
Akaike information criterion (AIC), Bayesian information criterion (BIC), the area
under the ROC curve (AUROC), and visualizations such as ROC curves and lift

charts. These metrics are discussed in chapter 5.

e Model versioning, approval and audit relates to keeping track of new model versions.
In most cases of retraining, models are retrained on new data to account for vari-
ance in market conditions that have occurred since previous model training. Thus,
several versions of the models must be saved and governed and should be available
for auditing and compliance assessments.

Whether retraining or remodelling is the appropriate action and what the respective trig-
gers should be are decisions to be made by the team behind the model.

Automating monitoring

Several steps of the retraining phase are time-consuming and inefficient when performed
through human interaction. It is desirable to automate model drift detection and retraining
initiation, both for efficiency and accuracy. Several metrics can be subjected to automatic
computation and evaluation, and frequent, automated, champion-challenger procedures
are likely to provide better models in production. A human can still be in charge of the
ultimate approval of redeployment, as a safety measurement, but automating several tasks
can significantly reduce the workload, allowing for more frequent iterations, resulting in all
over better performance.
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Sweenor et al. |78] conclude that the sequence of build, manage, deploy and integrate, and
monitor introduces structure and logical flow around analytics pipelines and allows the
organization to realize the value of data science through MLOps. The sequence ensures
that the best model gets embedded into a business system and that the deployed models
are consistent with business requirements. They also claim that companies that build this
kind of methodical thinking into their data science have a big competitive advantage over
those that consistently fail to operationalize models by failing to prioritize action over mere
insight.
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Chapter

Components in the Machine Learning Life
Cycle

This section presents an architecture consisting of typical components in a machine learning
life cycle. The goal is to paint a clear picture of the entire operationalization process
with descriptions that are interpretable by both software engineers and data scientists.
The architecture provides clarity around which modules interact with each other, which
domain each module mainly operates in, and how the modules can be separated. Such an
architecture is hoped to function as a base for planning the structure and operationalizing
of a machine learning system, with concrete modules to associate with needs, challenges,
and solutions.

The architecture is illustrated in fig. 5.1, with component descriptions in tables 5.1, 5.2
and 5.3.

Upon considering what techniques, tools or technologies to use, fig. 5.1 and tables 5.1, 5.2
and 5.3 can be convenient, low-effort resources for evaluating how well a potential asset
aligns with the machine learning system in question.
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Prediction pipeline (online)

Code Model
operations operations

Codebase pipeline (offline)

Storage and versioning
for model artifacts

[E—— .

Storage and versioning
for code artifacts (releases)

Figure 5.1: Architecture of a machine learning life cycle. Illustrated by the author.

Figure 5.1 consists of three pipelines and aims to illustrate how the components integrate.
The codebase pipeline is only included for completeness, and not addressed further. The
prediction pipeline represents the functionality of the system when online and in produc-
tion. The training pipeline is marked as online/offline. In a highly automated well-designed
system this pipeline can be online and operating with little human interaction. The is how-
ever a demanding feat, and many systems will employ an offline training pipeline - perhaps
with some parts being online and automated. Coloured boxes represent a rough grouping of
what type of operations the different components perform. For the sake of simplicity, some
details and connections are left out; these connections along with a selection of components
considered particularly interesting are further discussed later in this section. Tables 5.1,
5.2 and 5.3 provide brief descriptions of each component and their roles in the life cycle.
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Component Descriptions

Component Inputs Outputs Purpose Why is it
important?
Data .
eathering Measurements Sensor dat.a Gather data More diverse,
from the real organized in for ML model | and more data
world. data storage to train and and results in
facilities (e.g. test on. better model
databases). performance.
;I))rzzc:e;zi-g Raw data from | Data from Making data Eliminate
several different usable for the | errors that
sources. sources, ML model. might cause
cleaned and the ML model
verified, with to misbehave.
the possible
addition of
engineered
data,
aggregated
into a single
data set.
Dajca .set A single data Three data Separate data | Clearly
splitting .. . .
set. sets: a training | into sets to be | organizes the
set, a used for separate data
validation set, | training, sets.
and a test set. | validating, and
testing.
Pre-train .. . .
. Training set, Test results Detecting Reducing the
testing .
hyperparame- | and detailed errors and amount of
ters, and info if bugs that unnecessary
empty, available, and | would render a | training jobs
initialized ML | baseline training job saves time and
model (e.g. models. useless before power.
neural net). said training Baseline
job is models
initiated. Also, | indicate
provide expected
baseline performance
models. level.

Table 5.1: Description of ML components in fig. 5.1
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Component Descriptions

Component Inputs Outputs Purpose Why is it
important?
’I‘I‘E}lnln.g & Training set, A trained Building the The
validation L
validation set, | model. actual ML component
hyperparame- model. that produces
ters, and the an ML model.
same empty, The other
initialized ML components
model used in ultimately
pre-train facilitates this
testing. component.
Hyper-
parameter None, or Hyper- Provide Hyper-
tuning possibly parameters different parameters
validation combinations affect the
results of hyperpa- performance of
rameter the model.
values Several values
should be
tested to
ensure optimal
or near
optimal model
performance.
Model
evaluation Trained model | Evaluation Evaluating Exposing the

and testing

Review and
approval

and test set.

Evaluation
metric scores
and test
results.

metric scores
(e.g. accuracy)
and test
results.

Approval or
disapproval of
model.

how well the
trained model
performs and
ensuring
correctly
learned logic.

Investigate
evaluation
metric scores
and test
results and
consider
whether they
are
satisfactory.

trained model
to unseen data
is necessary in
order to
ensure that
the model
behaves as
intended.

Ensure correct
logic and
certain
performance
level before
predictions
can be trusted.

Table 5.2: Description of ML components in fig. 5.1
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Component Descriptions

Component Inputs Outputs Purpose Why is it
important?
Deployment The approved | The ML model | Making the Puts the
ML model implemented ML model model into
in a form operative, so production
where it can that it is where it is
be used and available for integrated into
supported use by the the entire
(e.g. an API system as a online system.
endpoint) whole.
Prediction Pre-processed | Model Use the This
unseen, predictions. trained model | component
real-world to make performs the
data. predictions on | predictions
real-world that make up
data. the ultimate
goal of the ML
system.
Monitoring Model Notifications/ | Detecting Provides
predictions alerts if metric | faults or errors | insight to help
and metrics values exceed that occur in determine
(e.g. pre-defined production or | when the
statistical, thresholds. deteriorating model should
performance, model be retrained/
business). performance. remodelled.
Visualization || Model lustrative/ Offering The team
predictions visual repre- insight about behind the
and metric sentations of how the model | model must
values. model behaves to the | understand
predictions how it

and metrics.

team behind
it.

behaves, e.g.
for analytical,
compliance
and business
purposes.

Table 5.3: Description of ML components in fig. 5.1
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5.1 Data Operations

Data gathering, data pre-processing and data set building are components that deal with
data management. These are important as they lay the foundation for the machine learn-
ing model and impact its potential. The boundaries between these components are not
universally defined, e.g. run:ai [91] includes aggregating data from several sources into a
single data set as part of the data gathering component, while Mohandas [44| considers it
part of data pre-processing. In this thesis, aggregating data is part of data pre-processing,
as described in table 5.1.

The most pivotal part of data gathering is making sure that the data collected is compre-
hensive enough to train a good model and representative enough of the data that will be
encountered in production.

The purpose of data pre-processing is to prepare the data for the succeeding steps in the
pipeline. At its core, it is aggregating data from several sources into one single data set,
cleaning data to ensure that all feature values are in the same format and of the same data
type, and filling in or omitting missing values. Further operations may include extracting
data, using only what is necessary, scaling data, and engineering extra features that may be
beneficial for the training process. Feature engineering is also mentioned in section 4.2.1.

Data set building, also referred to as splitting, splits the pre-processed data set into a
training set, a validation set, and a test set. The training set is used to train the machine
learning model. The validation set is used to estimate the accuracy of the machine learning
model, and to tune hyperparameter values. The test set is used for final evaluation of the
performance of the model. Mohandas [44] specifies a set of criteria for building these data
sets:

Each data set should be representative of data that the machine learning model will
encounter in production.

Output values should be equally distributed across all data sets.

Data should be shuffled in a way that prevents input variance.

Random shuffles should be avoided if this can lead to data leaks, e.g. in time series.

All of these operations have further research potential [92, 44].

5.2 Training, Validating and Refinement

Training involves feeding data into the algorithm, which adjusts itself to best fit the data
by altering its internal learnable parameters. Training proceeds quite straightforwardly,
assuming all pre-training tests are passed. The aspects subject to pre-train testing can be
monitored during the actual training as well, to ensure that everything runs smoothly.

To ensure that the trained model is satisfactory, it must be validated. This is done using
a validation set.

Since it can be difficult to form a notion about how well a model should perform, comparing
multiple models is a favourable approach. Several models, with different settings or different
training data, can be trained and compared, and the most promising one selected for use.
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One technique for doing this is cross-validation, mentioned in chapter 2, where the training
set is divided into several parts, and each of these parts are in turn used as the validation
set, while the remaining parts are used for training.

Another comparison, which is natural to conduct, is with previous models. If training
is initiated as part of retraining, the new model should be compared with the old one to
ensure that it is an improvement. In addition to previous models, comparisons can be made
with baseline models. Baseline models are simple models that provide reasonable results
and does not require much time to build [93]. Linear regression and logistic regression are
some examples of baseline models. Baseline models give a lower boundary for how well
the trained machine learning model should perform. If the trained model does not provide
significantly improved performance to that of the baseline models, one should reconsider
the structure of the model, or whether the problem at hand requires machine learning to
be solved at all. Baseline models can be produced early on, e.g. in the pre-train testing
component, and used for comparisons during validation.

As discussed in chapter 2, bias and variance are essential metrics for validation. However,
several metrics should be employed to obtain more comprehensive insights. Metrics used
for final model evaluation, discussed in section 5.3, are also applicable for validation.

In section 4.2.1, AIC and BIC are mentioned. These criteria were developed to assess
the relative quality of statistical models, and have been adopted for machine learning
model selection [94, 95, 96, 97|. AIC (Akaike Information Criterion) is a metric developed
by Akaike [98]. The core concept is to penalize the inclusion of additional variables to a
model, countering overfitting. A lower AIC implies a better model. AIC is most widely used
for comparing models, rather than evaluating them in isolation [99, 100]. BIC (Bayesian
Information Criterion) is a variant of AIC, developed by Schwarz [101]|, where the penalty
for additional variables is increased. AIC and BIC are computed by egs. (5.1) and (5.2),
respectively, where k denotes the number of free parameters in the model, and L is the
maximum value of the likelihood function for the model. n is the number of observations,
i.e. the number of examples in the validation set.

~

AIC = 2k — 2In(L) (5.1)

A

BIC = kln(n) — 2In(L) (5.2)
More detailed information about applications of and intuition behind AIC and BIC are
found in (94, 95, 99, 100, 96].

Although a model has been singled out based on these comparisons, it is still room for
tuning it at a lower level.

Hyperparameter tuning

In addition to the internal parameters that are learned throughout the training process, the
model is defined by a set of hyperparameters; learning rate, regularization parameters, etc.
Hyperparameter optimization (HPO) is the process of choosing the optimal set of these
hyperparameters [22].

There are several HPO techniques; some are mentioned in chapter 2, and a selection is
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briefly explained/repeated here:

o Grid search is the most basic one [102]. In grid search, a finite set of values is speci-
fied for each hyperparameter, and the grid search algorithm evaluates the Cartesian
product of these sets to find the most optimal combination of hyperparameters.

e Random search samples combinations of hyperparameter values at random a specified
amount of times. This is especially effective compared to grid search when some
hyperparameters have much more impact than others [102, 103|, which is often the
case [103, 104].

e Bayesian optimization, as explained by Feurer and Hutter [102], is an iterative algo-
rithm with two key characteristics: a probabilistic surrogate model and an acquisi-
tion function to decide which point to evaluate next. In each iteration, the surrogate
model is fitted to all observations of the target function made so far. The acquisition
method, using the predictive distribution of the probabilistic model, then determines
the utility of different candidate points. This includes a trade-off between exploration
and exploitation.

Since tuning, i.e. parameter fitting, neural networks are blackbox! functions [105, 106],
these, and most HPO techniques involve multiple training cycles of the machine learning
model [22|. The HPO also grows exponentially with the number of hyperparameters, as
each new hyperparameter adds a new dimension to the search space. This results in HPO
techniques being very expensive and resource-heavy in practice, especially for deep learning
applications, as discussed by Yang and Shami [107].

In addition to providing methods and heuristics for obtaining good hyperparameter set-
tings, HPO techniques lay the foundation for automating hyperparameter tuning, reducing
the need for human interaction [102]. The computations are equally resource-heavy when
automated, but resources are often cheaper than data scientists and engineers, and au-
tomated computations can execute 24/7, resulting in a more effective refinement process.

Another benefit of automated HPO is that it is more reproducible than manual search
[102].

Hyperparameter optimization and selection are active and broad areas of research with
significant importance for machine learning [102, 107, 103, 108].

5.3 Model Evaluation

The component constitutes both testing and evaluation. However, since testing is discussed
in chapter 3 this section covers model evaluation.

Evaluating the model constitutes measuring how well it performs with respect to a selection
of metrics designed to provide insight into the model.

"When there is a function that we cannot access but we can only observe its outputs based on some
given inputs, it is called a black-box function. On the other hand, black-box optimization (BBO) deals with
optimizing these functions. Tuning of large neural networks is considered as an example of these functions.
[105]
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Evaluation metrics

Ng et al. [4] mentions in chapter 2 that scoring models with a single metric make it easier
to compare them with each other. However, that single metric is usually a combination of
multiple metrics, weighted in the way that best represents the model and the requirements.
Which metrics are most important also depend on the application of the machine learning
model.

What metrics to use depend on what type of model is being evaluated. In a classification
model, there are four types of outcomes [109, 110]:

True positives involve correctly predicting that an observation belongs to a class.

True negatives involve correctly predicting that an observation does not belong to a
class.

False positives involve wrongly predicting that an observation belongs to a class.

False negatives involve wrongly predicting that an observation does not belong to a
class.

From [109, 110], common metrics for classification models include:

Accuracy is the percentage of correct predictions for the test data.

correct predictions

accuracy =
4 all predictions

Precision is the fraction of true positives among all predicted positives, in a specific

class. »
true positives

precision = — —
true positives + false positives

Recall is the fraction of true positives among all actual positives, in a specific class.

true positives

recall = — -
true positives + false negatives

Specificity is the fraction of true negatives among all actual negatives.

true negatives

speci ficity =
pecificity false positives + true negatives

F'1 score is the harmonic mean of precision and recall. A drawback of this is the equal
importance given to precision and recall. This can be adjusted with a weighted form

of F1 score.
2

1 + 1

precision recall

F'1 score =

PR curve is the curve between precision and recall for various threshold values. AUC
(Area Under Curve) is often appended to this - the higher the AUC, the better.
Figure 5.2 illustrates a PR curve on the right-hand side.
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ROC curve (Receiver Operating Characteristics) is the curve plotted against recall
(true positive rate) and 1 — speci ficity (false positive rate). AUC is used often also
in this context, and intuitively, the higher the AUC, the better. Figure 5.2 illustrates

a ROC curve on the left-hand side.
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Figure 5.2: To the left: a ROC curve, to the right: a PR curve. Both comparing a logistic
regression model with a no skill classifier. Illustrated by Brownlee [111].

Regression models operate in the continuous domain and are not eligible for the metrics
applied to classification models. Many metrics for regression models include the error of
a prediction, which is the difference between the predicted value and the actual value:
€ = Ypred — Y, Where e is error, ypreq is the predicted value, and y is the actual value. n
denotes the number of data points, and i the i-th data point. From [109, 112|, common
metrics for regression models include:

e Bias and variance can be evaluated on the test set as well.

MAPE - Mean Absolute Percentage Error.

L el
MAPE = — —

MAE - Mean Absolute Error.

MAFE = ii |6Z|

MSE - Mean Squared Error.

=1

1 n
MSE = =" |e
mn
=1

MSE - Root Mean Squared Error.

RMSE =

1 n
= el
n “

=1
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e Fxplained variance compares the variance within the expected outcomes to the vari-
ance in the error of the model.
VCL’I“(y - ypred)
Yy

EV=1-

e R? coefficient represents the proportion of variance in the outcome that the model
is capable of predicting based on its features. § denotes the mean of y.

Z?:l (yz - ypredi)

R*=1- ==L =
Zi:l(yi - Z/)

The aforementioned metrics are purely statistical, and even though they can be applied in
different variations, they provide only a mathematical insight into the model. Paleyes et al.
[22] claims that simply measuring the accuracy of the model is not sufficient to understand
its performance, and that performance metrics should reflect audience priorities. More
specific metrics, such as KPIs 2 and other business-driven measures, should be defined and
measured [22].

5.4 Deployment

The deployment and integration step in the four-step model from Sweenor et al. [78],
discussed in section 4.2 is also relevant for this component. This section elaborates further
on deployment.

For an application to be able to use the machine learning model, it needs to be deployed.
Deploying a model involves taking it from development and turning it into an executable
form, in which it can be integrated into an application or another external system. Sweenor
et al. [78] and Breuel [21] recommend decoupling the model and the application that it will
integrate to. Updates to the application and the model are invoked on different schedules,
and updating one should not consequently require an update of the other. Decoupling the
two also results in increased modularity, of which advantages are discussed in section 4.1.

DevOps focuses on techniques and tools for deploying and maintaining traditional software
systems, and though some principles can be applied directly to operationalizing machine
learning, there are several unique challenges [22].

A widespread topic in traditional software, that machine learning can benefit from is code
reuse. Reusing data and models can result in savings in terms of time, effort or infras-
tructure [22]. Paleyes et al. [22] presents Pinterest as an illustrative case in their approach
towards learning image embeddings [113]. Pinterest uses three models internally, which
use similar embeddings. To facilitate individual iterations on the models, they were ini-
tially maintained completely separately. This naturally posed problem as the effort put
into working on these embeddings was tripled. To cope with this, the teams investigated
the possibility of learning a universal set of embeddings. This they achieved, and reuse in
this manner resulted in simplifying their deployment pipelines and improving performance
on individual tasks.

Paleyes et al. [22] points out how there might appear to exist a clear separation of respon-
sibilities between researchers/data scientists and software engineers; the former produce

2A Key Performance Indicator (KPI) is a type of performance measurement that demonstrates the
success of an organization’s activity or objective.
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the model while the latter build infrastructure for it to run on, while in reality their areas
of concern often overlap in deployment. Considering model inputs and outputs and per-
formance metrics, contributors from both disciplines work on much of the same code. It is
thus beneficial to integrate the data scientist team into the development process so that
they acquire ownership of the product code at the same level as the software engineers.
This approach has been proven to produce long term benefits regarding speed and quality
of product delivery, despite posing onboarding challenges [114].

For further and more detailed information about deployment, the reader is referred to
[83, 115, 114, 82].

5.5 Monitoring

The monitoring step in the four-step model from Sweenor et al. [78], discussed in section 4.2
is also relevant for this component. This section elaborates further on monitoring.

When deployed and operative, the model must be kept under watch continuously to ensure
that it is performing at a satisfactory level. Monitoring involves keeping track of several
metrics and, based on their values, decide upon when the model needs an update. The
monitoring process should also provide insight that facilitates the detection of faults or
errors that may occur unpredictably in the production environment.

The process of defining metrics is overlapping in the monitoring and the testing phase.
It stands to reason that most of the metrics specified to evaluate the model in terms of
deployment adequacy are also subject to monitoring when the model is in production.
Threshold values are defined for these metrics, and procedures are implemented to trigger
alerts when metric values are observed below their respective thresholds, which indicates
that it is time to update the model.

Klaise et al. [116] directs attention to the importance of outlier detection to flag predictions
that cannot be used in production. The paper mentions two reasons behind the occurrence
of such predictions; the models being unable to generalize outside of the training set, and
overconfident predictions on out-of-distribution instances due to poor calibration. Another
word for the former is extrapolation - obtaining higher-dimensional insights from lower-
dimensional training - which is infamously difficult in machine learning [117, 118, 119, 120].
Figure 5.3 illustrates a simple example of extrapolation.

My HOBBY: EXTRAPOLATING

RS YOU CAN SEE, BY LATE
NEXT MONTH YOU'LL HAVE

OVER FOUR DOZEN HUSBANDS,
J BETERGETA
BULK RATE ON

WEDDING CAKE.

Figure 5.3: The challenge of extrapolating, as illustrated by Munroe [121].

Regular model updates are often required to ensure that it reflects the most recent data
trends and the environment [22]. Multiple techniques exist for adapting models to new
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data, e.g. regular training and continual learning [122].

The decision to update models in production is also affected by practical considerations,
particularly concept drift, which directly impacts the quality and frequency of the model
update procedure [22]. The phenomenon can have significant adverse effects on model
performance, e.g. in classification problems [123], or in AutoML context [88|.

Concept drift can arise in and affect a variety of industries, e.g. in the finance industry
[124], marine images [125], and predictive maintenance for wear and tear of industrial
machinery [126].

Ackermann et al. [127] highlight a problem with currently available end-to-end machine
learning platforms; the final machine learning solutions are usually so sensitive to problems
specifics that their needs are not fulfilled by out-of-the-box tools.

For further and more detailed information about monitoring, the reader is referred to
[128, 127, 22].
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Chapter

Modern Technologies for Machine
Learning Operationalization

This chapter presents a selection of modern technologies that offer solutions intended to
simplify aspects of operationalizing machine learning systems. There exist a plethora of
technologies, and it is difficult to evaluate at first glance which ones are worthwhile delving
deeper into. Many technologies apply a buzz-word oriented terminology, and occasionally
invent their own words to describe what they offer, which may cause some confusion or
information overload. Dissecting formulations and extracting information for comparisons
on general grounds is difficult and extremely time-consuming, and by intuition; the ones
that convey themselves in an unintelligible manner are perhaps the ones who have the
least to offer. The technology reviews are mainly based on the respective technologies’
official websites, as well as various articles and blog posts weighing in on them. Personal
perceptions of the technologies are further expressed in chapter 8.

6.1 Docker and Kubernetes

Kubernetes and Docker are two well-established technologies in software system opera-
tionalization. They are not tailored for machine learning systems but often used in combi-
nation with or as a basis for other technologies. Due to their renown and them not being
machine learning-specific technologies, their reviews are limited to contain only basic func-
tionality.

6.1.1 Docker

Docker is an open platform for developing, shipping, and running applications. Docker
enables the separation of applications from infrastructure while managing them in a similar
fashion, so software can be delivered quickly [129]. It is basically a container management
engine, creating containers with automated application deployment on top of operating
systems. A container is a software unit that packages up, i.e. containerizes, code and all its
dependencies, enabling the application to run quickly and reliably on different computing
environments [130].
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6.1.2 Kubernetes

Kubernetes is an open-source system for automating deployment, scaling, and management
of containerized applications [131]. It is often used in combination with Docker, where
Docker containerizes applications, and Kubernetes manages them. The applications are
deployed across a cluster of machines. The cluster is controlled by a master server, and
nodes denote the other servers in the cluster. The master compares the desired state (set
by the user) to the state of the cluster and decides which nodes to run to obtain the desired
state.

6.2 Run:Al

The Run:AlT software platform aims to enable data science teams to fully utilize all available
resources, speeding up machine learning workload execution, both on-premise and in the
cloud [132].

The technology involves a software layer that sits on top of the hardware, decoupling data
science workloads from the underlying hardware, as in fig. 6.1.

Figure 6.1: Run:Al as an abstraction layer between hardware and Al workloads. Illustrated
by [133].

This is reminiscent of virtualization, which initially does not seem effective when the goal
is to exploit as much performance as possible from the underlying hardware/Al, intuitively
by being close to the metal [133]. In [133], Omri Geller, CEO and co-founder of Run:Al,
states: “Traditional computing uses virtualization to help many users or processes share
one physical resource efficiently; virtualization tries to be generous. But a deep learning
workload is essentially selfish since it requires the opposite; it needs the full computing
power of multiple physical resources for a single workload, without holding anything back.
Traditional computing software just can’t satisfy the resource requirements for deep learn-
ing workloads.”. Run:Al claims to offer a different kind of virtualization, with a rebuilt
software stack for deep learning that exceeds the limits of traditional computing, making
training faster and cheaper [133].

Run:ATl aims to address the diversity of hardware Al by adding support for several deep
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learning dedicated chips so that there is no degraded performance when using Run:Al as
a third party software layer, instead of directly using what is offered by the chip manufac-
turers [133].

In [133] Geller also points out that Run:Al addresses the diversity in Al workloads as well.
Different types of Al algorithms need to run with different optimizations: different in terms
of distribution strategy, hardware chips, etc. Run:Al facilitates this.

Run:AT’s virtualization software is based on powerful distributed computing and schedul-
ing concepts from High-Performance Computing (HPC) but is implemented as a simple
Kubernetes plugin. The virtualization software speeds up data science workflows and of-
fers visibility. It also enables I'T teams to manage expensive resources more efficiently, thus
reducing idle GPU time [132].

Key features, as presented by Run:Al themselves [132]:

e Pool GPU Compute - pool resources to ensure visibility and control over prioritization
and allocation of resources. Heterogeneous resources are pooled so they can be used
within two logical environments; build and train. These environments are tailored for
the different characteristics of building and training jobs to increase utilization.

e Guaranteed Quotas - automatic and dynamic provisioning of GPUs to break the
limitations of static limitations. Projects are allowed to use more GPUs than their
quota allows, to reduce idle resource time.

e Elasticity - dynamically change the number of resources allocated to a job to accel-
erate data science delivery and increase GPU utilization.

e Kubernetes-based Scheduler - easily orchestrate distributed training with batch schedul-
ing, gang scheduling and topology awareness. Run:Al is easily integrated with Ku-
bernetes as a plug-in, requiring no advanced setup.

e Gradient Accumulation - run training jobs even when there are not enough available
resources. Instead of suspending a job, it is shrunk using the elasticity feature. In
this state, gradients are accumulated during a training job, enabling the job to run
with limited resources.

6.3 Apache Kafka

Apache Kafka is an open-source distributed event streaming platform offering high-performance
data pipelines, streaming analytics, data integration, and mission-critical applications [134].

Event streaming is analogous to the human body’s central nervous system, where appli-
cations are always ready to handle incoming events instead of polling at regular intervals
[134]. Event streaming ensures a continuous flow and interpretation of data to facilitate
the right information at the right place, at the right time [134].

Event streaming is applicable to several use cases, such as payment processing, capturing
and analyzing loT data, and serving as the foundation for data platforms, event-driven
architectures, and microservices [134].

Kafka can be deployed in various ways; on bare-metal hardware, virtual machines and
containers, and in the cloud or on-premises. Kafka’s event streaming consists of three key
capabilities:
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e To publish (write) and subscribe to (read from) streams of events. This includes
continuous export/import of data between systems.

e To store streams of events for as long as desired.

e To process streams of events, either as they occur or retrospectively.
Kafka consists of servers and clients that communicate via a high-performance TCP net-
work protocol. Kafka is run as a cluster of one or more servers, where some servers form
the storage layer, called the brokers. The clients allow for writing distributed applications
and microservices that read, write, and process streams of events in parallel, at scale, and
in a fault-tolerant manner. Clients are divided into producers, which publish events, and
consumers, which subscribe to and processes events. A key element for Kafka’s scalability

is that the producers and consumers are decoupled and agnostic of each other. Events are
organized and stored in topics.

The core cabailities of Kafka, as they present them [134], are:
e High throughput - using a cluster of machines with latencies as low as 2ms to deliver
messages at network limited throughput.

e Scalable - production clusters that can scale up to a thousand brokers, trillions of
messages per day, petabytes of data, and hundreds of thousands of partitions. Storage
and processing can be elastically expanded and contracted.

e Permanent storage - storing streams of data safely in a distributed, durable, and
fault-tolerant cluster.

e High availability - allows for stretching clusters efficiently over availability zones or
connecting separate clusters across geographic regions.
Kafka [134] defines their ecosystem to consist of:
e Built-in stream processing - using event-time and exactly-once processing to process
streams of events with joins, aggregations, filters, transformations, and more.

e Connect interface - out-of-the-box Connect interface that integrates with hundreds
of event sources and sinks.

e Client libraries - accepts a variety of languages for reading, writing, and processing
streams of events.

e Open-source tools - a large collection of open-source tools.

6.4 Dataflow

"Unified stream and batch data processing that’s serverless, fast, and cost-efficient.” [135].

Dataflow focuses on addressing the following use cases:

e Stream analytics - making data more organized and accessible from the instant it
is generated. Dataflow provides a streaming solution with the resources needed to
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ingest, process, and analyze data in real-time streams with fluctuating volume. The
solution is abstracted to reduce complexity and make analytics accessible to both
data analysts and engineers.

e Real-time Al - offering analytics through Al solutions for anomaly detection, pattern
recognition, and predictive forecasting.

e Sensor and log data processing - an intelligent Io'T platform provides business insights
from the users’ global device network.

Dataflow presents their key features as:

e Autoscaling of resources and dynamic work rebalancing - data inputs are partitioned
automatically and constantly rebalanced to even out worker resource utilization and
reduce the effect of “hot keys”! on pipeline performance. This data-aware resource
scaling contributes to minimizing pipeline latency, maximising resource utilization,
and reducing cost per data record.

e Flexible scheduling and pricing for batch processing - get a lower price for batch
processing on jobs with flexibility in job scheduling time. Jobs are guaranteed to be
retrieved for execution within a six-hour window.

e Ready-to-use real-time Al patterns - enabling customers to build intelligent solutions
ranging from predictive analysis and anomaly detection to real-time personalization
and other advanced analytics use cases. Real-time reactions with near-human intel-
ligence to facilitate large torrents of events are enabled with Dataflow’s real-time Al
capabilities. With ready-to-use patterns, real-time Al capabilities allow for real-time
reactions with near-human intelligence to large torrents of events.

The business-level benefits that Dataflow [135] claims to provide are:

e Streaming data analytics with speed - enable fast, simplified streaming data pipeline
development with lower data latency.

e Simplify operations and management - allowing teams to focus on programming
instead of managing server clusters as Dataflow’s serverless approach removes oper-
ational overhead from data engineering workloads.

e Reduce total cost of ownership - by pairing resource autoscaling with cost-optimized
batch processing capabilities, Dataflow can offer “virtually limitless” capacity to man-
age seasonal and spiky workloads without overspending.

6.5 Apache Spark

The descriptions from [136, 137, 138] combined yields the following summary. Apache Spark
is an open-source unified analytics engine for large-scale data processing. It handles both
batches and real-time streams. Apache Spark can distribute data processing tasks across
multiple computers, also known as clustering, either on its own or in tandem with other

LA hot key is a key with enough elements to negatively impact pipeline performance. These keys limit
Dataflow’s ability to process elements in parallel, which increases execution time [135].
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distributed computing tools, such as Kubernetes. These two qualities are paramount within
the world of big data and machine learning. Spark provides easy-to-use APIs that abstract
away much of the work associated with distributed computing and big data processing,
enabling developers to spend less time and energy on this.

The Apache Spark cluster architecture fundamentally consists of two main components: a
driver and executors. The driver separates the application code into multiple tasks that
are distributed across worker nodes. On these worker nodes are executors, which run the
tasks assigned to them. To mediate between the components, a cluster manager is required
- either Spark’s own, or a third party application, e.g. Kubernetes. The architecture is
illustrated in fig. 6.2

Worker Node

Executor | cache

—
Driver Program / Pt Task || Task

SparkContext Cluster Manager

\ Worker Node

Executor | cache

Task Task

Figure 6.2: Spark cluster architecture. Illustarted by [138].

Apache Spark focuses on providing [136, 138]:

e Speed - Spark provides an in-memory engine that significantly increases the process-
ing speed. This is done primarily by reducing the number of operations consisting of
reading or writing to disk.

e Real-time stream processing - Spark can handle real-time streaming combined with
the integration of other frameworks.

e Multiple workload support - Spark can run multiple workloads, including interac-
tive queries, real-time analytics, machine learning, and graph processing. Multiple
workloads can be combined seamlessly in one application.

e Increased usability - Spark supports applications written in Java, Scala, Python, and
R.

e Advanced analytics - Spark supports stream processing, graph processing, machine
learning, and SQL queries.

Apache Spark is an extensive technology, with several sub-technologies developed through
several iterations with contributions from over 1200 developers [138]. The key compo-
nents of Apache Spark are [136, 137, 138]:
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e Spark Core - the heart of Apache Spark, responsible for providing distributed task
transmission, scheduling, and I/O functionality.

e Spark MLIib - Spark’s machine learning library aims to make practical machine
learning scalable and easy. It provides several machine learning algorithms, function-
ality for featurization, pipelines, persistence - saving and loading algorithms, models,
pipelines, etc., and utilities such as linear algebra, statistics, data handling, etc.

e Deep Learning Pipelines - is an extension of the pipelines from Spark MLib. The
extended functionality includes: image loading, applying pre-trained models as trans-
formers in a pipeline, transfer learning, distributed hyperparameter tuning, and de-
ploying models in DataFrames and SQL

e Structured Streaming - provides a higher-level API and easier abstraction for writing
applications. Streaming computations can be expressed the same way as batch com-
putations on static data. The Spark SQL engine takes care of running it incrementally
and continuously and updating the results as data arrives.

e Spark SQL - a module for structures data processing. Includes information about
the structure of the data and the computation being performed, which is used to
perform extra optimizations. This with the help of a query optimizer called Catalyst
that produces an efficient query plan for performing the required calculations across
the cluster.

e Spark Graph X - module with a selection of distributed algorithms for processing
graph structures. Allows for performing graph operations on dataframes, including
taking advantage of Catalyst for graph queries.

6.6 MLflow

MLflow is an open-source platform for managing the end-to-end machine learning life cycle.
This includes experimentation, reproducibility, deployment, and a central model registry
[139].

MLflow is very versatile and integrates with a large number of other technologies. It works
with any machine learning library and language since all functions are accessible through
a REST API and CLI. MLflow runs the same way in any cloud. Through integration with
Apache Spark, it scales to big data [139].

According to their website [139], MLflow’s key features are:

e MLflow Tracking - track experiments to record and compare parameters and results.
The tracking component enables extensive tracking of parameters, code versions,
metrics, and output files, which can be visualized at will. Available through UI as
well as API.

e MLflow Projects - package machine learning code in a reusable, reproducible form
to share with other data scientists or transfer to production. Accessible through
an API and CLI, the Project format includes tools for running projects, enabling
chaining together projects to form workflows. MLflow Projects are, at the core, just
a convention for organizing and describing code.
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e MLflow Models - manage and deploy models from a variety of ML libraries to a
variety of model serving and inference platforms. MLflow Model packages the machine
learning models with an MLmodel file that defines the flavour the model should be
viewed in. This allows the models to be easily shipped to various downstream tools.
MLflow models can be hosted as REST endpoints.

o MLflow Registry - a centralized model store for managing models’ full life cycle stage
transitions; from staging to production. It offers model versioning and annotations
and can assign different stages to distinct model versions. It is available both through
a set of APIs and through UL

6.7 Databricks

In their own words [136]; “Databricks is an environment that makes it easy to build,
train, manage, and deploy machine learning and deep learning models at scale. Databricks
integrates tightly with popular open-source libraries and with the MLflow machine learning
platform API to support end-to-end machine learning lifecycle from data preparation to
deployment.”

The creators of Databricks are behind several other technologies, such as Apache Spark
and MLFlow, which are discussed in sections 6.5 and 6.6, respectively. Databricks mainly
focuses on integrating with these and other technologies, and offer extensions that are built
on top of these. These extensions are not open source and must be purchased.

Databricks extends Apache Spark with:

e Databricks Runtime ML - built on Databricks Runtime and is a ready-to-go environ-
ment optimized for machine learning and data science. It automates the creation of
a cluster optimized for machine learning. Databricks Runtime is a highly optimized
Apache Spark engine, running on auto-scaling infrastructure. It has added some
components and updates to Apache Spark to improve the usability, performance and
security of big data analytics.

e Managed Delta Lake - aiming to simplify data architectures by unifying data, ana-
lytics and Al workloads on one platform.

e Integrated workspace - for developing models, and offering real-time collaboration.
Allows for publishing notebooks as interactive dashboards, and provides one-click
visualizations.

o Workflow automation - containing APIs to build workflows in notebooks. Also offers
production streaming with monitoring.

e Enterprise security - end-to-end data security and compliance. Provides access con-
trol for notebooks, clusters, jobs, and structured data. Offers audit logs and data
encryption.

e More integrations - via authenticated ODBC/JDBC, REST APIs, and data source
connectors.

e Expert support

Managed MLflow is the extended version of MLflow which offers:
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Notebooks and workspace integration

Scalable cloud/clusters for project runs
ACL-based stage transition in model management.
Built-in batch interference and stream analytics

Security and management
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Chapter

Miniature Machine Learning System

This chapter explains the development of a miniature machine learning system. The system
is designed to run locally, and besides its purpose as a learning resource, it can function
as a low-effort testing tool for evaluating techniques and tools for operationalizing and
automating machine learning systems, with a short feedback loop. The deep neural network
in the system models an industrial process, the van de Vusse reactor, by training on data
generated from a developed simulator. Takeaways from the development of this system is
discussed in chapter 8.

7.1 System Specification

The machine learning system should fulfil the following criteria:

e Include a deep neural network and procedures to train and test it.
e Means for producing large amounts of data, and processing it.

e The neural network should model an industrial process, and make predictions based
on time series data.

e The system as a whole should be configurable, and a user who is unfamiliar with the
code should be able to make desired changes.

e Visualization should be available for relevant components.

e Have a modular architecture, i.e. consists of several single-purposed modules that
can be combined in pipelines.

7.2 Design Choices

Justifications and choices are discussed in the succeeding sections, where relevant. This
section provides a summarized overview of the design choices made for the system.

Python is chosen as the programming language, due to familiarity and to it being a highly
popular language for machine learning development [140]. Together with Python, Conda
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[141] is used as a package management system. This is a measure taken to increase the
portability of the system. Pytorch [142] is a machine learning framework that accompanies
Python and simplifies many machine learning-related operations. Further mathematical
functionality is provided by Numpy [143], a Python library.

Configuration is made possible through config. json. json is intuitive, easily configurable,
and easy to both integrate and manage. The simulator is developed using the CasADi
framework [144], which is discussed in section 7.4.2.

Visualization is an important tool for obtaining insight into the different components/modules
of the system, and to ensure that they function as expected. An effort has thus been put
into developing generalized plotting functionality that can support multiple use cases. The
visualization functionality largely relies on matplotlib [145], a comprehensive library for
creating visualizations in Python.

A README.md, explaining how to use the system is found in appendix A

7.3 Configurability

It is desirable that the machine learning system is configurable so that functionality can
be altered, different testing scenarios can be performed, and the performance of the model
can be attempted enhanced, easily, and without requiring familiarity with the code.

The configurable aspects are mentioned when relevant in the succeeding sections. The
means for configuration, a file named config. json is found in appendix A.

7.4 Process Simulator for Data Generation

To create a system that can be tested quickly and frequently, it is important to have a
vast, or preferably infinite, source of data. The simulator does not represent the perfect
real-world dynamics of a CSTR with a van de Vusse reaction, due to simplifications, but
the dynamics are reasonably realistic. This does not matter in this context, as the purpose
is to investigate the machine learning system itself, and not to provide the best possible
model for the CSTR. The implementation of the simulator is shown in appendix A, in
simulate_vandevusse.py.

7.4.1 CSTR with van de Vusse reaction

A continuous stirred-tank reactor (CSTR) is a common model for a chemical reactor in
chemical engineering and environmental engineering. A CSTR often refers to a model used
to estimate the key unit operation variables when using a continuous agitated-tank reactor
to reach a specified output. The mathematical model works for all fluids: liquids, gases and
slurries.

A van de Vusse reaction is highly nonlinear and shows exotic behaviour, such as the inverse
response [146]. For this reason it is an interesting topic to investigate in terms of control
and stabilization [147, 148, 149, 150]. Hajizadeh and Hosseini [151] presents an artificial
neural networks based control of CSTRs with the van de Vusse reaction, and Luz and
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Santos [152] presents an approach for predicting the dynamics of this process with neural
networks. This motivated the use of the van de Vusse reaction in this thesis.

In the van de Vusse reaction, cyclopentenol (B) is produced from cyclopentadiene (A),
with the formation of cyclopentanadiol (C') and dicyclopentadiene (D) as byproducts,
according to the reactions in eq. (7.1) [146]. As described by Engell and Klatt [153], the
reaction occurs in a jacketed CSTR reactor, due to the exothermic nature of the reaction.

(7.1)

A is fed into the reaction. B is desired species. C' and D are undesired species, byproducts.
k1, ko and k3 are reaction rates.

As per Luz and Santos [152], considering the constant density throughout the reactor and
ideal level control, for simplicity, the dynamics of the system is described by the differential
equations in eqs. (7.2) to (7.7), resulting from the mass and energy balance of the reactor
and the cooling jacket. The reaction rates are shown in eq. (7.8), parameters for the process
are listed in table 7.2, and state and input variables are listed in table 7.1.
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Symbol Variable
Ci Concentration of species i in CSTR [mol/I]
State variables T Temperature in CSTR [C°]
Ty Temperature of cooling jacket [C°]
Input variables F; Inlet feed rate [I/hr]
Qr Jacket cooling rate [kJ/hr]

Table 7.1: State and input variables in a CSTR with van de Vusse reaction

Parameter Value Denotes
Ca,, 5.1 Inlet feed concentration [mol/I]

T; 104.9 Inlet feed temperature [C°]

k1o 1.287 % 1012 A->B Pre-exponential factor [1/hr]

) 1.287 % 1012 B->C Pre-exponential factor [1/hr]

k3o 9.043 % 10° 2A->D Pre-exponential factor [1/hr]

E, 9758.3 A->B Activation Energy [K]

E, 9758.3 B->C Activation Energy [K]

Es 8560 2A->D Activation Energy [K]
AH,; 4.2 A->B Heat of Reaction [k.J/molA]
AH, —11 B->C Heat of Reaction [kJ/molB|
AHj; —41.85 2A->D Heat of Reaction [k.J/molA]

p 0.9342 Density [kg/l]

Cp 3.01 Heat capacity of reactants [kJ/(kg * K)]
kw 4032 Thermal conductivity [kJ/(h * K * m?)]
Ar 0.215 Area of jacket cooling [m?]

Vr 10 Reactor volume [I]
mg 5 Mass of cooling [kg]

Cpk 2 Heat capacity of cooling [kJ/(kg * K)]

Table 7.2: Parameters in a CSTR with van de Vusse reaction

7.4.2 Modelling framework

CasADi [144] and Python are the framework and programming language used to develop
the simulator. CasADi is an open-source software tool for nonlinear optimization and algo-
rithmic differentiation, with functionality that exceeds the requirements for the simulator.
The complete simulator implementation can be found in appendix A.

One of the core aspects of CasADi is the symbolic framework. With this, the user can
construct symbolic expressions using a MATLAB inspired everything-is-a-matrix syntax,
i.e. vectors are n X 1 matrices, and scalars 1 x 1 matrices.

The simulator applies the sx symbolics, which is a part of the symbolic framework. The sx
data type represents matrices whose elements consist of symbolic expressions, and is used
for the state and input variables in the plant, as shown in an excerpt from
simulate_vandevusse.py:

x = SX.sym('x', nx) # Concentration of 4, B, C, D, temperature in CSTR, T
— and temp of cooling jacket T_k
p = SX.sym('p', nu) # Feed rate F_in and Jacket cooling rate, Qk

u is usually used to denote the input in a control system. When creating integrators in
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CasADi, the convention is to use p, representing a set of parameters that affect the ODEs
(Ordinary Differential Equations). These parameters include, but are not limited to, input
variables. p is therefore used to represent the symbolic matrix, while the actual input values
are stored in u, and makes up the values of p at the time of the simulation.

CasADi uses the freely available SUNDIALS suite [154], which contains the two popular
integrators CVodes and IDAS for ODEs and DAEs (Differential Algebraic Equations) re-
spectively. This simulator uses CVodes. The integrator is defined simply as shown in an
excerpt from simulate_vandevusse.py:

xdot = vertcat(dCA, dCB, dCC, dCD, dT, dTk)

ode = {'x':x, 'ode': xdot, 'p': p}

opts = {'tf': dt} # Sets correct step size in integrator
ode_solver = integrator('F', 'cvodes', ode, opts)

, where dCA, dCB, dCC, dCD, dT and dTk are the ODEs in egs. (7.2), (7.3), (7.4), (7.5),
(7.6) and (7.7), respectively. vertcat is a function to perform vertical concatenation. ’*F’
has no functionality other than being a name for the integrator, ode is the set of ODEs for
the integrator to solve and opts include specifying the time step of each integration.

The simulation starts by invoking simulate_vdv, defined as shown in an excerpt from
simulate_vandevusse.py:

def simulate_vdv(x0O, u):
states = [x0]
for k in range(u.shape[0]):
res = ode_solver(x0=x0, p = ulk])
x0 = res["xf"]
states.append (x0)
return np.concatenate(states, axis = 1)

, with x0 and u as initial state values and input sequence, respectively.

7.5 Neural Network

The neural net implementation in this system is based on an example provided by Solution
Seeker AS in conjunction with an exercise from the course TTK28 [155] at NTNU in
autumn 2020. Modifications have been performed to generalize the net, and the training
and testing procedures, to facilitate their usage in this ML system.

The neural net is implemented with the PyTorch framework [142], a popular framework
for machine learning development with Python.

The neural net consists of two hidden fully connected layers with 50 neurons each. The
training procedure uses Adam optimization, an MSE loss function, and L2 regularization.
Hyperparameters, such as the number of training epochs, learning rate and L2 regular-
ization factor are subject to configuration through the config. json file. The input and
output columns can also be configured, to alter which features the neural net learns from
and which states it should predict.
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It is also possible to specify whether or not training should be conducted on a previously
trained net, so to train it further.

The complete implementation of the neural net class and the training and testing proce-
dures can be found in appendix A.

7.6 Setting up Modular Machine Learning Pipelines

The system consists of several modules which each serve one purpose. Due to the size of the
project, and the controlled area it is developed in, not all modules are as comprehensive
as described in chapter 4, nor are all the modules included. A training pipeline and a
prediction pipeline are defined, but neither is automated; separate modules are invoked
manually, sequentially to produce the workflow of a pipeline. The pipelines are illustrated

in fig. 7.1.
\\ Prediction pipeline

/..

K Training pipeline j

Figure 7.1: Flow of the training and prediction pipeline in the developed miniature machine
learning system

Training pipeline

Data gathering is conducted through generate_input_vandevusse.py which generates an
input sequence per configured specifications.

simulate_vandevusse.py uses the generated input sequence to simulate the CSTR for the
specified amount of time. The simulation results and input sequence are stored to be used
in data pre-processing.

Data pre-processing in this system does not involve operations to verify the data, as it
is not considered necessary in a small, controlled development environment with only one
data source. The data pre-processing component consists of

steady_state_extraction.py which extracts only data points from periods when the
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specified variable is in a steady state. The duration and perturbation thresholds for the
steady-state are also configurable. The steady-state data set is then stored for training.

Data set building demands little effort and is done with a few lines of code. As such, this
process is performed at the start of the training and testing procedures, using a set of
indices to extract the testing set.

After splitting the data set, the training set is divided into batches of specified size, and
training ensues with a specified number of epochs. The net is evaluated on the validation
set after each epoch, and once more with visual representation after training is completed.
Refinement and hyperparameter tuning need to be done manually by the user, through
config. json.

Upon testing, the data set is loaded, and the test set extracted and fed into the trained
neural net, which performs predictions. Visual representation ensues, and metrics for MSE,
MAE and MAPE are computed. Reviewing the model is a task subject to human assess-
ment. No behavioural tests are performed on the model.

Prediction pipeline

A separate pipeline makes up the prediction workflow. For organizational purposes, the
data storage files should be changed, so as not to confuse training data with “production”
data. Just as for the training pipeline, the prediction pipeline starts with
generate_input_vandevusse.py to generate an input sequence. Depending on which fea-
tures the neural net is trained on, simulate_vandevusse.py is invoked as well. If none of
the states in the CSTR are used as input features for the neural net, it is not necessary to
perform the simulation prior to prediction.

If one only wishes to predict on steady-state data, and avoid transients, the next operation
is steady_state_extraction.py. If not, no further data pre-processing is necessary. Given
that the net is trained on steady-state data, extracting steady state is likely to yield
better average accuracy, due to the net not performing predictions on data points that are
difficult to predict. The predictions performed, however, will not be any more accurate,
and ultimately one only ends up with fewer predictions.

Finally, make_predictions_batch.py uses the neural net to perform predictions on the
new data and visualizes the results. There is no functionality for performing predictions
on an input data stream.

7.7 Demonstration

The section demonstrates the training and prediction pipelines.
For this purpose, the configuration file is on the same format as the example in appendix A.

The most important settings are:

e The "input_cols" which decides the input for the neural network - the features
that are trained on. For the demonstration this includes the input variables and the
concentration levels of the species in the CSTR.

e The output of the neural net, "output_cols", is the temperature in the CSTR, T,
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sometimes referred to as Tout. "all_output_cols" is not used, but simply present
as an overview of the possible features.

"further_train_existing _net": "false" decides that a new net is initialized, in-
stead of further training an already trained net.

"hidden_layers", "training batch_size", "shuffle_training data"
, "n_epochs", "learning_rate" and "12_regularization" are hyperparameters
that decide the structure and specifics of the neural network.

"n_iterations" decides the time horizon of the simulation, and "samples_per_hour"
determines the sampling time.

Under "input_generation"—"options" is decided how many iterations an input
variable should stay constant for in "input_interval_size", and whether just one or
both input variables are changed at each interval is decided by "perturbation_style",
where the unused option is "double". The remaining values are self-explanatory.

Under "data_extraction" is decided the threshold value perturbation for steady-
state. the threshold duration for the steady-state, and the steady-state variable.

Training pipeline

The data gathering step, which invokes generate_input_vandevusse.py and
simulate_vandevusse.py, produces the initial data set. The data is plotted in figs. 7.2
and 7.3.
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Figure 7.2: Input data for training pipeline.
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Figure 7.3: States in CSTR for training pipeline.

The next step is to invoke steady_state_extraction.py, performing the necessary pre-
processing before training is initiated. The state on which steady state is considered is the
temperature in the CSTR, T. Figure 7.4 shows the states post-extraction.
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Figure 7.4: States in CSTR extracted at time of steady state for T

After pre-processing, training is initiated through train_model.py. After training, the
trained neural net is subjected to the validation set, resulting in the metric scores shown
in fig. 7.5. The validation set consists of random samples from the data set after the
training set has been extracted. There is no continuity in the data points, and plotting the
predictions is messy and provides little insight.

Error on validation data
MSE: 0.4395087957382202
MAE: 0.6225247979164124
MAPE: 0.686882495880127 Y%

Figure 7.5: Metric scores for trained neural net on validation set

The last step in this training pipeline is testing the model with test_model.py. Figure 7.6
shows how the trained net performs on the test data.
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Figure 7.6: Model predictions on test set versus actual values. The left plot shows contin-

uous graphs, while the right plot shows each individual data point, which are only those
in steady state.

Prediction pipeline

The configuration file is changed so that generated data is stored in the “production” data
set. After this, the data gathering step is performed to generate new data, shown in fig. 7.7.
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Figure 7.7: Temperature values for the “production” data.

No pre-processing is performed. In this context, the steady-state extraction does not make
sense; the extraction is performed on the steady-state of T, which is the output of the
neural network, and which the value is unknown for in the data subject to predictions.
This drawback is discussed in chapter 8. The next step is then to invoke the neural net

to perform predictions, through make_predictions_batch.py. The predictions performed
by the neural net are plotted in fig. 7.8.
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Figure 7.8: Predictions on “production” data performed by the neural network. The leftmost
plot shows the isolated predictions. The right hand side shows the predictions compared
with the “unknown” actual values.
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Chapter

Discussion

8.1 Testing

As systems become operationalized and more processes are automated, testing grows in-
creasingly important to sustain rapid development and reliable operation.

Machine learning models are stochastic and thus difficult to test using conventional meth-
ods. An machine learning system, however, consists of several modules that facilitate the
machine learning algorithm, but whose behaviour does not rely on the algorithm. Thus,
conventional methods for software testing and data validation can be applied to direct the
resulting behaviour of the machine learning algorithm as much as possible in the intended
direction.

Testing machine learning systems involves testing the behaviour, i.e. the learned logic of
the machine learning algorithm. This is inherently difficult because for machine learning
algorithms there exists no reliable test oracle to indicate what the correct output is for
an arbitrary input. CheckList introduces three types of tests; one (MFT) involves testing
against a small set of test cases with known correct output, and the two others (INV and
DIR) involve testing how the output changes based on perturbations to the input. Check-
List is proven to work well on NLP models and constitutes a very promising methodology.
Although there is no documentation, to the best of my knowledge, of the test types being
successfully applied to different types of models, it can be speculated that doing so would
yield results. This belief is supported by another similar methodology consisting of niche
oracle-based testing (similar to MF'T), metamorphic testing (similar to INV and DIR), and
parameterized random testing, which successfully detected new bugs in systems to which it
was applied. The creators behind the methodology have however not been able to deter-
mine its adequacy, and the tested systems do not represent deep neural networks, which
are proven to respond inefficiently to randomly generated test cases.

It would be interesting to investigate the applicability of these tests on regression models.
It would be challenging due to the increased difficulty of producing test cases with known
correct output, and to determine expected output change based on input perturbations.
The actual outputs would likely also be increasingly difficult to evaluate since the domain
is continuous and not binary, or even discrete.

For safety-critical deep neural network systems with a high level of quality assurance,
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it is possible to adopt a set of coverage criteria based on the MC/DC criterion develop
by NASA. These criteria are developed to verify the learned logic by investigating the
behaviour of each individual neuron in a deep neural network using concolic test case gen-
eration. Although the experiments performed with the criteria show promising results, the
testing procedure is comprehensive and demanding to implement, and likely not worthwhile
applying to a general system with more relaxed safety standards.

An experimental methodology suggests using mathematics to interactively verify the ma-
chine learning program during development, effectively developing a bug-free system. It
might work in specific cases, but is only available with a specifically developed program-
ming language, and appears to slow down the development process significantly, as the
creators themselves admit to experiencing a substantial increase in workload. In its cur-
rent state, the methodology is not deemed practically applicable. Further research might
pave the way for a new programming language paradigm that can be useful for machine
learning development, but this is not likely to be the case in the foreseeable future.

Instead of extensive testing, one might decide to approach the assurance of desired be-
haviour by ensuring that only acceptable inputs occur. Good outlier detection can be used
to disregard predictions outside the scope in which the system is tested, and thus function
as a safety measure or compensation for lack of testing. This may degrade performance,
but can in many cases be an acceptable sacrifice.

8.2 MLOps

Multiple disciplines are combined to form MLOps. MLOps is the synergy between these
disciplines, as opposed to a patchwork. The disciplines in questions are roughly grouped
under data science or software engineering. MLOps is prone to become a secondary consid-
eration for all team members instead of an established area of concern on its own. Decisions
concerning machine learning systems are thus not weighed into from an MLOps perspec-
tive but from the perspective of all its associated disciplines, which are dominated by their
primary responsibilities.

A dedicated role in the form of an MLOps engineer addresses this problem by incorporating
a persona with sufficient skill in all or multiple MLOps-related disciplines into the team.
The MLOps engineer manages tasks that lie on the boundary between disciplines, oversees
the processes and should approach decisions with a nuanced MLOps perspective.

An MLOps engineer is definitely valuable. It might, however, not bridge gaps between
disciplines completely, but simply create smaller gaps. In addition to incorporating an
MLOps engineer, one should strive to achieve a common understanding of the requirements,
challenges, and possibilities in the system, allowing the team members to proceed with a
unified mindset. The overview in chapter 5 provides the basis for such a unification, tying
together software architecture and data science. It is believed that such an overview must
be extended by more detailed descriptions and tailored to the system in question.

Employing MLOps with a four-step sequence of build, manage, deploy and integrate, and
monitor is claimed to “ensure that the best model gets embedded into a business system
and that the deployed models are consistent with business requirements”. The claim is a
bit flippant, since if it was that easy, then problem solved. Not taking too much away
from the proposed sequence, however; it is a clever sequence with well-defined areas of
responsibility, and addresses common challenges and advises on solutions. It incorporates
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a way of thinking; it is important to approach MLOps systematically and integrate it fully
instead of treating it as a separate process. I do not doubt that this sequence is helpful, and
perhaps sufficient for many teams, but I would hesitate to give it the status of a generalized
blueprint.

In the four-step sequence, deploy and integrate, and monitor are heavily emphasized, while
the entire development process is compressed into the building step. One might argue that
deployment, integration, and monitoring are of higher importance for operationalization
since they represent putting the model into production and making sure it functions prop-
erly while there. This is, after all, the ultimate goal of operationalizing - having the model
actually influence a system, as opposed to simply providing statistics. My criticism is that
deploying, integrating, and monitoring an arbitrary machine learning system, does not yield
an operationalized system. MLOps must be facilitated from the early development stage
with the creation of well-defined single-responsibility modules that can be tested effectively
and integrated to form pipelines. The system must be structured to retrain or remodel at
volition, and to support continual champion-challenger processes. It is not that develop-
ment is completely ignored in the four-step sequence, but it is given a disproportionate
amount of attention. The overview from chapter 5 complements the four-step sequence by
providing more details about the structure and requirements in the development phase. It
is not comprehensive enough to form an out-of-the-box template but directs attention to
an important area.

Facilitating MLOps involves designing a sustainable and robust system, which provides nec-
essary operations through easy access and efficient execution. Pipelines provide an interme-
diate layer between modules and the entire system which results in propitious abstractions.
This allows development to proceed by defining necessary pipelines for the entire system,
and followingly designing modules to make up these pipelines. Modular pipelines motivate
well-defined modules and are advantageous in terms of scalability, maintainability, etc. On
a higher level, pipelines contribute to a modular system that allows for decoupling indepen-
dent processes, such as application code and machine learning models. Having to redeploy
the application due to an updated machine learning model, or vice versa, is unnecessary.

Towards the end of this thesis, Coursera [4] released a specialization on MLOps. There
was unfortunately no time to complete it, but the fact that it was released emphasizes the
relevance of MLOps.

8.3 Technologies

It is only so much insight to be gained about a technology through reading about it, as
opposed to using it. In the early stages of this thesis, it was considered to employ some
technologies with the developed miniature machine learning system, but it was deemed too
time-consuming to be fruitful, and most technologies apply to a much larger scale than the
developed system constitutes, rendering the idea infeasible. The solutions offered by the
technologies do, however, provide some insight into practical challenges in MLOps. The
most focused areas appear to be data streaming, computation resources, pipeline support,
and analytics and insights. Following are some preliminary reflections on the technologies,
based on my perceptions.

Docker and Kubernetes are prevalent in traditional software systems, and are useful also
in machine learning systems, complemented by other technologies.
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Apache Spark constitutes the most comprehensive technology, covering multiple areas. It
has been developed through several iterations and shows characteristics of contributions
from a large number of developers in how it has adopted and improved aspects from
a variety of technologies. It appears to be at the very forefront with the quality of the
solutions it offers, from real-time streaming, clustering, query optimization, deep learning
pipelines, etc. It is not clear to what degree one can pick and choose from its solutions,
although it appears to be reasonably flexible as it is open-source, and the creators explicitly
mention the possibility of integrating Kubernetes as a cluster manager.

Run:Al focuses on efficient computations and auspicious resource allocation for the cus-
tomer, through what appears to be a novel variation of virtualization. Its features do not
extend notably into other areas, and thus Run:Al does not require that you commit to
several solutions as a package deal. On the downside, it is not open source or freely avail-
able. Given that their solution actually works for maximizing the utilization of resources,
and that this a desired feature for the system in question, it seems like a good choice of
technology.

Apache Kafka provides the means for incorporating distributed event streaming into your
system in a wide variety of ways. It is also open-source. Given that distributed event
streaming is a desired feature, Apache Kafka seems to be the go-to technology.

Dataflow focuses on autoscaling of resources and analytics. It is a part of Google Cloud
and is not free of charge. I suspect that it is favourable towards integration with other
Google products. This might cause seamless integration and constitute a desirable trait
for some companies. For other companies, it might constitute bothersome commitment
requirements.

MLflow is open source and integrates with several other technologies. It aims to man-
age the end-to-end machine learning life cycle. To me, what it offers does not seem very
comprehensive; just simple additions to the development process through some tracking
and packaging tools. It might be that this is a good thing; that it just offers simple addi-
tions that make management a little simpler without having to commit to any significant
restructuring.

Databricks offers paid extensions to open source solutions, specifically Apache Spark and
MLflow. Their extensions do not strike me as particularly useful, including interactive
notebooks, which have been pointed out to be difficult to manage and run reliably [21],
and tools that do not seem appealing to the average software developer. The extensions
do include support and security, which can be advantageous for teams that are unable
or unwilling to handle these issues themselves. These “premium memberships” of Apache
Spark and MLflow raise doubts about how complete the technologies are in their standard
editions.

Upon choosing technologies I perceive it as highly important to consider the capabilities
of the development team that will employ them, and which groups in the company they
primarily support. The results of using a technology and how enjoyable it is to use are
two different aspects. E.g., a technology might offer valuable insights and accessible user-
friendly interfaces for analysts or managers, but be difficult to integrate and employ for
the developers.
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8.4 Miniature machine learning system

Developing the machine learning system has highlighted the utility of pipelines, especially
in terms of development. Well-defined modules emphasize what a task actually involves,
making it easier to develop with sustainability in mind. The modules are also much sim-
pler to debug. Providing input to modules, through a configuration file, allows for the
modules to be used in multiple pipelines, reducing the total workload. The challenge of
data pre-processing is emphasized through the management of multiple data sets, and how
good feature engineering, e.g. steady-state extraction, requires sound mathematical com-
prehension. Another challenge that was highlighted is creating pipelines to accommodate
data streams, as opposed to batches. This might have been manageable through integra-
tion with Apache Kafka. Although not all components of a machine learning life cycle were
extensively implemented, insight was gained concerning their functionality and complexity.

The machine learning system was developed with the primary intention of investigating
the components, and how they integrate. Extensive functionality of each component and
performance of the neural network was never the objective. Still, some possibilities for
increased functionality have been thought of.

Hyperparameter tuning with some sort of HPO technique could have been implemented and
automated in a fashion to provide a better performing neural net. In the current system,
the user is required to manually alter the hyperparameter values in the configuration file
before initiating the training procedure. This is slow and tedious, and a machine learning
system should have a better approach for this.

The steady-state extraction involves extracting data points where a chosen state in the
CSTR is in steady state. In the demonstration, section 7.7: the state making up the output
of the neural net, T, is the selected state. By analyzing the time constant of the system,
steady-state extraction could have been performed based on the input variables. This is
intuitively not the most efficient use of steady-state extraction. As seen in fig. 7.6, the
neural net does not noticeably consider steady-state in prediction.

By deriving an expected time interval between input perturbation and states reaching a
steady state, it is possible to extract data points a certain period after the last input
perturbation. This is likely to be more useful in an actual industrial process, where input
values are subject to direct influence, and thus accurate and continuous observation. This
is not the case for the states in the process - even though there are techniques for obtaining
estimates of the states, combining measurements and mathematics, these estimates are not
as reliable as the values for input variables. Moreover, extracting data based on the observed
steady-state of the state subject to prediction, in production, makes no sense, since there
is no point in making a prediction if the state is observable. During training, extracting
the output variable offers some benefit; given that the time between input perturbations is
sufficiently large, extracting steady state data points provides a correlation between input
and output values that is easier to train.

It could also have been interesting to attempt to integrate certain technologies into the
system, such as Apache Kafka and Docker, to provide an automated event-driven system
in a containerized form, which would have provided a more complete product in terms of
demonstration and deliverability.
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Chapter

Conclusion

The challenges and difficulties faced when operationalizing machine learning systems are
widespread problems. Due to the rapid evolution of machine learning technology and the
emergence of big data leading to a significant increase in possible applications for ma-
chine learning, the focus has mainly been on increasing potential through better and more
diverse machine learning models, rather than realising potential through sustainable de-
velopment. Operationalizing machine learning systems requires both data scientists and
software engineers. Unclear communication between these factions imposes an obstacle for
operationalization. The differences between machine learning systems and traditional soft-
ware systems poses challenges when applying conventional operationalization techniques
to machine learning.

Testing the logic of a system requires new techniques when applied to stochastic systems,
such as machine learning systems, where there is no reliable test oracle. An approach
involving behavioural tests based on a small selection of test cases where an oracle can be
derived and metamorphic testing seems promising. A proven example is CheckList which
employs tests based on these techniques on NLP models. There are other approaches based
on neuron coverage testing and interactive formal verification, where the former is mainly
intended for safety-critical deep learning systems, and the latter is too underdeveloped to
be considered practical.

9.1 Advice for best practices

Incorporating a dedicated MLOps engineer into a cross-disciplinary team helps to define
responsibilities and helps bridge the gap between disciplines. The MLOps engineer is ide-
ally proficient in multiple MLOps-related disciplines and is in charge of managing the
model life cycle, including version control, approval, testing, deployment, and replacement.
The MLOps engineer must make sure the processes proceed in alignment with MLOps
principles.

To further bridge the gap between data scientists and software engineers a common under-
standing of the requirements, needs and challenges associated with different components
from all perspectives should be established. A tool for this can be an illustrative overview of
the architecture depicting how modules integrate to form pipelines and listing the inputs,
outputs and purposes of each module systematically in a manner that is understandable
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for all involved disciplines.

Modularity should be obtained with pipelines for defining, and possibly automating, work-
flows such as training, prediction and deployment. Modularity should be incorporated on
a higher level as well, decoupling the machine learning model from the application, so that
updates can be performed independently of each other. To achieve the letter, one can think
of deployment as a function of how a model is integrated, and integration as an extension
of deployment.

Techniques from related disciplines should be used for what they are worth, extensive test-
ing with conventional techniques on components that do not rely on the machine learning
algorithm results in higher quality assurance. Applicable deployment techniques from De-
vOps, e.g. the CI/CD pipeline, contribute to more automated and manageable processes.

Aim for automation. Automated processes make the life cycle easier to manage and, with
well-defined testing, increases reliability. Automation also allows for processes to run con-
tinuously, enabling more frequent model updates, and more comprehensive hyperparameter
optimization.

When choosing technologies, teams should keep their level of skills in mind. Some tech-
nologies attempt to tailor the complete machine learning life cycle and focus on features
such as integrated notebooks, user interfaces, and visualizations of everything. This might
be good for a business whose area of expertise is not cutting edge technology but rather
applies some machine learning as a secondary feature of their business. Typically a model
which requires little maintenance and is developed by a small team, but offers insights and
predictions that are interesting for non-technical staff. Teams and companies that are more
technologically advanced and continually look to improve their models and extend their
applications should choose flexible technologies, which focus on modular parts and can
be integrated into various environments without much setup. Some technologies deemed
promising are Docker, Kubernetes, Apache Kafka, Apache Spark, and Run:Al.

9.2 Miniature machine learning system

The developed machine learning system constitutes a minimum viable product in the form
of a testing tool but would benefit from further development. Developing it offered insight
into machine learning pipelines; separating the workflow into multiple pipelines resulted in
more structure and overview during development.

It also provided clarity concerning the area of responsibility for each component. Even
though not all possible extensions and additions to functionality were fulfilled, insight was
gained concerning the challenges and importance of each module, as well as the amount of
work required to implement it. Some components were revealed to be relatively straight-
forward, while other components could have benefited from including more mathematical
features.

This thesis attempts to shine a light on the field of MLOps. Gathering information from
various literature and providing my interpretation will hopefully provide some clarity and
make it easier to navigate through the field. Sculley et al. [128] addresses the technical debt
of machine learning, and I also believe that actors in the machine learning field should lift
their head above the water more often, and share their experiences and research so that
MLOps will see a more prosperous development.
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9.3 Future Work

Increasing the functionality of the machine learning system in terms of a testing suite:

e Integrate Docker and Apache Kafka and create an automated pipeline. This can
enable support for data streams, and create a containerized system that can be
deployed, or simply easily run on a new system.

e [mplement automated hyperparameter tuning. Looking into HPO techniques and
ways to implement and automate them will result in a more comprehensive system.

e Enhance steady-state extraction by extracting data based on the time constant of
the system

To further investigate operationalization of machine learning systems:

e AutoML is a discipline that can be useful in terms of operationalization. Some sources
are [88, 89.

e Holistic approaches is the name of a section in [22]|. It involves thinking outside
the box when approaching operationalization of machine learning systems, instead of
adopting and modifying techniques from traditional software systems. Data Oriented
Architectures (DOA)[156, 157] is an example of such an approach.
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Appendix
A Program files for miniature machine learning system

README.md

README.md file for miniature machine learning system, referred to in chapter 7. Explains
the structure of the system.
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Miniature Machine Learning System

This system provides a configurable neural network class, and a simulator for a CSTR with a van de
Vusse reaction, which can generate data to be used for training, and testing the neural network.

The neural network can be applied to a different process, by configuring its input features and
outputs. Data must then be fetched from a different source, or the van de Vusse-simulator can be
used as a template for developing your own simulator for a different process.

Info

The system is build with Python, uses Conda for packet management, and the PyTorch machine
learning framework. The CasADi framework is used to develop the simulator.

The system as it is provides basic functionality for performing different tests of various ML techniques
or technologies. The system would massively benefit from further development to create more
extensive functionlity.

Contents

The system consist of:

« config.json, in which desired configurations for the system are performed.

« neural_net_class.py - implements the class for the neural net.

« train_model.py - splits the data set, trains the model, and subjects the trained model to the
validation set.

o test_model.py - also splits data set, as the split data sets aren't stored. Tests model, and
visualizes reults.

« make_predictions_batch.py - performs predicitons on batches of data. Pretty much similar
functionality to test_model.py, other then performing on a completely separate data set.
Provides a frame for if real production data would be made available at a later iteration.

« generate_input_vandevusse.py - generates input data for the simulator in a selection of
different ways.

« simulate_vandevusee.py - performs the simulation of the CSTR with van de Vusse reaction
subject to the generated input data. Output data is stored, so as to be used by neural network.

« steady state_extraction.py - extracts only data points from intervals where a specified feature
is in steady state.

« plotting.py - contains different plotting functions that help streamline the visualization process.

Configurability

The system is created so that any necessary configurations can be performed in config.json, without
requiring much knowledge about the code base. The options are as follows:

Neural net



o "further_train_existing_net": true/false - decides whether to perform training on an already
existing net, or to initialize a new one.

« "prev_net_Ffile": "path/to/file" - the path to the net that should be further trained if above
option is set to true.

« "trained_net_storage_file": "path/to/file" - where to store the trained net. Also the net that is
loaded when testing the model.

o "data_set": "path/to/file" - path to the data set that should be trained, validated, and tested on.

« "input_cols": ["feature1”, "feature2", ....] - the features that make up the input of the neural net.

« "output_cols": ["output1”,...] - the output feature of the neural net

« "all_output_cols": ["all possible output features"] - not used, but kept for the purpose of
keeping track of possible outputs.

« "hidden_layers": [size_l1,size_l2, ....] - the number of hidden layers in the neural net and their
sizes.

» "training_batch_size": x - training batch size

» "shuffle_training_data": true/false - whether or not to shuffle traiing data prior to training.

« "n_epochs": n-number of epochs for the training procedure.

» "learning_rate": x - learning rate in training procedure.

» "l2_regularization": x - regularization coefficient in training procedure.

Vdv Model - The process in the simulator

« "load initial_state values_from_Ffile": true/false - whether or not to load initial values from a
file.

« "initial_state_values_file": "path/to/file" - file For initial values if above is true. Also where the
last last state values in the simulation are stored. In case one wants to "continue" a simulation.

« "initial_state_values": [x1, x2, X3, ...] - initial values for the states in the process, if not loaded
from file.

« "simulation_result_dataset_storage_Ffile":"path/to/file" - where to store the simulation results.

« "n_iterations": n - number of iterations to simulate for

» "simulation":

o "samples_per_hour": t- how many samples per hour in the simulation process. dt =
1/"samples_per_hour". Decides the step size of the integrator in the simulator.

Input generation

« "options":

o "input_interval_size": n, how many iterations the input should stay constant for before
changing,

o "perturbation_style": "single"/"double"/"F_only"/"Qk_only"- decides how the
perturbation should ensue. "single" perturbates one of the inputs, chosen randomly, at
the end of each interval. "double" changes both inputs. "F_only" changes only the input
feed. "Qk_only" changes only the jacket cooling rate.

o "F_min":fl - minimum value for input feed

o "F_max":fu - maximum value for input feed

o "Fin_0":f0 - initial value for input feed

o "max_change_Fin": df - maximum change in input feed at each interval.

o "Qk_min":gl- minimum value for jacket cooling rate

o "Qk_max":qu - maximum value for jacket cooling rate



o "Qk_0":q0 - initial value for jacket cooling rate
o "max_change_Qk": dg- maximum change in jacket cooling rate at each interval
» "storage_file": "path/to/file" - where to store the generated input sequence

Data extraction

« "steady_state_variable": "feature1" - which feature should be in a steady state in the extracted
data points.

« "state_change threshold": x - the threshold change in feature value allowed in steady state

o "steady period_duration_threshold": t - how many iterations must the feature be in steady
state to make up a steady state period.

» "raw_data_file": "path/to/file" - file to fetch data to perform extraction on.

o "steady_state_data_storage_file": "path/to/file" - storage for extracted data.

Predictions

» "prediction_net_file": "path/to/file" - net to use for predictions.
« "prediction_input_data": "path/to/file" - file to data to predict on.

Pipelines

Training pipeline

Invoke the modules in the following order:
generate_input_vandevusse.py -> simulate_vandevusse.py -> steady_state_extraction.py ->
train_model.py -> test_model.py

Prediciton pipeline

Invoke the modules in the following order:
generate_input_vandevusse.py -> simulate_vandevusse.py -> make_predictions_batch.py

Further work

The system consists of several components, which forms ML pipelines. More components could be
implemented into the system, such as hyperparameter optimization, more extensive data pre-
processing, etc. The system is modular, and integrating extra components should provide few
problems.

The steady_state_extraction.py module could also benefit from more extensive functionality, e.g. by
performing analyses of the dynamics of the simulation process to implement more helpful steady
state extraction. This could include investigating the time constant, allowing for extracting data based
on the steady state of the input, which are the features we know are always measurable.

It would be interesting to integrate other technologies into this system, such as Docker, in order to
create a containerized system that could be deployed somewhere. Kafka is also an option in order to
enable the functionality of an event-driven system.



Automating the pipelines would also be auspicious, and a step in the right direction of creating a
system that could be subjected to a proper form of MLOps.
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Configuration

Configuration file for miniature machine learning system, referred to in chapter 7.

"neural_net":

{

¥,

"further_train_existing _net": false,

"prev_net_file": "neural-nets/trained_nn",
"trained_net_storage_file": "neural-nets/trained_nn_wo_temps",
"data_set": "data/vdv_steady_state_dataset.csv",

"input_cols": ["CAin", "CBin", "CCin", "CDin","Fin", "Qk"I,
"output_cols": ["Tout"],

"all_output_cols": ["CAout", "CBout", "CCout", "CDout", "Tout",
— "Tkout"],

"hidden_layers": [50,50],

"training batch_size": 10,

"shuffle_training_data": true,

"n_epochs":100,

"learning_rate":0.001,

"12_regularization":0.01

"vdv_model":

{

"initial_state_values": [2.2291, 1.0417, 0.91397, 0.91520, 79.591,
— 77.69],
"initial_state_values_file": "data/vdv_initial_states.csv",
"simulation_result_dataset_storage_file":"data/vdv_dataset.csv",
"load_initial_state_values_from_file": false,
"n_iterations": 288000,
"simulation":
{
"samples_per_hour": 3600
s
"input_generation":
{ Toptions":

{

"input_interval_size": 14400,
"perturbation_style": "single",
"F_min":10,
"F_max":150,
"Fin_0":14.9,
"max_change_Fin": 5,
"Qk_min":-8500,
"Qk_max":-500,
"Qk_0":-1113.5,
"max_change_Qk": 25

3,

"storage_file": "data/vdv_input_sequence.csv"

s
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46 "data_extraction":

47 {
48 "steady_state_variable": "Tout",
49 "state_change_threshold": 0.005,
50 "steady_period_duration_threshold": 120,
51 "raw_data_file": "data/vdv_dataset.csv",
52 "steady_state_data_storage_file":
— "data/vdv_steady_state_dataset.csv"

53 }
54 },
55 "predictions":
56 {
57 "prediction_net_file": "neural-nets/trained_nn_wo_temps",
58 "prediction_input_data": "data/prod/vdv_dataset.csv"
59 }
60
61 }

Simulator

Simulator for CSTR with van de Vusse reaction for miniature machine learning system,
referred to in chapter 7.

1 from casadi import *

2 import numpy as np

3 import matplotlib.pyplot as plt
4 1mport pandas as pd

5 import json

7 # local imports
s from utils import plotting

10 # Fetch configuration
11 with open ('config.json') as config file:

12 config = json.load(config_file)
13 #print (config)
14 try:
15 input_sequence_file =
— config['vdv_model']['input_generation'] ['storage_file']
16 initial_state_values_file =
— config['vdv_model']['initial_state_values_file']
17 except:
18 input_sequence_file = "data/vdv_input_sequence.csv"
19 initial_state_values_file = "data/vdv_initial_states.csv"
20
21 output_result_file = "data/vdv_simulation_results.csv"
22 dataset_file = "data/vdv_dataset.csv"

23 prod_batch_file = "data/prod/vdv_dataset.csv"
24
25 # Hard coded wvalues
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26

27

28

29

30

31

32

33

34

35

#n

#TF

#dt

# Fetched from config.json

n
dt

14400 # number of iterations # decided by input sequence
n*xdt*60 # Time horizon
1/3600 # step stize # Sample once per second

config['vdv_model']['n_iterations']
1/config['vdv_model'] ['simulation'] ['samples_per_hour']

# model parameters

params = {
"CAO": 5.1,
"TO":104.9,
"k10": 1.287el2,
"k20": 1.287el12,
"k30": 9.043e9,
"E1": 9758.3,
"E2": 9758.3,
"E3": 8560,
"dHr1": 4.2,
"dHr2": -11,
"dHr3": -41.85,
"rho": 0.9342,
"Cp": 3.01,
"kw": 4032,
"AR": 0.215,
"VR": 10.0,
"mK": 5,
"CpK": 2

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

nx

nu

6 # number
2 # number

x = SX.sym('x',

—

and temp of

p = SX.sym('p',

# reaction rates for A->B, B->C and 24 -> D

k1 = params["k10"]*np.exp(-params["E1"]/(x[4] + 273.15))
k2 = params["k20"]*np.exp(-params["E2"]/(x[4] + 273.15))
k3 = params["k30"]+*np.exp(-params["E3"]/(x[4] + 273.15))
rl = kl*params["VR"]*x[0]

r2 = k2*params["VR"]*x[1]

r3 = k3*params["VR"]*(x[0]**2)

# ODEs

# concentrations

of states in plant
of wnput control wvartables

# Concentration of 4, B, C,
cooling jacket T_k
# Feed rate F_in and Jacket

temperature in CSTR, T

cooling rate, (k



76 dCA = (-r1 - 2*r3 + p[0]*(params["CA0"]-x[0]))/params["VR"]
77 dCB = (rl - r2 - p[0]*x[1])/params["VR"]

78 dCC = (r2 - pl0]*x[2])/params["VR"]

79 dCD = (r3 - pl[0]*x[3])/params["VR"]

80
81 # temperatures
s2 dT = (p[0]*(params["T0"]-x[4])/params["VR"] +
< (params["kw"]*params["AR"]*(x[5]-x[4])
s3 -rl*params["dHr1"] - r2+params["dHr2"]
< r3*params["dHr3"])/(params["VR"] *params ["rho"]*params["Cp"]))
sa dTk = (p[1] + params["kw"]*params["AR"]*(x[4] -
— x[5]))/(params["mK"]*params ["CpK"])
85
86
g7 # Create ODE set and integrator
ss xdot = vertcat(dCA, dCB, dCC, dCD, dT, dTk)
so ode = {'x':x, 'ode': xdot, 'p': p’}
9o opts = {'tf': dt} # Sets correct step size in integrator
91 ode_solver = integrator('F', 'cvodes', ode, opts)
92
93
94 # Function for simulation
95 def simulate_vdv(x0, u):

96 states = [x0]

o7 for k in range(u.shape[0]):

98 res = ode_solver(x0=x0, p = ulk])
99 x0 = res["xf"]

100 states.append (x0)

101 return np.concatenate(states, axis = 1)

102
103 ## Beginning of simulation procedure
104

15 # Input sequence for simulation

w6 try:

107 df _u = pd.read_csv(input_sequence_file, index_col=0)

108 except:

109 print ('Error reading input sequence file. Defaulting to constant u.')
110 # Values for u ytelding optimal concentration level of 4

111 u= [14.19, -1113.5]

112 u = np.tile(u, (n,1))

113 df _u = pd.DataFrame(data=u, columns = ['Fin', 'Qk'])

114

115 u = df_u.values

1e #print(u)

117

ns # Inital state values

119 if config["vdv_model"]["load_initial_state_values_from_file"]:

120 try:

121 x0 = np.concatenate(pd.read_csv(initial_state_values_file,
< index_col=0) .to_numpy())

122 print ("x0 read from file:\n", x0)

121



123 except:

124 x0 = config['vdv_model']['initial_state_values']

125 print("Could not load initial values from file, x0O defaults
« to:\n", x0)

126 else:

127 x0 = config['vdv_model'] ['initial_state_values']

128 print("x0 initialized to:\n", x0)

129

131 x0 = DM(x0)

132

133 states = simulate_vdv(x0, u)

13¢ TF = dt*u.shape[0]*60 #Time horizon in minutes for visualization

135 plotting.plot_vdv(states, u, TF, source='Casadi Model')

136

137

138 df_states = pd.DataFrame(data=states.T, columns=['CA', 'CB', 'CC', 'CD',
o 'TY, 'Tk'D)

139 df_last_states = pd.DataFrame(data=states.T[-1].reshape((6,1)).T,
< columns=['CAO', 'CBO', 'CCO', 'CDO','TO', 'TKO'])

140

141

142 data_set = np.concatenate((states.T[:-1], u, states.T[1:]), axis = 1)

143

144 ## Uncomment to shuffle data set

145 #np.random. shuffle(data_set)

146

147 df_data_set = pd.DataFrame(data=data_set,

148 columns=['CAin', 'CBin', 'CCin', 'CDin', 'Tin', 'Tkin', 'Fin', 'Qk',
— 'CAout', 'CBout', 'CCout', 'CDout', 'Tout','Tkout'])

149

150 # Write results to files

151 try:

152 df _last_states.to_csv(initial_state_values_file) # final state walues
153 df _states.to_csv(output_result_file) # time series for all states

154 df _data_set.to_csv(dataset_file) # data set for training ML model

155 #df_data_set.to_csv(prod_batch_file) # same as above, but to seperate

— file to simulate production setting
156 except:
157 print ("Error, could not save simulation results to file")

Neural Net Class

Neural net class for miniature machine learning system, referred to in chapter 7.

1 import matplotlib.pyplot as plt

2 1import pandas as pd

3 import torch

4 from torch.utils.data import Dataloader
5 from math import sqrt
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class NeuralNet(torch.nn.Module):

nmnn

PyTorch offers several ways to construct neural networks.

Here we choose to implement the network as a Module class.

This gives us full control over the construction and clarifies our
— 4ntentions.

nnn

def

__init__(self, layers):

Constructor of neural network
:param layers: list of layer widths. Note that len(layers) =

— mnetwork depth + 1 since we incl. the input layer.

def

nnn

super().__init__Q)

self .device = 'cuda' if torch.cuda.is_available() else 'cpu'

assert len(layers) >= 2, "At least two layers are required (incl.
< input and output layer)"
self.layers = layers

# Fully connected linear layers
linear_layers = []

for i in range(len(self.layers) - 1):
n_in = self.layers[i]
n_out = self.layers[i+1]
layer = torch.nn.Linear(n_in, n_out)

# Initialize wetights and biases

a=11f i == 0 else 2

layer.weight.data = torch.randn((n_out, n_in)) * sqrt(a / n_in)
layer.bias.data = torch.zeros(n_out)

# Add to list
linear_layers.append(layer)

# Modules/layers must be registered to enable saving of model
self.linear_layers = torch.nn.Modulelist(linear_layers)

# Non-linearity (e.g. ReLU, ELU, or SELU)
self.act = torch.nn.ReLU(inplace=False)

forward(self, input):

Forward pass to evaluate network for input wvalues

:param input: tensor assumed to be of size (batch_size, n_inputs)
:return: output temnsor
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nnn

X = input

for 1 in self.linear_layers[:-1]:

x = 1(x)
bie self.act(x)

output_layer = self.linear_layers[-1]

return output_layer (x)

def get_num_parameters(self):

return sum(p.numel() for p in self.parameters())

def save(self, path: str):

nnn

Save model state

:param path: Path to save model state

:return: None
nimnn

torch.save ({

'model_state_dict': self.state_dict(),

}, path)

def load(self, path: str):

nimnn

Load model state from file

:param path: Path to saved model state

:return: None

mnimnn

checkpoint = torch.load(path, map_location=torch.device("cuda" if
— torch.cuda.is_available() else "cpu"))
self.load_state_dict(checkpoint['model_state_dict'])

Training procedure

Training module for miniature machine learning system, referred to in chapter 7.

import matplotlib.pyplot as plt
import pandas as pd
import torch

from torch.utils.data import DatalLoader

from math import sqrt
import numpy as np

from pathlib import Path
import json

# local imports

from flow_net_class import FlowNet as Net

from utils import plotting

# We set a fized seed for repeatability
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random_seed = 12345
torch.manual_seed(random_seed)

## Get path to source directory
src_dir = Path(__file__) .parent.parent.absolute()

with open (src_dir / 'config.json') as config file:
config = json.load(config file)

# Load dataset
#df = pd.read_csv(src_dir / 'data/vdv_steady_state_dataset.csv',
< index_col=0)
try:
df = pd.read_csv(src_dir / config['"neural_net"]["data_set"],
<~ index_col=0)
except:
print("Unable to load dataset")

# Split data sets

low_index = int(df.shape[0]*0.65)
up_index = int(df.shape[0]*0.95)
test_set = df.iloc[low_index:up_index]

# Define the target and features
INPUT_COLS = config['neural_net']['input_cols']
OUTPUT_COLS = config['neural_net']['output_cols']

# Make a copy of the dataset and remove the test data
train_val_set = df.copy() .drop(test_set.index)

# Sample validation data without replacement (10/)
val_set = train_val_set.sample(frac=0.1, replace=False,
< random_state=random_seed)

# The remaining data ts used for training (907)
train_set = train_val_set.copy().drop(val_set.index)

# Check that the numbers add up

n_points = len(train_set) + len(val_set) + len(test_set)
print("Verify:\nLength of dataset = Length of training set + Length of
< validation set + length of test set")

print(f'{len(df)} = {len(train_set)} + {len(val_set)} + {len(test_set)} =

< {n_points}')

def train(
net: torch.nn.Module,
train_loader: Dataloader,
val_loader: Datal.oader,
n_epochs: int,
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61 1r: float,
62 12_reg: float,
63 ) -> torch.nn.Module:

nmn
64

65 Train model using mini-batch SGD

66 After each epoch, we evaluate the model on validation data
67

68 :param net: initialized neural network

69 :param train_loader: Dataloader containing training set
70 :param n_epochs: number of epochs to train

71 :param lr: learning rate (default: 0.001)

72 :param l2_reg: L2 regularization factor (default: 0)
73 :return: torch.nn.Module: trained model.

74 frn

75

76 # Define loss and optimizer

7 criterion = torch.nn.MSELoss(reduction='mean')

78 optimizer = torch.optim.Adam(net.parameters(), lr=1r)
79

80 # Train Network

81 for epoch in range(n_epochs):

82 for inputs, labels in train_loader:

83 # Zero the parameter gradients (from last iteration)
84 optimizer.zero_grad()

85

86 # Forward propagation

87 outputs = net(inputs)

88

89 # Compute cost function

90 batch_mse = criterion(outputs, labels)

91

92 reg_loss = 0

93 for param in net.parameters():

94 reg_loss += param.pow(2).sum()

95

96 cost = batch_mse + 12_reg * reg_loss

97

98 # Backward propagation to compute gradient

99 cost.backward()

100

101 # Update parameters using gradient

102 optimizer.step()

103

104 # Evaluate model on walidation data

105 mse_val = 0O

106 for inputs, labels in val_loader:

107 mse_val += torch.sum(torch.pow(labels - net(inputs), 2)).item()
108 mse_val /= len(val_loader.dataset)

109 print (f'Epoch: {epoch + 1}: Val MSE: {mse_vall}')
110

111 return net
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# Get input and output temsors and convert them to torch tensors
x_train = torch.from_numpy(train_set [INPUT_COLS] .values) .to(torch.float)
y_train = torch.from_numpy(train_set [OUTPUT_COLS] .values).to(torch.float)

x_val = torch.from_numpy(val_set [INPUT_COLS] .values) .to(torch.float)
y_val = torch.from_numpy(val_set [QUTPUT_COLS] .values) .to(torch.float)

# Create dataset loaders

# Here we spectify the batch size and 1f the data should be shuffled
train_dataset = torch.utils.data.TensorDataset(x_train, y_train)
train_loader = torch.utils.data.Dataloader(train_dataset, batch_size=10,
< shuffle=True)

val_dataset = torch.utils.data.TensorDataset(x_val, y_val)
val_loader = torch.utils.data.Dataloader(val_dataset,
<» batch_size=len(val_set), shuffle=False)

# # Construct and inttialize the model
# TODO: load previously trained model instead of creating new tf wanted.

layers = [len(INPUT_COLS), 50, 50, len(OUTPUT_COLS)]
net = Net(layers)

print(f'Size of layers: {layers}')
print (f 'Number of model parameters: {net.get_num_parameters()}')

# # Train the model

# Hyperparameters

n_epochs = config['neural_net']['n_epochs']

1r = config['neural_net']['learning rate']

12_reg = config['neural_net']['12_regularization']

# Load existing net if specified
if config["neural_net"]["further_train_existing net"]:
try:
net.load(src_dir / config["neural_net"]["prev_net_file"])
print("Loaded existing net from " +
— config["neural_net"] ["prev_net_file"])
except:
print("Unable to load existing net from " +
— config["neural_net"] ["prev_net_file"])

net = train(net, train_loader, val_loader, n_epochs, lr, 12_reg)
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net.save(src_dir / config["neural_net"]["trained_net_storage_file"])
# # Load model instead of training

# net.load(src_dir / "neural-nets/trained_nn")

# # Evaluate the model on wvalidation data

# Predict on wvalidation data
pred_val = net(x_val)

# Plot prediction
dt = 1/config["vdv_model"] ["simulation"] ["samples_per_hour"]
input_sequence_val = val_set[['Fin', 'Qk']].values[1:]

# Limit to 0:50 to avotid data point overload

time = np.linspace(0, (df.shape[0]-1)*60*dt, df.shapel[0])

time = time[0:50]

sources = {'Neural Net': pred_val.detach().numpy()[0:50].T, 'Model':
— y_val.detach() .numpy () [0:50] .T}
plotting.vdv_plot_states_cmp(sources, time = time, output_cols =

— OUTPUT_COLS, dt = dt)

# plt.figure(figsize=(16, 9))

# plt.plot(y_val.numpy()[0:100], label='Missing T')

# plt.plot(pred_val.detach().numpy()[0:100], label='Estimated T')
# plt.legend()

# plt.show()

# Compute MSE, MAE and MAPE on wvalidation data
print ('Error on validation data')

mse_val = torch.mean(torch.pow(pred_val - y_val, 2))
print(f'MSE: {mse_val.item()}"')

mae_val = torch.mean(torch.abs(pred_val - y_val))
print (f'MAE: {mae_val.item()}')

mape_val = 100*torch.mean(torch.abs(torch.div(pred_val - y_val, y_val)))
print (f 'MAPE: {mape_val.item()} %")

Testing procedure

Testing module for miniature machine learning system, referred to in chapter 7.

import matplotlib.pyplot as plt

import pandas as pd

import torch

from torch.utils.data import Dataloader
from math import sqrt
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from pathlib import Path
import numpy as np
import json

#local
from flow_net_class import FlowNet as Net
from utils import plotting

## Get path to source directory
= Path(__file__) .parent.parent.absolute()

src_dir

# TODO: absolute path
with open (src_dir / 'config.json') as config file:
config = json.load(config file)

dt =

#INPUT_COLS = ['CAin', 'CBin', 'CCin',

1/config['vdv_model'] ['simulation'] ['samples_per_hour']

#0UTPUT_COLS = ['CAout’, 'CBout'’,
INPUT_COLS = config['neural_net']['input_cols']
OUTPUT_COLS = config['neural_net']['output_cols']

laye

rs

"CCout’,

"CDin',

"Ten', 'Tkin', 'Fin',
"CDout', 'Tout',

= [len(INPUT_COLS), 50, 50, 1len(OUTPUT_COLS)]
net = Net(layers)

## Load Net

#net.load(src_dir / "neural-nets/trained_nn")

"Tkout ']

net.load(src_dir / config["neural net"]["trained_net_storage_file"])

## Load dataset and define test_set
#df = pd.read_csv(src_dir / 'data/vdv_steady_state_dataset.csv',
index_col=0)

—

try:

except:

df = pd.read_csv(src_dir / config["neural _net"]["data_set"],

—

index_col=0)

print("Unable to load dataset")

low_index = int(df.shape[0]*0.65)
up_index = int(df.shape[0]*0.95)
test_set = df.iloc[low_index:up_index]

# Fetch time array to plot against

df _time = pd.read_csv(src_dir / 'data/vdv_steady_state_time.csv',
index_col = 0)

o
time
time

np.concatenate(df_time.values, axis

time[low_index:up_index]

0)

ng:l]
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sa # # Evaluate the model on test data

s6 # Get input and output as torch tensors

57 x_test = torch.from_numpy(test_set [INPUT_COLS] .values) .to(torch.float)

58 y_test = torch.from_numpy(test_set [OUTPUT_COLS] .values) .to(torch.float)

59

60 # Make prediction

61 pred_test = net(x_test)

62

63 # Visualization

64 input_sequence_val = test_set[['Fin', 'Qk']].values[:-1]

65

66 #plot_vdv(states=pred_test.detach().numpy().T, u= input_sequence_val,
— TF=input_sequence_val.shape[0]*dt, source='Neural Net')

67 #plotting.vdu_plot_states(states=pred_test.detach().numpy().T,
— source='Neural Net')

6s #plotting.vdu_plot_states(states=y_test.detach().numpy().T, source =
- 'Model')

69

7o # All datapoints

n  #sources = {'Neural Net': pred_test.detach().numpy().T, 'Model’:
< y_test.detach().numpy().T}

72

73 # Only datapoints with steady state

74

75 ss_predictions = pred_test.detach() .numpy() .T

76 Ss_measurements = y_test.detach() .numpy().T

77 sources = {'Neural Net': ss_predictions, 'Model': ss_measurements}

78

79 plotting.vdv_plot_states_cmp(sources, time=time, output_cols=0UTPUT_COLS)

80

s1 # Separated steady state periods:

82

s3 if np.argwhere(np.diff(time)>1.9%60*dt) .shape[0] > O:

84 #print (np. arqwhere(np.diff(time)>(60+1)/config['vdv_model']['simulatio
— n']J['samples_per_hour']).shape)

85 periods = np.split(np.arange(0, time.shape[0], 1),
< mnp.concatenate(np.argwhere(np.diff (time)>1.9%60*dt)+1))

86 #periods = np.split(np.arange(0, time.shapel[0], 1),

< np.concatenate(np.arguwhere(np.ditff(time)>0.017)+1))

87

88 print ("Number of periods: ", len(periods))

89 plotting.vdv_plot_states_cmp_period_sep(sources, time=time,
< output_cols=0UTPUT_COLS, periods=periods)

90

91

92 # Compute MSE, MAE and MAPE on test data

93 print('Error on test data')

94

95 mse_test = torch.mean(torch.pow(pred_test - y_test, 2))

9¢ print(f'MSE: {mse_test.item()}')
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97

9s mae_test = torch.mean(torch.abs(pred_test - y_test))

99 print(f'MAE: {mae_test.item()}')

100

101 mape_test = 100*torch.mean(torch.abs(torch.div(pred_test - y_test,
~ y_test)))

102 print(f'MAPE: {mape_test.item()} %')
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B GoogLeNet

Figure 1: GoogLeNet, created and illustrated by Szegedy et al. [36].
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