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Abstract

Vessels operating on the surface of the ocean are exposed to an array of disturbances.
These may come in terms of environmental disturbances, but may also come from sig-
nal loss. Modelling the behaviour of ships using physics-based models have therefore
been pursued extensively to accommodate improved state estimation and motion con-
trol. These models map inherent ship motion states such as speed, heading, acceleration,
wind effects and thruster forces from one discrete time step to the next (assuming equal
measurement frequency). As such they are one-step predictors that enhance our under-
standing of the vessel motion.

With the increased focus on autonomous ships recently there is a growing need for
technology that allows for extending, or projecting this window into the future. The aim
of such a system is to supply a glimpse of the near-future trajectories to aid both the ship
operator (autonomous ship operating system, or human ship operator) and operators at
onshore remote control centres to get a better situational understanding. Ultimately this
would lead to safer, and potentially more efficient, operations. The need for such a system
is not ever-present. Thus a few scenarios were highlighted, which involve maneuvering
in areas populated by other vessels (docking operation) and stationkeeping in proximity
of fixed installations (power failure or position reference failure). To verify the benefit of
including data-driven models for the aforementioned cases, ship simulators and historical
data from the research vessel Gunnerus was applied. For the docking and power failure
scenarios, the combined use of the identified maneuvering model and a neural network
model was proposed. The, now hybrid, model was trained in a supervised fashion on
relevant motion-related data. This lead to increased prediction performance compared
to applying just the identified maneuvering model.

Low-speed maneuvering and stationkeeping are operational modes typically asso-
ciated with ships that perform specialized tasks such as the research vessel Gunnerus
that support the use of remotely operated vehicles and autonomous underwater vehicles.
Other operations that require such operational modes include deploying subsea instal-
lations and pipeline installation and maintenance. To ensure safety and maneuvering
capability the vessels used in these operations have redundancy in terms of thrusters and
power generators. Having a redundant set of thrusters suggests that there are more than
one set of thruster commands that may fulfill the overall motion controller request. The
control allocation thus distributes thruster commands to ensure that the motion con-
troller requests are met, but also that the commands honor inherent thruster constraints
and leads to a minimized power consumption. The resulting optimization problem may
be quite complex to solve because of the mentioned constraints. In this thesis a neural
network was applied to yield an efficient evaluation of the mapping between the motion
controller requests and individual thruster commands. To facilitate optimization within
the bounds of the constraints of the system, custom loss functions were applied. They
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provide a metric for the performance of the network and this is subsequently used to
shape the response of the network during an initial offline training period. When train-
ing has completed the thruster commands may be obtained through a forward pass of
the network using the motion controller request.

ii



Acknowledgment

The research presented in this thesis was conducted at the Norwegian University of
Science and Technology in Ålesund within the Department of Ocean Operations and
Civil Engineering (IHB). Financial support was provided by the department and the
Knowledge-Building Project for Industry “Digital Twins for Vessel Life Cycle Service”
under Project 280703 and in part by a grant from the Research-Based Innovation “SFI
Marine Operation in Virtual Environment,” Norway, under Project 237929.

My supervisors throughout this Ph.D. project have been Prof. Houxiang Zhang,
Prof. Thor I. Fossen and Dr. Bjørnar Vik. I would like to thank all of them for their
support and feedback. In particular, I would like to thank my main supervisor Prof.
Houxiang Zhang for his guidance and for being a constant source of motivation. Prof.
Guoyuan Li, whom I had the pleasure of sharing an office with at the beginning of my
Ph.D. period: Thank you for your help and insight regarding all aspects of my work. A
big thank you to my colleagues at the Intelligent Systems Lab (formerly Mechatronics
group) at NTNU Aalesund as well for our discussions. It has been a pleasure to be a
part of the group. Especially, I would like to thank Dr. Lars Ivar Hatledal and Pierre
Major for their help in issues related to simulation software.

Finally, to my partner Antonia and my family: Thank you for your patience and
support.

iii





Contents

Abstract i

Acknowledgment iii

List of Publications ix

List of Abbreviations xi

Nomenclature xiii

List of Figures xv

List of Tables xvii

1 Introduction 1
1.1 Data-based modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Ship motion prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Control allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Scope of research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Methodology 9
2.1 Experimental platforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 OSC simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 OSP simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.3 R/V Gunnerus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Modelling regimes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Physics-based models . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Data-based models . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 Hybrid models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 Ship motion prediction approaches . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Kinetic model predictor . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.2 Data-based predictor . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 Hybrid predictor . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

v



2.4 Control allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.1 Model structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.2 Data generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.3 Constraints as loss functions . . . . . . . . . . . . . . . . . . . . . 23

3 Case study: Dead reckoning 25
3.1 Data-driven DR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Data and pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Model selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Predict position during GNSS failure . . . . . . . . . . . . . . . . . . . . 28

4 Case study: Hybrid prediction 31
4.1 Data extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.1.1 Docking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.2 DP power failure . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.1 Hybrid docking predictor . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.2 Hybrid DP failure predictor . . . . . . . . . . . . . . . . . . . . . 36

4.3 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5 Case study: NN control allocation 41
5.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2 Loss functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.4 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

6 Conclusion and further work 47
6.1 Summary of contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2 Summary of publications . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

References 51

Appendix 57

A Paper I 59

B Paper II 71

C Paper III 83

D Paper IV 95

vi



E Paper V 107

vii





List of Publications

This thesis is based on research resulting in four journal papers and one conference paper.
They are all enclosed in the appendix section. In the following list of publications, the
papers are listed chronologically by the date of initial submission, from the oldest one
to the most recent. Note that Paper V has not yet been accepted for publication by the
target journal.

I R. Skulstad, G. Li, T. I. Fossen and H. Zhang, “A Neural Network Approach to
Control Allocation of Ships for Dynamic Positioning”, 11th IFAC Conference on
Control Applications in Marine Systems, Robotics, and Vehicles, vol. 51, issue 29,
pp. 128–133, 2018.

II R. Skulstad, G. Li, T. I. Fossen, B. Vik and H. Zhang, “Dead Reckoning of Dy-
namically Positioned Ships: Using an Efficient Recurrent Neural Network”, IEEE
Robotics & Automation Magazine, vol. 26, issue 3, pp. 39–51, 2019.

III R. Skulstad, G. Li, T. I. Fossen, B. Vik and H. Zhang, “A Hybrid Approach to Mo-
tion Prediction for Ship Docking - Integration of a Neural Network Model Into the
Ship Dynamic Model”, IEEE Transactions on Instrumentation and Measurement,
vol. 70, 2020.

IV R. Skulstad, G. Li, T. I. Fossen, T. Wang and H. Zhang, “A Co-operative Hybrid
Model For Ship Motion Prediction”, Modeling, Identification and Control, vol. 42,
issue 1, pp. 17-26, 2021.

V R. Skulstad, G. Li, T. I. Fossen, B. Vik and H. Zhang, “Constrained Control Allo-
cation For Dynamic Ship Positioning Using Deep Neural Network”, IEEE Robotics
& Automation Magazine, submitted, 2021.

ix



The following papers will not be discussed in this thesis. They may, however, be con-
sidered relevant due to co-authorship and similar topics:

i X. Cheng, G. Li, R. Skulstad, P. Major, S. Chen, H. Zhang and H. P. Hildre, “Data-
driven uncertainty and sensitivity analysis for ship motion modeling in offshore
operations”, in Ocean Engineering, vol. 179, pp. 261-272, 2019.

ii X. Cheng, G. Li, R. Skulstad, H. Zhang and S. Chen, “SpectralSeaNet: Spec-
trogram and Convolutional Network-based Sea State Estimation”, in 46th Annual
Conference of the IEEE Industrial Electronics Society, pp. 5069-5074, 2020.

iii L I. Hatledal, R. Skulstad, G. Li, A. Styve and H. Zhang, “Co-simulation as a
Fundamental Technology for Twin Ships”, in Modeling, Identification and Control,
vol. 41, no. 4, pp. 297-311, 2020.

iv X. Cheng, G. Li, R. Skulstad, S. Chen, H. P. Hildre and H. Zhang “A Neural
Network-Based Sensitivity Analysis Approach for Data-Driven Modeling of Ship
Motion.”, in IEEE Journal of Oceanic Engineering, vol. 45, no. 2, pp. 451-461,
2020.

v C. Wang, G. Li, R. Skulstad, X. Cheng, O. L. Osen and H. Zhang, “A sensitivity
quantification approach to significance analysis of thrusters in dynamic positioning
operations.”, in Ocean Engineering, vol. 223, 2021.

x



List of Abbreviations

GNSS Global Navigation Satellite Systems

RPM Revolutions per Minute

ML Machine Learning

SA Situational awareness

DOF Degree of freedom

RV Research Vessel

OSC Offshore Simulator Centre

OSP Open Simulator Platform

FMU Functional Mock-up Unit

ROV Remotely Operated Vehicle

DP Dynamic positioning

NED North-East-Down

NN Neural Network

AR Autoregressive

RNN Recurrent Neural Network

SVR Support Vector Regression

QP Quadratic Programming

SQP Sequential Quadratic Programming

MPC Model Predictive Control

MLP Multi-Layered Perceptron

LSTM Long Short-Term Memory

ReLU Rectified Linear Unit

DNN Deep Neural Network

DR Dead reckoning

xi



SLFN Single-layer feedforward network

KF Kalman filter

xii



Nomenclature

F Thrust from a propeller

α Thruster azimuth angle vector

l Length

η NED position and heading vector

ν Linear and rotational velocity vector

ψ Heading angle

R Rotation matrix

M Mass matrix

C Coriolis-centripetal matrix

τ Force vector

B Thruster configuration matrix

u Thruster command vector

ρa Density of air

CX/Y/N Wind force coefficient matrices

Vw, Vrw Wind velocity, velocity relative to the ship

βw Wind angle

γrw Wind angle relative to the ship bow

AFw Projected longitudinal area of the ship above water

ALw Projected lateral area of the ship above water

o Output signal of a NN node

a() Activation function of a node in an MLP

w,W Weight vector, matrix

x,X General input vector, matrix

b Bias vector

xiii



h Hidden state vector

c Cell state vector

y General output vector

L,Loss Loss value for NNs

λ, γ Weighting factors

R Function yielding NN complexity

p North-East position vector in NED

v Longitudinal and lateral velocity vector

t Time

e Position error

xiv



List of Figures

1.1 Overview of research items. The capital roman letters indicate publica-
tions on which the thesis is based, while lower case roman letters indicate
associated publications. . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Starboard view of the RV Gunnerus. . . . . . . . . . . . . . . . . . . . . 11
2.2 Thruster layout of the R/V Gunnerus. . . . . . . . . . . . . . . . . . . . 11
2.3 Structure of a general MLP. The figure illustrates the components that

a general MLP consists of. Typically, deeper (more hidden layers) and
wider (more nodes per hidden layer) networks are used. . . . . . . . . . . 16

2.4 Structure of LSTM node. . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Two ways of combining physics-based models and ML models as provided

by relevant literature. Xt are input features, which may be unique for
each model class. p are dynamic model parameters or a partial process
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ỹt+1 is the NN residual prediction, which added to the dynamic model
prediction makes up the parallel hybrid prediction, yt+1. . . . . . . . . . 18

2.6 Generating trajectory predictions using the kinetic model. . . . . . . . . 19
2.7 The structure of the Autoencoder used for control allocation. The red

ellipses indicate the variables that go into loss functions (marked in red
text). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1 A switch from normal operation (t[k]) to loss of GNSS system, requiring a
DR system to estimate the position at the next step without an absolute
position measurement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2 Visualization of the vessel position. The noiseless position measurement
(red line) is only included to provide a reference to the raw GNSS position
output (blue line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.3 Results of mean position estimation error given in the horizontal plane
for the LSTM, SLFN and a KF model for case study 2 in paper II. Each
data point shows the mean position estimation error during a one-minute
DR period. Hs denotes the significant wave height in meters. . . . . . . . 29

4.1 A visualization of the docking locations of the R/V Gunnerus throughout
the one-year dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.2 Positions sampled prior and during the DP power failure test. . . . . . . 33

xv



LIST OF FIGURES

4.3 The structure of the hybrid model that predicts trajectories during dock-
ing of the R/V Gunnerus. . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.4 The average position prediction error of the vessel model (VM, kinetic
model) predictor by itself (dashed red line) and the hybrid predictor
(dashed blue line) over the 20 test sets and the prediction horizon (1-30
seconds). The solid black lines represent the average position prediction
error of the 20 individual docking operations included in the test set for
the hybrid predictor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.5 The components of the hybrid predictor that predicts trajectories in the
power failure case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.6 The velocities related to the first prediction interval starting from three
seconds after the point of failure. . . . . . . . . . . . . . . . . . . . . . . 38

4.7 Trajectories of the ship while drifting. Each black line (dash or dash-
dot) corresponds to a 60 second prediction that originates at t=[3,7] for
a failure at t=0. The blue ship frames, plotted every 10 seconds, indicate
the actual heading angle of the ship. . . . . . . . . . . . . . . . . . . . . 39

5.1 Simulation components related to the NN control allocation case study. . 43
5.2 Path taken for both the neural allocator and the GI allocator. The latter

applies fixed azimuth angles of α2 = −45 and α3 = 45 degrees. . . . . . . 43
5.3 Force and azimuth angle commands issued by both allocators. Note that

the bottom plot only contains the azimuth angles of the neural network
allocator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.4 Losses incurred by the neural allocator during the 4-corner test. . . . . . 45
5.5 Power consumption of the GI allocator and the neural allocator during

the 4-corner test. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.6 Performance of the NN control allocator during the stationkeeping test.

The legend entries indicate: 1: k4 = 1 × 10−7, 3: k4 = 3 × 10−7, 5:
k4 = 5× 10−7. T2 and T3 indicate the azimuth thrusters. . . . . . . . . . 46

xvi



List of Tables

1.1 Linking the research objectives to the published papers. . . . . . . . . . . 7

2.1 Physical parameters of the OSC-simulated vessel. . . . . . . . . . . . . . 9
2.2 Physical parameters of the R/V Gunnerus. . . . . . . . . . . . . . . . . . 10
2.3 A subset of the data channels sampled onboard the R/V Gunnerus. The

bottom two rows reflect the variables used in the data extraction proce-
dure of paper III. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.1 The parameters of the sea states simulated at each discrete weather di-
rection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

xvii





1
Introduction

With the growth of emerging demands from offshore applications, such as seabed survey,
pipeline maintenance and offshore oil installations, the complexity of ship maneuvering
during offshore operations, increases as more constraints from position accuracy, limited
working space, and collision avoidance between vessels and floating and static structures,
need to be taken into consideration. To assist to address the complexity and aid the ship
operator, new knowledge and technology for such constrained ship maneuvering, are in
demand.

On a maritime vessel - the term ship and vessel will both be used - sensory equip-
ment are plentiful. Speed, orientation and positions may be derived from sensors such
as Global Navigation Satellite Systems (GNSS) sensors, gyroscopes and accelerometers
combined. The state of the propulsion system including power measurements, Revolu-
tions per Minute (RPM), torque and propulsor/rudder angles are also sampled and used
by motion control systems. The wind speed and direction are also sampled. In addition
to being used by motion control systems, the sensor data is processed by the vessel op-
erator and, based on experience, contributes to situational awareness (SA) [1]. SA is a
key term in maritime operations, where safety is paramount. This applies to ships that
are operated by a human and the case where ships are operated (semi) autonomously.
The latter being a trend in recent years and considered by many to be an important
step to increase efficiency and safety of shipping in the decades to come [2].

Data-driven modelling is becoming increasingly efficient and commonplace. It is an
umbrella term, for which its sub-category, Machine Learning (ML), is often interchange-
ably used in its place. ML is a domain typically considered to hold the sub-categories su-
pervised/unsupervised learning and reinforcement learning. Supervised learning, which
is the learning strategy used in this thesis, may be applied when the data is structured
and the effect of a set of input variables may be quantified in one or more output/target
variables. As such the model learns by examples. ML thus provides for opportunities
to enhance analyses and modelling of processes in a variety of domains, the maritime
domain included. The basic pre-requisite is access to data originating from the process.

In this thesis ML contributes to two adjoined fields: motion prediction and control
allocation. Both these fields typically involve low-speed maneuvering and as such they
are engaged when the ship is operating in proximity to other ships or structures or
performing seabed installation operations.

1.1 Data-based modelling

Data-based modelling of an object’s motion has the potential to replace conventional
first-principle-based modelling. In the maritime domain, especially for vessels maneu-
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CHAPTER 1. INTRODUCTION

vering on the surface of the ocean, complex interactions with the ever-present wind,
wave and current disturbances complicate the modelling problem. The various modes
of operation, i.e. transit, low-speed maneuvering, stationkeeping [3], further adds to
the challenge of producing a fixed model that may deliver a good approximation of the
future motion of a ship, given measurable disturbances and actuation signals.

That being said, identification of parameters that go into established ship models is
a mature field of research and well-established models are available for simulation and
short-term propagation of ship motions [4]. However, for a prediction to be meaningful
for applications besides e.g. offshore crane heave compensation [5] and maritime flight
operations [6], the prediction horizon must be extended beyond a few seconds. These
applications have a short time span due to fast-acting dynamics. The inertia of a ship,
on the other hand, is typically large, which requires larger prediction horizons when
operating in congested environments or close to fixed objects. In this thesis prediction
horizons of 30-60 seconds have been applied in the case studies, where low-speed ma-
neuvering close to a dock, and stationkeeping in open water were tested. Model-based
motion prediction for ships moving at higher speeds is not considered in this thesis since
these high velocities are normally associated with transit operations in non-congested
waters.

Seeking to make use of the existing model knowledge leads to hybrid modelling [7].
In this context, the term hybrid is meant to reflect the merging of models from two do-
mains: the kinetics/physics/first-principles-based domain and the data-based domain.
In the kinetics-based domain, forces acting on the ship are modelled deterministically
due to the interaction between the ship and its environment. Hydrodynamic and hydro-
static properties of the vessel, the shape of the hull, both below water (current-induced
forces) and above (wind-induced forces), and the propulsors are key elements that dic-
tate the overall dynamics in such a model. Wave-induced forces are typically discerned
by applying an observer for closed-loop control scenarios or through vessel-specific re-
sponse amplitude operators. In the data-based domain the effect of these elements are
embedded in the model and learned based on the given input/target features and the
data presented to it. The designer therefore has the opportunity of choosing what to
represent with a data-based model. Various strategies for merging the information from
the models exist. To mention a few; the parameters of the kinetic model may be adjusted
by a data-based model [8], or the kinetic model may be applied as-is in cascade with a
data-based model [9, 10] or in parallel [11, 12] to compensate the kinetic model error.

1.2 Ship motion prediction

Ship motion prediction is an enabling tool for operations involving ships and its im-
mediate environment. It is mainly considered to act as a decision support tool, SA
enhancer or collision detection tool and thereby augments the standard array of sensors
by adding information about the likely future states of a ship. Depending on the appli-
cation, the future may be a few seconds ahead of real time or several hours. However,
ship motion prediction is generally considered to refer to the immediate future up to a
few minutes. This limitation arises due to the complexity and uncertainty of the en-
vironment in which the vessel operates, limitations in terms of sensory equipment for
wave propagation approaches [13] or the impact of the maneuvering actions of the vessel
operator.

2



CHAPTER 1. INTRODUCTION

Existing ship motion prediction approaches leverage a wide variety of modelling
techniques. Kinematic models enable the translation of acceleration and velocity mea-
surements into positions. As such, they may be applied along with state estimators to
project the estimate of these states into the future [14, 15]. Kinetic models, also termed
dynamic models, rely on models that are parameterized through some kind of system
identification approach. This is an involved process, which requires structured tests that
allow proper parameter identification. An example of this approach was presented for
the estimation of states related to aircraft takeoff and landing on a ship [16]. Modelling
techniques that construct end-to-end models based only on data sampled from ships
have received attention lately. These differ from the kinetic model approach due to lack
of internal structure and physical relationship between the parameters of the model.
These models are generally referred to as data-based or data-driven models.

Akin to the goal of aiding aircraft landing from [16], Yumori presented an autore-
gressive (AR) moving average model for predicting the heave motion of a vessel [17].
This approach utilized the time series of the vessel’s heave displacement and the hydro-
dynamic pressure measured at the bottom of the vessel’s hull to perform predictions of
the heave displacement. As such, it is a good example of how data-based methods may
accommodate any sensor type (water pressure) that may contribute information about
the predicted state. Within data-based methods for prediction there are several model
types that have been applied: Radial Basis Function networks [18, 19], evolutionary
neural networks [20], recurrent neural networks (RNN) [21], Support Vector Regression
(SVR) [22, 23, 24] and the AR model [25].

Longer term predictions of trajectories based on Automatic Identification System
data, or non-time-domain predictions of single vessel states based on weather forecast,
will not be covered in this thesis.

The motion prediction schemes presented in this paper, highlighted in Sections 2.3.1-
2.3.3, has implications for manned ships as well as (semi) autonomous ships. In both
cases the ship requires an operator (human, machine or remote human), which inevitably
requires sufficient SA in order to conduct safe and efficient operations. The case studies
given in Chapters 3 and 4 reflect operations that entail a certain amount of risk due
to maneuvering close to other vessels or fixed structures. These case studies investigate
three aspects of low speed maneuvering:

• Loss of position measurements

• Loss of power to control the ship

• Manual docking approaches

For all these cases the accuracy of the data/hybrid-based models was greater than the
purely kinetic-based ones, which heightens the safety and efficiency of the operation.

1.3 Control allocation

Control allocation seeks to distribute force requests made by an overarching motion
controller into commands individual to each thruster [26]. In doing so, the control
allocation module should aim to generate the requested force as well as adhere to inherent
constraints of the individual thrusters [27]. In some cases, constraints related to power

3



CHAPTER 1. INTRODUCTION

generators may also be considered [28, 29]. This field of research is prominent in both
the aerospace and automotive domains, as well as the maritime domain. In the latter
case control allocation is generally applied on over-actuated vessels that perform low-
speed maneuvering and stationkeeping. Having more control inputs than the number
of degrees of freedom (DOFs) that the motion controller controls (typically 3 DOF:
surge, sway and yaw), means that the allocated command solution may not be unique.
The use of rotatable thrusters, that may attain certain angles only slowly, leads to the
general problem being nonlinear and non-convex, requiring significant computational
resources [4]. State of the art methods locally approximate the problem using a convex
Quadratic Programming (QP) approach in searching for solutions [30].

Apart from QP approaches to control allocation in the maritime domain, evolu-
tionary search algorithms [31], population-based search algorithms [32] and filtering
approaches [33] have been applied in the past. They offer other means of generating
optimized control commands.

ML may be applied to this problem to obtain a fixed execution time and facilitate
optimization in terms of inherent- and user-imposed constraints. A finite amount of
parameters are adapted during the learning stage, which is where the bulk of the com-
putation time is spent prior to running the trained allocator. The parameterized model
can then be executed by a finite amount of computations.

1.4 Research questions

The majority of this thesis is concerned with ship motion prediction and how collected
data can be used to enhance predictions and thereby provide ship operators with in-
formation relevant to conduct safer, more efficient operations. This leads to research
questions one and two.

• RQ1: Can data-based modelling provide predictions of sufficient length
and quality to provide ship operators with safety-relevant information?

• RQ2: How can data-based modelling be applied/structured to provide
motion prediction?

In pursuing an answer to the above research question, an inherent issue related to
key performance issues in data-based modelling appears. It has implications in terms of
input dimension and training efficiency of ML models.

• RQ3: Which input data/channels are important for data-based ship
motion prediction?

As models describing the dynamics of ships at sea have been researched extensively
over the last decades, including such knowledge in a hybrid model seems beneficial. Ap-
proaches that combine the domains of ML and dynamic modelling of ships have therefore
been pursued. Considering the extent of which the environmental disturbances can be
measured, and thus included in the dynamic model, is also an important consideration
at this point. It has implications for the structure of the hybrid model. This leads to
the fourth research question.
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• RQ4: How can data-based modelling be combined with kinetic ship
models to enhance the prediction performance?

When performing predictions of the motion of an actuated vessel, future actuation
signals may or may not be known. In the case of a manually operated vessel, the
future intentions of the human operator is not known at the time of prediction and thus
presents an element of uncertainty for the prediction model. When navigating confined
spaces, such as docking in a harbor, the preferred control mode is still manual, although
autonomous docking has been achieved for ferries1. Identifying situations where motion
prediction could be feasible is therefore required and helps to limit the scope of the work
shown in Fig. 1.1.

• RQ5: Which operational situations could benefit from motion predic-
tion?

If the vessel is automatically controlled, the controller may be iterated along with
predicted motion states and the corresponding reference trajectory, such as to inform the
predictive model about future actuation signals (analogous to Model Predictive Control
(MPC), but with a ML model). This has not been investigated in this thesis.

Data-based modelling has potential applications in neighbouring fields of interest
for ship maneuvering, prediction and control. As such, the task of allocating forces
requested by a motion controller may benefit from data-based modelling in terms of
execution time. The allocation task is prevalent in all ship operations that involve low
speed maneuvering and stationkeeping, which leads to the final research question.

• RQ6: How can data-based modelling be used to facilitate constrained
control allocation with limited a priori information?

1.5 Scope of research

Motion prediction in itself is not tied to any specific application. As long as a model
describing the propagation of motion due to the environment and/or state of the object
is present, one may attempt to predict the subsequent motion. However, depending
on the vessel operation mode, motion prediction may not be important. This generally
includes navigating in open waters. It is therefore of interest to identify situations where
motion prediction may have a positive impact on SA. This leads to the first objective,
which is related to RQ5.

• RO1: Identify ship operations that may benefit from predicting the
near-future trajectory.

The main objective of this thesis is to develop modelling methods that enhance
trajectory prediction for maritime vessels, with the aim of adding to the SA of ship
operators. RQ1-4 supports this line of inquiry and enables answering RO2.

1Autonomous ferry trials of Rolls-Royce and Wärtsilä, https://www.maritime-executive.com/article/
rolls-royce-and-wartsila-in-close-race-with-autonomous-ferries, Date accessed 20-May-2021

5

https://www.maritime-executive.com/article/rolls-royce-and-wartsila-in-close-race-with-autonomous-ferries
https://www.maritime-executive.com/article/rolls-royce-and-wartsila-in-close-race-with-autonomous-ferries


CHAPTER 1. INTRODUCTION

Figure 1.1: Overview of research items. The capital roman letters indicate publications on
which the thesis is based, while lower case roman letters indicate associated publications.
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• RO2: Propose a combination of established dynamic motion models and
data-based models that enhances motion prediction for ships.

The secondary objective of this thesis is to support the use of ML in control-related
tasks. To this end a control allocation scheme that allows for optimization and constraint
handling at a fixed execution time is sought. This ties RQ6 to the final research objective.

• RO3: Facilitate constrained control allocation using data-based mod-
elling.

Table 1.1 connects the ROs with the publications included in this thesis.

Table 1.1: Linking the research objectives to the published papers.

I II III IV V
RO1 + + +
RO2 + +
RO3 + +

1.6 Thesis structure

The remainder of the thesis is structured as follows: Chapter 2 presents the platforms
used for testing the models and algorithms, modelling regimes applied and the approach
for control allocation using ML. Chapters 3, 4 and 5 present case studies that show
the use of the developed approaches for ship motion prediction and control allocation
and Chapter 6 presents conclusions and suggestions of future work. The first-author
publications listed on page vii are shown in the appendices.
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2
Methodology

2.1 Experimental platforms

For the duration of the Ph.D. project, three main experimental platforms have been
used extensively to develop and validate the methods described in this chapter. Two
simulator platforms have been used, which are described in Sections 2.1.1 and 2.1.2, as
well as sampled data from the NTNU-owned R/V Gunnerus. Details regarding this ship
is given in Section 2.1.3.

2.1.1 OSC simulator

The Offshore Simulator Centre1 (OSC) provides simulator services for a variety of ap-
plications, including training for specific maritime operations and virtual prototyping.
Although the commercial solution boasts a large array of features in terms of visu-
alization and multi-station interfaces (crane operators, vessel operators, able-bodies,
Remotely Operated Vehicle (ROV) operators etc.), the numerical models of the vessel,
the simulated environmental disturbances and thrust-producing devices were utilized in
this project. The simulator framework is written in the Java programming language and
injection of algorithms can be performed through a plugin that allows interaction with
simulated objects. This solution was applied for papers I and II.

To evaluate the motions of vessels, the OSC simulator utilizes the FhSim2 software
platform created by SINTEF. In this way the simulator provides access to a variety of
reliable vessel models. A model of a multi-purpose offshore vessel was chosen for the
tests performed in the OSC simulator. Its main dimensions are given in Table 2.1.

Table 2.1: Physical parameters of the OSC-simulated vessel.

Parameter Description Value
Loa Length overall 93.79 m
Lpp Length between perpendiculars 82.70 m
Bm Breadth middle 23.00 m
dm Draught 7.50 m

DWT Deadweight 4925 t

1The Offshore Simulator Centre, https://osc.no/, Date accessed 23-May-2021
2The FhSim software platform, https://fhsim.no/, Date accessed 23-May-2021
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2.1.2 OSP simulator

An open-source simulation platform3 that provides co-simulation functionality was de-
veloped between major actors in the Norwegian maritime industry: DNV, Kongsberg
Maritime, SINTEF, NTNU. It is built on the Functional Mock-up Unit (FMU) standard,
which enables re-use of existing simulation models, in this case models of the ship- and
thruster dynamics, and enables the user to easily inject custom code via FMUs into the
simulation. The core output of the OSP joint industry project was the co-simulation
orchestration library named libcosim, of which the Java wrapper cosim4j was used in
this project.

The modularity of the FMU approach means that the user is free to select appropri-
ate software tools for developing custom code and adopt existing simulation models. A
ship dynamic model of the R/V Gunnerus, developed in the SimVal project [34], along
with azimuth thruster models developed by Rolls-Royce Marine (now Kongsberg Mar-
itime) in the ViProma project [35] made up the core of the simulation. FMUs providing
motion control, control allocation and motion prediction were developed by the author
to accommodate the case studies described in Chapters 4 and 5.

Co-simulation configuration (setting initial values, connecting inputs and outputs
of FMUs) is performed using one of two standards: the OSP system structure or the
System Structure and Parameterization4 (SSP) standard.

2.1.3 R/V Gunnerus

The NTNU owns and operates a research vessel; the R/V Gunnerus5. A view from
its starboard side is shown in Fig. 2.1. It is mostly used for research and educational
purposes, throughout the NTNU system. Table 2.2 holds the physical dimensions of the
ship. The ship was put into service in 2006 and in 2019 it was elongated by 5 m. As a
result of the elongation, two versions of the vessel has been applied in this project. Both
in terms of the numerical model and the sampled data. The dimensions given Table 2.2
refer to the elongated version, while Fig. 2.2 shows the original model.

Table 2.2: Physical parameters of the R/V Gunnerus.

Parameter Description Value
Loa Length overall 36.25 m
Lpp Length between perpendiculars 33.90 m
Bm Breadth middle 9.60 m
dm Draught 2.70 m

DWT Deadweight 72 t

The vessel is equipped with three 450 kW generators that produce electric power
for the three thrusters. Two main azimuth thrusters are located at the stern and a
tunnel thruster at the bow according to Fig. 2.2. A dynamic positioning (DP) sys-
tem from Kongsberg coordinates these thrusters during stationkeeping and low-speed

3The open simulation platform, https://opensimulationplatform.com/, Date accessed 23-May-2021
4Standard for configuring simulations that consist of FMUs, https://ssp-standard.org/, Date accessed

25-May-2021
5The R/V Gunnerus, https://www.ntnu.edu/oceans/gunnerus, Date accessed 23-May-2021
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Figure 2.1: Starboard view of the RV Gunnerus.

maneuvering.
In this project the use of the ship has been limited to sampling data from specific

operations. In paper IV data from a dedicated test was used, while paper III applied
a data mining approach on all the data available from a year’s worth of operations to
extract sections of data preceding docking maneuvers. Note that all tests of algorithms
on data originating from the R/V Gunnerus have been conducted offline, i.e. on data
that is sampled some time ago.

Figure 2.2: Thruster layout of the R/V Gunnerus.

As the vessel has a significant number of systems installed like thrusters, power
generators, navigational sensors and a motion control system, the number of channels
available for logging is high. In this project data originating from GPS receivers, a
motion reference unit, compasses, a wind sensor and sensors measuring orientation and
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rotational speed of thrusters has been utilized as input to the predictive models. Ta-
ble 2.3 shows the various sensor channels.

Table 2.3: A subset of the data channels sampled onboard the R/V Gunnerus. The bottom
two rows reflect the variables used in the data extraction procedure of paper III.

Data channel Unit
North position m
East position m
Heading angle deg
Surge velocity knots
Sway velocity knots
Heading rate deg/s
Roll angle deg
Pitch angle deg

Heave displacement m
Roll rate deg/s
Pitch rate deg/s
Heave rate m/s

Wind direction deg
Wind speed knots
Course angle deg

Speed over ground knots
Port thruster rotational speed RPM

Port thruster angle deg
Starboard thruster rotational speed RPM

Starboard thruster angle deg
Tunnel thruster rotational speed %

drive running boolean
motor at zero speed boolean

2.2 Modelling regimes

2.2.1 Physics-based models

A model describing the behaviour of an object is often based on existing, also termed a
priori, information about the object. A structure of the model may be defined in terms
of equations based on laws of physics. When the model structure is defined, proper
parameters needs to be identified to reflect the specific object’s dynamics. This process
is referred to as model identification and takes place prior to applying the model for
any application. Adaptive models may adjust its parameters with time if the object
undergoes significant changes (environment, physical properties etc.). In this section
the model of the ship motion will be elaborated.

This thesis is concerned with low and medium speed (0-3 m/s) trajectory prediction.
A maneuvering model describing the motion of the ship in the Earth-tangential North-
East-Down (NED) frame is therefore sufficient. It typically has a range of validity up
to Froude numbers of 0.4. Applying the notation in [4] yields the vector containing the
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ship north and east positions and the heading angle, η. Velocities are given as ν in
the ship’s coordinate frame. The components of this frame are the surge (longitudinal
axis), sway (lateral axis) and yaw (rotation about the up-down axis) axes. As the two
variables η and ν are described in separate coordinate frames, the rotation matrix in
(2.2) is needed to relate them.

η̇ = R(ψ)ν (2.1)

R(ψ) =



cos(ψ) − sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1


 (2.2)

The ship kinetic model in (2.3) describes forces (force along surge and sway axes and
moment about the yaw axis) due to wind, waves, thrusters, hull friction, and inertia in
the ship’s coordinate frame.

MRBν̇ +CRB(ν)ν +MAν̇r +CA(νr)νr +Dνr +Dn(νr)νr = τc + τwi + τwa (2.3)

Here, νr = ν − νc is the velocity of the ship through water, and νc = [uc, vc, 0]
T is

the ocean current velocity. The rigid-body and added mass matrices are represented by
MRB and MA, Coriolis/centripetal forces are conveyed through the matrices CA and
CRB and the linear and nonlinear damping matrices are D and Dn(νr), respectively.
External force components are denoted by τ and generally comes from the below three
sources. Note that the force induced by ocean currents is included with the use of the
relative velocity νr in (2.3).

τc: The force produced jointly by the thrusters.

τwi: Force induced by wind acting at a certain angle relative to the ship.

τwa: Drift force induced by waves acting on the hull. This force is not measurable, but
may be estimated using observers for certain operations such as DP.

The generalized control force, τc, is obtained by translating the individual thruster
forces, that act at specific locations on the hull, to the ship’s coordinate origin. Equation
(2.4) shows the use of the thruster configuration matrix to perform the translation.
Location and angle variables contained in the thruster configuration matrix are visualized
in Fig. 2.2.

τ =




0 c(α2) c(α3)
1 s(α2) s(α3)

l2
l1s(α2)
−l3c(α2)

l1s(α3)
−l4c(α3)


 ·



F1

F2

F3


 (2.4)

= B(α)uf
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Models of the individual thruster forces vary in sophistication. Basic models apply a
linear relationship between the control input u and the force output F [4]. Here, the
control input is typically RPM, but may also be blade pitch angle or a combination of
the two. Advanced models (referred to as 4-quadrant models [36]) account for factors
such as RPM, time-varying advance velocity and propeller parameters such as diameter
and geometry resulting in a closer approximation of the actual force produced by a
propulsor. This modelling scheme was applied for the cases involving the R/V Gunnerus.
In the OSC simulator a nominal relationship between RPM and propulsor force was
interpolated to obtain thruster forces.

Wind force modelling exploits the above-water geometry of the vessel, through area-
based coefficients, to determine the force induced on the vessel due to wind. Physical
dimensions of the ship, force coefficients determined from e.g. wind tunnel tests and
wind speed/attack angle contribute according to (2.5),

τwi =
1

2
ρaV

2
rw




CX(γrw)AFw

CY (γrw)ALw

CN(γrw)ALwLoa


 (2.5)

The projected area along the surge and sway axes are AFw and ALw, respectively. Force
coefficients are given as CX , CY and CN and depend on the wind angle relative to the
bow of the ship, γrw. Vrw is the relative wind speed and ρa is the density of air.

2.2.2 Data-based models

If existing information of the dynamics of a process is scarce or inaccurate, a model may
be adapted purely based on the relations between certain input variables and target vari-
ables. The latter being the variables for which a numerical value, given input variables,
is sought. Unlike the models described in Section 2.2.1 there are no fixed set of input
parameters. This leads to the sub-domain of input/feature selection which aims to only
extract features that have a substantial impact on the target variables. Limiting the
input dimension is beneficial for both model complexity (number of parameters needed
to produce a sufficiently accurate model) and input data dimension. The more input
features, the greater the need for number of training data points.

The lack of explicit functional relationships between the input features and target
values leads to the main challenge of data-based models; interpretability. This prompts
questions regarding model parameter adaptation, structure and robustness.

• How will the model respond to edge cases?

• Have enough training data been included? And is the data representative for the
environment in which the model will operate?

• Which hyperparameters lead to a well-performing model?

• Which features are important for a model to perform well?

These questions are not straightforward to answer. The open-ended nature of these
questions also preclude any rigorous proof of convergence of the data-based model to-
ward the true model of the ship. The designer of the data-based model is forced to
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source data of sufficient quality and amount and apply optimization routines to select
appropriate model structure, parameters and input features. By quantifying the re-
sponse of the model through tests on representative datasets, metrics may contribute to
our understanding of how the model will perform.

This thesis applies NNs as a ML modelling tool. The choice of using NNs is based
on the widespread use within the ship motion prediction domain as well as in general
data-based research. An array of well-documented platforms with active communities
supports this choice. As a result of this, supporting frameworks exist that help answer
some of the above questions. In the field of feature selection, methods exist to select
subsets of features that contribute to the prediction performance of an ML model [37].
Model selection has been improved through various search strategies for hyperparam-
eters [38], although model selection based on experience and trial and error is still a
common approach.

Two of the most commonly used network types for regression have been applied:
the Multi-Layered Perceptron (MLP) [39] and the recurrent Long Short-Term Memory
(LSTM) network [40].

MLP

The MLP network is composed of an input layer, one or more hidden layers and an
output layer. Fig. 2.3 depicts a simple instance of such a network. Each hidden layer
contains one or more nodes that applies an activation function to the sum of the inputs
from the previous layer. If the MLP is fully connected, which is the common way of
implementing it, connections from every node at the preceding layer is made to the
successive layer. Each node in the hidden layer(s) also has an associated bias value
that shifts the origin of the activation function. The sigmoid, hyperbolic tangent and
Rectified Linear Unit (ReLU) activation functions are popular choices for the hidden
layer nodes. With the ReLU being a fairly recent addition which lends itself to training
efficiency in networks containing several layers, also known as Deep NNs (DNNs).

ok = a(wikxi +wjkxj + bk) (2.6)

In relation to Fig. 2.3 the output of node k, ok, is calculated according to (2.6). The
mapping a() represents the activation function, w is the weight vector, b is the bias
vector and x is the input signal.

Learning in an MLP network, and indeed any network that applies supervised learn-
ing, is performed through multiple passes of a dataset that contains input features and
associated target values. The target values are the desired output of the network at
the output layer. An error signal is generated based on a loss function, typically mean
squared error (MSE), which accepts the desired output of the network and the net-
work prediction. This error signal is then propagated backwards through the network
and appropriate corrections to the parameters of the network (weights and biases) are
performed based on the gradient of the error signal with respect to the parameters.

An overarching goal of data-based models is to be able to represent the system it
models on new data, ie. data that it has not seen during training, accurately. This is
known as the generalization ability of the model. Several techniques exist to approach
this challenge. Avoiding overfitting the model on the training data can be managed
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Figure 2.3: Structure of a general MLP. The figure illustrates the components that a general
MLP consists of. Typically, deeper (more hidden layers) and wider (more nodes per hidden
layer) networks are used.

through:

• stopping the training procedure based on the relative improvement of the model’s
performance on some validation dataset

• managing the complexity of the model (number of parameters)

• introducing regularization (penalizing weight magnitude)

• feature selection (including only relevant input features)

LSTM

RNNs are well suited for modelling systems that are sequential in nature [41]. This
is due to their ability to maintain states within a network due to feedback/recurrent
connections. Earlier versions of RNNs suffered from stability and training deficiencies
due to the vanishing gradient problem [42]. This problem was addressed by Hochreiter
and Schmidhuber [40] where gates managing the flow of error was introduced. The
resulting network was named LSTM and has since been the state-of-the art within
modelling of sequential processes using NNs [43]. What makes the LSTM unique relative
to standard RNNs is the use of gates in each LSTM block that manages the signal flow
(see Fig. 2.4). Specifically, there are three main functions within the LSTM: forgetting
(orange dashed sector), adding new information to the internal state (purple dashed
sector) and determining the level of the state to output (green dashed sector).

2.2.3 Hybrid models

As a reaction to the disparate properties of the models described in Sections 2.2.1 and
2.2.2, in terms of white/black-box modelling and fidelity issues, some researchers have
turned to hybrids that comprise aspects of both domains. Model fidelity issues may result
from applying a simplified physics model or a sub-optimal training scheme configuration
for a data-based model. This was addressed by Psichogios et al. who applied an NN
model to feed a first-principles-based model with an estimate of a process state that
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Figure 2.4: Structure of LSTM node.
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(a) Model/Process Parameter [7, 8] (b) Parallel [11, 12]

Figure 2.5: Two ways of combining physics-based models and ML models as provided by
relevant literature. Xt are input features, which may be unique for each model class. p are
dynamic model parameters or a partial process state, while ŷt+1 is the prediction made by the
dynamic model predictor. ỹt+1 is the NN residual prediction, which added to the dynamic
model prediction makes up the parallel hybrid prediction, yt+1.

does not easily lend itself to physics-based modelling [7]. This type of hybrid structure
is shown in Fig. 2.5a and referred to here as the parametric hybrid approach. It is
parametric in terms of a process state of a physics-based model (as in [7]) or in terms of
model parameters. The latter option was applied by van de Ven et al. in the maritime
domain to estimate the damping matrix of an underwater vessel [8].

Raissi et al. [44] applied a different approach, where the governing equations entered
the network training procedure as loss functions. In other words, the physics-based model
does not contribute directly to the outputs of the hybrid model. Here, an automatic
differentiation scheme enabled the determination of derivatives of the output states of
the NN. The derivatives were required as inputs to the physics-based equations that
contribute as part of the total loss function. This approach is generally described by
(2.7) which indicates how a physics-guided/informed NN could be obtained through the
use of governing equations in the network’s loss function [9].

Loss = LossTRN(yt+1, ŷt+1) + λR(W ) + γLossPHY (ŷt+1) (2.7)

LossTRN represents the standard supervised training loss of a network (MSE or similar
metrics), the mapping R() is a measure of the model complexity and λ weights the
emphasis on reducing the complexity. Physical consistency is encouraged through the
third term, LossPHY , which is weighted by γ relative to the first and second term of (2.7).
Thus the network training objective of minimizing the overall loss, Loss, incorporates
knowledge of the physics of the process.

The hybrid modelling approach used in this project aims to compensate the error
made by a kinetic model of a surface vessel. This is visualized in Fig. 2.5b. An extensive
survey of various methods of integrating physics-based and ML-based methods is given
in [45].
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2.3 Ship motion prediction approaches

Papers II,III and IV revolve around time-series prediction of the trajectory of ships.
Therefore, this section will outline the applied kinetic, data-based and hybrid predictors.

2.3.1 Kinetic model predictor

An often-used kinetic model of a ship is described in Section 2.2.1. It establishes the
relation between forces induced by disturbances, actuators and intrinsic model parame-
ters and the motion (velocity and acceleration) of the ship. Once the numerical values
of the model parameters have been identified, propagating the position by numerical
integration of the acceleration may be performed [46]. In such a way, predictions of
future motion states may be obtained. Fig. 2.6 illustrates this approach. Several ele-
ments contribute to its accuracy: the disturbances can not be fully measured, the model
fidelity, the identification procedure uncertainty, accuracy of the integration scheme etc.
However, the end result is a deterministic model that, given proper input, can output
predictions in an efficient manner. A caveat of this predictive approach is that forces
from the actuators are unknown for future time instances. Thus, scenarios where the
future commands are known (see Section 4) are required, or the user must accept that
the predictions are valid for the present command vector.

Figure 2.6: Generating trajectory predictions using the kinetic model.

2.3.2 Data-based predictor

Establishing a ML model for predicting the states of a ship requires the completion of
a few basic steps prior to performing training. Compared to the kinetic model, no fixed
set of sensor values are applied. The parameters of the model are also not specified.

Data preparation and feature selection

Perhaps the most critical task is to accumulate data that holds information relevant for
determining the future states. In this thesis, the goal of the predictors are trajectory
prediction. This entails predicting the future position and possibly heading. In nav-
igation systems, position is often given as an absolute value in terms of Latitude and
Longitude. However, in a ML setting this representation is not ideal. Vessels usually
travel long distances, leading to a large input range for position. A better representation
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would be to transform the global coordinates into local coordinates, relative to eg. the
earth-tangential, NED coordinate frame. This leads to a much narrower input range in
terms of position.

If heading is considered as an input or target variable the discontinuity at 360/0
degrees must be handled. The same applies to wind direction and other angle-based
measurements. A transformation of some kind is in order if any of the states cross the
discontinuity. An example of transforming the wind measurement is given in (2.8).

Vw =

[
cos(γrw)
sin(γrw)

]
Vrw (2.8)

Here, Vw holds the longitudinal and lateral relative wind speed. As part of the basic
operations performed on the raw data, signal processing techniques such as outlier de-
tection and scaling are appropriate next steps. This results in data that have similar
magnitudes which is a preferable trait of data used for ML.

A set of informative features should make up the input variables of any NN. It is
generally beneficial to minimize the number of features since it facilitates better general-
ization, increases interpretability and reduces complexity of the NN model [37]. Feature
selection can thereby be used in a semi-automated way (a method ranks features and
the designer sets a threshold). Depending on the desired feature relevance or desired
input dimension, a set of features gets selected. This approach was applied in paper II
using mutual information as a means of ranking the raw features [47].

Model selection

ML models do not impose constraints on the structure of the model for a given mod-
elling problem. Therefore, any model class (NN, support vector machine (SVM), linear
regression) combined with any configuration of its parameters are possible representa-
tive candidates [48]. In this work NNs were considered to be a good model class due to
their widespread use within research and well-developed tools with active user forums.
In addition, the LSTM sub-class of NNs lend itself naturally to sequential data such as
time-series prediction problem [49].

Model selection refers to the selection of model class as well as parameters that dic-
tate its structure and behaviour. This process may concern every conceivable parameter
that the user may change, known as hyperparameters, or more commonly, a subset of
the hyperparameters. The hyperparameter space may be explored manually, or by some
search method designed to reveal optimized parameter configurations [50]. This requires
iterations of the model training procedure for distinct hyperparameter configurations,
leading to a large computational cost. Common search methods are random search [51]
(explores the search space efficiently), grid search (computationally expensive, but covers
all combinations) and bayesian search [52] (makes informed decision on search direction,
but requires some extra computation per model evaluation).

2.3.3 Hybrid predictor

Section 2.2.3 introduced a few modelling schemes for combining ML models with existing
first-principles-based models. In this section the implementations of the schemes from
papers III and IV will be presented.
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What to represent with a ML model

Modelling only part of the physics-based model with NNs (see Fig. 2.5a), as suggested
in [7, 8], is a logical approach. It assumes that the remaining part of the physics-
based model is adequately identified. For a ship this can be exemplified by the relative
uncertainty of damping parameters versus the mass distribution. Sources of disturbance
must also be accessible, such that the uncertainty can be isolated at the partial NN
model.

The experimental platform detailed in Section 2.1.3 has limitations in its sensor array
that precludes making use of partial ML models or partial parameter updates. This is
related to the unmeasured environmental impact of waves and ocean current. This leaves
two options: either neglecting the effect of current and waves and attempt to model the
most uncertain parts of the model (such as damping matrices, see Section 2.2.1), or
lump these uncertainties together with the effect of current and waves (the parallel
hybrid structure). The latter approach was taken in this project and the subsequent
sections will elaborate this implementation. Within the research group of the author
of this thesis, called the Intelligent Systems Laboratory at NTNU Ålesund, research on
ship motion prediction is a key area of interest. Thus, in parallel to paper IV, Wang et
al. [10] presented a cascaded hybrid approach for trajectory prediction. Here, the output
of the kinetic model predictions act as input to an NN.

Generating training data

To acquire data for training, the dynamic model predictor, shown in Fig. 2.5b, must
be evaluated on the recorded data to produce its predictions, ŷt+1. These predictions
are then used to obtain the target variables used for supervised training of the parallel
hybrid predictors. Fig. 2.5b shows the signal flow during inference.

Iterative or direct prediction

The dynamic model presented in Section 2.2.1 outputs the acceleration of the vessel in
three dimensions. When this model is applied to get the future motion of the ship, a
numerical integration scheme may be applied. Typically, this integration scheme outputs
the estimated/predicted acceleration state one sample interval ahead. An integration
scheme would reiterate the equations several times to achieve this.

For the NN predictor, two approaches exist: either output predictions at one step
ahead, termed single-step prediction, or output predictions multiple steps ahead at once,
termed multi-step prediction. The first approach is more intuitive, but is prone to accu-
mulating prediction errors as it requires an AR structure (ie. making use of predictions
from the previous sample time in the input vector). Making multiple predictions from
an initial time instance does not have this deficiency, but leads to a more complex model
(the target value vector increases in dimension and the NN must therefore adapt to more
complex relations within the input/output variables). The two approaches were applied
in paper III and IV, respectively.

2.4 Control allocation

In Section 1.3 existing control allocation methods were outlined. This section describes
the proposed NN allocator. The key enabling features are the various loss functions that
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contribute to shape the weights of the network.
The primary function of the control allocation module is to make the thrusters jointly

produce the requested generalized force [26]. Secondary objectives include limiting these
forces to adhere to the inherent limitations of each actuator. Depending on the actuator
type, this may include maximum/minimum force and angle and their respective rates.
Generating force results in increased fuel consumption and emissions. Weighting the use
of energy against the positioning/maneuvering performance is an important trade-off.

2.4.1 Model structure

The structure of the NN allocator proposed in this Ph.D. project was inspired by the
work in [53]. The general structure of the allocator is an Autoencoder that receives
force commands from a motion controller and attempts to reproduce this force at its
output nodes. Fig. 2.7 shows the block diagram of such a network. In the process of
reproducing the forces, τ , the loss functions intervene to shape the encoder predictions
as well as the decoder predictions. In the context of autoencoders the encoder output is
known as the code or the latent space.

The layers between the input data and latent space are referred to as the encoder.
They transform the input data into latent variables. The transformation is reversed in
the decoder to reconstruct the original input data. Normally this structure is used to
compress data, but here the latent dimension is greater than the input dimension due to
the number of actuator control signals. Also, the natural division of the network into two
parts gives the training procedure freedom in terms of shaping the output of the encoder.
During inference/allocation the output of the encoder outputs thruster commands given
force requests from the motion controller. Had a standard NN been applied to map
generalized force (the input vector) to actuator commands (output), there would be
less freedom in constraining the actuator commands in a supervised training setting.
In other words, the training data would have to reflect the desired constraints of the
allocator.

2.4.2 Data generation

An important consideration in modelling such a system is the procurement of data.
The input space comprises the three components of the generalized force, which have a
large force range. Manually exploring the entire generalized force space (at a reasonable
resolution) using a simulator would take a very long time. Doing this on a real vessel
would be next to impossible. Procuring data from real DP operations would lead to
transferring the behaviour of the allocator implemented on the ship. This would also
require having a functioning allocator (chicken and egg problem). The benefit of the
mentioned sampling approaches is that they inherently capture the dynamics of the
actuators on the ship.

Based on the above considerations a synthetic dataset was generated, which does
not include the actuator dynamics. However, loss functions constraining the rates and
magnitude of the allocated commands were considered to mitigate this problem. A
random uniform sampling strategy was selected to obtain samples that cover an entire
sub-space of the allowable thruster commands. Converting these commands using the
thruster configuration matrix in (2.4) resulted in actionable force requests. They were
used as inputs and targets for the supervised learning scheme.
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2.4.3 Constraints as loss functions

NNs adapt internal weights, which in turn shape its response, during the training phase.
Loss functions are a means of quantifying the performance of a model and the weights
of the network are adapted to minimize the loss function. Several loss functions for the
NN control allocator were specified to cover the range of constraints imposed on the
allocator. These are briefly introduced in this section. A more thorough explanation is
given in paper V.

Loss functions L2-L5 penalize excursions beyond the constraints supplied by the
user. These are listed below and their location in the network is given in Fig. 2.7.

L2: Penalizes all force/azimuth angle excursions beyond a fixed limit during training.
The loss is given as the difference between the absolute value of the predicted
command and the maximum command.

L3: Rates exceeding the inherent limit for each thruster are penalized according to the
difference between predicted rate and maximum rate.

L4: This constraint acts on the forces of each thruster raised to the power of 1.5. It is
active in the entire force range.

L5: Wakes from adjacent thrusters may hamper the ability of a thruster to produce
force [54]. To avoid this, one may impose constraints in terms of allowable azimuth
angles. Here, this loss is binary (value of 1 if constraint is violated). Loss functions
that impart graded loss based on the magnitude of constraint violation may also
be considered.

The remaining loss functions, L0 and L1, are functions of the requested generalized
force. The former contribute to the overall minimization goal of the Autoencoder. The
latter applies the thruster configuration matrix to transform predicted commands, û,
into resulting generalized force. It therefore acts to minimize the error of the predicted
allocated generalized force relative to the requested generalized force, ie. the allocator’s
primary goal.
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Figure 2.7: The structure of the Autoencoder used for control allocation. The red ellipses
indicate the variables that go into loss functions (marked in red text).
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3
Case study: Dead reckoning

Dead reckoning (DR) is a procedure that allows the position of the object, in this case a
ship, to be continuously estimated during an outage of the sensory inputs of the position.
In this way it offers the ability to bypass the standard way of obtaining the position of
the ship for a short period of time. This research constitutes the initial study of using
data-driven models for position prediction and the paper may be found in Section II of
the Appendix.

GNSS consists of a constellation of satellites that emits signals which enable GNSS
receivers to determine its position1. If a vessel provides redundant systems for obtaining
measurements of the position, DR is less relevant. This is due to having redundancy in
terms of sensors, which leaves a total outage less likely. Such auxiliary position references
could be based on relative position sensors such as seabed hydroacoustic transponders or
reflectors located on floating or fixed structures. Experiments related to this data-driven
DR method was conducted in the OSC simulator described in Section 2.1.1.

Similar to the scenario presented in Section 4.1.2, a failure during stationkeeping
occurs. In this case the failure is related to external sensory inputs, leaving the ma-
neuvering ability of the vessel and a subset of the motion sensors intact. As such the
case study presented in this chapter relates to RO1, but the trajectory predictions are
limited to one-step predictions for maintaining estimates of the ship position.

3.1 Data-driven DR

Even though the external position measurements, obtained through GNSS signal pro-
cessing, are lost, internal sensors remain active. In the proposed data-driven DR method
the ship’s heading, wind speed/direction and propulsion system signals may still be sam-
pled. Thus, for each step of the data-driven DR algorithm, the longitudinal and lateral
velocities of the ship are predicted. These are given as v̂ = [v̂lon, v̂lat] in Fig. 3.1.

The predicted velocities are rotated by the heading angle, ψ, to obtain the velocities
relative to the north and east axis of the NED frame and added to the previous predicted
position, p̂[k]. k indicates the discrete sample time. ∆t is the sample interval and may
be set to reflect the sample interval of the original position measurements. Equation
(3.1) shows the iterative propagation of position.

p̂[k + 1] = p̂[k] +R(ψ)v̂[k + 1]∆t (3.1)

Recurrent NN layers were chosen to model the relationship between the input vector
1The GNSS, https://www.euspa.europa.eu/european-space/eu-space-programme/what-gnss, Date ac-

cessed 15-June-2021
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CHAPTER 3. CASE STUDY: DEAD RECKONING

Figure 3.1: A switch from normal operation (t[k]) to loss of GNSS system, requiring a DR
system to estimate the position at the next step without an absolute position measurement.

(wind speed/direction, heading angle, thruster measurements) and the output vector
(longitudinal/lateral ship velocities). They were selected based on their inherent ability
to represent sequential data and handle lags between a change in the input vector and
the corresponding output change. In addition the prediction problem was partitioned
into two NNs: one for each of the components of the output v̂. This was done to allow for
customized input vectors for each NN. This will be elaborated in the following section.

3.2 Data and pre-processing

A sequential simulation procedure was applied to explore the DR performance at varying
degrees of wind and wave disturbances. Four distinct disturbance levels were applied
according to Table 3.1.

Table 3.1: The parameters of the sea states simulated at each discrete weather direction.

Significant wave height (Hs) Wind velocity

1 m 2 m/s
2 m 4 m/s
3 m 7 m/s
4 m 11 m/s

Each of the four disturbance levels were simulated for 14 minutes to minimize the ef-
fects of transients in the evaluation of the DR performance. This process was run for
wave/wind angles in the range 0-360◦ at 30◦ intervals. In order to approach the perfor-
mance of real sensors, additive noise was applied to the position, velocity and heading
measurements. The effect of noise on position measurements are shown in Fig. 3.2.
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Figure 3.2: Visualization of the vessel position. The noiseless position measurement (red line)
is only included to provide a reference to the raw GNSS position output (blue line).

After having obtained the data from the simulation procedure, a scaling procedure
is required to ensure that each input feature and target have a similar range. The z-score
normalization, also known as standardization, was applied for this purpose according to
(3.2).

x′ = (x− x̄)/std(x) (3.2)

Here, the standard deviations of each of the input features (calculated on the training
data, x) are represented by std(x) and the mean values are given as x̄. Similarly, the
output variables v̂lon and v̂lat are standardized based on the metrics from the training
data (see (3.3)).

y′ = (y − ȳ)/std(y) (3.3)

As a final step before searching for optimized model parameters, the input vectors
of the two individual DR predictors are examined through Mutual Information (MI).
It measures the dependence between two variables and thereby enables filtering out the
less significant input features relative to each of the two target variables. Applying a
user-defined threshold value, a certain percentage of the original input features are kept.
In this case study a threshold value of 0.4 resulted in 4 features being selected for each
NN in the DR approach. To model v̂lon, the inputs wind angle, wind speed, main thruster
power and main thruster RPM was selected. And to model v̂lat, the inputs wind angle,
wind speed, bow thruster power and stern thruster power was selected. Methods like the

27



CHAPTER 3. CASE STUDY: DEAD RECKONING

MI may be applied to answer RQ3 although there is no one set of input features that is
superior for a certain operation.

3.3 Model selection

A semi-automated procedure was selected to search for optimized configurations of learn-
ing rate and number of blocks in an LSTM single-layer network. Considering the number
of potential search parameters, some intuition about which are most influential is re-
quired to limit the computational cost of this search. Admittedly, the parameter range
is quite constrained, but it searches two key parameters according to [43]. Based on
the performance of each of the evaluated searched model configurations, the two below
configurations were applied when testing the proposed NN DR.

• surge velocity: block number = 43, learning rate = 0.0070

• sway velocity: block number = 26, learning rate = 0.0165.

3.4 Predict position during GNSS failure

In addition to the LSTM DR method described above, where LSTM blocks were applied
in the hidden layer, two other model classes were tested. A single-layer feedforward net-
work (SLFN) and a Kalman Filter (KF) incorporating mass and damping matrices of the
linearized dynamic model for the vessel given in Table 2.1. The only difference between
the SLFN DR and the LSTM DR was the layer type and therefore also hyperparameters.

Fig. 3.3 shows the results in terms of mean position error, calculated on a one-minute
DR period, for the three methods using (3.4). The LSTM network provides the most
consistent and accurate results in terms of position estimates for all directions and wave
heights (Hs, given in meters). The exaggerated errors seen for wave heights of 4 m are
attributed to the saturation of some of the thrusters leading to a significant position
deviation.

ēdist[k] =
1

N

N∑

k=1

√
(p̂n[k]− pn[k])2 + (p̂e[k]− pe[k])2 (3.4)
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(a) LSTM (b) SLFN (c) KF

Figure 3.3: Results of mean position estimation error given in the horizontal plane for the
LSTM, SLFN and a KF model for case study 2 in paper II. Each data point shows the mean
position estimation error during a one-minute DR period. Hs denotes the significant wave
height in meters.
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4
Case study: Hybrid prediction

This chapter presents research results from papers III and IV. Together, they seek
to display the benefit a hybrid approach to ship motion prediction and answer RO2.
The data used for testing originates from the R/V Gunnerus presented in Section 2.1.3,
although some initial tests were conducted in simulators. A description of how the
data was acquired comes first, followed by an introduction of the methods and results
obtained.

4.1 Data extraction

Two separate operation types were identified as operations where ship motion prediction
could contribute to enhance the overall situational awareness: docking the ship and a
power system failure. This relates to RO1. Docking a ship inevitably involves enter-
ing ports that are populated by other vessels as well as converging towards the fixed
docking location. Predicting the future trajectory of the ship could enable both safer
maneuvering and more efficient docking. In the case study described in Section 4.1.1, a
prediction horizon of 30 seconds was considered sufficient time for the ship operator to
make trajectory corrections. This is substantiated by Perera et al. for general low speed
maneuvering [15]. In reality, the length of the prediction horizon should be based on the
maneuverability and size of the vessel. When a ship is in the stationkeeping mode, it
will remain within the vicinity of its desired position. Thus, trajectory prediction is not
required. However, if a failure occurs, e.g. a power failure as described in Section 4.1.2,
the ship will drift. Since stationkeeping is often connected to maneuvers close to fixed
offshore installations or deployment of seabed installations, a drift-off could have se-
vere consequences. A trajectory predictor for the power failure case could therefore be
applied prior to initiating an operation to gauge the direction of drift.

4.1.1 Docking

The initial study of hybrid ship motion prediction revolved around docking operations.
In this respect the R/V Gunnerus was the ideal experimental platform since it frequents
several ports along the west coast of Norway continuously. Its data logging systems, and
the availability of this data (spanning several years in the past), were major facilitators
of this study. A bulk of the data spanning one year of operations was selected and
from it, each docking operation was pinpointed by looking at a few indicative sensor
channels (since no record of the docking time instance is kept). These sensor channels
were the overall ship speed and the two boolean power system signals drive_running and
motor_at_zero_speed. Docking was considered to be completed when the ship speed
was below 0.1 m/s, and the two boolean signals were False.

From the original one-year history of data, 88 individual docking operations were
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extracted. Their geographical distribution is shown in Fig. 4.1. A time window of
1000 seconds prior to the identified docking time instance was selected based on the
typical maneuvering profile. In that period deceleration was initiated and low-speed
maneuvering towards the dock commenced. A bias towards docking in the port of
Trondheim, Norway, was observed since this is were the R/V Gunnerus receives most of
its business.

Figure 4.1: A visualization of the docking locations of the R/V Gunnerus throughout the one-
year dataset.

4.1.2 DP power failure

Towards the end of 2019 the R/V Gunnerus was hired by the Department of Ocean
Operations and Civil Engineering at NTNU Ålesund to conduct a series of tests. This
to support research within data-driven modelling and analysis of ships. During this
cruise a test was conducted to simulate a power failure during DP. Fig. 4.2 shows the
path of the ship before and during this test.

Important considerations for such a test includes the effect of unmeasured effects
on the ship, such as the influence of current and waves on its motion. This motivated
the use of a relatively small amount of data sampled prior to the simulated failure. The
effects of the local environmental disturbances could therefore be assumed to be similar
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Figure 4.2: Positions sampled prior and during the DP power failure test.

throughout the test.

4.2 Experiments

Two different prediction schemes were applied in papers III and IV: the direct and
iterative, respectively. Sections 4.2.1 and 4.2.2 outline the design of the hybrid predictors
and present results.

4.2.1 Hybrid docking predictor

Isolating the origin of prediction errors is impossible if all the force-inducing effects on
a vessel are not accounted for. In other words, applying the model/process parameter
hybridization of Section 2.2.3 would result in lumping the effects of several phenomena
(uncertain damping coefficients and wave/wind impact) into e.g. the parameters of an
NN-derived damping matrix. The parallel hybridization inherently considers only the
lumped prediction error, and thus presents a more intuitive way of modelling the future
motion of a vessel. Alternatively, the loss function hybridization could be applied. This
approach would, however, require some additional tuning to take into account the level
of which to accommodate NN parameter adaptation based on the physical inconsistency
of the NN output during training.

Input data

The selection of input features was not based on feature selection techniques for the
NN docking predictor. Table 2.3 shows the 21 sensor channels that were applied. Due
to having multiple repetitions of most of the docking locations in the training data,
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the north/east position (relative to the docking) were included. Potentially, this could
lead to the network learning maneuvering policies and thus achieving higher predictive
performance when docking at familiar ports. The heading angle and surge/sway speed
contain information that is correlated with the change in position. The pitch/roll angle,
the heave (up/down) displacement and their respective rates may convey information
about the wave state (although limited in ports) and also changes in loading conditions
of the ship. Effects of wind were included through the measured wind angle and wind di-
rection. Although the ocean current speed and direction could not be measured directly,
information about its direction could be conveyed through the use of the course angle
and heading angle for certain maneuvering conditions. Hence the inclusion of course
angle in the input data. When predicting several seconds ahead (30 in this case), the
future commands are not known to the predictor. This applies to both the kinetic model
predictor and the NN predictor. This is a major obstacle of this approach, and a feature
that must be communicated to the operator if it is to be applied on a real ship. For au-
tomatically controlled docking scenarios the future commands may be obtained through
running the controller in parallel with the incrementing prediction horizon, similar to
model predictive control schemes.

Model selection

A combination of the kinetic model in Section 2.2.1 and a multi-layered, ensemble LSTM
was proposed as representative model for the docking trajectory predictor (see Fig. 4.3).
Ensembles, a set of 3 LSTM NNs where the average prediction is output to correct
the kinetic model predictions, were applied to get more stable predictions. Similar to
the model selection procedure in Section 3.3 a hyperparameter search was conducted.
The option of adding an additional hidden layer was included and resulted in the below
search space:

• Learning rate: [10−4, 10−1]

• Hidden layers: [1, 2]

• Number of nodes: [10, 500]

Results

Having trained the NN predictor on the north/east prediction error output by the kinetic
model predictor on 68 individual docking datasets, its performance was evaluated on 20
docking datasets. An evaluation metric was constructed to gauge the prediction error
for increasing prediction horizons, i ∈ [1, 30], according to (4.1). M is the number of
samples and also the number of 30 second prediction instances. N and E indicate north
and east positions.

ȳerr,i =

(
M∑

j=1

√
(Nij − N̂ij)2 + (Eij − Êij)2

)
/M (4.1)

The average prediction error for each of the 20 dockings is plotted against the
prediction horizon length in Fig. 4.4. It also displays the average errors of a predictor
that only applies the kinetic model (dashed red line) and the hybrid predictor (dashed
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blue line). A significant reduction in position prediction error is observed for the hybrid
predictor. Mainly this is attributed to the lack of the measured ship speed through water
(STW) and the unknown future commands. The future commands causes alterations in
the future trajectory that are not represented in the input of the kinetic model predictor.
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Figure 4.4: The average position prediction error of the vessel model (VM, kinetic model)
predictor by itself (dashed red line) and the hybrid predictor (dashed blue line) over the 20
test sets and the prediction horizon (1-30 seconds). The solid black lines represent the average
position prediction error of the 20 individual docking operations included in the test set for the
hybrid predictor.

4.2.2 Hybrid DP failure predictor

As was the case for the work presented in Section 4.2.1, the parallel hybrid predictor
scheme was applied in paper IV. The procedures and results of which will be presented
in this section.

Where the hybrid predictor in Section 4.2.1 predicted multiple future positions at
each execution, the hybrid predictor of this section predicts one step ahead (see Fig. 4.5).
This is similar to how the kinetic model predictor would function if e.g. a forward Euler
integration scheme was applied with a step length equal to that of the sampling rate of
1 Hz. Also the LSTM layer, which carries a memory of the previously seen data, was
changed in favor of an MLP structure.

The aim of the NN predictor is to output corrections in terms of the acceleration
discrepancy, ∆ ˙̂νt+1. At each index in the prediction interval the resulting position in the
NED frame is obtained through Runge-Kutta (RK) integration and a rotation due to
the predicted heading angle. Applying an MLP network effectively creates a mapping
between discrete input vectors and the predicted acceleration error predicted by the
kinetic model predictor.
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Supervised training

Figure 4.5: The components of the hybrid predictor that predicts trajectories in the power
failure case.

Input data

For this particular case, feature selection was not performed using automated ranking
or selection methods. Instead a manual selection was performed based on the specific
problem. As we opted for an iterative approach, features are required to be dynamic
throughout the prediction interval such that the predicted value may attain varying
numerical values. If the inputs at the time of prediction was applied for all future
one-step predictions the output would flat-line.

This notion drastically limits the potential features to those that are propagated
by the kinetic model and, potentially, the prediction of the network. The latter results
in an AR model, which is demonstrated by the connection between the output of the
NN block to the Sensors block of Fig. 4.5. AR models are frequently applied in time
series modelling problems, often when long-term dependencies are not dominant. An
AR structure was selected and seemed a good fit for the rapidly changing dynamics of
the acceleration signal. Additionally, the ship kinetic model velocity and acceleration
predictions were included as inputs. All signals contain three dimensions; surge, sway
and yaw, which lead to 9 input features and 3 output features.

Model structure

The design of the NN acceleration error predictor is similar to the one presented in
the Model selection paragraph of Section 4.2.1. It applies an ensemble of networks
that predicts the 3 DOF acceleration. Due to the reduced prediction interval and faster
dynamics of acceleration signals compared to positions, the inherent memory of recurrent
networks were considered less important. Thus, feedforward layers replaced the LSTM
layers in each NN. Hyperparameters such as learning rate, number of layers, number
of nodes in each layer, activation functions and regularization methods were manually
searched to obtain a model that performed satisfactorily.

Results

The R/V Gunnerus, described in Section 2.1.3 served as the experimental platform for
the validation of the prediction approach of paper IV. A power failure test was conducted
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as described in Section 4.1.2. When initiating the DP mode, some 50 minutes prior to
executing the simulated power failure, the ship operator judged the sea state to be
around 2 on the Beaufort scale.

Upon arriving at the location, outside the port of Trondheim, Norway, the vessel was
put in the DP mode. After 50 minutes of stationkeeping and low-speed maneuvering the
simulated power failure was initiated. These 50 minutes of data (3000 samples), made
up the dataset used for training. Having training data that is sampled just prior to the
failure and at the same location is beneficial. It ensures that the vessel dynamics have
not changed due to e.g. loading conditions and that the current and wave conditions
are similar.

Fig. 4.6 shows the performance of the proposed hybrid predictor against the pure
kinetic model predictor detailed in Section 2.3.1. The predicted accelerations are inte-
grated once to obtain the velocity. The red line in each of the three subplots of the
figure shows the evolution of the measured velocity throughout the first 60 seconds of
drifting freely. The blue and yellow lines are the velocities predicted by the hybrid- and
kinetic model predictors, respectively, starting at three seconds after the failure. Due to
the sensitivity of the kinetic model to perturbations in the initial heading and velocities,
a 3-second sliding window low pass filter was applied to these states prior to using them
in the kinetic model predictor.

The top plot of Fig. 4.6 indicates a large surge velocity prediction error for the kinetic
model predictor. Ocean current velocity is not measured on the R/V Gunnerus. Since
the velocity of the vessel relative to the water is an input parameter of the kinetic model,
the prediction error may come from either model discrepancies or from the unmeasured
forces induced by waves and ocean current. The hybrid surge velocity prediction displays
a significantly reduced prediction error. Sway- and yaw velocity predictions are also
improved by the hybrid predictor, although the improvement versus the kinetic model
predictor is less.
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Figure 4.6: The velocities related to the first prediction interval starting from three seconds
after the point of failure.

The first five trajectories for each predictor are plotted in Fig. 4.7. It illustrates
their performance and repeatability. It should be mentioned that a large portion of the
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trajectory error of the kinetic model predictor stems from the poor surge axis predictions.
This leads to a trajectory that is more influenced by the sway velocity predictions.
Nevertheless, the positive impact of the NNs in the hybrid predictor is clear.
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Figure 4.7: Trajectories of the ship while drifting. Each black line (dash or dash-dot) corre-
sponds to a 60 second prediction that originates at t=[3,7] for a failure at t=0. The blue ship
frames, plotted every 10 seconds, indicate the actual heading angle of the ship.

4.3 Chapter summary

Applying a purely kinetics-based predictor calls for accurate model parameters and mea-
surements of all the required input states. This requires an extensive system identifi-
cation procedure and adds cost due to instrumentation. In the cases presented in this
chapter the instrumentation deficiency comes mainly from not having measurements of
the vessel’s speed through water. It was shown that implementing a parallel hybrid pre-
dictor significantly improves trajectory predictions in this case. Pinpointing the cause
of the kinetic model predictor’s error (model parameters or lack of measurements), and
thereby what prediction error the NNs of the hybrid predictor mitigate, would require
further instrumentation of R/V Gunnerus.

Although comparisons were not made relative to a purely data-based predictor, it
is believed that these will perform well if given a sufficient amount of data. The key
word being sufficient. The data-based predictor would have to predict the complete
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state (either acceleration, velocity or position), involving more complex dynamics. This
would require a more expressive model (more parameters), which leads to the need for
more input data.
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5
Case study: NN control allocation

Two research items are included in this thesis that describe control allocation using
neural networks: papers I and V. They contribute to fulfill RO3 and the related RQ6.
Control allocation is an integral part of ship operations that require low-speed ma-
neuvering and stationkeeping. These operations involve ships that are over-actuated
(redundancy concerns and maneuvering ability), and thus the task of distributing the
force contribution of each thruster is not trivial; more than one set of commands result
in the same generalized force. The proposed NN allocation scheme offers fixed execution
speed at the cost of an offline initial NN training period.

A preliminary study on the use of NNs in control allocation was conducted in paper I.
Here, the simulation platform of Section 2.1.1 was used both to generate training data
and to test the allocator. A fixed procedure was applied to manually issue thruster
commands taking into account the known command limits and rate limits. By sampling
the force output and the corresponding thruster command, a feedforward NN could be
trained that mapped generalized force to thruster commands. The generalized force
vector, τ , is the control force vector along the surge and sway axes and moment about
the yaw axis of the ship. This approach faces challenges related to the procurement of
training data and the requirement of having thruster force measurements.

To overcome these challenges, and also directly allow for primary/secondary con-
straint considerations, a new design was proposed in paper V. Here, the data generation
step and network structure and training was modified. The rest of this chapter will
therefore be devoted to this approach.

5.1 Data

Control allocation methods based on online optimization routines, such as SQP, perform
operations on a single sample. Potentially they also require knowledge about the previous
allocated values. NNs on the other hand need to perform model adaptation, based on
some data related to the modelled process, in order to be useful. Here, this data is
synthetically generated. Based on the knowledge of the type of thrusters (rotatable or
not), their location and inherent rate- and maximum force constraints, training data
within a certain command range is generated. A description of the data generation
process is given in Section 2.4.2.

5.2 Loss functions

Loss functions describe how well an NN models a given problem. Based on the numerical
value of the loss function output, parameters of the NN are adapted. The objective is
to minimize the numerical value of the loss function. So, by constructing loss functions
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that dictate what a good prediction is, the behaviour of the NN may be shaped. This
is how the constraints, typically evaluated in objective functions for quadratic program-
ming approaches, have been transferred to NNs in paper V. Section 2.4.3 outlined the
general purpose of the applied loss functions. For a more detailed explanation of the
loss functions, please refer to paper V in the Appendix.

5.3 Results

Fig. 2.7 showed the overall structure of the autoencoder network used in paper V, and
Section 2.4.1 gave a description of the general structure. A manual search resulted in
the given structure. Layers 1-2 and 4-5 contain 64 nodes each and are LSTM layers.
Layer 3 and 6 contain 5 and 3 outputs, respectively, and are regular feedforward layers.

The experiment was conducted in the simulator described in Section 2.1.2 using
the R/V Gunnerus. Its thruster layout is given in Fig. 2.2. Two individual tests were
performed to gauge the NN allocator performance in relation to a fixed-angle allocator
described in [4]: low-speed maneuvering through a rectangular track with a constant
wind disturbance and stationkeeping with a varying wind disturbance.

Rectangular path tracking

A path tracking scenario was constructed that requires maneuvers where the ship moves
along/about more than one of its axes. The procedure detailed in paper V is re-iterated
here for readability.

A: Initiate the vessel at a heading of 0 degrees at location (0 m north, 0 m east).

B: Move 20 m straight north. Start time: 0 s.

C: Move 20 meters straight west. Start time: 250 s.

D: While at location (20 m north, 20 m east), rotate the vessel to achieve a heading
of 315 degrees. Start time: 450 s.

E: While maintaining a heading of 315 degrees, move 20 m south. Start time: 650 s.

F: Move 20 m east while also rotating to a heading of 0 degrees. Start time: 850 s.

The simulation components needed to enable the simulated test are shown in Fig. 5.1.
The Reference generator outputs smooth position and heading references as well as
smooth velocity references to the Motion Controller. It is based on the controller de-
scribed in [3], which outputs the desired generalized force, τ , to the Control Allocator.
The control allocator’s output, u, consists of the desired force for each thruster as well
as the angles of the azimuth thrusters, shown in Fig. 2.2. Angles are passed directly to
the hydrodynamic model of each thruster, but the forces go to three PI controllers that
output torque commands to separate electrical motors per thruster. From these motors
the hydrodynamic model of each thruster receives a rotational speed command [55].

A fixed-angle control allocation method was implemented to act as a performance
reference [4]. Three sets of angles for α2 and α3 was tested on the rectangular path
tracking test. Based on the power consumption and tracking error, the fixed angles
α2 = −45 and α3 = 45 were selected.

42



CHAPTER 5. CASE STUDY: NN CONTROL ALLOCATION

Figure 5.1: Simulation components related to the NN control allocation case study.

Fig. 5.2 shows the path of the vessel for each of the two allocation methods. They
are virtually identical. This means that they are both able to issue commands that
ensures a close match between the motion controller request and the generalized force
produced jointly by the thrusters.
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Figure 5.2: Path taken for both the neural allocator and the GI allocator. The latter applies
fixed azimuth angles of α2 = −45 and α3 = 45 degrees.

The commands issued by both allocators are given in Fig. 5.3. Since the azimuth
angles of the NN allocator were allowed to vary, which allows the azimuth thrusters to
operate in more efficient directions, the maximum forces are slightly lower. In addition,
the prescribed test offers ample time for the vessel to transition between the waypoints
given in Fig. 5.2. This leads to low vessel speeds and thereby low thruster force com-
mands. As a result of this the force magnitudes and force/angle rates of the thrusters
kept well within the constraints set for this test.

Some of the loss functions (L2, L3 and L5) are active only if the constraint they
penalize is breached. They are designed in this way to not impose restrictions within e.g.
the allowable force/angle rate range. Although they are not active during this test, they
contribute to shape the weights of the NN allocator during training since the training
dataset specifically introduces unattainable generalized force requests. Thus, Fig. 5.4
only displays the losses that are permanently active. It is clear that the power loss, L4,
dominates the overall loss, L. A relatively low L1 value indicates that the autoencoder
estimates the generalized force request well which suggests that the training procedure
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Figure 5.3: Force and azimuth angle commands issued by both allocators. Note that the bottom
plot only contains the azimuth angles of the neural network allocator.

has been successful.
Power consumption is an important metric for any vessel as it directly impacts

operational and environmental costs. A comparison was made in Fig. 5.5 between the
fixed-angle and NN allocator’s power consumption. The NN allocator has the option of
rotating the azimuth thrusters towards more efficient directions. As expected this leads
to a reduced power consumption.

The execution speed of the presented approach was measured to 6 ms. It is therefore
slower than the SQP method of [30] (0.385 ms, reported by [56]), and faster than the
MPC method of [56] (10 ms). The non-iterative execution of the presented allocator
means that the execution time is not dependent on the inputs.

Stationkeeping

To highlight the impact of varying power loss scaling, a stationkeeping test was run.
Three allocators were trained, where the value for k4 was assigned the values 1× 10−7,
3× 10−7 and 5× 10−7. If all other parameters of the network and its training procedure
are left unchanged, the expectation is that a larger k4 leads to a reduction in power
consumption. The simulation test was designed to excite the force request output by
the motion controller. By changing the direction of a fixed-speed uniform wind field
this was accomplished. Initially the wind was coming from the east. After a 5 second
transition period the wind was coming from northeast. Fig. 5.6a and 5.6b display a
section of the test centered around the wind change event given at t=150 s.

Fig. 5.6a show the overall loss and the power consumption of the thrusters. From
this figure the sensitivity of the overall loss to the power loss, L4, is clear. In addition,
the effect of penalizing the use of thrust is a reduction in the overall power consumption,
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as one would expect. An indirect effect of increasing the power loss scaling factor is
seen in Fig. 5.6b, which displays the commands issued to the azimuth thrusters. As L4

increases, the azimuth angles attain more effective directions. This is a result of the
primary objective of the allocator; to make the thrusters jointly produce the requested
force. A downside to this coupled effect is added difficulty in selecting appropriate loss
scaling factors, k0-k5.
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Figure 5.6: Performance of the NN control allocator during the stationkeeping test. The legend
entries indicate: 1: k4 = 1× 10−7, 3: k4 = 3× 10−7, 5: k4 = 5× 10−7. T2 and T3 indicate the
azimuth thrusters.

5.4 Chapter summary

A NN allocator enforcing constraints similar to that of existing solutions for control
allocation of over-actuated ships have been tested in this chapter. Given the offline
training scheme applied, the method is applicable for a fixed set of thrusters. That
is, if a thruster is deactivated during maneuvering, either by intention or by a fault in
the thruster, the model is invalidated. Furthermore, the case study applied a bounded
range of motion controller force requests during training. This provided sufficient control
forces for the presented case study, but higher environmental loads and maneuvering
dynamics would require an extension of the motion controller force requests experienced
during training. Effects of this are an exponential increase in training data samples,
which requires extra time spent training the model, as well as a reconfiguration of the
complexity of the model.
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6
Conclusion and further work

This thesis revolves around motion prediction and control allocation for ships. The
majority of the research work was allocated to explore ship motion prediction approaches
and identify operations that could benefit from this. In doing so, pure ML models, a
parallel hybrid model and purely kinetics-based predictors were explored seeking to
obtain RO1 and RO2. Current ship motion prediction methods mainly adopt either the
data-based approach or the kinetic/model-based approach. The research put forward
in this thesis seeks to bridge this gap and leverage the complementary features of the
two prediction approaches. Case studies described in Chapter 4 confirm the increased
prediction accuracy observed for the hybrid prediction models relative to the kinetics-
based models. Hybrid modelling approaches from other domains were used as inspiration
for the presented hybrid parallel approach.

Using ML to represent the mapping between motion controller requests and individ-
ual thruster commands was also explored to obtain RO3. The intuition here was that a
trained network would be beneficial in terms of offering a non-iterative allocator. A key
trait of such an allocator, relative to current state-of-the art methods, is a fixed-time
execution. Functionality similar to the existing approaches was ensured through loss
functions imposed during the training of the ML model.

6.1 Summary of contributions

• Present operations where short-term, accurate trajectory predictions may aid ship
operators. Three operations were identified: Dead reckoning during a GNSS signal
loss while performing stationkeeping, trajectory prediction during docking maneu-
vers and trajectory prediction while experiencing a power loss during stationkeep-
ing.

• Propose a data-driven modelling scheme for DR.

• Propose two variants of hybrid predictors that can merge knowledge from a pre-
determined, physics-based ship motion model and data sampled from the ship.
Prediction horizons of 30 and 60 seconds were considered for the docking and
power failure scenarios, respectively.

• Outline a non-iterative approach for ship control allocation using NNs. Simulation
scenarios, where the proposed allocator was packaged in an FMU, were constructed
to test the performance.
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6.2 Summary of publications

Paper I presents an initial approach to control allocation using a feedforward NN. Based
on thruster command data generated in a simulator, two allocator instances were cre-
ated. The possibility of rotating thrusters and power minimization was not considered.
However, magnitude and rate constraints were, and the allocator displaying adherence
to these constraints applied a nonlinear AR structure.

Paper II presents a data-driven approach to DR for a ship. A recurrent network
model was compared against a feedforward network and a KF. The latter embedded a
linearized maneuvering model of the simulated ship. Evaluating the position estimation
capability on a one minute period of GNSS signal loss showed that the recurrent model
provided the best performance.

Paper III contains the initial work related to combining models from the physics-
based and the data-based modelling domains. The parallel approach is investigated in
which the trajectory predictions of the kinetic model of the RV Gunnerus is corrected
by a recurrent network predictor. Here, data from the RV Gunnerus, sampled during a
one-year period, was applied to train the hybrid predictor and test the overall predictive
performance across several docking locations on the west coast of Norway.

Paper IV builds on the approach presented in paper III. However, applying a power
failure scenario motivated the use of a one-step iterative prediction scheme. While the
predictor of paper III outputs the trajectory of the vessel on the entire prediction interval
at once, this predictor outputs a one-second prediction and is re-iterated to provide the
complete trajectory prediction. In doing so, the NN part of the predictor acts as a
mapping between the predictions of the kinetic model and the actual trajectory.

Paper V is a continuation of the work presented in paper I. It relaxes the require-
ment of having data sampled from a (simulated) ship. Based on the specific thruster
configuration, and a defined per-thruster operational range, synthetic motion controller
requests are created to perform training in an Autoencoder-like network. User-defined
constraints are also included to provide functionality similar to that of established ship
control allocation methods. The allocator was tested in a simulator to gauge its ability
for low-speed trajectory tracking and stationkeeping.

6.3 Future work

This thesis has focused on ship motion prediction and control allocation. A recurring
theme has been the use of NNs to partly or fully model the functional relationships
presented in each of the five research items. The below bullet points provide suggestions
for how the presented research may be extended.

• Designing an interface that conveys predictions to a ship operator, shown as ”Deci-
sion support” in Fig. 1.1, was not performed during this Ph.D. project. This would
be an important step to gauge the effectiveness and usability of such an approach.
It could also foster continual (online) training of the deployed models.

• Automatic decision-making, enabling autonomous navigation of ships, will become
increasingly important in the years and decades to come. Autonomous ship naviga-
tion transfers a significant part of the responsibility of ensuring safe navigation from
the on-site ship operator to the autonomous navigation system. Motion prediction
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methods, which support automatic decision-making, should therefore convey their
confidence in the predicted trajectory being correct. This is a challenge consider-
ing the operational environment of ships and the multitude of factors that dictate
their future motion. Developing uncertainty-aware motion prediction methods is
therefore seen as a key step towards autonomous ship navigation.

• In general, the performance of data-driven models are dependent on the selection of
inputs, the quality and amount of data available for model training and selection of
hyperparameters. Performing these operations on a wider search space requires sig-
nificant computational resources, but would likely return higher performing model
configurations (model parameters and input feature subsets).

• The NN control allocator presented in this thesis enforces constraints according
to Section 2.4.3. However, they are not enforced in a hard way. This means
that the thruster force and rotational constraints may be violated. Causes leading
to such violations may be improper training or motion controller requests that
are not within the numerical range experienced during training. Partly, these
considerations have been explored and addressed in a Master thesis project within
the Department of Ocean Operations and Civil Engineering at NTNU Aalesund.
It would also be beneficial to investigate the behaviour of the allocator during
failures in thrusters. For such cases an allocator discarding the failed thruster may
be trained and a transition between the original allocator and the reduced-output
allocator may be performed.
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Abstract

Dynamic Positioning (DP) of ships is a control mode that seeks to maintain a specific position
(stationkeeping) or perform low-speed maneuvers. In this paper, a static Neural Network (NN)
is proposed for control allocation of an over-actuated ship. The thruster force and commands are
measured during a trial run of the simulated vessel to gather data for training of the NN. Then
the network is trained and used to transform the virtual force commands from a motion controller
into individual thruster commands. A standard Proportional Integral Derivative (PID) controller,
using wave-filtered position and heading measurements, is implemented as motion controller for
each Degree Of Freedom (DOF) of the ship. For a DP application the controllable DOFs are the
translational motion in surge and sway directions, as well as the rotation about its up/down axis.
Simulation tests were performed to verify the feasibility of this approach.

Keywords— PID controllers, Neural-network models, Dynamic positioning, Control allocation

1 Introduction

Ships that are involved in safety-critical operations related to drilling, cargo-transfer, subsea crane op-
erations and pipe-laying typically have an extended actuator setup to allow for redundancy in case of
system errors. During such operations the vessel is required to control its position and heading. This
operational mode is known as Dynamic Positioning (DP), which performs stationkeeping or low-speed
maneuvering. In terms of the degrees of freedom (DOF) of the vessel, DP normally controls the surge
(longitudinal), sway (lateral) and yaw (rotation about the up/down axis) simultaneously. Conventional
ships use either tunnel thrusters, azimuth thrusters or main thrusters for thrust generation

In order to perform DP operations a modular approach to motion control is often applied (Johansen
and Fossen (2013)). A top-level motion controller converts the error between the desired state and the
actual state of the ship, into a generalized force vector in surge/sway direction and moment about the yaw
axis. Then a control allocation module distributes that force vector into individual thruster commands
to fulfill the requirements of the motion controller.

Historically, optimization-based control allocation techniques have dominated. This allows for flex-
ibility in terms of optimization goal (and sub-goals), motivating advances in minimum power schemes
and minimization of actuator wear. Lindegaard and Fossen (2003) exploited the operation of a rudder
for lateral thrust to derive an energy-efficient thrust allocation algorithm for low speed operations. An
explicit two-step solution was suggested to calculate a feasible thrust vector, u. The approach was limited
to one rudder at a time. Their algorithm was extended by Johansen et al. (2008) to allow any number
of rudders. Magnitude and rate constraints were also accounted for. Perez and Donaire (2009) handled
both magnitude constraints and rate constraints in the top-level motion controller by an anti-windup
controller. By constraining the virtual control vector from the motion controller, they could perform
unconstrained control allocation which was posed as an optimization problem. The solution to this
unconstrained control allocation may be found in (Fossen (2011)).

∗Corresponding author



Sørdalen (1997) used filtering techniques to tackle the problem of azimuth angle rate constraints for
rotatable thrusters. Without this constraint consideration, a singular thruster configuration may occur
when rotatable thrusters are used actively. The result is failing to meet the control commands of the
control law.

An adaptive genetic algorithm was used to solve the thrust allocation problem in (Zhao et al. (2010)).
A fitness function was constructed based on an objective function with constraints. They considered
thrust allocation for a semi-submersible rig using rotatable thrusters. Constraints considered were
thruster force limits, its change rate, angular rate of thrusters and respective forbidden azimuth an-
gles. Bui and Kim (2011) presented a control allocation scheme that involved the use of external thrust
providers in the form of autonomous tugboats for ship berthing application. A constrained optimization
problem was used, which they solved using a redistributed pseudo-inverse algorithm.

Chen and Jiang (2012) transformed the constrained allocation task into a convex quadratic program-
ming problem for constrained control allocation. To solve this they applied a recurrent neural network.
A neural network control algorithm was applied in (Zhang et al. (2017)) to overcome actuator gain un-
certainties and to compensate for unmodelled environmental disturbances. The algorithm was tested in
a simulator using six thrusters, where one of them was rotatable. Realistic environmental disturbances
were applied in the simulation test.

Except for the approach described by Zhang et al. (2017), the methods described above require
knowledge about the command-to-force relationship of each thruster.

Within the aerospace industry, control allocation has also received significant attention. An overview
of methods used within this domain is given in Oppenheimer et al. (2006), while an evaluation of methods
is given in Bodson (2002).

In this article we propose to use a neural network to obtain the mapping between the virtual general-
ized force, commanded by the motion controller, and the individual thruster commands. It will consider
thruster rate constraints as well as limiting the maximum and minimum commands of the thrusters
(magnitude constraint) for non-rotatable thrusters. Manual operation of the thrusters is used to gener-
ate the training data. Sequentially, each thruster was put through its entire operational range by first
ordering a maximum command. Then, when maximum was reached, a minimum command was issued.
In addition to reaching maximum/minimum thruster command values, this commands the maximum
change rate as well. In this paper, no explicit support for relative weighting between thrusters exist. To
achieve this, the designer would have to supply the network with a training set that reflected the desired
weighting. This could be a restricted operational range for the main thrusters, resulting in lower force
output by those thrusters. Two assumptions were made:

• The forces and moments imparted by each thruster on the vessel are measurable.

• The command-to-force relation gathered in the test set for calm seas is representative for command-
to-force relations in all other sea states.

To validate the scheme, and for collecting training data for the NN allocation mapping, a simulated
vessel will be used.

2 Control scheme

As noted by Johansen and Fossen (2013) there typically exists a hierarchy in the control system for
over-actuated mechanical systems. This hierarchy allows for a modular design where each module is self-
contained. Figure 1 gives an overview of the complete system used in this paper. τc is the commanded
virtual force and moment given in the vessel frame of reference. u is the vector of individual control
commands. τ is the individual horizontal plane forces imparted on the virtual ship by the thrusters.
τenv are the forces acting on the vessel through environmental disturbances. Included in the PID Motion
controller module (section 2.2) is a wave filter, which will be described in section 2.1. The NN control
allocation module of figure 1 contains both an initial training algorithm and a forward calculation of the
control vector u. The latter operation is executed at each step of the complete system. An update rate
of 20 Hz was used. The output of the control allocation module will be input directly to each thruster.

2.1 Wave filter

Prior to sending the relevant measurements to a control system it is customary to filter the signals to
avoid compensating for high-frequency wave-induced motion (Fossen and Perez (2009)). This process is



Figure 1: Overview of the proposed scheme for DP using NN allocation.

therefore often referred to as wave-filtering and is a necessary step to reduce wear and tear on actuators.
Several tools can be used for this purpose including low-pass filters, Kalman filters and observers (Fossen
(2011)). Low-pass filters are utilized in this stage. Although it has limited effect due to the phase lag
incurred, they do not require prior knowledge of either vessel dynamics or the impact of environmental
forces on the vessel.

2.2 PID motion controller

A standard PID controller was used to obtain the virtual forces necessary to converge to a given desired
state. The need for integral action is evident when considering the drift force exerted on the vessel by
wind, low frequency wave drift forces and ocean currents. Position measurements were given in the local
North East Down (NED) frame. This made it necessary to rotate the position in the horizontal plane
in order to provide error metrics aligned with the coordinate frame of the vessel. For DP operation, we
define the state vector in the NED reference frame as [N,E,ψ]T and [X,Y, ψ]T for the state vector in
the vessel reference frame. ψd is the desired heading angle of the vessel. Figure 2 shows the X and Y
axis of the vessel-bound state vector.

Equation 1 yields the error signal which will act as input to the PID motion controller.


Xerr

Yerr
ψerr
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Ed
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 (1)

Obtaining the virtual control vector is achieved by applying a PID controller for each DOF represented
in the vessel fixed state vector.

τc =



FX
FY
Mψ


 =



PID(Xerr)
PID(Yerr)
PID(ψerr)


 (2)

where PID(e) = Kp ∗ (e+ 1/Ti ∗
∫ t
0
e+ Td ∗ ė) and Kp, Ti and Td are parameters of the PID regulator

subject to tuning for desired response. FX is the surge force, FY is the sway force and Mψ is the yaw
moment required by the motion controller.

2.3 Neural network control allocation

A NN was used to provide the transformation between desired generalized forces (input) and the indi-
vidual thruster commands (output). More specifically the learning methodology adopted was that of the
Extreme Learning Machine (ELM) introduced by Guang-Bin Huang et al. (2004). Two main approaches
exist with regards to adapting structure and weight parameters of the network. The most basic one
involves a single, initial, calculation of weights, either using a fixed structure or adapting the structure
by means of pruning/constructive methods. Alternatively, one may update both structure and weights
iteratively, termed online learning, to adapt the network to time-varying properties of the process which
produces the data. In this paper we adopt the first approach, fixing the structure and the weights of
the network initially. Furthermore, the ELM is capable of approximating any continuous target function
given proper architecture and sufficient training data. This, along with the efficiency of the algorithm,
motivated the choice of using a shallow network structure as opposed to a deep neural network. The
learning process of the ELM is outlined below using the same notation as Huang et al. (2011).

H =



G(a1, b1,x1) . . . G(aL, bL,x1)

... . . .
...

G(a1, b1,xN ) . . . G(aL, bL,xN )


 (3)



H is a N-by-L matrix, where N represents the number of input vectors available and L is the number
of hidden layer neurons. Each node in the middle/hidden layer applies the activation function G(a, b,x),
where a is a vector of incoming weights, b is a random bias value and x is the input vector. A sigmoid
activation function was applied for each hidden layer neuron. The only remaining unknown is the output
layer weight matrix β. This is determined using the Moore-Penrose generalized inverse as shown in
equation 4. The learning scheme falls under the category of supervised learning and T therefore signifies
the known true output of the system given an input vector.

β = H†T (4)

The condensed stepwise algorithm is given below for readability.

1. Assign random numbers to the input-to-hidden layer weights

2. Calculate the hidden layer output matrix according to equation 3

3. Determine the output layer weight parameters according to equation 4

We define two variations of the control allocation unit for comparison of performance. They differ
only in terms of the structure of the NN allocator:

• Allocator 1: Only the generalized forces were applied as input to the network.

• Allocator 2: The input thrust command is augmented using the applied commands from the
previous time step.

2.3.1 Allocator 1

As mentioned, the implementation of Allocator 1 used only the generalized force/moment vector issued
from the motion controller as input. This is the common interface signal used by the methods referenced
in the introduction. The output was the five individual command signals. To determine the proper hidden
layer neuron number several different neuron numbers were tested. The neuron number corresponding
to the lowest Root Mean Square Error (RMSE), based on validation by randomly selected input/target
pairs of the entire training set, was selected. This approach yielded a NN structure of 3 input neurons,
20 hidden layer neurons and 6 output neurons. This mapping remained fixed for the duration of the test
case given in section 3.2.

2.3.2 Allocator 2

As a means to add additional information about the rate changes experienced in the training set the
input to the allocation unit was augmented. The new input consisted of the same generalized forces as
in Allocator 1, in addition to the commands issued to each thruster at the previous time step. Otherwise
the two allocation implementations (1 and 2) were identical. For both allocators a training set of 7800
samples was used.

3 Simulation results

Simulations were carried out in a commercial marine vessel simulator developed by the Norwegian com-
pany Offshore Simulator Centre (OSC) AS. Test case parameters are given in section 3.1.

3.1 Test case description

The vessel, shown in figure 2, was ordered to remain fixed at a position of (0,0) m in the NED reference
frame and a heading angle of 0 degrees. To achieve this the vessel utilized 6 thrusters. The two stern-
mounted main thrusters, which were operated in tandem, required a command of blade pitch angle
(thrusters marked 5 and 6 in figure 2). Two sets of individually operated tunnel thrusters were located
at the bow and stern of the vessel (thrusters marked 1-4 in figure 2). Both set of thrusters were operated
using RPM commands. All thrusters were considered non-rotatable, producing positive thrust in the
direction of the arrow accompanying each thruster in figure 2. Considering that the vessel is controlled
in three DOFs and the number of individually operated thrusters are 5, the vessel is over-actuated.
External disturbances were applied at a fixed direction, from north to south. Initially a uniform wind



Figure 2: The vessel and its thruster layout. Note that the two leftmost thrusters (main thrusters)
supply thrust in the positive/negative x-direction only.

velocity of 4 m/s affects the vessel. At the start of figure 3, a step change in wind is applied with a final
value of 8 m/s. Waves generated using the JONSWAP spectrum, were applied. Both first and second
order wave forces affected the vessel in the same direction as the wind and with a significant wave height
of 2 meters.

In order to initialize the control allocation mapping described in section 2.3, a test set of previously
recorded simulation data was used. Commanded thruster setpoint, actual thrust in Newton and the
torque in Newton meter imparted by each thruster on the vessel, were recorded for the purpose of
training the neural network. Each thruster was operated to its maximum and minimum command value,
thus exposing its complete operational range. The model of the virtual vessel is derived from a real
vessel and thus its thrusters have specific constraints with regards to command magnitude and change
rate. Table 1 shows the thruster constraints.

Table 1: Specification of thruster operational constraints.
Thruster Max Min Rate change

1,2 204.00 RPM -204.00 RPM 20.40 RPM/s
3,4 276.00 RPM -276.00 RPM 27.60 RPM/s
5,6 28.70 deg -21.50 deg 1.44 deg/s

Although the motion controller is not the main focus of this paper, a reasonable performance is still
required to provide sensible input data to the allocation unit. For this purpose a standard PID controller
was applied to each of the DOFs of the vessel. To reduce the adverse effects of high frequency wave-
induced motion a low-pass filter was applied to the input signals in the motion controller shown in figure
1. This was done prior to calculating the generalized forces.

3.2 Allocator 1

Figure 3 shows the performance of the complete system, which is to remain at a fixed location and
heading. The red lines of figure 3 describe the performance of the system using allocator 1. The rapid
change rate of this allocator allows it to compensate for the step change quickly and therefore minimize
the deviation from the desired desired position. However, the red line of the middle plot of figure 3
reveals slow convergence in the East direction. The high-frequency overloaded signal seen in all plots in
figure 3 is caused by the vessel interacting with waves.

Figure 4 shows the output from the allocation unit for allocator 1. It is evident that the commands
generated by the allocation unit is very sensitive to variation in the generalized force command. This
might suggest that further wave-filtering and controller tuning might be required for this implementation
to be useful. The excessive changes in thruster commands are also visible in figure 5, showing the change
in command between time steps and also the maximum change allowed for each thruster. The sampling
frequency of the system was set to 20 Hz, yielding the rate limit in figures 5 and 7 based on table 1

3.3 Allocator 2

Allocator 2 is less aggressive relative to allocator 1, although the same parameters for the PID regulators
have been used. The derived thruster commands change more slowly, yielding increased settling times.
Similar to allocator 1, the East direction (middle plot of figure 3) response shows the slowest convergence.



0 200 400 600 800 1000 1200

Time [s]

-4
-2
0
2
4

N
o

rt
h

 [
m

]

alloc 2

alloc 1

0 200 400 600 800 1000 1200

Time [s]

-1

0

1

2

E
a

s
t 

[m
]

alloc 2

alloc 1

0 200 400 600 800 1000 1200

Time [s]

-4
-2
0
2
4
6
8

H
e

a
d

in
g

 [
d

e
g

]

alloc 2

alloc 1

Figure 3: The position and heading of the vessel recorded during the test case run for both allocator 1
and 2.
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Figure 4: The commands input to each of the thrusters for the test case using allocator 1. Top: RPM
commands issued to the bow tunnel thrusters. Middle: RPM commands to the stern tunnel thrusters.
Bottom: Blade pitch angle commands issued to the two aft main thrusters.
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Figure 5: Shows the change rate of the commands issued to each thruster.
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Figure 6: The commands input to each of the thrusters for the test case using allocator 2. Top: RPM
commands issued to the bow tunnel thrusters. Middle: RPM commands to the stern tunnel thrusters.
Bottom: Blade pitch angle commands issued to the two aft main thrusters.
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Figure 7: Shows the change rate of the commands issued to each thruster.

The commands issued by this allocator implementation result in a significant reduction in command rate
of change.

Figure 7 shows the reduction in rate change due to the augmented input vector of Allocator 2. Rate
constraints for all thrusters were satisfied using this implementation.

3.4 Magnitude constraint

More severe external disturbances were necessary to approach the maximum thrust limits for the
thrusters. The wind and wave direction was set to act from west to east while the vessel attempted
to maintain zero heading and position. Significant wave height was increased to 3 meters and the wind
velocity was set to increase from 4 m/s to 20 m/s. This wind velocity increase took place at t = 2500
seconds. The result of increasing the lateral force imparted on the vessel is given in figure 8.

Figure 9 gives the corresponding thruster setpoint commands issued from the allocation unit. For
this specific test Allocator 2 was used. The figure shows that the commands for thrusters 1-4 saturates,
rendering the vessel under-powered in the lateral direction. Insufficient thrust force causes the vessel to
drift off in the east direction (see the middle plot of figure 8) as well as failing to converge to a zero
heading angle.
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Figure 8: Recorded position and heading during the magnitude constraint test.
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Figure 9: Displays the thruster setpoint commands for all thrusters. Top and middle plot shows satura-
tion due to the environmental disturbances impacting the port side of the vessel.



4 Discussion

With an augmented input vector, the control allocation NN has been shown to provide constraint han-
dling for rate change and magnitude of thrusters on a simulated vessel. Allocator 2 displays the most
realistic implementation, adhering to the rate constraints present in the dataset used for training. It is
therefore necessary to provide a training set that reflects the constraints of the vessel, meaning that to
achieve the maximum rate change the thrusters on the vessel must be operated at its maximum rate
when logging the training data. The use of thrust force measurements limits the applicability of this
approach to simulators.

The test constructed to verify the ability of the NN allocator to deal with thruster magnitude con-
straints may not represent conditions that will be faced by a real vessel. However, it pushes the NN
allocation to its thresholds, showing that it is able to constrain the commands based on the dataset used
for training the NN.

Although not verified in this paper, thruster failure scenarios may be handled by a re-training step
of the NN allocation mapping. For the training set and NN architecture used in this paper, the entire
re-training procedure is performed in 1.3 seconds. More sophisticated functionality such as power min-
imization, support for thrusters rotatable in the range [−180, 180 > degrees and support for forbidden
zones of rotatable thrusters were not considered. They will be the aim for future improvements of the
suggested approach.

5 Conclusion

In this paper we introduce a neural network thruster allocation scheme that only relies on thruster
force and command measurements. Though systems onboard real vessels do not accomodate thrust force
measurements, we seek here to promote an approach to control allocation that does not rely on knowledge
about the specific thruster parameters. The augmented version of the neural network allocator is able
to learn the relationship between the generalized thrust and thruster commands as well as handling
maximum/minimum and rate constraints.
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An Efficient Recurrent Neural Network for Dead
Reckoning of Dynamically Positioned Ships
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Abstract—When a ship experiences a loss of position reference
systems, the ship’s navigation system typically enters a mode
known as dead reckoning to maintain an estimate of the position
of the ship. Commercial systems perform this task using a
state estimator that includes mathematical model knowledge.
Such a model is non-trivial to derive and needs tuning if the
dynamic properties of the vessel change. To this end we propose
to use machine learning to estimate the horizontal velocity of
the vessel without the help of position, velocity or acceleration
sensors. A simulation study was conducted to show the ability to
maintain position estimates during a Global Navigation Satellite
System outage. Comparable performance is seen relative to the
established Kalman Filter model-based approach.

Index Terms—Dead reckoning, ship motion prediction,
Kalman filter, feedforward/recurrent neural network, input se-
lection.

I. INTRODUCTION

SYSTEM failures that occur during the performance of
operations at sea that impose strict constraints on the

ability of a ship to maintain position may have severe conse-
quences. In order to mitigate the risk of failures, ships used in
such operations have redundant systems. As marine operations
grow increasingly autonomous and remotely operated [1], the
importance of redundant systems to aid in controlling the
vessel in case of failures increases. Failures that occur when
a vessel is operating autonomously must be handled in a
timely fashion through the issuance of a warning to a remote
operator. In cases of a loss of absolute position measurements,
a ship normally enters a mode known as dead reckoning
(DR) to provide estimates of the vessel position without the
use of external signals. Various strategies exist to provide
such estimates, but the general approach is to propagate the
velocity and course of the vessel from a known position [2].

With regards to the position reference used by, for ex-
ample, stationkeeping motion controllers, various sensory
platforms measuring the absolute or relative position may
be applied, such as differential Global Navigation Satellite
System (dGNSS) or radar or hydroacoustic systems [3]. While
hydroacoustic-inertial navigation systems offer positioning so-
lutions of similar quality to GNSS-inertial navigation systems,
they rely on deployed seabed transponders [4]. Depending on
the type of operation, this might not be a feasible strategy. The
most generic and available system is therefore the dGNSS.

As positioning systems normally use signals from satellites
to calculate position, there is a potential to experience both a
communication dropout between the remote operator and the
autonomous vessel, as well as a loss of the GNSS position

reference signals. In such a case, the accuracy and long-term
performance of the DR system becomes important in order to
maintain an accurate estimate of the current position of the
vessel.

In commercial navigation systems the Kalman Filter (KF)
is often used to filter the wave-induced motion and provide
estimates of the vessel velocity [5], [6]. At a minimum,
position and heading measurements are input to the estimator.
These measurements are combined with the linearized vessel
model to provide the state estimates. Wave-filtering ensures
that the oscillatory wave-induced motion does not enter the
controller of the vessel causing increased fuel consumption
and actuator wear [7]. The widespread use of KFs for state
estimation and wave filtering makes it a natural choice as a
tool for providing DR position estimates as well.

Nonlinear observers that do not require knowledge of the
vessel model have also been proposed for marine vessels op-
erating in stationkeeping mode, often referred to as Dynamic
Positioning (DP). Bryne, Fossen and Johansen performed
wave filtering based on the Inertial Navigation System (INS)
output [8], while Rogne et al. used Inertial Measurement
Unit (IMU) data for DR [9]. The difference being that the
IMU provides the raw angular velocity and specific force
measurements, while the INS integrates these measurements
into a navigation solution in terms of a position, velocity and
attitude.

In the event of a dGNSS position reference failure, the state
estimator, assuming the KF is used, can make estimates based
only on the vessel model [5]. The position reference failure
may be caused by external factors such as loss of a direct
line of sight between satellite and receiver, intentional signal
modification by a third party, or severe signal degradation
due to noise incurred along the signal path [10]. Vessel
model inaccuracies cause the position estimate to diverge
from the real vessel position over time. If nonlinear observers
and IMU data for DR are used, the integration of velocity
and acceleration measurements that contain errors cause the
estimated position to diverge from the true position. Typical
error sources of IMU sensors are bias, misalignment relative
to the vessel frame axes and temperature variation [11].

In this paper we design a data-based method for DR
that involves modelling the horizontal velocity of the vessel
in terms of inputs like thruster command/feedback values,
thruster power consumption, measurable environmental states,
and heading. A Long Short-Term Memory (LSTM) neural
network was used for this purpose due to its ability to handle
large time delays between input data and the resulting effect
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on the output data.
As the heading of the vessel may be measured by an

internal sensor system such as the compass, availability of the
heading measurement is independent of the GNSS system.
Thus the change in position may be calculated from the
heading angle, the predicted body-fixed velocity at the next
time step, and the sampling time. Adding this to the position
derived at the previous time step results in the estimated DR
position at the next time step. Figure 1 shows a schematic
view of the general units required. Under normal operation
the ”Velocity” unit provides target values for the supervised
training. The target values have corresponding input vectors
lagged by one sample step and consist of variables related
to the actuators of the vessel, wind conditions and the vessel
heading. The ”Initial learning” block performs offline training
based on the sampled targets and inputs. If a GNSS failure
occurs, no targets are available, which precludes any further
supervised training. At this point the input vector is used
to form one-step predictions of the longitudinal (surge) and
lateral (sway) velocity of the vessel. The proposed method

Fig. 1. The proposed approach for performing DR using machine learning
methods.

Fig. 2. The approach for performing DR using the KF.

has the advantage of not being dependent on a mathematical
model of the vessel. Thus it offers a more generic way of rep-
resenting the velocity/position of a vessel due to force input
by thrusters and other relevant and obtainable measurements.
In addition, automatic parameter adaptation can be performed
purely based on sampled data. This may be relevant if, for

example, the load distribution on the hull changes during
operation. On the other hand, state estimators, such as the
KF and nonlinear observers, allow for proof of stability, as
well as a more transparent input/output relationship. Figure
2 shows how the KF approach to DR may be performed.
For both figure 1 and figure 2 the vertical red line marks
the line between measured position signals and predicted
position signals. A comparison in terms of position estimation
performance was made between the two methods to gauge the
feasibility of the LSTM model for DR.

The remainder of this paper is organized as follows. Section
II reviews related literature. Section III introduces the model
used for predicting the vessel motion, how it is configured in
terms of input, architecture and hyperparameters and also the
signals generated by the vessel simulator. Results from two
case studies, along with a description of the simulated vessel
and the environmental disturbances imparted on it, are given
in Section IV. Section V provides a discussion on the results
from Section IV and Section VI offers a conclusion on the
performance and validity of the proposed method.

II. RELATED WORK

The DR mode is a position reference fallback system for
marine surface vessels. Vessels operating beneath the ocean
surface may apply DR positioning techniques as the primary
system of determining position [12]. German et al. compared
two methods of determining position for an Autonomous
Underwater Vehicle [13]. Internal sensors included a three-
axis magnetic compass, a Doppler Velocity Log and a depth
sensor. The first method relied on an Extended Kalman Filter
fusing Global Positioning System (GPS) data, transferred
acoustically from an autonomous tender vessel, with the
onboard sampled data. The second used only the internal
sensors, which produced dead-reckoned position solutions.

For DR of ocean surface vessels, Diamant and Jin used a
three-axis accelerometer to provide the dead-reckoned head-
ing and position of a vessel [14]. They used machine learning
to classify accelerometer data into bins of similar pitch
angle and then project it onto the local north-east horizontal
plane. The projected accelerations were integrated to yield the
estimated position and heading. The motivation for using only
a three-axis accelerometer as sensor input for DR was to avoid
using measurements from a gyrocompass. According to the
authors this sensor may be unavailable or contain too much
noise to be of use in estimating the attitude of the vessel.

Rogne et al. investigated the DR capabilities of an INS
aided by dGNSS signals [9]. They applied two different low-
cost IMUs, providing accelerometer, compass, and angular
velocity measurements. Two different nonlinear observers
were compared, using no information about the vessel model,
on a test set sampled on a vessel performing a DP operation
in the North Sea. They found that the top performer had a
position error, after 10 minutes of dGNSS outage, of about
100 m.

DR has been used in other domains as well, such as the
automobile and aerospace. When comparing seagoing vessels
with airplanes, it is clear that there is a large difference in
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dynamic properties and how severe the impact of wind is
on the frame of the respective objects. This is especially
true for Unmanned Aerial Vehicles (UAVs) due to their
small size. Mokhtarzadeh and Gebre-Egziabher performed
a study on cooperative navigation for UAVs [15]. Several
UAVs, connected in a network, shared navigational informa-
tion during a 5 minute GPS outage to reduce the position
error drift rate of a DR based navigation filter. The authors
opted to use an integration of airspeed measurements, instead
of the more traditional INS sensors in order to avoid the
double integration necessary to determine position from the
acceleration estimated by the INS. An additional advantage
to this approach is the separation of the DR operation from
the Attitude and Heading Reference System. Instead of using
an airspeed sensor Fusini, Johansen, and Fossen used a
downward-looking camera and a machine vision system to
provide the velocity of the UAV [16]. The acquired velocity
was input to both a nonlinear observer and an exogenous
KF for performing DR, in which a bounded error rate was
achieved during experimental real-system testing.

Land vehicles usually follow predefined tracks, often in
areas that are not conducive for robust GNSS signal re-
ception. To produce continuous in-car navigation services,
DR/INS systems, digital maps and mathematical models of
the vehicle typically complement the GNSS measurements.
Skog and Händel provide an overview of such systems, and
the methods used for fusing both external sensor data (e.g.
GNSS) and internal sensor data (e.g. odometer, gyroscopes,
and accelerometers) [17].

Abbott and Powell provided a study of the error contribu-
tion of various sensors for an in-car navigation system [18].
They applied sensitivity analysis to gauge the performance of
a KF sensor fusion algorithm against a reference system. Their
findings suggested that the use of differential GPS (dGPS)
offered improved calibration of the internal sensors, resulting
in significant reduction of error drift during a satellite sys-
tem outage. Thereby, relatively inexpensive internal sensors
combined with dGPS could provide sufficiently accurate DR
systems. Extending the flexibility of the KF for combining
data from several sensors at various sampling rates, Barrios,
Motai, and Huston introduced a dynamic state noise covari-
ance matrix [19]. The purpose of this dynamic matrix is to
reflect the state uncertainty more accurately when sensors
drop out for any length of time.

Like Rogne et al. [9], Ahmed and Tahir [20] recognize
that high-performance IMU units contribute significantly to
the overall system cost. That motivated the use of a low-cost
Micro Electro-Mechanical System IMU unit, containing a tri-
axial gyroscope and accelerometer, to accurately determine
the attitude of a car. They estimated the vehicle acceleration
by using the kinematic vehicle model and the known norm
of the gravity. In addition to providing accurate attitude
estimates, the ability to separate the gravity-induced acceler-
ation components from the overall acceleration measurement
proved beneficial to DR performance.

III. METHODOLOGY

In this section we introduce the measured signals, delays
present in the actuators of the simulated vessel and the LSTM
network model. Methods of limiting the input data dimension
and selection of LSTM hyperparameters are also considered.

A. Measurement noise

Noise was added to the following measured states.

• Position: The position measurements given in the North
East Down (NED) frame.

• Heading: Rotation about the z-axis of the vessel.
• Velocity: The linear velocity given in the NED frame.

The position and heading measurements, as seen by the
consumers of the sensor data, are, then, a sum of the true value
sampled from the simulator, white noise, a bias, and a Gauss-
Markov (GM) process. Equation 1 shows the discretized GM
process:

x[k + 1] = exp

(
−∆t

Tc

)
x[k] + σw[k] (1)

where k is the discrete time variable, ∆t is the sampling
interval, Tc is the correlation time, and w is the Gaussian
white noise with a standard deviation of σ. Equations 2 and
3 show the addition of noise terms to form the expression for
the position and heading with noise [21]:

p[k] = ptrue[k] + xp[k] + σpw1[k] + µp (2)

p is a two-dimensional column vector containing the north
and east position with additive noise, ptrue is the noiseless
north/east position, xp holds the corresponding GM processes
for the two components, σp is a diagonal matrix containing
standard deviations of added white noise (w1) and µp holds
the position bias.

ψ[k] = ψtrue[k] + xψ[k] + σψw2[k] + µψ (3)

Noise added to the heading signal is described in Equation 3,
where ψ is the heading angle containing noise, ψtrue is the
noiseless heading angle, xψ is the GM process related to the
heading angle, σψ is the standard deviation of the Gaussian
white noise w2 and µψ is the heading angle bias. Table I
shows the parameters used in simulating the position and
heading states with noise. The angular/linear velocity received
only a constant bias and white noise [22].

TABLE I
PARAMETERS USED FOR THE ADDITIVE NOISE ELEMENTS OF THE

POSITION AND HEADING MEASUREMENTS.

GM White noise Bias
σ Tc σ µ

Position 0.1 m 240 s 0.2 m [-0.2,0.2] m
Heading 0.1 ◦ 60 s 0.1 ◦ [-0.1,0.1] ◦
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B. Time delay

Delays in time between a change in thruster command
(input) and the given response in velocity (output) are present
in the sampled time series. They are caused by both the
linear/rotational inertia of the vessel and the rotational inertia
of the various thruster systems. Figure 3 shows the surge
velocity response due to a step increase of 5 degrees in the
commanded pitch angle of the two main thrusters. At a pitch
angle of 5 degrees the thrusters output about 5 % of the
maximum thrust force. We see that the rate of change of the
thruster itself is limited to 1.4 degrees per second, such that
it takes approximately 3.5 s to reach 5 degrees. Furthermore,
the time spent to reach a surge velocity of 63 % of the steady
state value of 0.37 m s−1 is 50 s.

During normal DP operation there will be no step func-
tion inputs as the controller reaches a relatively fixed com-
mand vector to compensate for the external disturbances.
However, perturbations in thruster commands occur due to
imperfect wave filtering, causing setpoint changes in the
range [−0.5, 0.5] degrees. To ensure that the input vector to
the machine learning algorithms contain information of the
most significant transient effects, due to changes in thruster
commands, we include 10 seconds of history data for each
input variable. Similar delays are seen for the tunnel thrusters.
Delays also exist between the vessel velocity and the changes
in wind velocity and direction.
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Fig. 3. The delayed response of the two variables surge velocity (solid blue)
and actual thruster pitch angle (solid red) as a reaction to a step increase in
the commanded thruster pitch angle (dashed red).

C. Position estimation concept

Two networks predict the horizontal velocity components
of the vessel: one that predicts the surge velocity and one
that predicts the sway velocity. This makes it possible to
provide a custom network in terms of input pattern for each
of the velocities expressed relative to the horizontal axes of
the vessel frame of reference. After an initial network learn-
ing phase the proposed approach does not rely on samples
produced by a GNSS system. Inputs to the networks are
therefore available up to, and including, the discrete step k.

This enables a prediction of the velocities at the subsequent
time step, k+1. To get from a predicted velocity to a predicted
travelled distance in the NED frame, the predicted velocity
is multiplied by the sampling time and rotated according to
the heading angle. At this point the travelled distance due
to the predicted velocity, ∆p in Figure 4, is added to the
previously estimated position. Equation 4 gives the equation
for the propagation of position

p̂[k + 1] = p̂[k] +R(ψ)v̂[k + 1]∆t (4)

where p̂ is the estimated north/east position of the vessel in
the NED frame, v̂ is the predicted velocity vector relative to
the vessel frame coordinate system, and R(ψ) is the square
rotation matrix that transforms the predicted velocities to
NED-frame velocities. v̂ contains the surge and sway velocity
of the vessel, variables (v̂lon, v̂lat of Figure 4). k is the discrete
step index with a step interval of ∆t = t[k] − t[k − 1]. A
visualization of the process is given in Figure 4. At time
t[k] the horizontal position is measured using the signal
received from GNSS satellites. At the next time step, t[k+1],
the receiver on the vessel fails to produce the position of
the vessel via GNSS signals due to one of the aforemen-
tioned reasons for GNSS unavailability. At this point, the
DR algorithm is activated and provides an estimate of the
vessel position through the prediction of the surge (v̂lon)
and sway (v̂lat) velocities seen in Figure 4. Together they
make up the velocity vector v̂[k + 1] of Equation 4. The

Fig. 4. A switch from normal operation (t[k]) to loss of GNSS system,
requiring a DR system to estimate the position at the next step without an
absolute position measurement.

method proposed in this paper, the LSTM recurrent neural
network, by design only receives input variables that contain
information about external disturbances, the heading angle,
and the control intention of the vessel. Measurable external
disturbances include the wind velocity and wind direction for
the system used in this paper. Although systems exist for
measuring and estimating the wave spectrum parameters in
the vicinity of the vessel [23], [24] and measuring the velocity
and direction of the ocean current affecting the hull [25], we
limit the environmental sensory equipment to sensors that are
currently available in the system. A key assumption at this
stage is that the velocities relative to the vessel frame are
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available without bias. If the velocity targets used for training
the machine learning methods contain biases, the error rates
during DR are increased significantly.

D. LSTM

A LSTM network was used to model how the velocity
of the vessel relates to the aforementioned inputs. LSTM
networks differ from feedforward networks in that they have
weight connections between all nodes that are not input nodes
[26]. To avoid the problem of vanishing/exploding gradients
for backpropagation-through-time learning, Hochreiter and
Schmidhuber devised a unit called a memory cell [27]. It
contains a Constant Error Carousel (CEC) unit that aims to
keep the error flow constant through a unity self-connection.
A linear activation is used in the CEC. The memory cell
contains two multiplicative gate units in addition to the CEC.
They control the access of the input signals and output signals
to the CEC. As LSTM networks are particularly well suited
for learning the relationship between events that are separated
by a long time delay, we include this network in our analysis.
Due to the large inertia of both the vessel and the various
actuator systems, there may be delays between such events
as the inputting of a command and significant position change.
See Section III-B for a visualization of the time lag. Functions
in the Matlab Neural Network toolbox were used for training
and prediction using the LSTM network.

As sensors output measurements of various physical quan-
tities, they operate in different value ranges. In order to
have each measured variable contribute equally as part of the
input vector, all data should be normalized. In order to scale
both the variation and the absolute value of each variable in
the dataset, we use the mean/standard deviation approach to
normalization according to Equation 5

x′ = (x− x̄)/std(x) (5)

where x is the N-sample by M-variable training dataset, x̄ is
the mean value of each variable, std() represents the standard
deviation of the variables and x′ is the normalized data. All of
the signals used in this paper have a bounded range, meaning
that given a representative set of training data, the range of
the test data does not differ significantly.

E. Input selection

By limiting the number of input variables to those that
hold a certain level of information about the output states, the
network’s ability to generalize increases and its complexity is
reduced. Mutual Information (MI) is applied in this paper to
facilitate the dimension reduction of the input vectors used by
the machine learning models. This operation is known as input
selection and is performed prior to generating, or updating,
the actual predictive network. MI provides a measure of the
reduction of uncertainty about a variable x given a variable y
[28]. It is defined by

I[x,y] = −
∫ ∫

p(x,y) ln

(
p(x)p(y)

p(x,y)

)
dxdy (6)

where p(x) and p(y) are the distributions of x and y,
respectively, and p(x,y) is the joint distribution between the
two sets. Thus, if the evaluation of I[x,y1] results in a larger
numerical value compared to the evaluation of I[x,y2], the
variable y1 contains more information than the variable y2
about the variable x. Estimators are employed for practical
implementations of MI and its use within the domain of time
series regression is documented in [29] and [30]. In this paper
we calculate MI using the Matlab functions presented in [31].

1) Input structure: The vessel has six thrusters: two bow
tunnel thrusters, two stern tunnel thrusters, and two main
thrusters with rudders. In this paper, the vessel performs sta-
tionkeeping using one Proportional Integral Derivative (PID)
regulator per Degree of Freedom (DOF), preceding a basic
thrust allocation unit that applies the unconstrained general-
ized inverse method for distributing motion controller force
requests. To simplify the allocation problem, the rudder angle
of the two main thrusters was fixed. A further simplification
was performed to decouple the effect of the main thrusters
on the rotation of the vessel. For all simulations in this paper
the main thrusters were operated in unison, such that they
only affected the motion of the vessel along its longitudinal
axis. By intuition we select inputs to represent the velocity of
the vessel in its forward and sideways axes, individually. The
forward/surge speed varies depending on the inertia, thruster
force, and environmental force applied along that axis. Thus,
measurements of the main thrusters (fixed along the forward
axis) are included along with the wind direction and velocity
and heading angle. Without a mathematical model of the
effect of the thruster commands and wind magnitude and
direction, we aim to derive this from the measurements. We
take a similar approach in selecting the input variables for
the velocity in the sway direction, selecting measurements
from both a forward- and a stern-mounted thruster as well as
the heading and wind measurements. Equation 7 shows the
partitioning of the variables in an input pattern,

zk =[x1[k] + x1[k − d] + . . .+ x1[k − (n− 1)d], . . .

x2[k] + x2[k − d] + . . .+ x2[k − (n− 1)d], . . .

xm[k] + xm[k − d] + . . .+ xm[k − (n− 1)d]] (7)

where z marks the total, one-dimensional, input pattern, k is
the discrete sample step, x is the measured input variable, d
is the delay in number of steps, n is the number of delayed
samples to include of a variable and m indicates the type of
input variable. See the first column of Table III for a list of
input variables used in the two separate input patterns, which
corresponds to the variable m.

2) Optimizing network structure: Depending on parame-
ters such as neuron number, layer depth, size of training
dataset, etc., the evaluation of a single instantiated neural net-
work may be quite costly in terms of computation time. The
approach of Snoek, Larochelle, and Adams, termed Bayesian
optimization, provides efficient hyperparameter optimization,
thereby lowering the overall cost of producing an efficient
model configuration [32]. In this paper the optimization of
the LSTM network (see Section III-D) was focused around
the number of LSTM blocks in a single layer, as well
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TABLE II
THE DIMENSIONS OF THE SIMULATED VESSEL.

Description Value

Lpp 82.7 m
Breadth 23.1 m
Displacement 10180× 103 kg

as the learning rate, the two most important parameters
according to [33]. A range of [10, 200] was selected for
the number of blocks while a range of [10−5, 10−1] was
selected for the learning rate. The cost function returned the
mean-squared-error (MSE) of the validation samples (10%
of the total number of samples used for training), which
provided a means of quantifying the expected performance
of the network. Together with the input selection stage,
the number of parameters in need of tuning has now been
limited to that of setting the threshold for the input selection
and the upper/lower values of the range in which to perform
hyperparameter optimization.

IV. SIMULATION RESULTS

We propose to use a data-based model, described in Section
III-D, to model the relationship between various inputs and
the predicted linear, vessel-frame relative, velocities of the
vessel at the next time step. To assess the performance and the
validity of this method, we compare it to two other models:
• KF: Linearized equations of motion are obtained for

the vessel by rotating the position measurements to a
vessel-parallel coordinate system at each time step. This
facilitates the use of a linear KF observer model for the
DP test case in this paper [34].

• SLFN: A single-layer feedforward neural network, which
represents the most basic structure among neural net-
works used for regression.

In the case of the KF we coast through the outage using the
thruster command, wind velocity, and wind angle as input.
These measurements are fed to the mathematical model of the
vessel. The individually learned predictive models of the two
machine learning methods replace the explicit vessel model.
The machine learning DR methods do not use the vessel
model or sensors for measuring the displacement of the vessel.

A. Vessel and environment description

All experiments were conducted in a commercial simulator
developed by the Norwegian company Offshore Simulator
Centre AS. It features a simulated environment in which a
user may manipulate the wind, waves, and ocean current to
mimic real-life conditions. It offers a library of virtual ves-
sels to choose from. For these experiments, a multi-purpose
offshore vessel was selected. Table II provides its main dimen-
sions. Figure 5 shows a view of the simulated environment
with the selected vessel engaged in a DP operation close to a
static rig. For the specific simulation study performed in this
paper, varying environmental parameters were applied. The
direction of the environmental disturbances is incremented

at intervals of 30 degrees from 0 to 360 degrees, relative
to the vessel frame. At each fixed direction a set of wind
and wave magnitudes were applied consecutively, causing
increasingly severe weather conditions. Table IV shows the
wind and wave magnitude for each of the distinct conditions
faced by the vessel at the directions previously specified. A
specific weather condition is determined by the direction of
the wind and waves along with their respective magnitudes.
In this test set each weather condition has a duration of 14
minutes, of which the first seven minutes involves a change
of both wind and wave magnitude from the previous weather
condition. If all conditions have been run for a single direction
this transition period involves a linear transition from one
weather direction to the next one. The entire simulation test
set spans approximately 15 hours of vessel maneuvering. The
actual run time is reduced by means of running the simulation
5 times faster than the real time.

A three DOF DP controller is applied to perform station-
keeping. The controller applies a single PID controller in each
DOF and the output of the motion controller connects to a ba-
sic generalized inverse control allocator for distribution of the
generalized force vector into individual thruster commands.
Figure 9 shows how the true position compares to the position
with measurement noise added (see Section III-A). The latter
is the raw position output by the dGNSS system when it is
operating normally. The noiseless position signal is not used
for any other purpose than visualization.

1) KF parameters: A KF was implemented for comparison
to a conventional method of DR. It requires model-dependent
matrices in addition to tuning parameters. We list the applied
tuning parameters along with the matrices describing the
mass and damping of the simulated vessel in the following
paragraphs.

M =




1.02e7 0 0
0 1.02e7 8.44e6
0 8.44e6 5.80e9


 (8)

D =




300000 0 0
0 550000 600000
0 600000 1.38e8


 (9)

Furthermore, the two tuneable matrices of the KF, the R and
Q matrices had the following numerical values. Note that the
values in R were determined using a dataset sampled while
the vessel was unaffected by environmental disturbances,
while the general rules given in [6] were used for tuning the
Q matrix.

R = diag([0.7, 0.7, 0.2]) (10)

q1 = diag([0.1, 0.1, 0.1])

q2 = diag([1e6, 1e6, 1e6])

q3 = 0.1 ×R

Q =



q1 03x3 03x3

03x3 q2 03x3

03x3 03x3 q3


 (11)

In terms of objective, the implementation of the KF used
in this paper differs from the other methods. The KF aims
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Fig. 5. A screenshot that shows the simulated environment and the panel for applying environmental disturbances.

to produce a position estimate that reflects no influence
caused by zero-mean oscillatory wave forces. Thus, under
normal operation we would expect to see a smooth trajectory
following the mean of the measured position and heading.
The other two methods aim to copy the exact behaviour of
each time series, resulting in a more erratic trajectory during
normal operation due to both measurement noise and wave-
induced motion.

B. Case study 1: input selection

Reducing the input dimension of the network has positive
effects on computation time as well as network interpretability
and generalization ability. It is key to retain sections of the
overall input pattern that contain useful information, which
sets the stage for the method described in Section III-E:
Mutual Information. MI allows for a ranking of input variable
importance relative to an output variable. Therefore, input
variables that offer a low relative MI value was deselected
at this stage. In Table III we see the 0-1-normalized MI of
the two target variables; surge velocity and sway velocity.

As shown in the ”Description” column of Table III, power
indicates the consumed power in watts of the specific thruster,
cmd indicates the command sent to the thruster (either a blade
pitch angle or an angular velocity value), and act indicates
the feedback value measured at the thruster. Given the results
in Table III and a threshold value of 0.4 we see that the

TABLE III
THE NORMALIZED AVERAGE MI VALUE OF INPUT VARIABLES RELATIVE

TO THE OUTPUT VARIABLES.

Input variable Description Surge velocity Sway velocity

1 Heading angle 0.0 0.08
2 Wind angle 1.00 0.69
3 Wind velocity 0.67 0.69
4 Bow thruster power - 1.00
5 Bow thruster cmd - 0.02
6 Bow thruster act - 0.04
7 Stern thruster power - 0.73
8 Stern thruster cmd - 0.00
9 Stern thruster act - 0.01
10 Main thruster power 0.49 -
11 Main thruster cmd 0.37 -
12 Main thruster act 0.44 -

reduced input pattern of the network predicting the surge
velocity consists of input variables 2, 3, 10, and 12. For the
network predicting the sway velocity the variables are 2, 3,
4, and 7. The input patterns are thereby reduced to 66 %
(surge velocity) and 44 % (sway velocity) of the original input
length. The dataset used for training contains 104 samples
spaced by one second. Over the course of about 2.5 hours of
simulation time, 12 randomly chosen weather conditions are
run. Wave heights and wind velocities were chosen within the
ranges given in Table IV.

A comparison of the performance in terms of estimated
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position, relative to the sampled true position, is seen in
Figure 6. It displays the mean error with/without MI over
a one minute DR period for all weather conditions in the test
set where the vessel was able to keep the desired position.
The deselected weather conditions are highlighted in Section
IV-C. As noted in Section IV-A, each individual weather
condition lasts for 14 minutes, of which one minute towards
the end of each weather condition was applied for the DR
tests. Using the complete input vector for both the surge
velocity estimator and the sway velocity estimator results in
an increase in position error. Figures 7 and 8 show the result
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Fig. 6. The mean DR error of the LSTM method for all wind directions at
wind velocities of 0, 4 and 11 ms−1. Top plot: a subset of the elements in
the complete input vector was extracted using MI and used as input to the
LSTM model. Bottom plot: all entries in the complete input vector was used
as input to the LSTM model.

of running the optimization function to determine optimized
hyperparameters for the LSTM estimators. For the reduced-
input estimators of surge velocity and sway velocity the
following hyperparameter pairs were selected based on the
lowest observed MSE value:
• Surge velocity: block number = 43, learning rate =

0.0070
• Sway velocity: block number = 26, learning rate =

0.0165

C. Case study 2: impact of the environmental variables

In this section we look at how the LSTM, SLFN, and
KF perform over a wide operational range. According to the
previous section, input selection is applied, resulting in the
use of variables (2, 3, 10, 12) to predict the future surge
velocity and variables (2, 3, 4, 7) to predict the future sway
velocity (see Table III). Figure 9 shows the position of the
vessel throughout the test set, with and without measurement
noise. Similar to the previous section we use the position
without measurement noise as reference. To evaluate the
models we view the mean distance error observed during a
one minute period of each weather condition. Each period of
evaluation, in which DR is required, starts three minutes after
the transition into the new weather condition has finished.
This allows the control algorithm time to adapt to the current
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Fig. 7. Results in terms of running the LSTM hyperparameter optimization
function on the two parameters learning rate and block number for the surge
velocity estimation model.
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Fig. 8. Results in terms of running the LSTM hyperparameter optimization
function on the two parameters learning rate and block number for the sway
velocity estimation model.

environmental forces. Figure 10a shows how the distance
error propagates, without any GNSS input, for the LSTM
approach. The distance from the origin of the figure to each
discrete weather direction is determined by Equation 12,
which gives the mean position estimation error.

ēdist[k] =
1

N

N∑

k=1

√
(p̂n[k] − pn[k])2 + (p̂e[k] − pe[k])2

(12)

TABLE IV
THE PARAMETERS OF THE SEA STATES SIMULATED AT EACH DISCRETE

WEATHER DIRECTION.

Significant wave height (Hs) Wind velocity

1 m 2 ms−1

2 m 4 ms−1

3 m 7 ms−1

4 m 11 ms−1
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Fig. 9. Visualization of the vessel position for a part of case study 2.
The noiseless position measurement (red line) is only included to provide
a reference to the raw dGNSS position output (blue line).

(pn, pe) is the measured horizontal plane position given in
the NED frame, (p̂n, p̂e) is the corresponding dead-reckoned
position, and k signifies the discrete step. Figures 10b and 10c
show the results of running the same test with the remaining
two methods, i.e., the SLFN and the KF, respectively.

Considering the area covered by the polygons in Figure
10a, the mean error is roughly similar irrespective of weather
direction and wave heights below three meters. Similar prop-
erties are seen for the SLFN method (see Figure 10b). The
optimization scheme used for the LSTM method was also
applied for the SLFN method. This yielded an optimized
hidden neuron number of 93 for the sway velocity estimator
and 55 for the surge velocity estimator. For both estimators,
the optimization procedure favoured a sigmoid activation
function. An increased DR error may be seen for both
methods at weather directions of 270, 120, 90, and 60 degrees.
At these directions and a wave height of four meters the
tunnel thrusters are unable to produce sufficient thrust to
withstand the environmental forces acting on the vessel. This
caused saturation of thruster commands and divergence from
the desired position. When a given set of thruster commands
no longer cause vessel motion similar to that experienced in
the training set (e.g. when the environmental forces outweigh
the control forces and cause thruster saturation) the output
of the estimators diverge from the true vessel velocity. The
most severe effects of the saturation are seen at a direction
of 120 degrees and 4 m wave height. The vessel is unable
to recover the desired position in a timely fashion, causing
further estimation error for all simulated conditions at the
subsequent weather direction of 90 degrees.

V. DISCUSSION

The input variables related to thruster command, thruster
operating point, and power do not directly give information
about the motion of the vessel. However, they indirectly
contain information about how the vessel moves. A thruster
command, executed over a given time interval, induces forces

on the vessel, causing a change in linear/angular speed. The
consumed power fluctuates both due to the thruster command
and the velocity of the vessel relative to the surrounding
water. Accounting for lags (see Section III-B), one may obtain
knowledge of how the vessel moves by viewing thruster data.
This is one of the advantages of using a data-based model:
it learns such connections. To make the task of the machine
learning methods easier, and make them more effective, input
selection picks the most relevant input variables. Input se-
lection also mitigates the issue of the curse of dimensionality
for our problem, which is an issue for high-dimensional input
patterns in regression problems [35]. The number of samples
necessary to approximate a function to a certain degree of
smoothness grows exponentially with the input dimension.

In this study we performed input selection on the basis
of the mean MI (see Section III-E) for an input variable
containing lags according to, for example, variable x1 of
Equation 7. This allows for an uninterrupted representation
of the selected variable. Another strategy would be to select
the entries of the total input pattern (see Section III-E1) that
has an MI value greater than some threshold, which does
not leave the inter-variable spacing intact, but ensures that all
entries in the selected pattern have a given MI content relative
to the target variable.

The results produced in Section IV-B show the increased
performance gained by selecting input variables that provide
a certain amount of information about the output variable,
omitting the remainder of the original input variables. Viewing
the optimization results in Figures 7 and 8, we see that only
the surge velocity estimator benefits from applying MI, at
least in terms of the MSE derived from a validation set
consisting of 10 % of the samples in the training dataset. This
amounts to roughly 1000 samples. Although the sway velocity
estimator displays a slight decrease in performance when
applying the reduced input pattern, the overall effect of MI is
positive. As the input selection process of the two estimators
are separate, one may choose to implement one, or both, of the
reduced input patterns in order to maximize the expected DR
performance. Figure 6 displays how the estimated position,
using input vectors selected by MI, diverges more slowly
compared to applying the original input pattern during a
GNSS dropout. As MI was shown to aid the LSTM model (see
Section III-D) in terms of reducing the position estimation
error, it was applied to both machine learning models for
the second case study, shown in Figure IV-C. Of the two,
the LSTM performed best with a mean distance error of less
than 2 m for wave heights below 3 m. The measurements
of thruster-related states (power consumption, setpoint, and
feedback) were assumed to be noise-free.

The KF, described in Section IV-A1, has similar perfor-
mance relative to the LSTM for wave heights of 1 m. When
wave heights of 2, 3, and 4 m affect the vessel, the LSTM
provides consistent DR position estimates while the KF error
increases. The KF error increase is, in part, due to the linear
relationship between a thruster command and the resulting
force output of a thruster assumed in a regular KF. Due to
the lack of measurements to facilitate a corrector-function,
the DR position is driven solely by the vessel model and the
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(a) LSTM (b) SLFN (c) KF

Fig. 10. Results of mean position estimation error given in the horizontal plane for the LSTM, SLFN and KF model for case study 2. Each data point shows
the mean position estimation error during a one-minute DR period. Hs denotes the significant wave height in meters.

thruster command input vector. Similar to the LSTM model
the SLFN model displays consistent DR position estimates,
although at a larger magnitude. When wave heights exceed
3 m, the SLFN outperforms the KF. As the implemented
KF requires a significant number of parameters to be set,
an optimization scheme to derive optimized KF parameters
might offer a more balanced comparison between the three
methods.

While the KF requires no initialization process, it does
require a mathematical model of the vessel. Machine learning
models create an equivalent model based on data. That is why,
from a cold start, the machine learning algorithms require a
certain amount of time to construct and train the estimator.
During this time the DR functionality is unavailable. While
this is inconvenient, it may be remedied by performing the
initialization process at regular intervals, or continuously, in
order to have a DR model that is current with respect to the
state of the vessel. Thereby, it can seamlessly provide position
estimates to a vessel operator, or the underlying automatic
control system of a vessel, during a position reference system
outage. This requires either maintaining a window of the most
recent samples to perform batch training or feeding each
individual sample to an online training algorithm for each
of the two machine learning methods. This is particularly
important as we make the assumption of constant mean
environmental forces during the DR process. If an “old”
model is used, it may not reflect the characteristics of the
current environmental state. In our approach the training
set consisted of 12 random weather conditions, which was
assumed to be representative of the complete set of possible
weather conditions. The authors acknowledge that the relative
performance of the methods proposed in this study is highly
affected by the value of the parameters of each method.

VI. CONCLUSION

Through the simulation studies we have compared the
proposed LSTM NN method with a conventional KF and a

SLFN model. When no position or velocity measurements
are available, the three methods utilize their own established
model together with their related model inputs. For the KF
these are given by the vessel model as thruster commands and
forces due to wind. But for the machine learning methods, an
initial input pattern was selected, then input selection reduced
this to a vector comprised of about two-thirds of the most
relevant entries of the original input vector. This offered an
improvement in terms of position estimation performance.

Findings suggest that the models created by machine
learning methods offer comparable performance in terms of
position error drift, without requiring any vessel-dependent
parameters. This shows that the dynamics of the vessel
may be modelled without the development and tuning of
a mathematical model. However, machine learning methods
offer no guarantees of convergence, being inherently black-
box. Therefore future research should provide a deeper inves-
tigation into how to establish a measure of confidence into the
behaviour of the machine learning methods.
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A Hybrid Approach to Motion Prediction for Ship
Docking— Integration of a Neural Network Model

into the Ship Dynamic Model
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Abstract—While automatic controllers are frequently used
during transit operations and low-speed maneuvering of ships,
ship operators typically perform docking maneuvers. This task
is more or less challenging depending on factors such as local
environment disturbances, number of nearby vessels, and the
speed of the ship as it docks. This paper proposes a tool
for onboard support that offers position predictions based on
an integration of a supervised machine learning (ML) model
of the ship into the ship dynamic model. The ML model is
applied as a compensator of the unmodelled behaviour or
inaccuracies from the dynamic model. The dynamic model
increases the amount of predetermined knowledge about how
the vessel is likely to move and thus reduces the black-box
factor typically experienced in purely data-driven predictors. A
prediction horizon of 30 seconds ahead of real time during
docking operations is examined. History data from the 29-
meter coastal displacement ship RV (Research Vessel) Gunnerus
is applied to validate the approach. Results show that the
inclusion of the data-based ML model significantly improves
the prediction accuracy.

Index Terms—Ship motion prediction, supervised deep learn-
ing, onboard support

I. INTRODUCTION

SHIP motion prediction is a general term that incorporates
many elements. These include the states in which to per-

form predictions – for example prediction of ship orientation,
position, or up/down motion – the temporal aspect (long,
medium and short) and the model that makes the prediction
of the states in the near future. Typically these predictions,
which are based on time-series data, coincide with a specific
application that could benefit from having information about
future states of the vessel motion. Historically, research
efforts have been focused on ship orientation and applications
where safety or efficiency can be increased using predictions
of these states. Mainly this is due to the abundance of
operations that are severely impacted by angular motions of
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a vessel, including takeoff and landing of autonomous aerial
vehicles and helicopters [1], crane operations [2] [3], and
missile launch [4]. These operations can be made safer and
more efficient by incorporating knowledge about future vessel
states.

Docking is the task of maneuvering the vessel to a fixed
mooring location. On the path towards the dock the ves-
sel operator must tackle challenges such as passing/nearby
vessels, compensating for forces induced on the vessel by
environment disturbances, and arriving at the dock location
in a timely fashion. The latter is especially important for
ferries or vessels transporting goods on a fixed route, where
keeping the time schedule is key. Although much effort has
been put into ship autonomy in recent years [5], docking is
still a largely manual task performed by the vessel operator.
Research in the field of ship motion prediction typically
focuses on methods within one domain, e.g. dynamic- or
kinematic models and Kalman filters, machine learning (ML),
deep learning or auto-regressive (AR) methods (see Section
II).

Dynamic models aim at describing the motion of the
vessel due to forces estimated by simplified representations
of the vessel, including thruster effects and to some extent,
forces due to environmental disturbances. Simplifications
are necessary due to the lack of direct measurements of
wave/current drift. Additionally, for docking applications,
effects due to local wind fields, cushioning effects at the dock
and shallow water exist, which are not measured directly. The
true model is complex and nonlinear; thus a simplified model
is often used and discrepancies between the behaviour of the
real ship and the dynamic model are expected. Kinematic
prediction models allow for translating motion measurements,
such as accelerations into predictions of position. However,
they account for neither the effects of thruster commands nor
the direct effect of wind forces. While many ML methods are
well suited for representing nonlinear models they require
a substantial amount of sampled data to do so reliably. In
addition, the inner connections in a ML model may not be
readily understandable.

Examples where existing knowledge of the behaviour of
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the ship is utilized in cooperation with data-based ML models
are scarce. This study will therefore investigate the feasibility
of one such approach: making position predictions using a
dynamic model while in parallel, an ML model predicts the
position prediction error made by the dynamic model in order
to compensate for any unmodelled behaviour or inaccuracies.
Including the measured wind velocity and direction as input
to the ML model, contributes significantly to the success of
the proposed approach. While a Kalman filter could simulate
the dynamic model and derive predictions in a similar man-
ner, the ability to provide corrections to the dynamic model
predictions, gained by learning from docking examples differ-
ing in port location, sea state and wind conditions, would be
lost. This work will focus on the prediction of position during
the docking operation of a regular displacement ship. Figure
1 shows a picture of the ship. Currently, this is a manual task,
relying on the ship operator to make appropriate and timely
corrections to actuators in order to safely dock the vessel.
During this operation the ship operator must make many
choices due to changing environment factors, regulations
calling for proper interaction with nearby/crossing vessels,
and the effects of applied actuator commands. To aid in
making these choices this paper proposes an onboard support
tool, which will provide the vessel operator with predictions
of the vessel position. These predictions originate from the
hybrid predictor and span 30 seconds into the future [6],
hereafter termed the prediction horizon. Key contributions of
this paper includes the construction of a hybrid model for
prediction of the future motion of a ship, and the use of data
sampled onboard a coastal ship for training of the data-based
model as well as verification of the prediction performance.

The remainder of this paper is organized as follows.
Section II presents previous research in this domain. Section
III introduces the predictors and their architecture/parameters,
Section IV gives results and describes the vessel and data
selected for training and testing of the predictors. Section V
presents the conclusions.

II. RELATED WORK

Research on ship motion prediction generally revolves
around a model that processes time series data, where each
input channel contains data sampled at a fixed time interval.
Several metrics exist in which time series prediction models
may be categorized. If the model uses existing explicit
knowledge of how the vessel moves due to forces and/or
velocities (dynamic/kinematic models), the term model-based
predictors may be appropriate. If only sampled data is used to
learn the behaviour of the vessel, the predictor is termed data-
based. We may also distinguish methods based on if they can
represent nonlinear behaviour. The subsections below outline
the description and classification of existing methods for ship
motion prediction.

A. Model-based motion prediction

This section introduces predictors applying predetermined
knowledge of how the vessel behaves when maneuvering.

1) Dynamic model: Triantafyllou et al. used a standard
Kalman Filter (KF) to estimate and predict the motion states
of the two decoupled motion groups heave-pitch and roll-
sway-yaw [7]. They found that in order for the KF to
be successful, an accurate model of both vessel and sea
state spectrum was required. For the latter requirement the
estimation of the modal frequency of the spectrum was key
to the performance of the KF.

Sutulo et al. [8] aimed at creating maneuvering models
(dynamic or kinematic) that could be inexpensive to evaluate,
and thus be used in tasks related to prediction and onboard
support. According to the authors this could make applica-
tions such as model-based collision avoidance and onboard
decision support for deciding control commands feasible due
to the computational efficiency of the models.

2) Motion density functions: Instead of using the equa-
tions of motions to model the dynamic behaviour of vessel
states, as Triantafyllou et al. had done, Sidar and Doolin
constructed the linear KF using approximations of density
functions of measured heave and pitch motions [9]. The
density functions were obtained experimentally. This led to
a KF of significantly lower dimension compared to the work
of Triantafyllou et al. Measured heave and pitch time series
were assumed to be stationary, narrow band, and stochastic
for the duration of the prediction interval. The choice of a
KF as a tool for making predictions using the motion density
functions was motivated by its ability to produce predictions
in real time.

The approach to ship motion prediction taken by Nielsen
et al. also relies on density functions of time series data [10].
By deriving the observed autocorrelation matrix for variables
largely dictated by the induced wave force, predictions of 15-
60 seconds were made on a model-scale ship.

3) Kinematic model: Perera et al. proposed to use the
Extended Kalman Filter (EKF) to estimate the translational
motion states and predict the trajectory of a vessel by means
of a curvilinear motion model (CMM) [11], [12]. States
included in this model were heading angle, normal and
tangential accelerations, forward (surge) speed, and sideways
(sway) speed. By combining the EKF and the CMM the
authors found that the estimated velocities and accelerations,
which were estimated based only on noisy position mea-
surements, converged quickly (within 15 seconds) to small
variations around the true values. For the validity of the
prediction they assumed constant accelerations, which is a
strong assumption given the nature of vessel motion. This was
acknowledged by the authors, deeming the approach valid
only for short-term predictions.

Perera later modified his approach to use a vector dot and
cross product algorithm for the prediction of vessel motion
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Fig. 1. The Research Vessel Gunnerus of the Norwegian University of Science and Technology (NTNU) (bottom right vessel) approaching a dock in the
port of Aalesund, Norway.

[6]. Given the large inertia of a vessel, its trajectory creates
a curve in the ocean plane, motivating the use of the CMM
as vessel model in the EKF. Based on this property the
algorithm calculates radii of the center of gravity and pivot
point of the vessel relative to a calculated center of planar
motion for a vessel. The states and parameters related to the
vessel pivot point were estimated for a given time instance
and used to predict the position and heading 30 seconds
ahead of real time. The adaptability to varying conditions
is, according to the author, preserved by the use of the EKF
and predictions are valid under the assumption of constant
navigation conditions within a short future time interval.

B. Data-based motion prediction

To address the difficulty of obtaining a sufficiently de-
tailed mathematical model, which transitions the relevant
states from one sampling time instance to the next, many
researchers have turned to data-based predictor models. The
principal advantage of such methods is the ability to construct
a model that relates a certain sampled input vector to a certain
output state vector without knowledge of the parameters of
the physical object. This output state vector is a set of vessel
states for which one wishes to determine numerical values
ahead of real time. Support Vector Machines (SVM), neural
networks, and AR models are examples of such methods and
the majority of data-based predictor models used for ship
motion prediction are varieties of these general models.

SVM features attributes such as strong generalization abil-
ity and global optimization [13]. Creating a model that is able
to generalize well to inputs, beyond those provided in the
learning stage of the method, is one of the key advantages of

this method. Li et al. used SVM, together with several aiding
methods, to predict the heave motion given waves impacting
the vessel at four different directions [14].

The attributes of neural networks include the ability to
adapt to input changes and to represent the nonlinear be-
haviour of the input-output relation of physical systems.
Employing a time-delay neural network with wavelet acti-
vation functions and using sensitivity analysis to determine
significant inputs, Zhang et al. performed prediction of the
heading of a vessel a few steps ahead [15]. They concluded
that this type of prediction may be used for the benefit of
vessel control and safety.

Peng et al. applied data-based modelling to estimate the
unknown ship dynamics as well as to reconstruct the un-
measured ship velocity. An Echo State Network [16] and a
fuzzy system [17] comprise the tools that was integrated into
an observer and subsequently used in vessel maneuvering
control. The task of reconstructing the entire dynamic model
of the vessel was relaxed through the introduction of a
nominal mass matrix in [16]. Force produced by thrusters on
the vessel was assumed to be known and subsequently input
to the data-based model to approximate the vessel dynamics.

Zhang and Liu used a single layer feedforward network
(SLFN) to predict the heading angle of a vessel a few sample
intervals ahead [18]. This one-layer prediction network is
common in the literature, although the choice of activation
function, training method, number of hidden neurons, type
and number of input variables and the number of input lags
vary greatly. Arriving at suitable values for these parameters
is the key challenge to providing reliable predictions using
SLFNs. Often these parameters are derived using trial and er-
ror, although online pruning methods for producing compact
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networks exist [19]. For statically trained networks genetic
algorithms, grid search or random search algorithms may also
be used to optimize architecture and hyperparameters.

Skulstad et al. applied a long-short term memory (LSTM)
network, a version of a recursive network, to maintain
estimates of position and heading of a ship during loss
of position reference signals from the Global Navigation
Satellite System [20]. They used a deep neural network
similar to the one described in Section III-C. However, only
a one-step prediction was made and sensors not relying
on external signals, such as the compass, wind sensor, and
sensors measuring operating conditions of the thrusters, were
still active.

Maintaining accurate estimates of position and attitude
during loss of GNSS signals is also of importance in the
automotive and aerospace domain. Examples of approaches
to mitigate such a sensor loss, through one-step predictions,
are given in [21] and [22]. The former applies a KF in com-
bination with an AR integrated moving average model and
a feedforward neural network to predict errors accumulating
in the inertial navigation system while the latter makes use
of a radial basis function neural network for predicting the
KF measurement update.

The AR method makes use of history samples of the target
state accompanied by predictor model parameters determined
by a least squares method [23]. It offers low computational
costs, but has drawbacks handling nonlinear, non-stationary
series [?]. Derivative methods to mitigate the effects of these
drawbacks exist, such as Nonlinear AR method and Time
varying AR method. To predict the displacement of a landing
deck on a vessel, Yang improved upon the standard AR
method by using Bayes Information Criterion to determine
the number of model coefficients, and a forgetting factor
to reduce the effect of older vessel states on the regression
algorithm output [1].

Lately, studies on vessel traffic management have resulted
in more emphasis on trajectory prediction in order to im-
prove operational safety in congested waters [12] [24] [25].
However, these are longer-term predictions and fall outside
the scope of this work. Similarly, prediction of a maximum
envelope of roll, pitch, or heave motion, termed quiescent
period prediction (see [26] and [27]) is out of scope for the
present study.

Prediction using time series methods similar to the ones
described above are also found in various other domains, such
as: weather prediction [28], electrical load forecasting [29]
and automotive motion prediction [30].

III. PREDICTOR MODELLING

As the proposed method of this study is a combination of
two predictor models originating from two separate fields;
model-based and data-based, the following sections will

outline how they are constructed and how they cooperate to
predict the future ship motion.

A. Hybrid predictor
In order to utilize the two complementary predictors for

creating a hybrid predictor, the vessel model predictor (see
Section III-B) will act as a foundation, predicting the com-
plete position state due to the sampled data it receives. As the
relative water velocity is not measured onboard the vessel,
nor are the effects of the waves on the vessel motion directly
accounted for, a certain disagreement between the actual
motion of the vessel and the position prediction output by the
vessel model is expected. To compensate for the prediction
errors made by the vessel model, the ML model is applied
(see Section III-C). In this way, the hybrid prediction is the
sum of the prediction made by the vessel model and the ML
model. Figure 2 shows how the two models are combined
to create a predictor of the future ship position. The top
dashed box of Figure 2 shows the individual components of
the vessel model. See Section III-B for a detailed description.

A fundamental difference between the vessel model and
the ML model is the way they produce prediction output.
While the ML model directly outputs predictions for the
entire prediction horizon (for future times th = [1 − 30]s)
the vessel model requires iterations. Thus, during training of
the hybrid predictor, for each time instance in the input data
the vessel model is iterated 30 times in order to produce
targets for supervised training. This is illustrated by the
block named Actual ship position and the subtraction of
the position predicted by the vessel model, η. During this
iterative process, external signals such as thruster RPM and
angle, wind speed and angle, and measured velocities are
not updated as they are not known for future time instances.
However, feedback loops are present inside the vessel model,
causing dynamic behaviour within the prediction horizon in
terms of thruster forces and vessel velocities. Training the
ML predictor involves using the position error targets and the
associated input vector to get optimized hyperparameters that
reflect the dynamics of the error model (see Section III-C). As
there are no feedback loops between the targets and the input
vector of the ML supervised learning approach, it is termed
open-loop. Description of the variables included in the input
vector may be found in Table III. The bottom dashed box
of Figure 2 is repeated, applying identical hyperparameter
values, so as to create an ensemble of LSTM predictors (more
on this in Section III-C1). To get hybrid position predictions
during a docking operation, the sum of the vessel model
position prediction, η, and the LSTM model error prediction
is calculated.

B. Vessel model
The vessel model uses established relations between ac-

tuators, external environmental disturbances (wind) and the
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Fig. 2. The prediction strategy showing the vessel model predictor (top dashed green box) and the ML model (bottom dashed green box).

motion of the hull through water to describe the forces acting
on the hull through the maneuvering model of Fossen [31].
The kinematic model is

η̇ = R(ψ)ν (1)

where η is the pose vector containing the positions and yaw
angle. R(ψ) is the horizontal plane rotation matrix due to
the yaw angle, ψ. ν is the velocity vector in surge, sway
and yaw directions, respectively. Forces due to wind, waves,
thrusters, hull friction, and inertia are given in (2)

MRBν̇ +CRB(ν)ν +MAν̇r +CA(νr)νr+

Dνr +Dn(νr)νr = τ c + τwi + τwa
(2)

where νr = ν − νc is the relative ship velocity, and νc =[
uc vc 0

]T
is the current velocity. MRB is the rigid body

mass matrix, MA is the added mass matrix and CA and
CRB are matrices describing the Coriolis/centripetal forces.
D and Dn(νr) are linear and nonlinear damping matrices
due to the hull moving through water. τ c, τwi and τwa are
forces on the ship due to thrusters, wind, and wave effects
respectively. At this point a few simplifications to the vessel
model become relevant:

• Simplification 1: Forces due to current are not ac-
counted for in the vessel dynamic model (see (2)). The

speed and direction of the current is not measured.
Therefore the velocity of the ship relative to the water,
represented by νr in (2), is not known. νr is therefore
substituted by ν in (2).

• Simplification 2: Forces due to waves, given as τwa
in (2), are not accounted for. This is due to the lack of
measurements of the wave state. Besides, ports provide
shelter from waves experienced in open ocean. There-
fore we do not include estimates of forces from waves
in the vessel model.

A numerical model of the forces produced by the two main
azimuth thrusters was supplied by the thruster manufacturer.
It is valid for all 4 quadrants of operation for the propeller
(see Table I) and thus covers the key phases of the dock-
ing procedure of this study: the initial approach (transit),
deceleration (windmilling) and low speed maneuvering. An
introduction to this type of propeller model is given in [32].
With regards to the force produced by the bow tunnel thruster,
only nominal force is estimated through a thruster curve
provided by the thruster manufacturer.

To translate the propeller thrust into the three-dimensional
force, τ c, the azimuth angle and distance from the center of
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TABLE I
THE 4 QUADRANTS OF PROPELLER OPERATION PARAMETERIZED BY

RPM AND INFLOW VELOCITY (COURTESY OF [32]).

Parameter 1st 2nd 3rd 4th
n ≥ 0 < 0 < 0 ≥ 0
Va ≥ 0 ≥ 0 < 0 < 0

gravity of the vessel to each thruster is applied (see (3)).

τ c =




0 c(αp) c(αs)
1 s(αp) s(αs)

ltx
lpxs(αp)
−lpyc(αp)

lsxs(αs)
−lsyc(αs)


×



Ttn
Tpa
Tsa


 (3)

ltx, lpx and lsx are the distances along the longitudinal
axis of the vessel from the vessel center of gravity to the
tunnel thruster, port main thruster and starboard main thruster
respectively. αp is the azimuth angle of the port main thruster
while αs is the azimuth angle of the starboard main thruster.
The distance from the vessel center of gravity to each of
the two main thrusters along the lateral axis of the vessel is
given by lpy and lsy . s(·) represents the sine function while
c(·) represents the cosine function. Forces produced by each
thruster along the propeller axis are given by the variables
Ttn, Tpa and Tsa for the tunnel thruster, port main thruster,
and starboard main thruster, respectively. Only lateral force
and torque about the up-down axis of the vessel is produced
by the bow tunnel thruster.

Wind force is the only external disturbance in which we
use a deterministic model to estimate force. This is because
the wind (velocity and direction) is the only one of the three
environmental states measured. The three-dimensional force
is given in (4).

τwi =
1

2
ρaV

2
rw




CX(γrw)AFw
CY (γrw)ALw

CN (γrw)ALwLoa


 (4)

where ρa is the density of air, Vrw is the relative wind
velocity, γrw is the relative wind angle, CX , CY and CN are
wind coefficients specific for the hull/superstructure shape.
AFw and ALw are frontal and lateral projected areas and
Loa is the overall length of the ship.

C. Machine learning model

Several choices exist when selecting a method for the ML
predictor. According to previous work in the domain of ship
motion prediction using ML (see Section II-B), SVMs, neural
networks (feedforward and recursive), and AR methods are
popular choices. We will apply an LSTM network, which has
shown outstanding performance in time-series modelling and
prediction.

The sequential nature of time-series data related to motion
of ships makes the LSTM a natural choice when searching
for a representative model. This network type is specifically

TABLE II
PHYSICAL PARAMETERS OF THE VESSEL USED IN THE EXPERIMENT.

Parameter Description Value
m Mass of vessel 370 t

DWT Deadweight 107 t
Lpp Length between perpendiculars 28.9 m
Bm Breadth middle (m) 9.6 m
dm Draught (m) 2.7 m

designed to store data over an extended period of time,
allowing it to capture the relatively slow changes observed in
data related to ship motion. Through the use of constant error
flow, embodied by the Constant Error Carousels (CECs) in
each LSTM block, and multiplicative gates that learn when
to allow access to the CEC, events, or relations between
input- and output data, spaced by a significant time interval,
may be approximated [33]. In order to ensure satisfactory
performance of the LSTM in predicting future vessel states,
hyperparameters need to be set. This is done using the Matlab
software, specifically the Bayesian optimization algorithm
described in [34]. To limit the search space, and thus the
required computation time, three parameters were included
in the search:

• Learning rate
• Number of LSTM layers
• Number of blocks per layer
1) Ensembles: Due to randomness in the weight initializa-

tion of the LSTM network, each instantiation of a network
with equal hyperparameters will output slightly different
predictions faced with the same input data. By averaging
the output of several networks, using the same optimized
hyperparameters, the prediction error on previously unseen
data can be reduced [35].

IV. EXPERIMENT

Table II shows the main physical dimensions of the RV
Gunnerus, a research vessel owned by the Norwegian Uni-
versity of Science and Technology. In terms of propulsors,
two azimuth thrusters are mounted at the stern as well as
a bow tunnel thruster. The two azimuth thrusters are each
driven by a 500 kW electric motor, while the electric motor
driving the bow thruster is rated at 200 kW. This yields a
cruising speed of about 10 knots.

A. Data

The experiment was conducted based on history data
acquired through log files created by a data acquisition
system onboard the RV Gunnerus. A one-year time period
was selected starting from August 2016 and ending in June
2017. For all variables in the data set a sampling rate of 1
Hz was observed.

In order to isolate successful dockings in the 2016-2017
period, three sensor channels were used. Two Boolean signals
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TABLE III
THE VARIABLES USED IN THIS STUDY AS INPUT TO THE VESSEL MODEL

AND LSTM MODEL.

Variable name Unit Range
(train)

Range
(test)

North m 1688/-2703 2267/-769
East m 1961/-486 1145/-1567

Heading angle deg 360/0 360/0
Surge speed knots 11.8/-1.82 11.98/-0.31
Sway speed knots 1.43/-1.43 1.05/-1.03
Heading rate deg/s 3.67/-3.43 2.84/-2.81

Roll deg 2.68/-3.9 2.99/-2.72
Pitch deg 0.53/-2.09 -0.02/-1.82
Heave m 0.14/-0.12 0.35/-0.41

Roll rate deg/s 2.22/-1.97 2.03/-2.17
Pitch rate deg/s 1.08/-1.28 0.89/-0.69
Heave rate m/s 0.17/-0.18 0.29/-0.25

Wind direction deg 360/0 360/0
Wind speed knots 19/0 15.6/0

Course deg 360/0 360/0
Total speed knots 11.8/0 12/0

Port thruster RPM % 93.96/-67.64 99.19/-51.89
Port thruster angle deg 121.93/-90.33 156.04/-89.83

Starboard thruster RPM % 93.95/-67.58 100.08/-56.62
Starboard thruster angle deg 106.33/-117.33 90.33/-146.44

Tunnel thruster RPM % 102.1/-99.8 93/-61.2

originating from the propulsion system, drive running (going
from true to false) and motor at zero speed (equals true),
were applied in combination with a requirement of having
a total speed of less than 0.1 m/s. When the docking time
instances were successfully determined, 1000 samples prior
to these instances were extracted and made up the data set for
each docking operation. This interval may contain an initial
period of automatic waypoint following control. However,
the majority of the time is spent in the manual control mode,
in which the ship operator guides the vessel to its docking
location. Twenty-one sensor channels related to the motion
of the vessel were sampled (see the first column of Table III),
leading to a 1000x21 matrix of measurements per operation,
spanning 15 locations along the west coast of Norway (see
Figure 3).

Table III gives all the input variables for the hybrid
predictor used in this study. Ranges are given as maximum
and minimum values observed in the time series of each
variable during 88 separate docking operations. Of these the
first 68 were used for training and the last 20 were kept for
testing purposes. The unit deg is short for degrees. To get a
clearer sense of the nature of each variable, and the extreme
values observed in the training data compared to the testing
data, the max/min values are given in columns 3 and 4 of
Table III.

A further processing of the position of the ship was made
in order to generalize the position coordinates across docking
locations. A conversion from position given as latitude and
longitude in the earth-centered, earth-fixed (ECEF) frame
to the local north-east-down (NED) frame in meters was

Fig. 3. The various docking locations of the RV Gunnerus along the west
coast of Norway.

performed for convenience. The ECEF position recorded at
the docking time instance was used as the origin for the
NED coordinates of each docking operation. Figure 4a and
4b shows the path taken by the vessel towards the docking
location at coordinates (0,0) m. The former shows all paths
included as training instances for the ML algorithms, while
the latter shows the test instances.

B. Prediction for one docking approach

As mentioned in the previous section, training data for the
ML predictor consisted of 68 individual docking operations.
First running the vessel model predictor on each time instance
(1000 instances per docking operation), predicting 30 seconds
ahead of real time, made it possible to generate an error signal
by subtracting the vessel model position prediction from the
actual position of the vessel. Thereby, the training targets,
one vector with a 30-second prediction horizon per sampling
instance, for the supervised training of the LSTM networks
was created. Figure 5 shows the accuracy of the predictions
in terms of average distance errors, calculated by (5), in the
North-East plane for each docking operation in the training
data.

ȳerr,i =




M∑

j=1

√
(Nij − N̂ij)2 + (Eij − Êij)2


 /M (5)

ȳerr is the mean distance error between the predicted and the
true position of the ship in the prediction interval, M is the
number of samples per docking operation and i ∈ [1, 30] is
the index of the prediction horizon, th. N and E represent
the true north and east position, respectively, while N̂ and Ê
are the predicted north and east positions.

Given input data according to Section III-B at a certain
time instance, the vessel model predictor iteratively predicts
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(a) Training

(b) Testing

Fig. 4. The North-East path taken by the RV Gunnerus for all docking
operations used in this study.

the position of the vessel 30 seconds ahead. In parallel, the
ML predictor offers predictions of the position prediction
error made by the vessel model predictor. The sum of
these two 30-element vectors constitute the end result of the
prediction approach: a set of coordinates given for future time
instances in the North-East plane.

This is visualized in the plots of Figure 6, which shows
the actual track of the docking approach and predictions
made every 45 seconds. The red circle marks the start of
each prediction, while the green star marks the end for both
the hybrid predictor and the vessel model predictor. The red
star shows the true position at the prediction interval end.
If the red and green stars overlap, the position is predicted
perfectly at 30 seconds ahead of real time. As the area
between the true track of the vessel (red solid line) and
the hybrid prediction vector (black dashed line) is smaller
compared to the vessel model prediction vector, the hybrid

Fig. 5. The average distance between the true position and the position
estimated by the vessel model at 10, 20, and 30 seconds prediction horizons
on the training examples.

predictor has better position prediction accuracy. This is also
evident from the prediction error for the prediction horizon
end (distance between each green star and the adjacent red
star).

Both the vessel model predictions and the hybrid model
predictions diverge from the true position close to the origin.
This is attributed to the use of thrusters to temporarily push
the vessel against the dock while preparing the mooring
ropes. Figures 7 and 8 show that while the speed of the vessel
approaches zero at t ≈ 700s, indicating that the vessel has
docked, the thrusters are still producing thrust. In the same
time period the course angle of Figure 7 is invalid due to
zero speed. At t ≈ 630s the top plot of Figure 8 shows the
port thruster being rotated. This is to push the vessel towards
the dock with the starboard side facing the dock.

The top plot of Figure 7 plots the course angle against
the heading angle. For the final approach to the Trondheim
docking location, the course and heading angle deviate by
several degrees in the time period 300-500 s. This is due to
the dock being located in the outlet of the Nidelva river, and
the water flowing towards the sea induces force on the hull.
The effect on the vessel model prediction was a steady error
of approximately 5 m in the North-East plane during this
time period.

C. Average performance

Figure 9 shows the performance of the hybrid predictor
and the vessel model predictor. The number of samples
for the averaging of the position prediction at future times
th = [1, 30]s includes the entire 1000 seconds prior to com-
pleting the docking operation. Typically this involves a short
initial period of transit speed, followed by deceleration to a
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Fig. 6. The prediction of ship position in the horizontal plane in the port
of Trondheim, Norway.

low-speed approach and finally gliding/decelerating towards
close-to-zero speeds. This final period usually involves the
application of the bow tunnel thruster (see the bottom plot
of Figure 8). Both the vessel model predictor and the LSTM
model predictor can introduce prediction error to the overall
hybrid predictor. However, the main sources of error come
from the vessel model and are due to the following reasons:

• the vessel model predictor does not account for forces
induced by current as they are not measured;

• change in the control commands input by the vessel
operator is unknown within each prediction interval and
therefore the initial value is applied.

The LSTM predictor assumes a portion of this error, which
results in an improved overall position prediction, reducing
the average prediction error at th = 30s by almost half.
While there are three docking operations that exhibit close
to the same accuracy as the vessel model prediction average
(three black lines close to the red dashed line of Figure 9),

Fig. 7. The top plot shows the heading and course angle of the ship while
docking in Trondheim, while the bottom plot holds the ship speed.

Fig. 8. The top plot shows the rotation angle of the main thrusters, while
the bottom plot shows the RPM percentage of all three thrusters.

two of them are at a docking location not covered in the
training data set. The third line is generated by predictions
carried out while docking in a port, which is covered only
once in the training data set, and in an irregular fashion as
well. It is irregular in the sense that the vessel did not follow
the usual pattern of deceleration, but moved toward the dock
in lurches. The remaining black lines in Figure 9 depict the
prediction errors incurred while docking at more frequently
visited docking locations.

Due to the nature of data-based models, where training
data dictates the performance of the trained model, the more
repetitions of docking at a certain port will lead to the
hybrid predictor providing better predictions at this location.
For the application described in this paper, if the trained
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Fig. 9. The average position prediction error of the vessel model predictor
by itself (dashed red line) and the hybrid predictor (dashed blue line) over
the 20 test sets and the prediction horizon (1-30 seconds). The solid black
lines represent the average position prediction error of the 20 individual
docking operations included in the test set for the hybrid predictor.

hybrid predictor was applied while docking the ship at a
port for the first time, it would perform worse than if it
docked at its home port of Trondheim. However, by including
the vessel model predictor, which provides a deterministic
evaluation of the position prediction, along with facilities in
the LSTM predictor to maintain its generalization abilities
(regularization, early stopping training and dropout layer),
an increase in position prediction accuracy is seen compared
to the predictions made by the vessel model predictor alone.
Downsides to this hybrid predictor include the requirement
of having both sufficient amount of data for training of the
data-based model as well as the parameters of the dynamic
model described in Section III-B.

The second column of Table IV displays the averages of
the values seen for th = [10, 20, 30]s in Figure 5. A lower av-
erage prediction error is observed for the testing data relative
to the training data. This is due to the diversity of docking
locations contained in each set. Out of 15 docking locations,
four are represented in the test set, while 14 are represented
in the training set. Thus, as every docking location has its
own set of challenges with respect to geographical layout and
environmental conditions, the ship operator needs to adapt
his or her docking strategy. This results in a larger spread
in terms of thruster commands, which in turn affects the
prediction accuracy of the vessel model.

V. CONCLUSION

Predicting the motion of a ship is complex. As a way to
reduce the uncertainty of the position predictor performance,
predictions originating from the vessel dynamic model were

TABLE IV
THE AVERAGE POSITION PREDICTION ERROR MADE BY THE VESSEL

MODEL PREDICTOR.

th [s] Training error [m] Testing error [m]
10 3.04 2.34
20 7.11 5.23
30 12.11 8.85

combined with a data-based predictor. The latter was im-
plemented using the LSTM neural network methodology.
This resulted in a hybrid predictor, where the data-based
LSTM corrected the predictions made by the vessel model.
A substantial increase in average accuracy was observed
throughout the prediction interval. At the maximum predic-
tion horizon of 30 seconds, the average distance error in the
position predictions was reduced by about 4 m, from 8.9 m
(vessel model) to 4.7 m (hybrid model). Although the black-
box nature of the LSTM does not allow for direct insight
into what causes the vessel model predictions to deviate,
it compensates for the deviations, producing more accurate
predictions when both predictors are combined.

The current study applies prediction solely to provide
additional information for the ship operator while docking.
Utilizing the proposed hybrid position prediction as input to
an automatic motion controller could improve the efficiency
and accuracy of autonomous docking operations. Providing a
hybrid predictor that meets the two-sided goal of maintaining
stability of the cascaded predictor-controller system, as well
as to accurately predict the vessel dynamics, would be a key
challenge. Along with the inclusion of wind predictions into
the hybrid predictor, this constitutes the direction of future
work.
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Abstract

Dynamic models of ships have been widely used for model-based control and short-term prediction in the
past. Identifying the parameters of such models has mainly been done through scaled model tests, full scale
tests or computational fluid dynamics software. This is a challenging task due to the many aspects that
influence the ship dynamic behaviour and thus one would expect a certain degree of mismatch between the
actual motion of the ship and the modelled behaviour. The mismatch in the dynamic model may be due
to unmodelled effects, but also the lack of measurements of waves and ocean current. To make up for the
discrepancies the authors propose to create a co-operative hybrid model consisting of the dynamic model
and a neural network, where the neural network predicts the acceleration error of the dynamic model.
The approach is tested on real data originating from the Research Vessel (RV) Gunnerus performing a
shutdown of thrusters during stationkeeping. The subsequent task is to predict the propagation of position
and heading while drifting due to wind, wave and current forces. Comparing the motion of the real ship
and the modelled ship, shows the improved prediction accuracy of the hybrid model.

Keywords: Ship motion prediction, Hybrid model, Dynamics

1 Introduction

Short-term ship motion prediction, ranging in predic-
tion interval length from a few seconds to one minute,
has implications for a variety of applications such as
takeoff and landing of unmanned aerial vehicles and
helicopters Yang (2013), ship crane operations From
et al. (2010) Küchler et al. (2011), maneuvering Per-
era (2017) and quiescent period prediction Dannenberg
et al. (2010) Giron-Sierra and Esteban (2010). The
main motivating factors for all these applications of
ship motion prediction are safety and efficiency. If the
uncertainty of the future motion is reduced, the ship
operator can make informed decisions on how to pro-
ceed with an operation. Helicopter landing may be
timed to coincide with a period of relatively low heave

motions or a trajectory that may interfere with sur-
rounding vessels or stationary objects may be discov-
ered at an early stage and corrective measures can be
implemented.

The motion of a ship at sea is dictated by the hydro-
dynamic properties of the ship, environmental distur-
bances like wind, wave and ocean current and thruster
forces. Typically, the wind is the only measurable en-
vironmental state, which leaves the wave impact and
current impact on the model unmeasured. Probably,
this is why many researchers have turned to data-based
modelling for predicting ship motion. It allows for
fitting models based on informative features from re-
cently sampled ship motion data. If the ship is per-
forming Dynamic Positioning (DP), meaning that it
maintains a steady position, or performs low-speed ma-
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neuvering using thrusters, observers have been devel-
oped that filter out the wave-induced oscillatory mo-
tion and estimate the apparent force caused by a com-
bination of wave drift force and ocean currents Fossen
and Perez (2009). However, they depend on informa-
tion about the sea state and requires that the ship is
actively controlled.

In this paper we investigate the benefit of combining
a dynamic model with a data-based model for predict-
ing the future position and heading of a ship. The dy-
namic model is identified through scaled model experi-
ments and describes the motion of the ship in 3 degrees
of freedom (DOF): longitudinal/lateral motion and ro-
tation about the vertical axis of the ship Hassani et al.
(2015). Forces due to wind and thrusters are accounted
for as well. But, due to lack of knowledge of wave and
current impact on the ship and inherent model fidelity
limitations, the model output will not describe the 3
DOF motion of the real ship perfectly. Thus, based
on a limited set of recent data to perform model pa-
rameter adaptation, the data-based model corrects the
dynamic model on an acceleration level. In this way,
the general trends in future motion may be outlined by
using existing knowledge, leaving the data-based model
with less of a challenge in predicting the residuals of
the original model.

Hybrid modelling, using an identified model of a pro-
cess along with a data-based model to amend its de-
ficiencies, has been explored in the past van de Ven
et al. (2007). Albeit, with a focus of improving pa-
rameter estimates of a partially known model. The
present study focuses on compensating the predictions
made by a model which is assumed to be complete, but
lacking information about the complete environmental
disturbances Skulstad et al. (2021).

When the ship is automatically controlled, either
for stationkeeping or trajectory tracking under normal
operating conditions, the assumption is that the ship
will maintain its desired motion state and therefore no
prediction is needed. Therefore, the case study pre-
sented in this paper shows the use of predictions dur-
ing a power failure situation. While power failures dur-
ing stationkeeping operations is unlikely due to power
plant and thruster redundancy for ships involved in
critical operations, the consequences may be severe.
Often such operations take place close to other ships
or offshore structures or during deployment of seabed
installations. Being able to predict the future position
and heading during such a failure could provide the
ship operator with valuable information on whether or
not to carry out the operation, and thus enhances the
quality of the pre-operation risk analysis. This insight
might also be of use in decision-making for autonomous
ships where a failure requires a proper response based

on the future trajectory of the ship Blindheim et al.
(2020).

2 Related work

Ship motion prediction models range from completely
transparent kinetic models Triantafyllou et al. (1983),
through kinematic models Perera (2017) to regression
models Brandsæter and Vanem (2018) and black-box
Machine Learning (ML) models Yin et al. (2017). Each
domain has their own strengths and weaknesses. Ap-
plying a kinetic model to prediction requires know-
ing the parameters that go into the model. This may
be performed using scaled model experiments Hassani
et al. (2015) or specialized hydrodynamic computer
programs. It is challenging to determine all the param-
eters of the models to a satisfactory accuracy van de
Ven et al. (2007) covering all the various speed regimes
and environmental conditions a vessel may encounter.
However, the relations between measured data and fu-
ture motion are explicit and defined by functions de-
scribing forces that are derived using well-established
theory Fossen (2011).

Kinematic models disregard the forces induced by a
ship moving on the surface of the ocean and apply only
the relation between acceleration/velocity and head-
ing to get positions. A complete method of estima-
tion and prediction of vessel trajectories is presented
in Perera (2017). An extended Kalman filter was used
to estimate the states of a kinematic ship maneuvering
model. Estimated states were then applied to deter-
mine navigation vectors, which were input to a vector
product-based prediction method for calculating future
positions and heading.

ML offers a way of modelling the ship behaviour
without explicitly identifying parameters that relate
environmental disturbances, ship state and thruster
forces to future ship states Li et al. (2017). However,
this comes at the cost of model transparency and the
requirement of having sufficiently rich data such that
the data-based model is able to generalize to new in-
puts. An online approach to ship roll angle prediction
was presented in Yin et al. (2017). They applied an
adaptive sliding window to include relevant recently
sampled data which best describe the time-varying dy-
namics of the ship. The Radial Basis Function (RBF)
Neural Network (NN) used in their study was updated
in a sequential manner. A similar sequential RBF net-
work was used for multi-step predictions in relation to
predictive control of a ship’s course in Yin et al. (2010).
Recently, recurrent networks have also been used for
predicting roll/pitch angles and heave motion Zhang
et al. (2020) Duan et al. (2019) and horizontal motion
Skulstad et al. (2019).
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Support vector regression (SVR) models represent
an alternative to NNs for creating data-based predic-
tive models Li et al. (2016). By recognizing that the
roll angle exhibits a periodic term when exposed to
waves, Li et al. combined a periodogram estimation
method with a SVR model to predict the roll angle
up to 15 seconds ahead Li et al. (2019). Comparison
against pure SVR and NN models showed the benefit
of including such a hybrid prediction scheme. The pe-
riodicity seen in the time series of ship roll and pitch
angle and heave motion may also be handled by de-
composition of the signals using e.g. empirical mode
decomposition Hong et al. (2019) Duan et al. (2015b).
For such an approach each mode is related to a pre-
dictive model, such as the SVR, and the individual
predictions are merged to form the prediction of the
original signal.

The Autoregressive (AR) method makes use of only
the history samples of a certain state and is an effi-
cient way of obtaining predictions a few seconds ahead
From et al. (2010). Optimized parameters may be ob-
tained through a recursive least squares method Ma
et al. (2006). The AR method is efficient, but it is a
linear method which is limited by the assumption of
having a stationary time series Duan et al. (2015a).
To overcome these limitations Yang et al. applied the
Bayes Information Criteria to select the model coeffi-
cient size and also implemented a factor that reduced
the impact of the most distant samples Yang (2013).

The performance of data-based methods, such as ML
and AR, heavily depend on the amount and relevance
of the training data with respect to the data used dur-
ing the prediction stage. And, given a certain training
dataset containing relevant and sufficient amount of
data, the training time can not be determined up front
Takami et al. (2021). Predictors that apply a priori
information about the ship dynamics, such as iden-
tified maneuvering models, face fidelity issues due to
the abundance of operational conditions that influence
on the dynamics of the ship. The deficiencies of the
two modelling domains makes combining models from
the two a natural choice. Training efficiency of the
data-based predictor may be enhanced by predicting
residual errors in the dynamic model predictions. And
those residual predictions may be used to account for
the previously mentioned fidelity issues Skulstad et al.
(2021).

3 Ship motion predictors

In this section predictors that apply a priori informa-
tion about the components of the system will be in-
troduced. In a scenario where data is scarce and the
event that triggers the prediction is seldom seen, purely

data-based predictors will have limited information to
perform successful predictions.

3.1 Model-based predictor

A purely model-based ship motion predictor embeds
the models of the environment impact on the ship,
thruster forces and the hydrodynamic models of the
ship hull. This is visualized in Figure 1.

In combination these models output the total force
exerted on the ship hull and these forces are converted
to accelerations through the known mass matrix of the
ship, shown in eq. (1).

MRBν̇ +CRB(ν)ν +MAν̇r +CA(νr)νr+ (1)

Dνr +Dn(νr)νr = τ c + τwi + τwa.

In the above equation the ship velocity relative
to current is given as νr = ν − νc where νc =[
uc vc 0

]T
denotes the components of the current

velocity in the coordinate frame of the ship. The
current velocity is presumed irrotational in this case.
MRB and MA are the rigid body and added mass ma-
trices of the ship. Coriolis and centripetal forces are in-
cluded through CA(νr) and CRB(ν), linear damping
through D and nonlinear damping through Dn(νr).
Forces generated by the three thrusters are given as τ c,
while the environmental forces due to wind and waves
are given by τwi and τwa, respectively. τwa and νc are
unknown and will therefore not be considered further
as inputs to the dynamic model.

The block named Model-based predictor in Figure 1
contains these models. Integrating the accelerations
once yields the predicted propagated velocities, ˙̂νt+1,
given in the coordinate frame of the ship. A rotation by
the heading angle to obtain velocities relative to North
and East, followed by a second integration results in
predicted positions and heading, η̂t+1.

At the beginning of the prediction interval the
thrusters are each fed with their respective most recent
sample from the thrusters, u0, where the subscript 0
signifies the start of the prediction interval. For the az-
imuth thrusters this corresponds to an azimuth angle
and a Revolutions Per Minute (RPM) command, and
for the tunnel thruster an RPM command. During
a power failure the thrusters do not actively produce
force. The only force they induce on the ship is due
to moving through the water at a non-zero velocity.
These values are updated based on the predicted ship
velocities.

Thruster forces are acquired through the execution
of hydrodynamic models created by the manufacturer
of the thrusters. The individual thrust outputs de-
pend on the control commands issued by the motion
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Figure 1: Model-based predictor

controller as well as the ship speed and is valid for the 4
quadrants of operation given in Table 1 Smogeli (2006).

Table 1: The 4 quadrants of propeller operation pa-
rameterized by RPM (n) and inflow velocity
(Va) (courtesy of Smogeli (2006)).

Parameter 1st 2nd 3rd 4th

n ≥ 0 < 0 < 0 ≥ 0
Va ≥ 0 ≥ 0 < 0 < 0

The ship used in this study has three thrusters: one
bow tunnel thruster and two main azimuth thrusters
at the stern. Converting their individual, local, thrust
force into a combined force acting in the centre of grav-
ity of the ship requires the 3x3 thrust configuration ma-
trix shown in eq. (2). s(·) and c(·) are abbreviations
of the sine and cosine functions.

τ c =




0 c(αp) c(αs)
1 s(αp) s(αs)

ltx
lpxs(αp)
−lpyc(αp)

lsxs(αs)
−lsyc(αs)


×



Ttn
Tpa
Tsa


 (2)

The tunnel thruster cannot rotate and thus produces
positive or negative thrust, Ttn, along the lateral axis of
the ship at a distance ltx from the ship’s centre of grav-
ity. Azimuth thrusters may rotate and the angles for
the port and starboard thruster are αp and αs, respec-
tively. Their individual thrust, Tpa and Tsa, is applied
at locations (lpx,lpy) and (lsx,lsy) relative to the ship’s
centre of gravity.

Wind related variables are also unknown for future
time instances, so the values sampled at the prediction
interval start is used (Vw,0 and βw,0). The resulting
estimated force, τwi, given in the coordinate frame of

the ship is shown in eq. (3).

τwi =
1

2
ρaV

2
rw




CX(γrw)AFw
CY (γrw)ALw

CN (γrw)ALwLoa


 (3)

The wind force coefficients CX , CY and CN depend
on the relative wind direction, γrw, and they are typi-
cally derived using either computational fluid dynam-
ics software or wind tunnel tests Hassani et al. (2015).
In addition to the force coefficients the model requires
air density, ρa, relative wind velocity, Vrw, area of the
ship’s frontal and lateral projection, AFw and ALw,
and the overall length of the ship, Loa.

To perform multi-step predictions the equation of
motion, given in eq. (1), is solved for the acceleration,
ν̇. Integration according to Figure 1 allows for feeding
back the velocities. Repeating this process gives pre-
dicted accelerations, velocities, positions and heading
at future time instances.

3.2 Hybrid model predictor

In the hybrid model the dynamic model is applied as
described in section 3.1, while a data-based model aims
to predict the discrepancy in the acceleration of the
model-based predictor. Discrepancies will always be
present due to the complex environment in which the
ship operates. In the present study the discrepancies
also come from not having measurements or estimates
of the ocean current, such that the dynamic model may
account for these forces. The training scheme is shown
in Figure 2.

The objective of the NN predictor is to predict
∆ν̇t+1 = ν̇t+1 − ˙̂νt+1, where ν̇t+1 is the actual ac-
celeration of the ship and ˙̂νt+1 is the acceleration pre-
dicted by the model-based predictor. For each sam-
ple in the Historical data of Figure 2, the model-based
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prediction of the surge, sway and yaw acceleration one
second ahead is compared against the true acceleration
one second ahead. This yields the targets for the super-
vised training procedure of an ensemble of feedforward
NNs. Ensembles are applied in order to average the
effect of random weight/bias initialization in the indi-
vidual NNs. A subset of all the available inputs, shown
as Xtr,t in Figure 2, is extracted according to the fea-
ture selection procedure described in Section 3.3. The
available features also include virtual sensors in the
form of states predicted by the model-based predictor
and the NNs (see Figure 2). This results in the input
training data, X ′

tr,t.
Figure 2 shows the application of the hybrid pre-

dictor when used to output predictions of the future
north/east position and heading angle. The model-
based predictor initially receives the following, most
recently sampled, data:

• Position and heading, η0, relative to the North
East Down coordinate frame.

• Linear and angular velocities, ν0, given in the co-
ordinate frame of the ship.

• Wind speed and direction, Vwi,0 and βwi,0 (relative
to north).

• Thruster control commands, ut. These remain
constant throughout the prediction interval.

Executing the model-based predictor results in predic-
tions of acceleration, velocity and position at one sec-
ond ahead of the prediction interval start time. These
predictions are passed to the Sensors block for poten-
tial use as input features to the NNs at subsequent
steps. Then an input vector is drawn from the set of
available sensor data according to the feature selection
scheme. A predicted acceleration discrepancy is out-
put by a forward pass over the data-based predictor
to get ∆ ˙̂νt+1. Summing the predicted acceleration dis-
crepancy and the model-based predicted accelerations
yields the corrected acceleration, which is propagated
through integrators to achieve the predicted position
and heading angle at one second ahead of the initial
time instance. This process is repeated 60 times for a
one minute prediction interval.

A motivating factor for selecting an iterative multi-
step prediction strategy, as opposed to directly predict-
ing the complete future acceleration discrepancy vec-
tor, lies in the nature of the process that generates the
training data. When the ship is actively controlled the
control commands change as fast as 1 Hz. This limits
the temporal validity of the acceleration predictions
made by the model-based predictor, which is used to
generate supervised training data for the NNs. The NN

structure applied in this paper is a regular feedforward
network consisting of two layers of 20 units applying
a hyperbolic tangent activation function. The output
layer has three units and applies linear activation func-
tions.

3.3 Feature selection and extraction

Selecting features that contain useful information for
predicting a certain target value is beneficial in terms
of generalization ability of the NNs, reducing compu-
tational burden and providing a more interpretable
model. In this paper this is achieved by first ac-
knowledging that as the model-based predictor per-
forms multi-step predictions, only the position and
heading and the respective velocities will be propa-
gated/updated. Thus, features such as roll and pitch
angle, their velocities, and wind direction and veloc-
ity remain constant throughout the prediction interval.
Also, the control commands to thrusters remain con-
stant as they do no longer contribute to actively con-
trol the ship’s position and heading. By this intuition,
only the position, heading and their velocities and ac-
celerations will provide current information about the
motion of the ship within the prediction interval. From
this subset, which contains features that are dynamic
in the prediction interval, the model-predicted longi-
tudinal, lateral and rotational speed and accelerations
were selected as input to the data-based predictor along
with the previously predicted acceleration discrepancy,
∆ ˙̂νt. The NNs thereby assume an auto-regressive form
with exogenous inputs.

4 Case study

In this section the performance of the predictors are
compared in a scenario where the ship operator turns
off the active dynamic positioning controller. The sce-
nario was conducted outside the port of Trondheim,
Norway, and the purpose was to mimic a power failure
event. The analysis, training and application of the
predictors is carried out based on historical data, i.e.
not onboard the ship in real time.

4.1 Data and ship model

The ship used in this case study is the Research Vessel
(RV) Gunnerus shown in Figure 3. It is equipped with
two azimuth thrusters at the stern and one bow tunnel
thruster and has an overall length of 36.25 m.

The data used for the case study presented in this
section was collected during a shutdown of the ac-
tive dynamic positioning control, leaving the vessel to
drift freely due to forces incurred by current, wind and
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Supervised training

Figure 2: Hybrid predictor

waves. The sea state during the data collection was
estimated by the ship operator to correspond to a sea
state of 2 on the Beaufort scale. Prior to executing
the simulated shutdown of dynamic positioning con-
trol, the ship performed low-speed maneuvering and
stationkeeping for 50 minutes, sampling data at 1 Hz
from thrusters, ship motion data, wind direction and
wind speed.

Figure 3: Starboard view of the RV Gunnerus.

4.2 Results

Since the parameters of the ship- and thruster models
have been derived through tests using scaled model ex-
periments and computational fluid dynamics software
they describe the dynamic behaviour of the overall sys-
tem well. Applying the models as-is therefore yields
a reasonably accurate set of predicted future position
and heading. Figure 4 shows the velocities predicted
every second from the point of failure to the prediction
horizon end at 60 seconds ahead of time.
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Figure 4: The velocities related to the first prediction
interval starting from the point of failure.

The performance of the model-based predictor is sen-
sitive to initial velocities and heading. To mitigate the
effect of noisy velocity measurements, seen as red lines
in Figure 4, on the model-based predictions, a sliding
window average of 3 seconds was applied to the head-
ing and velocities input at the start of each prediction
interval. A larger discrepancy is seen for the surge
velocity predicted by the dynamic model, which indi-
cates that either wave/ocean current-induced forces,
or model discrepancies are present. The smooth out-
put from the model-based predictor, in addition to re-
liably propagating its predictions, has the added effect
of smoothing the output of the hybrid predictor (see
Figure 5).

Figure 5 shows the acceleration prediction made by
the two predictors over the course of the first predic-
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Table 2: Average errors in terms of North/East position and yaw angle for the first 5 and 20 prediction intervals
after the power failure.

Model
type

State Position and Heading error (5/20 intervals)

15 s 30 s 45 s 60 s

Hybrid
model

North 0.14/0.17 0.22/0.76 0.41/1.74 0.70/2.93
East 0.06/0.07 0.16/0.36 0.38/1.07 0.99/2.41
Yaw 0.14/0.21 0.28/0.56 0.37/0.99 0.73/1.71

Dynamic
model

North 0.26/0.21 0.73/0.56 1.36/1.07 2.12/1.78
East 0.11/0.12 0.47/0.48 1.05/1.01 1.79/1.67
Yaw 0.25/0.23 0.55/0.56 0.89/0.71 1.49/0.95
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Figure 5: The accelerations related to the first predic-
tion interval starting from the point of fail-
ure. Note that the actual acceleration (red
line) is given as the average of the 60 second
prediction interval.

tion interval, starting from the time of failure. The
closer proximity of the hybrid predicted acceleration
to the mean acceleration, given in red, shows the pos-
itive effect of adding the acceleration prediction com-
pensation. By running multiple prediction intervals,
successively incrementing the start of the interval with
one second, the average prediction errors may be dis-
cerned. In Table 2, average values of the first 5 and 20
successive, post failure, prediction intervals are given.

Due to the nature of ML algorithms, requiring data
for inference which is similar to that seen in training,
the predictions made on data sampled some time after
the failure may not be valid. This is caused by the ship
drifting and thus obtaining higher velocities relative to
the low-speed and stationkeeping operation from which
the training data was sampled. This is reflected by the
degradation in performance of the hybrid predictor rel-

Table 3: Average reduction in error by applying the
hybrid model relative to the dynamic model
predictor.

State Error reduction [%] (5/20 intervals)

15 s 30 s 45 s 60 s

North 46/14 66/-35 70/-62 67/-65
East 45/67 66/25 64/-6 45/-44
Yaw 44/9 49/0 58/-39 51/-80

ative to the model-based predictor as the number of
prediction intervals increases (see Table 3). If a set of
data covering a larger dynamic range was pre-recorded,
the validity of the hybrid predictions may be extended
beyond what is shown in this paper. Unlike the hybrid
predictor, the average error of the model-based pre-
dictor decreases as the prediction interval start time
is propagated (see Table 2). This is attributed to the
fact that as the ship drifts the transient accelerations,
caused by the sudden loss of stationkeeping control,
decrease.

When the ship no longer has active stationkeeping
capabilities, it drifts northwards for this specific case.
This is shown in Figure 6 where the black dashed lines
of the figure show the trajectory of the first 5 prediction
intervals of the hybrid predictor, while the dash-dot
lines show the corresponding model-based predictions.
Averages of the 5 trajectories are given as red circles
(hybrid model) and red crosses (dynamic model). The
initial speed direction for the first prediction interval
is given by the black arrow. Variations in the pre-
dicted trajectories are mainly due to the advancing
prediction interval start time, which yields varying ini-
tial speeds. The average of the trajectories shown in
Figure 6 clearly show the benefit of including the ac-
celeration corrections.

The measured wind direction and speed for the cor-
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Figure 6: Trajectories of the ship while drifting. The
blue ship frames, plotted every 10 seconds,
indicate the actual heading angle of the ship.
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Figure 7: Actual wind speed and direction relative to
north (0 degrees). The direction is to be in-
terpreted as ”coming from ”.

responding time interval are shown in Figure 7. The
mean direction is roughly 157 degrees. Thus, wind ef-
fect induces forces on the hull consistent with the drift-
ing northward trajectory. However, the ship also moves
slightly due east, which is not consistent with the wind
direction. Thus, due to the modest wave height, cur-
rent is the remaining factor that may lead to this tra-
jectory.

5 Conclusion

A hybrid predictor was constructed and its predictive
performance was tested on data from a real scenario
mimicking a power failure during dynamic positioning.
The NN models providing acceleration corrections to
the model were shown to substantially improve the ac-
curacy of the overall motion predictions for such a case.
However, as the ship drifts freely due to wind and cur-
rent, it eventually attains speeds outside of the range
of the data that was used to train the NNs. This lim-
its the validity of such corrective predictions to a short
time span after experiencing such a failure. In the case
study presented in this paper a good match between
the predicted position and heading compared to the
actual position and heading was seen for the first 10,
60-second, prediction intervals.

The proposed approach may be transferred to more
general purpose prediction scenarios. However, the
accuracy of this method, for scenarios where future
thruster commands may not be deduced at the time
of prediction start, will be reduced. This is due to the
influence of commands, not yet known to the predictor.
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Abstract—Dynamic positioning (DP) is one of the key tech-
nologies towards ship autonomy. Ships in DP mode use thruster
devices to maintain position and perform low-speed maneuvering.
The motion controller issues force requests according to the mea-
sured ship state and motion objectives. These requests must be
translated into individual thruster commands. Due to constraints
in the thrusters, such as inertia and limited angles of operation,
state-of-the-art control allocation methods apply constrained
optimization techniques. Although such methods readily capture
the handling of constraints, they may require significant compu-
tational resources in searching for optimized commands in real
time. Here we show that a neural network may be applied to offer
an effective evaluation of the mapping between motion controller
requests and executable thruster commands. An Autoencoder-like
neural network is trained with data generated using knowledge
about the configuration of the thrusters. Custom loss functions
shape the weights of the network, such that the overall motion
objectives are met and thruster constraints are honored. Then,
the network is applied to perform low-speed maneuvering and
stationkeeping in a simulator. Comparison relative to a basic
fixed-angle allocator indicate similar dynamic performance at a
reduced power consumption.

Index Terms—Deep Learning Methods, Motion Control, Con-
strained Control Allocation

I. INTRODUCTION

CONTROL allocation for normal surface vessels and au-
tonomous ships involves distributing force requests made

by a preceding motion controller. The force requests are given
relative to the vessel center of gravity and therefore needs to
be translated into commands specific to each thrust-producing
device, hereafter termed thruster. Typically, ships involved in
complex operations have redundant thrusters, which allows for
increased safety in case of thruster failures, but also allows
for optimizing the overall motion performance in terms of
eg. power consumption. Such a thruster configuration renders
the ship over-actuated, which implies that more than one
set of commands may meet the overall force request. The
primary goal of the control allocator is to allocate individual
thruster control signals such that the thrusters jointly produce
the requested force. Secondary goals include managing the
limitations of the thrusters in terms of magnitude and rates,
minimization of power consumption, forbidden sectors of op-
eration (rotatable thrusters) and the avoidance of singularities
[1].

To solve the constrained control allocation problem for
ships, researchers have explored several methods, the most
popular one being optimization based methods. Basic ap-
proaches to this domain of methods involve posing the
problem as an unconstrained optimization problem [2]. This

disregards the inherent physical constraints of a thruster, such
as force magnitude and its force rate of change. If the thruster
can rotate, the maximum/minimum angle and the angle change
rate must be considered as well. Thus, this approach may
produce infeasible commands, resulting in a failure to meet
the force request of the motion controller. Optimization-based
approaches have been applied to deal with several challeng-
ing problems in control allocation. In terms of maintaining
maneuverability when azimuth thrusters that rotate slowly
are applied, singularity avoidance is important [3], [4]. This
technique avoids thruster configurations where no force can
be produced in one of the ship axes. Load variation reduction
on marine power plants [5] and fuel minimization of marine
power plants [6] have also received focus. This reduces wear
and tear on the power production system, emissions and fuel
costs. For ships that have fixed main propellers with rudders,
the corresponding feasible thrust vector set is non-convex [7].
This is due to the reduced lift force produced by the rudder
at negative propeller thrust. Thruster-thruster and thruster-hull
hydrodynamic interactions were considered in [8].

In an effort to reduce power consumption and rate changes
in the face of environment disturbances, Skjong et al. proposed
the use of Model Predictive Control (MPC) to optimize control
allocation in the long run [9]. The use of the command horizon,
inherent to the MPC domain, allowed for both negating the
effect of oscillating wave forces as well as to rotate azimuth
thrusters to more favorable directions (ie. thrusters that are
more efficient at positive Revolutions Per Minute (RPMs)).

Neural networks used for solving control allocation prob-
lems have been researched within the aerospace domain. By
posing the control allocation problem as a convex nonlinear
program, Chen applied a neural network to solve for the
control commands for a near-space vehicle [10]. A more
direct approach was taken by Huan et al. to create a control
allocator for a space re-entry vehicle [11]. A deep autoencoder-
like neural network was applied to model the relationship
between the controller requests and the resulting commands
to actuators. A similar network structure will be used in this
paper. Although the type of layer in the network differs and
additional features for constraining the allocated commands
are added.

Using neural networks for control allocation directly offers
a general purpose tool in terms of not imposing bounds on
the convexity or linearity of the proposed system. Neural
networks can provide allocation solutions at low latency due
to needing only a forward pass over the trained network.
However, the training phase may be time consuming, which
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dictates offline training. If applied to an autonomous ship, the
operating system may invoke the retraining process based on
the current operational requirements.

The present paper elaborates on how a Deep Neural Net-
work (DNN) can be constructed for control allocation, along
with training design considerations and simulations exploring
different aspects of the method. Based on knowledge about
the thruster configuration and the operating range of the
forces of each thruster, training data is generated. Then a
model incorporating the above-mentioned constraints is trained
offline according to the loss functions described in Section
III-B. A significant feature of such a training regime is that
the DNN does not require real data from ship maneuvering
operations [11].

A related work from the authors is published in [12], in
which a one layer feedforward neural network was applied
for control allocation. The current paper has the following
novelties:
• The model used for allocation consists of recurrent lay-

ers, which facilitates constraining rates without feeding
thruster commands from a real operation to the network
(see Section III-B3).

• Implementation of constraints such as power minimiza-
tion and sector constraints is made possible through the
use of the Autoencoder-like structure of the network (see
Section II-B)

II. BACKGROUND

A. Generalized Inverse Control allocation

The Generalized Inverse (GI) method given in [2] provides
for an unconstrained solution of the control allocation. The
expression for the generalized force, τ , is given in (1). τ
is produced jointly by the thrusters and holds the longitudi-
nal/lateral forces and moment about the vertical axis of the
ship.

τ =




0 c(α2) c(α3)
1 s(α2) s(α3)

l2
l1s(α2)
−l3c(α2)

l1s(α3)
−l4c(α3)


×



F1

F2

F3


 (1)

= B(α)uf

where B is the thruster configuration matrix, α contains az-
imuth angle commands, uf contains thruster force commands
and s(·) and c(·) represent the sine and cosine functions. The
remaining variables of (1) are given in Fig. 1(b). If the thrusters
are non-rotatable, (1) may be solved using the Moore-Penrose
pseudo-inverse of B. This yields the optimal command vector
in (2), not accounting the potential in-feasibility of the com-
mands.

uf = B†(α0)τ (2)

This method will be used in the simulation example of this
study with a set of fixed angles, α0. According to Fig. 1(b),
two thruster types appear in the vessel used in this study: One
variable-speed tunnel thruster (T1) and two identical, variable
speed, azimuth thrusters (T2 and T3). The simulation models
used in this study are based on the Research Vessel (R/V)

Gunnerus [13] and its propulsion system [14]. A view of the
real ship is given in Fig. 1(a), and its physical parameters are
given in Table I.

Force commands are issued from the allocator to a
Proportional-Integral (PI) controller per thruster. The PI con-
troller outputs a torque reference to an electrical motor based
on the error between the estimated thrust and the reference
thrust from the allocator. The motor then outputs an RPM to
the hydrodynamic model of the thruster, which outputs thrust.
In Fig. 4, three PI-motor-thruster subsystems are contained in
the Thrusters block. Each thruster exerts a 3-dimensional force
at its location on the ship hull. The combined thruster force is
then applied, along with the additional excitation forces, in the
time-domain ship simulator VeSim [13] (see the Ship block of
Fig. 4).

TABLE I
PARAMETERS OF THE VESSEL AND THRUSTERS USED IN THE SIMULATION

EXPERIMENT.

Parameter Value
Deadweight (t) 107
Length between perpendiculars (m) 28.9
Breadth middle (m) 9.6
Draught (m) 2.8
T1/T2/T3 max N/s 1000
T2/T3 max ◦/s 10
T1 max N ±30000
T2/T3 max N -30000,60000
T2/T3 max ◦ ±180

(a) Starboard view of the R/V Gunnerus

(b) Thruster layout of the vessel used in this study

Fig. 1. A virtual model of the RV Gunnerus was applied in this study.
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B. DNN

The neural network architecture used in this paper resembles
an Autoencoder network. However, Autoencoder networks
typically aim to reduce the dimension of the latent space,
also known as the Code, to represent the input space samples
using a more compact representation (ie. compression of
information) [15]. In this work the structure of the Autoen-
coder network is exploited to facilitate training and enforce
constraints such that the encoder-part of the network in Fig. 2
acts as a control allocator, similar to the work of Huan et al.
[11]. We expand this approach in the direction of the maritime
domain and also facilitate for constraints in terms of the rate
change of the azimuth thruster angles. Section III describes
the dimensions of the input, latent and output spaces.

The two parts of the network; the Encoder and the Decoder
were assigned three layers each based on a manual search
considering training/execution time versus performance. Hy-
perparameters were also manually selected based on the per-
formance of the model when applying a separate validation
dataset. 64 Long Short-Term Memory (LSTM) nodes were
applied in the first two layers of each part of the network.
A regular densely connected layer made up the final layer
for both parts of the network, with a dimension of 5 for the
Encoder and 3 for the Decoder. LSTM nodes were selected
based on their ability to retain memory across input sequences
[16]. This functionality allows for applying rate constraints,
where there is a need to store temporal information.

III. NEURAL NETWORK-BASED CONTROL ALLOCATION

The neural network allocator used in this study is in the form
of a DNN. Fig. 2 shows the architecture of the network, which
interfaces with the motion controller through the force τ and
outputs individual thruster commands through û. The latter
contains force and angle commands while the former contains
the force request components along the three dimensions of
freedom for the vessel: surge, sway and yaw.

A. Data

The data used for training the DNN is artificially generated
based on a user-defined force and angle command range for
u = [F1, F2, α2, F3, α3]T shown in (3). Information about
the thruster locations is also used to transform a set of
force/angle commands into generalized forces, which is what
the allocator receives from the motion controller. In that way,
inputs and targets for the supervised training procedure are
calculated according to (1), while the entries of u are used in
the calculation of losses during training (see Section III-B).
Dynamics in the control sequences, τ , are not considered in
the construction of the training data. It changes only due to the
prescribed force/angle commands. For the azimuth thrusters a
range must be defined for both the force and the azimuth angle,
while the tunnel thruster requires only a force range. There
exists a trade-off between the resolution within each range
and the corresponding training performance, which hinges on
the generalization ability of the DNN. The ranges shown in (3)
are based on that trade-off, as well as the size of the resulting
dataset and the required range in which the vessel will be

operating. The required range of commands depends on the
aggressiveness of the motion controller and the maneuvering
regime.

An important consideration at this stage is that the ranges
observed in the training data must exceed the constraints
applied during training. If a loss function always returns zero,
it has no impact on the network training. This applies to the
losses described in Sections III-B2, III-B3 and III-B5 as these
are only active if the constraints are violated. The simulation
examples in this study require the ship to perform low-
speed maneuvering and stationkeeping with moderate wind
speeds. This results in low force magnitudes relative to the
corresponding maximum force magnitudes of each thruster
given in Table I.

F1 ∈ [−10000, 10000]N

F2 ∈ [−5000, 5000]N

α2 ∈ [−180, 180]◦ (3)
F3 ∈ [−5000, 5000]N

α3 ∈ [−180, 180]◦

F1 is the force of T1 , F2 and α2 are the force and thruster
angle of T2, and F3 and α3 are the force and thruster angle
of T3. Drawing one million samples from these ranges, using
a uniform randomized selection strategy, yields the dataset for
the commands, u. It has a dimension of 5 x 1000000. Applying
90% of the columns in u to (1) results in the training dataset,
τ , which holds the generalized force. A standardization scaling
procedure is performed on the training dataset to facilitate
proper training of the DNN.

B. Training
The training operation is performed iteratively, where each

iteration involves passing every training data sample to the
network, known as an epoch. Each epoch contains a fixed
number of subsets of the training dataset (mini-batches, de-
noted by the superscript i), and weight updates are carried out
after each mini-batch has been processed. In this study a mini-
batch size of 1024 was chosen, resulting in roughly 880 mini-
batches. If, for three consecutive epochs, the combined loss
(see Section III-B6) evaluated on a separate validation dataset
does not improve, the training procedure is terminated.

In order to fulfill constraints in terms of meeting the motion
controller force requests, keeping the magnitude and rate of
the control vector within certain bounds, and facilitating power
minimization, loss functions were designed. The output of the
loss functions in Sections III-B2-III-B5 determine the weight
updates to each layer in the Encoder-part of Fig. 2 during
the backpropagation training scheme. The loss function in
Section III-B1 applies to the weight update of all layers in
the DNN. Loss functions serve the same purpose as objective
functions of optimization-based allocation methods. Note that
the entire training procedure should be performed offline.
In the following fe(τ ) represents the Encoder-part of the
network, fd(û) represents the Decoder-part of the network
while f(τ ) is the overall model. For ease of notation all
variables included in this section are connected to the DNN
training process.
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Fig. 2. Structure of the neural network used for modelling the control allocation problem.The input of Layer 1 is the force commanded by the motion
controller while the output of Layer 3 is the commands issued to each thruster.

A key feature of this training regime is a loss function
to ensure that the output of Layer 3 is expanded. Without
this feature the neural allocator would not have any incentive
to utilize the entirety of the feasible command region, since
the weights of Layer 4-6 would absorb the training error.
By re-scaling the output of Layer 3 according to the ranges
seen in (3), calculating the resulting estimated generalized
force and comparing it to the ground truth, the commands
are forced into ranges that minimize the requested generalized
force (see (5)). First the expression for the generalized force
estimate (calculated from the estimated commands ûf (k) =
[F̂1(k), F̂2(k), F̂3(k)]T and α̂(k) = [α̂2(k), α̂3(k)]T ) at mini-
batch index k ∈ [0, 1023] is given in (4).

ŷcmd(k) = B(α̂(k))ûf (k) (4)

The result of (4) is a 3 x 1024 matrix of estimated surge/sway
force and moment about the yaw axis of the ship. ŷcmd is
applied in (5) to get the mean squared error (MSE) loss relative
to the ground truth yj .

L0 =

2∑

j=0

(yij − ŷij,cmd)2 (5)

This loss function does not contribute towards satisfying the
constraints imposed on the neural allocator in the training
process.

1) Minimize error in allocated force: The primary goal of
any control allocation method is to minimize the difference
between the motion controller force request and the combined
generalized force produced by all thrusters. This goal is
enforced through a loss function applied to the output layer
of the DNN (Layer 6) seen in (6).

L1 =

2∑

j=0

(yij − ŷij)2 (6)

yi represents the ground truth for the three-dimensional gen-
eralized force, while ŷi = τ̂ i = f(τ i) is the corresponding
estimate made by the final layer of the complete model. (6)
represents the standard MSE loss which is often used in NN
training. During training this loss quantifies how well the
output of the network matches/reconstructs the generalized
force. It offers a way to shape the weights of the DNN towards

minimizing the error in allocated generalized force. However,
it does not contribute to keep the secondary constraints of the
allocator. This will be covered in the following sections.

2) Thruster command magnitude: Each thruster has a finite
range of operation in terms of force (for thrusters T1, T2, T3)
and azimuth angles (for thrusters T2 and T3). From Table I the
maximum force of T2 and T3 are not symmetrical about zero.
However, for simplicity and the limited force range required
in the case study, a symmetrical maximum force constraint is
applied according to (7)

L2 =

4∑

l=0

max((|ûil| − ul,max), 0) (7)

L2 penalizes commands exceeding the threshold set for each
command in u. The max()-function and the |.|-function
perform element-wise operations for all five variables in ui,
denoted by the subscripted variable l. Note that this results
in a soft threshold for the command output and, depending
on the relative weighting of the loss functions, an excursion
beyond the maximum limit may occur. The same is true for the
constraints described in Section III-B3 and III-B5. A higher
relative weighting is therefore applied to these constraints to
keep within the specified constraint thresholds, yielding more
conservative allocated commands.

3) Rate changes: For the network to learn to penalize large
rate changes, the output of the Encoder-part of the network,
ûi = fe(τ

i), is compared against its copy that has been shifted
along the second dimension by one index. This results in a
matrix containing the predicted rates of each value in ûi for
all 1024 samples in the mini-batch. If the rates exceed a certain
value (see Table I), a loss is incurred according to (8).

L3 =

4∑

l=0

max(|ûil − shift(ûil)| −∆ul,max, 0) (8)

4) Power consumption minimization: Without explicitly
telling the network to minimize power consumption, ie. pe-
nalize the use of thrust, arbitrary values within the allowable
ranges of the constraints mentioned in Sections III-B2 and
III-B3 may occur. Therefore, using the fact that the thrust is
a quadratic function of the RPM and the consumed power is
a cubic function of the RPM [3], the loss function L4 in (9)
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is applied. The power required to rotate the azimuth thrusters
is not considered.

L4 = |ûi0|(3/2) + |ûi1|(3/2) + |ûi3|(3/2) (9)

5) Azimuth sectors: Constraining the azimuth angles α2

and α3 is beneficial in terms of avoiding a decrease in thruster
efficiency due to disturbance of inflow velocities by neighbour-
ing thrusters [17]. Two disallowed sectors are defined, since
thrusters T2 and T3 may produce both positive and negative
thrust. They are: αc = [α0,c, α1,c] = [−100,−80] deg and
αc = [α0,c, α1,c] = [80, 100] deg. The disallowed sectors are
visualized in Fig. 3.

Fig. 3. Disallowed sectors of thrusters T2 and T3 are given in red.

When training the network to avoid these sectors the loss
functions in (10) and (11) are applied.

L5 =
∑

l∈[2,4]
(ûil < α1,c)× (ûil > α0,c) (10)

L5 =
∑

l∈[2,4]
(ûil < α1,c)× (ûil > α0,c) (11)

The index l ∈ [2, 4] denotes the azimuth angle of T2 and
T3, respectively. Note that the ×-operator and <,>-operators
perform element-wise operations on ûil , resulting in loss values
for each sample in a mini-batch. The <,>-operators yield a
value of 1 if violating the sector constraint, otherwise zero.
The overall loss for the two disallowed sectors for T2 and T3
is given by L5 = L5 + L5.

6) Combined loss: A combination of the aforementioned
loss functions is used to meet the constraints given in Section
III-B. The combined loss L = k0L0 + k1L1 + k2L2 +
k3L3 + k4L4 + k5L5 is applied to the network optimizer,
which performs the adaptation of the weights in fe() (due
to L) and f(τ ) (due to k1L1). The scaling factors k0 − k5
weight the importance of each loss such that the performance
may be altered depending on user requirements. Re-scaling
the output of fe(τ ) in the training procedure calls for small
scaling factors in the weighted sum for L. Table II gives values
for the case study presented in Section IV.

C. Allocation

Once the DNN is trained and validated offline, it may be
used to obtain the commands for each thruster. This is done by
performing a forward pass over fe() using the force request
from the motion controller as input. The execution time is
fixed and depends on the complexity of the neural allocator
(number of layers, type of layers, number of nodes in each
layer etc.) and the hardware it runs on.

In the event of thruster failure situations, operations that
require thrust to be produced in certain directions only, or if
operational considerations require less penalization of power
consumption, re-training the neural allocator is required. For
time-critical events, a set of pre-trained neural allocators may
be stored and used on demand (eg. if T2 fails, a neural allocator
disregarding this thruster may be applied). Otherwise, the
training procedure may be performed online and applied when
ready. Using a low-rate graphics processing unit, the training
time for the neural allocator used in this study averaged at
roughly two minutes.

IV. CASE STUDIES AND RESULTS

The procedure for constrained control allocation using a
DNN, described in Section III-B, was tested in a simulator.
The physical objects included in the simulation were modelled
in separate containers, known as functional mock-up units. So
were the software required for motion control and allocation.
Fig. 4 shows the components of the simulation and how they
interact. The motion controller was based on the PID controller
described in [18].

Fig. 4. Simulation components.

A. Low-speed maneuvering

To create smooth references for the controller during a
low-speed maneuvering test, a reference generator was ap-
plied, which output both position/heading references and their
corresponding velocity references. A 4-corner DP test was
constructed to gauge the performance of the neural allocator
described in Section III [19]. The outline of the procedure is
given below, where the letters of the itemized list correspond
to letters in Fig. 6:
A: Initiate the vessel at a heading of 0 degrees at location

(0 m north, 0 m east).
B: Move 20 m straight north. Start time: 0 s.
C: Move 20 meters straight west. Start time: 250 s.
D: While at location (20 m north, 20 m east), rotate the

vessel to achieve a heading of 315 degrees. Start time:
450 s.

E: While maintaining a heading of 315 degrees, move 20 m
south. Start time: 650 s.

F: Move 20 m east while also rotating to a heading of 0
degrees. Start time: 850 s.

1) Results: The GI allocator serves as a baseline for com-
parison relative to the neural allocator proposed in this study.
Three candidate configurations for the fixed thruster angles
were tested (see Fig. 5). Based on mean power consumption
and path errors incurred while maneuvering through the test
procedure given in the previous section, the fixed angles
α2 = −45 and α3 = 45 were selected. Note that for fixed
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angles the GI-allocated control forces are optimal in terms of
energy [2]. However, the fixed 45 degree azimuth angles offers
sub-optimal thrust directions for the translations and rotations
performed in the 4-corner maneuvering test.

Fig. 6 shows the simulated vessel path for the GI fixed-
angle (±45 degrees) allocator and the neural allocator. The
simulation was run for both allocators using identical simula-
tion parameters (path references, control parameters etc.). A
more detailed comparison of the maneuvering performance,
using each of the two allocation implementations, is given in
Fig. 7. Thruster commands issued by the neural allocator and
the GI allocator are shown in Fig. 8. The GI force commands
show somewhat higher maximum values. This is due to being
restricted to fixed azimuth angles for thrusters T2 and T3.
The neural allocator absorbs some of the variation in RPM
by changing angles of thrusters T2 and T3.

Fig. 9 shows the resulting losses observed during the 4-
corner test for the neural allocator. Notably, the losses L2, L3

and L5 are not included since they remain zero if constraints
are not breached. They contribute during the training phase.
In Fig. 8 the azimuth angles do not cross the ± 80 deg
constraints and the maximum forces are below the constraint
set during training of ± 8 kN for T1 and ± 4 kN for T2/T3.
Due to maneuvering at low speed the force commands issued
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Fig. 6. Path taken for both the neural allocator and the GI allocator. The
latter apply fixed azimuth angles of α2 = −45 and α3 = 45 degrees.
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Fig. 8. Force and azimuth angle commands issued by both allocators. Note
that the bottom plot only contains the azimuth angles of the neural network
allocator.

by the GI allocator resulted in force rates within 20 % of
the maximum values given in Table I. This allowed the GI
allocator to match the generalized force requests perfectly.
Similar force rates are seen for the neural allocator, while
the observed azimuth angle rate kept within 70 % of the
10◦/s limit. The similar trends of the bottom two plots of
Fig. 9 indicate that the overall loss, L, is dominated by the
power loss, L4. This suggests that the training procedure
has been successful in shaping the network, such that the
autoencoder estimates the input well (low L1 value). The
relatively low L0 value indicates that the generalized force,
achieved through multiplying the allocated commands with the
thruster configuration matrix, closely matches the requested
generalized force.

As the training procedure of the neural allocator applies sev-
eral loss functions (to keep within the constraints mentioned
in Section III-B), the relative weighting between them dictates
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the allocation performance. In this case, the values of Table II
were used to scale the individual loss values L0-L5.

TABLE II
THE VALUES OF THE LOSS SCALING FACTORS k0-k5 .

Parameter Value
k0 100

k1 100

k2 10−1

k3 10−7

k4 10−7

k5 10−1

The average power consumption for the two allocator in-
stances is similar, with an average power decrease of 3.6 %
using the neural allocator (see Fig. 10). The largest power
reduction is seen in the period t=0-100 s, which is when
the ship performs a straight north move. In this period the
azimuth angles for T2 and T3 are closer to zero which leads
to a more efficient use of thrust (see Fig. 8). Constraining the
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Fig. 10. Power consumption of the GI allocator and the neural allocator.

power consumption effectively led to more variation in the
azimuth angles of thrusters T2 and T3. In allowing less use of
thrust, the thrusters are forced to find more effective angles
to operate. The user must therefore weight the importance
of power minimization versus the advantage of having low
azimuth angle rate changes. At a certain point, constraining

power also influences on the ability of the allocator to produce
the requested generalized force.

In terms of computational speed the present approach takes
6 ms per execution. To put this in context, the execution
time of the MPC algorithm described in [9] was reported
to be approximately 10 ms. They also compared against the
Sequential Quadratic Programming (SQP) approach of [3] and
found that the average computational time was 0.385 ms, while
the original study reported a run time of 2 ms. Advances in
computational power could explain this difference. The neural
allocator is therefore 1.6 times faster than the MPC approach
and 15.6 times slower than the SQP approach.

B. Impact of scaling power loss

The effect of varying the scaling of the loss described
in Section III-B4 is investigated in this section through a
stationkeeping simulation test. The implementation of this loss
yields a positive value for all time if the force produced by
one of the thrusters is greater than zero. An increase in scaling
factor k4, relative to the other scaling factors, implies that the
trained network favors lower thrust commands. Scaling factors
other than k4 remains equal to that of Table II in this test.

Stationkeeping involves the use of thrusters to keep the
ship at a fixed location and heading [20]. A constant external
disturbance was applied in the form of a uniform wind field
coming from the east at a magnitude of 10 m/s. By allowing
the wind direction to change quickly (from east to northeast
in five seconds), the effect of varying k4 will be examined.

Fig. 11 shows the total loss, L, and the overall power
consumption. The sensitivity of L with respect to changes in
k4 is evident from the substantial increase in L for increasing
k4. Increasing k4 also causes azimuth angles to be used more
efficiently. This suggests an indirect coupling between L4 and
the azimuth angle commands produced by the allocator, since
only the thrust is penalized in L4. The top plot of Fig. 12
shows the azimuth angles of T3, for 3 and 5 times the original
k4, being closer to the 80 degree constraint. This means that
it more efficiently counters the wind disturbance coming from
the east. The coupling effect between scaling factors increases
the difficulty of finding suitable parameters for k0-k5.

V. CONCLUSION

The proposed neural network allocator provides similar
functionality as optimization-based methods by accommodat-
ing constraints in its training phase. Also, a comparable perfor-
mance was found relative to the GI implementation in terms of
matching the force request from the motion controller, power
consumption and ability to perform low-speed maneuvering.
Modelling the neural allocator using only knowledge of the
thruster configuration, the user-specified constraints and loss
functions with scaling, allows for pre-training of the neural
allocator without the need for data from a real operation. A
computation time of 6 ms was observed, which enables real-
time operation.

The proposed neural network allocator does not enforce
constraints in a strict way. This means that, depending on
how well the training process is posed, constraints may be
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breached. For instance, if too little emphasis is put on penaliz-
ing azimuth angle rates, a rapid change in the motion controller
output might lead to commanding unattainable azimuth angles.
Means of enforcing hard constraints will hence be further
investigated.

In case of failures, which implies that the neural allocator
needs to be re-trained, the training time of the allocator is
critical. In future developments of this work, this will be a
main focus. We also aim to implement this research, along
with efforts from aligned research activity at NTNU Aalesund,
on the R/V Gunnerus to realize an autonomous ship operation.
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